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Abstract: The aim of this study is to check the proposed tenant-based resource allocation 

model in practice. In order to do this, two SaaS systems are developed. The first system 

utilizes traditional resource scaling based on a number of users. It acts as a reference point 

for the second system. Conducted tests were focused on measuring over- and 

underutilization in order to compare cost-effectiveness of the solutions. The tenant-based 

resource allocation model proved to decrease system's running costs. It also reduces 

system resource underutilization. Similar research has been done before, but the model was 

tested only in a private cloud. In this work, the systems are deployed into commercial, 

public cloud. 
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1 Introduction 

Cloud computing is gaining more and more interest every year. Cloud computing 

is not a new technology. It is rather a mixture of technologies existing before, like: 

grid computing, utility computing, virtualization or autonomic computing [14], 

and it finds application in other seemingly indirectly related areas, like hybrid 

wireless networks [16] integration of information systems [17] or high 

performance simulation [18]. 

The National Institute of Standards and Technology (NIST)
1
 defines cloud 

computing as “a model for enabling ubiquitous, convenient, on-demand network 

access to a shared pool of configurable computing resources (e.g., networks, 

servers, storage, applications, and services) that can be rapidly provisioned and 

released with minimal management effort or service provider interaction. 

                                                           
1
  NIST Cloud Computing Standards Roadmap, Special Publication 500-291, Version 2, 

July 2013 
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This cloud model is composed of five essential characteristics, three service 

models, and four deployment models”. 

This approach allows Internet based applications to work in distributed and 

virtualized cloud environment. It is characterized by on-demand resources and 

pay-per-use [1] pricing. Nowadays, every respected IT-company has started to 

think about providing its services in the cloud [5]. Currently Cloud computing is 

one of major enablers for the manufacturing industry [3]. It became widely used to 

enhance many other aspects of industrial commerce by moving business processes 

to the cloud to improve the companies’ operational efficiency. Currently, a new 

trend can be observed, inspired by cloud computing, it is illustrated in the 

movement from production-oriented manufacturing to service-oriented 

manufacturing. It converges networked manufacturing, manufacturing grid 

(MGrid), virtual manufacturing, agile manufacturing and Internet of Things into 

cloud manufacturing [2], [3], where distributed resources provided by cloud 

services are managed in a centralized way. Clients can use the cloud services 

according to their requirements. Cloud users can request services ranging from 

product design, manufacturing, testing, management and all other stages of a 

product life cycle [3]. 

Software-as-a-Service (SaaS) is software delivery model in which entire 

application (software and data) is hosted in one place (usually in the cloud). The 

SaaS application is typically accessed by the users via a web browser. It is the top 

layer in cloud computing stack. SaaS evolved from SOA (Service Oriented 

Architecture) and manages applications running in the cloud. It is also seen as 

a model that extends the idea of Application Service Providers (ASP). ASP is 

primary centralized computing model from the 1990s. SaaS platform can be 

characterized by: service provider development, Internet accessibility, off-

premises hosting and pay-as-you-go pricing [3]. The SaaS platform supports 

hosting for many application providers. As opposed to ASP model, SaaS provides 

fine-grained usage monitoring and metrics [8]. It allows tenants to pay according 

to the usage of specific cloud resources. SaaS applications often conform to multi-

tenant architecture, which allows a single instance of a program to be used by 

many tenants (subscribers) [3]. This architecture also helps to serve more users 

because of a more efficient resource management than in multiple instances 

approach [4]. 

In spite of the fact that the idea of cloud computing utilization has become a 

reality, questions like how to enhance resource utilization and reduce the resource 

and energy consumption are still not effectively addressed [1]. 

Since most cloud services providers charge for the resource use, it is important to 

create resource efficient applications. One of the ways to achieve this is multi-

tenant architecture of SaaS applications. It allows the application for efficient self-

management of the available resources. 
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Despite the fact, that in the cloud, one can automatically receive on-demand 

resources, one can still encounter problems related to inappropriate utilization of 

the available resource pool at a particular time. These issues manifest in over- and 

underutilization, which exists, because of the “not fully elastic”, pay-per-use 

model used nowadays [10]. Over provisioning arises when, after receiving 

additional resources (in reply for peak loads), one keeps them, even if they are not 

needed any more. Such a situation is called underutilization. Under provisioning 

(saturation) arises when one cannot deliver required level of service because of 

insufficient performance. This is also known as an overutilization. It leads to 

customers turnover and revenue losses [1]. Amazon Elastic Cloud Computing 

(EC2) service charges users for every partial hour they reserve each EC2 node. 

Paying for server-hours is common among cloud providers. That is why it is very 

important to utilize fully given resources in order to really pay just for what we 

use. 

Due to the fact that we are still in early stages of cloud computing development, 

we cannot expect cost-effective pay-per-use model for SaaS applications after just 

deploying it in the cloud. What is more, automatic cloud scalability will not work 

efficiently if applications consume resources, which are indispensable to meet the 

desired performance levels [13]. To achieve desired scalability we need to design 

our SaaS application with that in mind. In order to do so, the application must be 

aware how it is used [7]. We can use multi-tenant architecture [9] to manage the 

application behavior. It allows using a single instance of the program for many 

users. It works in similar way like a singleton class in object programming 

languages, which can supervise creation and life cycle of objects derived from that 

class. Supporting multiple users is a very important design step for SaaS 

applications [2]. We can distinguish two kinds of multi-tenancy patterns: multiple 

instances (every tenant has got their own instance running on shared resources) 

and native multi-tenancy (single instance running on distributed resources)
2
 [2]. 

The first pattern scales well for a small number of users, but if there are more than 

hundreds of users, it is better to use the second pattern. 

The one of most recent solutions for over- and under- utilization problems may be 

a tenant-based resource allocation model (TBRAM) for SaaS applications. That 

solution was introduced and tested with regard to CPU and memory utilization by 

various authors [3]. They proved the validity of TBRAM through the reduction of 

used server-hours as well as improving the resources utilization. However, the 

authors deployed their solution into a private cloud which can only mimic a public 

cloud environment. They tested cases with incremental and peak workload of the 

system. In this paper we wanted to check whether the TBRAM is really a valuable 

system. Examining the TBRAM system in a public and commercial cloud 

environment could deliver the answer to that question. Therefore, the main aim of 

                                                           
2  Architecture Stfrategies for Catching the Long Tail: 2006. 

http://msdn.microsoft.com/en-us/library/aa479069.aspx. Accessed: 2014-09-07 
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the paper is the further validation of TBRAM approach, as it was proposed in the 

future research part of the base work [3]. If the results of the study confirm 

improvement of the model performance, then it could be considered as the 

solution to the previously mentioned provisioning problems. 

2 System Design 

2.1 Base System 

In this section the base tenant-unaware resource allocation SaaS system (Base 

System) is described. It conforms to a traditional approach to scaling resources in 

a cloud and is based on the number of users of the system. It is substituted by 

Elastic Load Balancer service. According to AWS Developer Forum
3
 the Elastic 

Load Balancer (ELB) sends special requests to balancing domain's instances to 

check their statuses (health check) it then round-robins among the healthy 

instances, having fewer outstanding requests pending. Although the name of this 

system suggests lack of awareness of tenants it concerns only resource allocation. 

The system was built according to Service Oriented Architecture (SOA) and native 

multi-tenancy pattern. First, it was implemented as a set of J2EE web applications 

using Spring and Struts frameworks. Several parts of the system were later 

transformed to web services using WSO2 and Axis2. Deploying application as a 

web service makes it independent of the running platform. It also gives more 

flexibility when accessing the application. 
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Figure 1 

SaaS platform system architecture 

                                                           
3
  https://forums.aws.amazon.com/thread.jspa?messageID=135549&. Accessed: 2014-

10-17 
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A general, high level, overview of the test-bed architecture is shown in Fig. 3, one 

can see there a group of Amazon EC2 (Tomcat) instances. The number of 

the instances varies and it depends on the number of simulated users. Each of 

the instances consists of a Virtual Machine (VM) with one Tomcat web container. 

In each Tomcat container authorial a SaaS platform is deployed. The platform is 

the main part of the system as it makes a basis for SaaS applications. It also 

includes web services and common libraries. 

The SaaS platform (Fig. 1) was the main part of the system. The task of the 

platform was to support deployment of plain web applications as a SaaS service. 

The idea behind the design of this part was inspired by this work [3]. Their SaaS 

platform was developed as a part of the Rapid Product Realization for Developing 

Markets Using Emerging Technologies research at Tecnológico de Monterrey 

University, Mexico. 

Since the authors had limited means and limited time, The SaaS platform was 

simplified and focused only on the usability for SaaS system. 

The entry point to the platform was the Core Web App (CWA). As the name 

suggests, it was a web application that worked as a gate. All interactions between 

outside environment and the parts of the platform were done through this element. 

In the background, there were applications responsible for users’ authorization, 
account management and logging. The platform contained also common Java 

libraries used by deployed applications. Configuration was made by the XML or 

plain text files. The platform exhibited web service interfaces to be consumed by 

outside applications. One example of such an interface was the interface for 

metering services. It allows monitoring the usage of resources by the platform. 

That behavior is depicted by the SOA element in Fig. 1. On top of this, we can see 

the SaaS applications. These were developed as normal Java web applications, but 

when deployed on the platform, they gain extra SaaS functionality. Two were 

implemented, a Sales application and a Contacts Application. It is assumed that 

two applications are enough to present the platform's functionality as well as the 

interactions between the deployed applications. It is worth mentioning that there is 

one more feature, which was not depicted in Fig. 1, the communication channel 

between the platform and an external database server. 

In order to measure over- and under- utilization certain metrics from running VMs 

were needed. Some of them were available directly through Amazon CloudWatch 

metering service (CPU usage, network in/out and number of requests per second 

in case of the ELB). The latter metric can be used to calculate the throughput of 

the entire system. Other source of data for this metric came from JMeter tool. 

However, monitoring of RAM consumption and number of running threads was 

not provided by the CloudWatch. That is why authors developed a monitoring 

solution called Resource Consumption Monitor (RCM) – a service that sat 

between the monitoring domain and the CloudWatch. 
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There are two main approaches to the monitoring problem. The first is 

a distributed approach. It is similar to Observer Pattern [6] known from object 

oriented programming patterns and best practices. In this case monitored VMs 

register themselves to the monitoring service and then publish their measurements. 

The main strength here, is build simplicity. It has, however, one big disadvantage 

– each worker VM needs to be aware of the monitoring process. It is also hard to 

quickly notice a VM termination due to unexpected events or errors. That is why 

the second, centralized approach was chosen. In this case, the VMs with SaaS 

platforms are unaware of being monitored as it is beyond their consideration. The 

RCM is constantly monitoring the state of VMs by polling AWS cloud (the 

performance hit was negligible, it was not included in the considerations). After 

each interval (Polling interval) it collects the measurements from the monitored 

domain. After another interval (Publishing interval) it publishes collected data to 

the CloudWatch service. Thanks to that, all of the VMs measurements were 

available in one place. 

The RCM is a web application, but it can also be used as a standalone console Java 

application packed into an archive file (jar). It used the Java Management 

Extension (JMX) RMI-based protocol which allows to request information about 

running Java Virtual Machine. Generally, it is recommended to use an authorial 

web services to fulfil the same tasks, but since the entire SaaS system is too overly 

complex, the flexibility offered by web services seems not to be really needed. 

Especially, that such flexibility comes with a price. First of all, the JMX packets 

are much smaller than competitive SOAP protocol ones. Therefore, it reduces 

network traffic and time necessary to decode the packet. The next reason is the 

requirement for management of web services like Axis2. The JMX is built in Java 

Runtime Environment (JRE 1.7), which is used by authors. Finally, the JMX 

technology is far more robust and advanced. It would be difficult to build a better 

web service within such a short time frame. It is also transparent for applications 

running on JVM. All what is necessary to do, is to add extra running parameters 

when starting the JVM. 

The RCM requires a set of parameters to run. One of them is the running mode 

which tells the monitor whether to run in test mode (very frequent data collecting, 

but without publishing them to the CloudWatch) or in normal mode (with 

synchronization to the CloudWatch). The chosen mode affected both (polling and 

publishing) intervals. In test mode the data were gathered every 5 seconds. In 

normal mode polling was set to 10 seconds and publishing to 1 minute. These 

settings matched the settings of CloudWatch service working in detailed mode. 

Using RCM one could also manually start or stop the monitoring of certain VM. 

To tell the RCM which instances to monitor a special tag to VMs was added. 

The tagging is a feature in AWS cloud that helps to organize running instances. 

The most common usage of tags is for giving names to the instances which are 

often more meaningful than their IDs. 
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Because owned metrics are sent to the CloudWatch it was crucial that all 

the measurements (direct and own) for given VM are taken in the same time. They 

could be published asynchronously, because they contained a timestamp tag. 

However, the measurement data itself needed to be synchronized in time. 

Otherwise they would be invalid. To avoid that synchronization mechanism was 

implemented in the RCM. It was assured that own measurements data are 

collected at the same moment as the direct CloudWatch data. 

The RCM was deployed on a dedicated t1.micro EC2 instance, because it should 

not affect the work of virtual machines it monitored. Thanks to its web interface, it 

can be managed from any computer via a web browser. 

2.2 Tenant Aware System 

The base SaaS system was implemented as a reference tenant-unaware resource 

allocation system. The main flaw of its design was rigid management of VM 

instances in the cloud. Thus, it could lead to serious over- and underutilization 

problems. In Chapter III, we show this based on test results. One of the ways to 

tackle aforementioned issues was proposed in [3] as a tenant-based resource 

allocation model (TBRAM) for scaling SaaS applications over a cloud 

infrastructure. By minimizing utilization problems, it should decrease the final 

cost of running the system in the cloud. 
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Figure 2 

TBRAM system architecture 

The TBRAM consists of three approaches that use multi-tenancy to achieve its 

goals. The first approach is tenant-based isolation [11], [12], which separates 

contexts for different tenants. It was implemented with tenant-based 

authentication and data persistence as a part of the SaaS platform (Tomcat 

instances). The second, is to use tenant-based VM allocation [11], [12]. With this 
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approach we are able to calculate the actual number of the VMs needed by each 

tenant in a given moment. The third approach is the tenant-based load balancer 

that allows to distribute the virtual machines’ load with respect to certain tenant. 

An overview of the architecture is presented in Fig. 2. The dashed line in the 

picture denotes communication with web services. One can notice that the SaaS 

Core Web App (SCWA) element in the Fig. 2 is the only change made to the 

original test-bed [3]. 

A simple load balancer based on round-robin IP address algorithm, is not the best 

solution to isolate each tenant. Since users from the same tenant share certain 

tenant-related data it would be a good idea to dispatch their requests to the same 

VM (if possible). That could reduce the amount of tenant data kept by each VM 

since some of them would be serving only a few tenants. That could also lead to 

better usage of servers’ cache mechanisms by concentrating on data that are really 
shared by number of tenant's users. That in turn could for example, reduce 

a number of requests to database engine. 

The key task of the load balancer was to isolate requests from different tenants. 

The tenant-based load balancer worked in 7
th

 layer of the OSI model. It used 

information stored in the session context as well as local applications data to 

assign the load efficiently. The idea behind request scheduling is that requests 

from one tenant should be processed on the same VMs. If that is impossible, then 

the number requests should be limited, so they were not scattered along the whole 

balancing domain. That can also allow reducing context switching and using 

previously cached data. The traditional scheduling process uses only current status 

data, so it does not belong to dynamic load balancers family, but TBRAM-based 

solution is based on adaptive models of load balancing. 

As suggested in other work [3], we made the load balancer a part of SaaS Core 

Web App (SCWA). It was a natural choice to put that element there, since all the 

requests came through it anyway (because of the centralized authorization 

service). Design of the load balancer is similar to the one proposed in current work 

[3]. It consisted of five elements: Request Processor, Server Preparer, Cookie 

Manager, Response Parser and Tenant Request Scheduler. Each of them was 

responsible for specific function in the processing pipeline sequence. The most 

important was the last part of processing assigned to Tenant Request Scheduler. 

The scheduling policy enforces that the subsequent requests from the same tenant 

should be dispatched to the same VM. If a given VM was saturated, then the 

scheduler dispatched the request to the next available VM of that tenant. Finally, if 

no other VM was available, the scheduler requested a new VM from the VM 

Manager. 

The HTTP as the Internet protocol was designed to be stateless. It means that 

every request is independent. It starts from handshaking in order to establish 

a connection. Then data exchange appears for one or possibly more server's 

resources. After that the connection is closed. When user requests another 
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resource the whole procedure repeats. However there was a need to keep a track 

of users action for example to make functioning of shopping chart possible 

in online shops. Because of private IP addresses it was not feasible to recognize all 

users just based on their IP. This is where the session mechanism comes with help. 

In general, it allows storing user related data at the server side and therefore 

distinguish each unique user. It works fine when there is only one server dealing 

with a given user, because of the limited session scope. If there are more servers 

this has to be handled differently. One of the solutions for that problem is 

clustering of Tomcat servers. But even better solution is to dispatch given user's 

requests in a unique server as it eliminates the need of session sharing. For that 

purpose many available load balancers offer so called session stickiness or session 

affinity. This feature allows grouping requests of a given user within a session 

scope and sending these requests to the same server. When it comes to tenant-

based load balancer it could be called tenant stickiness or affinity. It can be 

imagined as yet another layer above the session layer which groups requests from 

a given tenant. 

3 Test Results and Analysis 

We tested our TBRAM-based SaaS system and compared it with the non-TBRAM 

version. The comparison was made in terms of overutilization, underutilization 

and financial cost. To calculate cost of running certain SaaS system in the cloud, 

billing statement delivered by Amazon was used. To measure over- and under- 

utilization of resources, measurements data collected by Amazon CloudWatch 

monitoring service were used. Before this was done the entire test bed was 

deployed in Amazon cloud environment (AWS). Then the system was stressed 

with the workload of HTTP requests. We used a cluster of JMeter machines 

performing test plans to achieve that. There was one test bed. The main difference 

in the architecture was in the entry point to the SaaS system. In the case of 

TBRAM it was the SCWA element including a load balancer, tenant context 

manager and virtual machines manager. In the case of the standard model it was 

just the Elastic Load Balancer (ELB) service from Amazon. 

3.1 Over- and Under- utilization Results 

Test results were collected by Amazon CloudWatch monitoring service. This tool 

allows to view some basic statistics of data in form of charts. However, in order to 

perform more advance analysis it was needed to download the raw data for further 

processing. The results are presented in following tables (Table 1, Table 2). 

Table 1 presents results of the tests performed over the Base System that used 

traditional resource scaling. The results come from memory and CPU monitoring 

of the system. The first column contains the months of simulated year (24 hours of 
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tests). The second column presents the number of virtual machines running in 

each simulated month. 
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Test bed architecture 

This number is valid only for the incremental workload tests. The peak-based tests 

were conducted in slightly different way. Instead of time constraints they were set 

to perform certain number of test plan iterations. We can notice the difference 

between the test types in server hours provided by the VMs each simulated month. 

Table 1 

Results of the Base System tests 

Simulated 

month 
VMs 

Server-hours 
Combined-

incremental 
Combined-peak 

incremental 
Peak-

based 
UU (%) OU (%) UU (%) OU (%) 

January 2 1440 2460 38.75 0.00 31.94 0.00 

February 2 1440 2580 20.83 0.83 34.17 0.00 

March 2 1440 2460 0.00 0.00 35.42 0.00 

April 2 1440 2580 0.00 9.15 37.22 0.00 

May 4 2880 4200 19.38 6.66 43.36 0.98 

June 4 2880 5160 9.79 0.00 26.39 0.00 

July 4 2880 4920 10.63 0.00 19.03 0.00 

August 4 2880 8040 10.83 0.00 64.31 0.49 

September 8 5760 9840 31.61 0.00 7.43 0.49 

October 8 5760 10320 34.48 0.00 0.21 1.46 

November 8 5760 9840 19.90 0.00 1.56 0.49 

December 8 5760 7440 21.39 0.00 56.04 0.00 

 

Total 40320 69840 

    

   

Avg. 18.13 1.39 29.76 0.33 
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In the case of the incremental test the total value can be simply calculated by 

multiplying the number of VMs by the number of hours in the month (number of 

VMs * 24h * 30 days). In the case of the peak-based test such calculation is not 

straightforward. This is because peak-based tests were little longer than the 

original time frame of 24 hours (simulated year) per each test. The last four 

columns of the table contain combined utilization. This term describes a situation 

during the tests when a given VM was saturated or underutilized with respect to 

the both measures (CPU and memory). The combined utilization percentages were 

calculated based on formulas [3]: %𝑈𝑈(𝑈𝑛𝑑𝑒𝑟𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛) = ( 𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑 𝑈𝑈𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠 𝑝𝑒𝑟 ℎ𝑜𝑢𝑟)𝑠𝑒𝑟𝑣𝑒𝑟 ℎ𝑜𝑢𝑟𝑠       (1) 

Formula (1) calculates the combined underutilization of a given VM per each time 

period. It yields a percentage of wasted VMs out of all available in that time. We 

could also divide the number of measurements when a VM was underutilized by 

the number of all measurements to get the information how often the UU 

occurred. This number oscillated around 50% for both test types. However, 

the measure defined by the formula (1) is more informative since it shows the size 

of the problem, not just the occurrence frequency. In case of overutilization 

the following formula was used: %𝑂𝑈(Overutilization) = 𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑 𝑂𝑈 (Measurements per month ∗VMs number)     (2) 

Overutilization informs us about a percentage of VMs that were saturated each 

month. It is calculated by dividing the number of measurements that had inflection 

points by all measurements performed during the measured time period 

(measurements per month * VMs number). As it can be noticed OU hardly appear 

in the tests. This is because the VMs workload was chosen with overutilization 

in mind. We did not want to saturate the VMs too much, but during the final tests 

the system behaved even better than expected. Therefore saturation of the 

machines was lower. Nevertheless, the tests of TBRAM system were conducted 

under exactly the same conditions, so it shouldn't bias the results. One can also 

observe the total number of server-hours provided by the SaaS platform VMs. 

It was 40320 and 69840 for the incremental and peak-based tests respectively. 

Table 2 shows results of the tests of the TBRAM system which uses tenant-based 

load balancing and resource scaling. Since the VMs fleet size was adjusted to the 

current needs dynamically there is no corresponding VMs number column with 

fixed size for each month. The first observation is that the total server-hours were 

reduced by 19.94% and 30.21%, for the incremental and peak-based tests, 

respectively. The %OU was marginally smaller as in the case of the Base System. 

There was however a difference in %UU between the systems. First of all, we can 

notice that underutilization for incremental workload was smaller at the beginning 

of the simulated year as compared with the Base System. This is at least partially 

caused by the dynamic scaling method of TBRAM system. Whereas, the Base 
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System started with 2 VMs the second system could increase this number starting 

from only one machine. As it can be seen in Table 2 TBRAM system did not 

perform so well in the second part of the year. 

Table 2 

Results of TBRAM system tests 

Simulated 

month 

Server-hours Combined-incremental Combined-peak 

incremental Peak-based UU (%) OU (%) UU (%) OU (%) 

January 720 1200 0.00 0.00 0.00 0.00 

February 768 2040 0.00 0.81 13.52 0.65 

March 1440 1920 0.00 2.44 0.83 0.65 

April 1440 1440 0.00 1.63 26.25 3.26 

May 1800 4440 2.78 0.00 0.00 0.00 

June 2160 3960 10.56 6.50 2.08 2.60 

July 2880 2280 15.83 0.81 16.89 2.60 

August 3240 6000 1.19 0.00 31.54 0.65 

September 3600 7680 29.17 0.81 1.62 0.65 

October 3960 6720 40.02 1.63 20.94 0.00 

November 4680 6000 54.45 0.81 25.00 0.65 

December 5586 5064 51.59 1.63 35.42 0.00 

Total 32274 48744 
    

  
Avg. 17.13 1.42 14.51 0.98 

It is important to notice that both averages for %UU are generally lower than 

in the case of traditional scaling system. In order to check if the TBRAM system 

leads to the significant improvement over the Base system, we used the t-test to 

compare UU% in peak-based test: 

Table 3 

Parameters of the t-student test 

N Degrees Accuracy α tα 

12 22 97.50% 0.025 2.07 

where, N is the number of samples (months). Degrees stands for degrees 

of freedom of the t-test and it is equal to (N1 + N2 – 2 = 12 + 12 – 2 = 22). Unlike 

the authors of the base paper the accuracy was chosen to be set to 97.5% rather 

than 99.5% because it was thought that test conducted in real public cloud 

environment is less predictable than a private cloud cluster. The tα is a base 

parameter value from the t-student distribution table for the significance α = 
0.025. If the t-student value for given columns in both tables is greater than the 

base parameter (2.074) then one can say with 97.5% certainty, that the column's 

averages are significantly different. We can see that the t-student value for the 

%UU in peak-based test is equal to 2.1854 (>2.074). Therefore the TBRAM 

system statistically improved that characteristic. However, %OU averages were 
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not improved according to the t-student test. The t-student values are given in 

TABLE3. They were calculated using the following formula: 𝑡 = 𝑥1−𝑥2√( 𝑠12𝑁1+𝑆22𝑁2)        (3) 

where x1 is an average and s1 is a standard deviation of a column in Table1, where 

x2 and s2 are respective values for a column in Table 2. 

3.2 Cost Analysis 

Before we explain the cost analysis, a brief description of AWS pricing model is 

needed. Even despite this vendor specific model, the general idea of pay-per-use is 

common with cloud computing providers. 

One of the main reasons for using the cloud infrastructure is its flexibility. AWS 

model is also flexible and is based on either pay-as-you-go and pay-per-use. The 

first one means there is no need for long term contracts neither for any minimal 

commitment. The latter one is strongly related to utility computing roots of 

the cloud computing. It means that we pay for what we used. Abovementioned 

fact is generally true, but with certain granularity, for example: each started 

running hour of EC2 instance. In case of the AWS there is also no need to pay up-

front for any resource. We are also free to over-utilize or under-utilize our 

resources without any additional fees. There are three fundamental characteristic 

for which one pays in the AWS. These are: CPU, Storage and Transfer OUT. 

In case of computing, we pay for each partial hour of our resources from start to 

stop of the instance. If it comes to storage we pay per each GB of stored data. 

There are many usage ranges with different prices. The more data we store the less 

per GB we pay. The transfer OUT is generally considered as data transferred out 

of the AWS resources through the Internet. Transfers between our AWS resources 

do not count in the same way. Communication between the resources within 

the same Availability Zone (distinct physical location belonging to certain region) 

is free of charge. What is also important is that we do not pay for any inbound 

traffic to our cloud resources. It does not matter whether the transfer IN comes 

from our other resources or from the Internet. 

Table 4 

EC2 SaaS platform instances cost comparison 

  Incremental Peak-based Total 

Base 

System 
10.20 USD 16.49 USD 26.69 USD 

TBRAM 7.57 USD 12.24 USD 19.81 USD 

Total 17.77 USD 28.73 USD 46.50 USD 
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We used the AWS part to compare our system with the EC2 computing service. 

This included the instances running the SaaS platform, ELB and CloudWatch 

monitoring. It also included the AutoScaling
4
 service, but it was free to use 

as a tool. One pays just for the outputs of that tool, like increased number of 

running EC2 instances. Except the server-hours mentioned before, the EC2 cost 

depends on: instances type (m1.small, m1.medium and ELB on-demand instances 

in this case) and of course the number of instances. It is worth mentioning, that 

Amazon charges additionally for the amount of data processed by ELB load 

balancer. The last EC2 service that was included in the cost calculation was 

running CloudWatch in detailed monitoring mode. We were charged only one 

time per use for both tested systems. Therefore, it was excluded from the cost 

comparison. 

 

Figure 4 

The SaaS platforms costs comparison 

Table 4 shows the cost of both systems excluding the load-balancing cost (ELB or 

SCWA). That means that only costs of running the SaaS platform VMs were 

included. Fig. 4 we visualize the costs distribution for each test (simulated year = 

24hour of real tests). The TBRAM cost is again, lower than the Base System's 

with 25.8% improvement. This holds even in case of incremental workload test 

when the TBRAM system did not statistically improve the underutilization. 

Table 5 

EC2 load balancing cost comparison 

 

Incremental Peak-based Total 

 

cost 
%system 

cost 
cost 

%system 

 cost 
cost 

%system 

cost 

ELB 3.20 USD 23.88% 5.25 USD 24.14% 8.45 USD 24.04% 

m1.medium 4.25 USD 35.97% 5.61 USD 31.43% 9.86 USD 33.24% 

Total 7.45 USD 29.55% 10.86 USD 27.43% 18.31 USD 28.25% 

                                                           
4
 Amazon Auto Scaling: http://aws.amazon.com/autoscaling/ 

 10,20 USD 

 7,56 USD 

 16,49 USD 

 12,24 USD 
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However, the biggest cost reduction is for the peak-based workload tests. It needs 

to be remembered that the SCWA contained also other parts of the system. 

Therefore the TBRAM system could not possibly work without that component. 

The next step was to compare the separated costs of load-balancing with 

the results presented in Table 5. The base system used ELB as a load balancer and 

the authorial TBRAM system used m1.medium instance with the SCWA 

(that contained load balancer). The column named %system cost shows what part 

of the total system cost constitute the load-balancing part. The ELB made 24.04% 

of the Base System cost, when the m1.medium instance made 33.24% of 

the TBRAM system cost. The ELB was also 14.2% cheaper in terms of USD 

price. This was because the cost of m1.medium instance per hour is over 6 times 

more than the ELB. We can see that, even despite additional data processing and 

transfer cost that the ELB introduces, the Amazon's load-balancing service was 

cheaper. The main difference was in the ELBs scaling up ability. One could notice 

the moment when the ELB scaled up during the preliminary tests. This motivated 

us to the built up the authorial load balancer deployed into more powerful EC2 

instance than the standard m1.small. That was clearly an over-provisioning for the 

time when the system load was low. The lack of enterprise scalability of the 

SCWA (for small (<10 tenants) scale implementation is equally good as ELB) was 

the main reason for the higher load-balancing cost of the TBRAM system. It is 

valuable to notice, that in spite of the fact, that ELB use is cheaper it is not so 

“resource wise” as the proposed load balancer used in SCWA approach. 

Conclusions 

This work was inspired and based on the base paper [3]. We wanted to check in 

practice if the model proposed in the base paper can really influence cost-

effectiveness of SaaS systems running in a public cloud. As opposed to just testing 

the model in the private Eucalyptus cloud. Comparing results from [3] with ours, 

great similarities were shown. In the base paper [3] the authors achieved 32% 

server-hours reduction compared to traditional resource scaling. In this work we 

achieved about 20% and 30% reduction in case of incremental and peak-based 

tests, respectively. Better result for the peak-based test is caused mainly by 

the TBRAM underutilization improvement achieved for this type of workload. 

In the base work the model statistically improved also only the underutilization, 

but for both types of workload. Thus, we think that this work confirms 

the TBRAM benefits making it worthwhile, in practice. 

Development and deployment of the SaaS systems into AWS cloud made us to 

draw some other conclusions, too. First, this research showed that TBRAM can 

improve cost-effectiveness. On the other hand, conformance to that model 

introduces non-negligible development overhead. This is because we need to write 

the code for the proposed load balancer, a VM manager (scaling) and a resource 

monitor. These are not trivial elements to implement and have a great influence on 

the overall system performance. They are also not easy to test. Because most of 
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the system's components are independent and distributed, practically the only 

place they can be fully tested is within the cloud environment, in which, they are 

implemented. Thus, they make our system more complex and error-prone. 

Without using the TBRAM one could simply utilize the robust and flexible 

services delivered by a cloud provider like Elastic Load Balancer and 

CloudWatch monitoring for the case of Amazon, which are not so resource 

efficient, but noticeably cheaper. So, the model introduces additional costs for the 

system development and deployment. It is up to us to calculate whether the one-

time cost will be returned by the possible savings from a decreased, system 

running costs. 
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Abstract: Regardless the level of technological development in a community, the 

unavoidable phenomenon is the appearance of queuing. This situation will continue as long 

as there is the customer’s need for the direct contact with the service suppliers, as the case 
is in the Post of Serbia. The aim of the paper is to estimate the time a customer will spend 

in queuing while approaching the counter for financial services in a postal network unit. 

The observed system comprises a single queue, three handling channels and the service 

according to the FIFO principle. This paper presents a developed model that is realized in 

the following phases: recording data, preparing data for training, training the neuro-fuzzy 

system, forming a data set for testing where the expected mean service speed is obtained 

using the moving average method, and testing the neuro-fuzzy model. Observing the mass 

service system has so far been directed towards, the evaluation of their behaviour in the 

past which presents a basis to evaluate whether the system provides satisfactory 

performances. This paper moves a step in the direction of the behaviour evaluation of a 

mass service system, in the future, in order to observe whether it is possible to predict the 

service quality level to be provided to a customer. System customer in this case is not 

limited by the number of demanded services. 

Keywords: Waiting time; Postal network unit; Financial services; ANFIS 

1 Introduction 

Inspired by the fact that the contemporary research of the mass service systems 

has been directed towards the system analysis in the past, as well as the 

significance of the system behaviour in the future and the possible application in 

the estimated queuing time (for providing the adequate level of service and the 
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engagement of the necessary resources), we have decided to apply the 

combination of all the existing methods to a postal network unit in the Post of 

Serbia. This paper presents what can be considered an innovative method 

presenting the combination of the two known methods, ANFIS approach and 

moving average method. Previous approaches were only based on one method, 

e.g. on the mass service theory or Monte Carlo method, see [1, 26]. Since the 

method presented in the paper introduces the combination of the ANFIS approach 

and the moving average method, we expect that this method or a modification of it 

will find the application both in other postal units and everywhere else where 

queuing is a regular phenomenon. In order to realize the mass service system 

management in the real time, the dataset that trained the model in ANFIS has been 

modified using the moving average method with the goal to estimate the system 

behaviour, which can be considered a step forward in comparison to previous 

research. 

Mass service system managers are faced with the issue of providing an optimal 

relationship between the engaged resources and the time spent by the customer in 

order to realize their own demands. Тhe satisfaction with the waiting time is not 
only a determinant for the satisfaction with the service; it also moderates the 

relation satisfaction – loyalty [6]. 

The traditional standpoint in the mass service theory is aimed at the optimal 

determination of the handling channel, where the customer is seen as an external 

factor. However, more attention is devoted recently to customer behaviour and 

unification of behavioural aspects, as well as studies dealing with service 

operations. The impact of waiting on the evaluation of service presents the main 

focus in numerous papers [5, 9, 18, 28, 31]. 

The question for queue management is not only the real time spent by a customer 

in a queue, it is also the customer’s perception of that time and the related level of 

their satisfaction with the service [8]. Information on the waiting time has a 

positive impact on the customer’s satisfaction with the waiting time [6]. 

After the realized service, the customer knows the waiting time spent and they use 

the experience to adjust their view on the average waiting time in a visited facility. 

Following it, one can present the customer’s degree of satisfaction as a quotient of 
the acceptable and the expected waiting time based on the previous experience 

[30]. If a customer is provided with the information on the expected waiting time, 

their acceptable waiting time will be close to the expected time, since that 

information would influence the decision whether to approach the system or not at 

a certain period of time. 

The problem that service providers have to deal with and that leads to alternate 

service quality is observed in the fluctuation of service demands. Solving the 

problem can lead, in one hand, to the development of more flexible systems 

(during the peak load additional resources are included), or on the  hand, it can 

influence the customer’s motivation by providing more satisfactory service 



Acta Polytechnica Hungarica Vol. 12, No. 7, 2015 

 – 27 – 

realization conditions during low demand periods [6]. Likewise, coordinating 

demands and capacities will allow for the utilization of diverse strategies for the 

queue organization, considering their configuration or the formation of a certain 

ambient, so that waiting can be more interesting and more bearable [34]. 

When waiting time estimation is considered, the research in call centres has been 

directed towards queuing in the FIFO system [3, 10, 11, 14, 32]. 

Services realized by traditional postal operators are characterized by 

heterogeneity, which is a consequence of different contents of postal items, as well 

as a wide range of financial services (payments out and payments in from bank 

accounts, agents work for the benefit of banks, advice on receipts, etc.). The 

demand for services provided by traditional postal operators has a stochastic 

character and it cannot be accurately determined since it fluctuates in intensity 

over time and space. These oscillations regarding service demands hamper 

technological processes in terms of providing adequate resources for their 

implementation. 

According to the Law on payment transactions [25], the public postal operator in 

Serbia is allowed, in addition to providing postal services, to provide financial 

services as well. The banking sector as a competition to the public postal operator 

in the field of financial services is concentrated mainly on the segment of 

customers who are creditworthy. It is very important to include the segments of 

population that are not of interest to the banks. Considering this, the state has the 

venue for the financial inclusion through the public postal operator. As a 

consequence, the financial availability is reflected in adjusting prices to the 

solvency of the population segments that are the target area of the financial 

inclusion. The prediction of the waiting time in postal network units is of great 

importance in order to ensure adequate capacity for providing these services. 

Likewise, in order to offer a higher quality to the financial service beneficiaries, it 

is essential for them as well to be provided with the information on the queuing 

time, which is the research topic discussed further in the paper. 

The paper is organized in the following manner: second section contains the 

analysis of the existing conditions in a postal network unit, the third section 

contains a proposition for a model for waiting time estimation, and the last section 

provides the conclusion with the directions for future research. 

2 Condition Analysis in a Postal Network Unit 

Data acquisition was conducted by recording queuing in a postal network unit for 

providing services to customers. The observed postal unit included counters for 

financial services, as well as counters for the reception and delivery of postal 

items. The selected postal unit is located in a residential neighbourhood, as well as 
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in the area with a wealthy number of diverse contents (green market, shopping 

mall and school). Accordingly, beneficiaries were both the people living in the 

area, as well as visitors to the green market, shopping mall, etc. Based on the 

above, it can be considered that the observed postal unit is a representative unit for 

providing customer service since it is not focused only on a specific segment of 

customers and since the users of financial services form a single queue. 

The objective of the research refers to the counters for the implementation of 

financial services, so they were in the focus of the recording. Considering the fact 

that the volume of financial services is the highest in March and December [22, 

23, 24], the recording was completed in the period of two weeks in December 

(from December, 6 to December, 18), i.e. the period of 12 working days. Working 

hours of the post office is from 7:00 am to 7:00 pm on weekdays and from 7:00 

am to 2:00 pm on Saturdays. The observed system includes three handling 

channels, with a single queue and the service carried out according to the FIFO 

principle. The recording included the number of 5727 system customers. 

Following the Kendall’s notation queuing theory, the system can be classified as 
M/G/3. 

Testing the input stream of customers was realized according to days in Statistica 

10 (StatSoft software package). An example for the first day is provided in Table 

1. It can be observed that the widths of the classes are defined in the periods of 50 

seconds. Table column Observed Frequency presents the recording frequencies, 

while the column Expected Frequency presents the theoretical frequencies of the 

observed classes for exponential distribution. 

Table 1 

Testing the compatibility of the input stream with the exponential distribution 

 

The header of the table presents the values of χ2
 test, the number of degrees-of-

freedom, and the resulting p – value. Based on the provided p-value of 0.07217, it 

can be observed that the distribution of the input stream for the first day 

corresponds to the exponential distribution at the significance level of 0.05. Figure 

1, presents graphical interpretations of recorded data for the presented day. 
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Figure 1 

Graphical overview of the input stream of clients during the first day 

Investigations were carried out for the remaining days as well, and the results 

obtained are shown in Table 2. Based on the results shown in Table 2, it can be 

concluded that the mid-intervals of the input streams of customers (time flow 

between successive arrivals of customers) during the observed days in nine cases 

correspond to the exponential distribution with the reliability level of 95%, i.e. p-

values are lower than 0.05 in three cases out of the observed 12 days. 

Table 2 

p-values of the input streams of customers in testing the compatibility with exponential distribution 

Days 1 2 3 4 5 6 7 8 9 10 11 12 

p-values 0.072 0.428 <10-5* 0.23 0.12 0.015* 0.174 0.161 0.55 0.662 0.186 2·10-4* 

By integrating the acquired data for the observed period, it is clear that the time 

intervals of mid-arrivals in the input stream of clients correspond to the 

exponential distribution with the parameter λ = 1.026 customer/min, with the 
reliability level of 95% (i.e. p-value equals 0.0964). 

 

Figure 2 

Distribution of service speed for the observed period of 12 days 
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After examining the compliance of the input data stream, the next to be tested was 

the service itself. It was established that the unified service for the observed period 

tends towards the log-normal distribution with the parameters a = 4.722 and b = 

0.153 (Figure 2), with the reliability level of 99% since the low p-value of 0.02 

was acquired. As for the data acquired for the observed days in 5 cases, after 

testing the compatibility with the log-normal distribution, it can be observed that 

the obtained p-values are lower for 0.01 (Table 3), whereas in other cases it can be 

considered that the service level corresponds to the log-normal distribution. 

Table 3 

p-values of the input streams of customers in testing the compatibility with log-normal distribution 

Days 1 2 3 4 5 6 7 8 9 10 11 12 

p-values 0.042 0.338 0.099 0.076 0.051 0.023 0.007* <10
-5
* <10-4* 0.001* 0.027 <10

-5
* 

We can say that the precise analysis on the system with the form M/G/n is 

extremely demanding since the non-Markovian processes are happening inside the 

system, hence the formulas for calculating the system parameters that are widely 

applied in the cases of, for example, M/M/n systems, cannot be applied in this 

case. The observed system is characterized by heterogeneity, which is a 

consequence of different contents of postal items, as well as a wide range of 

financial services (payments out and payments in from bank accounts, agents 

work for the benefit of banks, advice on receipts, etc.). The demand for services 

provided by traditional postal operators has a stochastic character and it cannot be 

accurately determined since it fluctuates in intensity over time and space. In 

practice, the most commonly applied analysis is the approximation or simulation 

(as in the case of call centres [33, 35]). Concerning the observed system, the 

situation is even more complicated with the number of active handling channels 

altered during the observed interval. Differently from call centres, postal clerks are 

in a direct contact with service users and the overall ambient created in the counter 

hall. As a consequence, the working performances of clerks are exposed to the 

influence of the phenomenon of congestion which may lead to their working 

deterioration (clerks’ fatigue) or improvement (striving to perform the job better to 
eliminate the occurrence of congestion). Likewise, the customer’s possibility to 
claim an unlimited number of services further complicated the observance of the 

system. Considering the complexity of the observed system, i.e. the uncertainty 

and stochasticity as its properties, the research was focused on the development of 

a model based on the neuro-fuzzy approach for the evaluation of the waiting time. 

3 Proposition for a Model 

The main results are presented in this section of the paper. It describes the 

theoretical basis for the model created with ANFIS. After that, there is a 

proposition for a model for estimating the waiting time. The preparation of data 

for training ANFIS is realized. Training ANFIS is carried out by the fuzzy logic 
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toolbox, Matlab R2007b. It is followed by the data preparation for model testing. 

The test results are presented by RMSE (root mean square error), the coefficient of 

determination and the distribution of error values (differences between simulated 

and recorded values). At the end of this chapter, the average waiting time per each 

day is observed, as well as the movement of the queue length in selected days. 

3.1 Neuro-Fuzzy Systems 

Different techniques of artificial intelligence have been developed to solve 

problems of the real world using intelligent systems that possess skills similar to 

human skills in certain domains. Among them, fuzzy logic and neural networks 

are the most popular and widely applied in industrial applications [4, 15, 16, 17, 

20, 21]. Fuzzy logic systems are widely applied in transportation engineering [29]. 

Adaptive Neuro-Fuzzy Inference System is a multi-layer adaptive network based 

on the fuzzy inference system [13]. ANFIS is a fuzzy inference system that can be 

trained on the basis of the acquired input-output data. The training method allows 

the system to adjust its parameters in order to perceive the input-output 

relationship hidden in the data set. Since it comprises two approaches (neural 

networks and fuzzy modelling), the appropriate inference in the quality and the 

quantity can be achieved [2]. 

In the case of the Sugeno fuzzy model of the first type with two inputs x and y, the 

rules are given in the following form: 

Rule 1: if x is A1 and y is B1 then f1=p1x+q1y+r1 

Rule 2: if x is A2 and y is B2 then f2=p2x+q2y+r2                                    (1) 

where A1, A2, B1, B2 are membership functions for the inputs x and y respectively, 

whereas p1, q1, r1, p2, q2, r2, are the parameters of the output functions [27]. The 

corresponding ANFIS structure consists of five layers that are implemented by 

diverse functions of the nodes for training and by adjusting the parameters of a 

fuzzy system (Figure 3). Nodes located within the same layer have similar 

functions. The output of the i-th node within the layer l can be referred to as O1,i. 

The functioning of the presented ANFIS system can be graphically represented as 

follows [13]: 

 
Figure 3 

ANFIS architecture of the Sugeno fuzzy model with two inputs [13] 
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- Layer 1: The nodes of this layer generate membership functions for input 

variables. The output of the nodes O1,i is defined by the following 

expressions: 

3,4ifor          (y)μO

or  1,2 ifor            (x)μO

2i

i

Bi1,

Ai1,







                                                                (2) 

where x and y are inputs into the node, while Ai and Bi are fuzzy sets related 

to the observed node and are defined by the shape of their membership 

function. Membership functions Ai and Bi can be presented by the 

generalized “bell” function: 

   i2b
ii

i
/acx1

1
(x)μ


                                                                            (3) 

where ai, bi and ci are parameters that change the shape of the membership 

function μi(x) from the minimum value 0 to the maximum value 1. The 

parameters of this layer correspond to the parameters of the premise 

(hypothesis) of the fuzzy model. Outputs of the first layer are values of the 

membership function of the premise. 

- Layer 2: The nodes labelled with П make up the second layer, which means 
that the input signals in the node are multiplied and the output of the node 

O2,i presents a strength of the i-th rule wi which is calculated as follows: 

1,2i      (y)(x)μμwO
ii BAii2,                                                              (4) 

- Layer 3: In this layer the nodes labelled with N calculate the ratio of the 

strength of the i-th rule and the sum of strengths of other rules, while the 

normalized power of the i-th rule is obtained as follows: 

1,2i      
ww

w
wO

21

i
ii3, 


                                                                    (5) 

- Layer 4: The nodes of the fourth layer calculate the contribution of the i-th 

rule to the output of the system with the following node function: 

2 1,i    )ryqx(pwfwO iiiiiii4,                                                     (6) 

where  is the output of the third layer, while a set of parameters (pi, qi, ri) 

corresponds to the parameters of consequences. 

- Layer 5: This layer consists of one node that is denoted by ∑ and calculates 

the total output of the ANFIS as follows: 
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w

fw

fwO                                                                           (7) 
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It may be noted that within the ANFIS architecture there are two adaptive layers, 

those being the first and the fourth layer. The parameters that are set within the 

first layer are connected to the input membership function (in the explained 

example those are parameters ai, bi and ci), the so-called premise parameters. 

Within the fourth layer, parameters that are set relate to the first-order polynomial 

(pi, qi and ri) and are referred to as consequence parameters [12, 13]. 

Neuro-fuzzy inference system is optimized by adapting the premise parameters 

and the consequence parameters in a manner as to minimize the defined objective 

function (most common, the difference between model outputs and actual 

outputs). The methods for improving the ANFIS parameters may include the 

gradient descent and Least Square Error (LSE) [13]. Chen (1999) compared the 

algorithms for training parameters in ANFIS membership functions [7]. The paper 

applied the hybrid learning algorithm that is a combination of the least square 

estimation and the back-propagation algorithms [13]. 

3.2 Model Development and Results Overview 

Developing the model that is presented in this paper has been implemented 

through the following stages (Figure 4): recording the mass service systems, 

creating a data set for training ANFIS, training ANFIS, establishing data for 

testing, and testing and evaluating the model. During the recording process, the 

following variables were included: the number of active handling channels, queue 

length (i.e. number of customers) and the speed of the service level 

(customer/min). These values are used as inputs to ANFIS. 

 

Figure 4 

A model for the waiting time estimation 

In preparing data for system training, it was necessary to modify the input size of 

the handling speed. Namely, the problem occurring is reflected in the fact that, 

when a customer accesses the queue, it is necessary to predict the service speed 

until the arrival to the service. Regarding this, the decision was to observe the 

service speed in segments of ten customers, for whom the average service speed 

was calculated. It was decided not to train the system with data on speed service 

that was recorded for each customer since in this manner the system would 

become too “sensitive” to this parameter. In other words, the prediction methods 
could not provide exact figures of the level obtained at the level of recording. The 

next phase in the observed model is the system training. The training of the system 

is realized in the ANFIS Editor GUI, within the software Matlab R2007b. 
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Applying the subtractive clustering method, with the default parameter values 

being the range of influence 0.5, squash factor 1.25, accept ratio 0.5 and reject 

ratio 0.15, the initial fuzzy training system was formed, i.e. Sugeno fuzzy model 

with three inputs (Figure 8). Each of the three inputs is associated with two 

membership functions (Figure 5, 6, 7). Membership functions in Figure 5, are 

defined by the following parameters: blue -  and red - . 

Membership functions in Figure 6, are defined by the following parameters: blue - 

 and red - . And the parameters for the membership function 

in Figure 7, are as follows: blue -  and red - . 

 

                      Figure 5                                          Figure 6                                      Figure 7 

      Number of active handling                        Service speed                               Queue length  

                     channels                                    (customer/min)                       (number of customers) 

The system is defined by the two-rule base, as well as by two output membership 

functions. The number of epochs for training the system is 300, while the hybrid 

algorithm for training is implemented. Features of the system are stabilized after 

20 epochs already to the RMSE value of 80 seconds. 

Altering the values of the initial set parameters for applying the subtractive 

clustering method does not bring any significant improvement related to the 

RMSE, even with the increase in the number of the membership functions (Table 

4). In the case of decreasing the value of the range of influence, the number of 

generated membership functions is increased. A little decrease in RMSE to 77 

seconds is observed, though the surface of the transfer function is dramatically 

disrupted. The similar situation applies to the alteration of other parameters in the 

direction of increasing the number of the membership functions. 

The graphical representation of the transfer function of the obtained system can be 

observed according to the pairs of input sizes: number of handling channels vs. 

service speed (Figure 9), number of handling channels vs. queue length (Figure 

10), and service speed vs. queue length (Figure 11). A good feature of the 

obtained surfaces is reflected in the fact that they do not have any peaks, that is, 

there is a bland transition on changing the input values. 
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Table 4 

RMSE as parameters in the subtractive clustering method 

range of 

influence 

squash 

factor 

accept 

ratio 

reject 

ratio 

number 

mf 
RMSE 

0.5 1.25 0.5 0.15 2+2+2 80.79 

0.4 1.25 0.5 0.15 3+3+3 81.07 

0.3 1.25 0.5 0.15 5+5+5 78.91 

0.2 1.25 0.5 0.15 10+10+10 78.14 

0.1 1.25 0.5 0.15 33+33+33 77.16 

 

                                   Figure 8                                                                         Figure 9 

           ANFIS structure of the proposed model                      Transition function for the input of  

                                                                                                 handling channels vs. service speed 

 

                                       Figure 10                                                                   Figure 11 

                  Transition function for the input of                         Transition function for the input of 

                  handling channels vs. queue length                            service speed vs. queue length 

After training the model, a new data set for the system testing was established. In 

addition to input values, the number of handling channels and the queue length, 

the value to be estimated was the speed of the handling system when the n-th 

customer approaches. The estimation of the speed rate was achieved using the 

simple moving average method, in a manner that the speed from 3 previous 

intervals of ten recorded data, each was considered. Data set for testing was 

reduced to 5376 due to the initial segments for the moving average method for 

each day. 
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In order to examine the degree of similarity of the developed model with the 

recorded conditions in the postal network unit, absolute errors simulated vs 

recorded were calculated. The distribution of errors is given in Figure 12, where it 

can be observed that the expected value of the error is 0.451 seconds with a 

standard deviation of 154 seconds. The level of similarity of the simulated and the 

recorded data is expressed with the coefficient of determination (Figure 13): 

                              (8) 

where Sr are the recorded values, while Ss are simulated values. 

In comparison to the data recorded, the simulated data of the represented model 

have RMSE of 154 seconds and the coefficient of determination with the value of 

0.826. 

Likewise, the model simulation was implemented with the moving averages of 4 

and 10 intervals, where the results obtained for RMSE were 158 sec and 167 sec, 

while the coefficients of determination were 0.817 and 0.796, respectively. 
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Figure 12 

Distribution of the error values in Minitab 16 

 

Figure 13 

Comparison of recorded values and values obtained in ANFIS 
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The model used in the paper is the one with the moving averages from 3 previous 

intervals. It also possesses the advantage observed in the fact that too much time 

would not elapse before the model begins the estimation in comparison to the 

beginning of the working hours in the postal network unit for providing services to 

customers. Certainly, the sooner the estimation begins, a lower number of 

unsatisfied customers is to be expected since queuing appears to last longer to a 

customer with the lack of information on its duration compared to the customer 

with the known waiting time [19]. 

In continuation, the average waiting time per day was observed, as well as the 

values of average waiting times obtained by simulation. Table 5, provides the ratio 

of average waiting times that were recorded and average times obtained by 

simulation, where it can be observed that these values are very similar (maximum 

deviation is 17 seconds). 

The minimum average waiting time of 176 seconds was observed on the fourth 

day of recording, i.e. in the ninth day of the month when different inquiries 

influencing the increase in volume of financial services have not yet come to their 

due dates. During this day, the peaks related to the queue length reached the value 

of 7 customers at 9:50 and 11:30 in the morning. In the afternoon, the queue 

length reached a maximum value of 3 customers at 14:00, 15:00 and 18:00. 

Table 5 

Average waiting times recorded vs. simulated 

Day 1 2 3 4 5 6 7 8 9 10 11 12 

Average waiting 

time, 

recorded, sec. 

367 290 273 176 388 366 680 485 409 645 707 665 

Average waiting type 

of the model, sec. 
366 293 256 183 389 372 678 490 422 647 700 654 

The highest average waiting time was observed on the 11
th

 day of recording. The 

reason for this is reflected in the fact that it was the 17
th

 day of the month when 

diverse inquiries are due to be paid. Additional impact was caused by the situation 

that it was the last workday for most customers, and also by the fact that business 

policies of some companies provide their customers a certain discount for 

payments before the 20
th

 of the month. The maximum queue length in the morning 

reached a number of 24 customers at 10:30. In the afternoon, the longest queue 

was observed at 16:20, with 28 customers. As an average day, there is the 8
th

 day 

of recording. In the morning, the queue length reached the maximum value of 27 

customers at 11:30, while in the afternoon the maximum queue length was with 14 

users at 13:45. 

Conclusion 

This paper presents a model for estimating the waiting time based on ANFIS. The 

developed model shows a satisfactory result considering the value of the 

coefficient of determination R
2
= 0.826, as well as the value of RMSE of 154 
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seconds. The average waiting time recorded per day and the average waiting time 

obtained by the proposed model provide similar results (Table 5). Estimating the 

service time as the input value required an adequate modification (average value 

of 10 serving times, as well as the application of the moving average method), so 

that the proposed model would be more reliable to describe the observed queuing 

system. 

The contribution of the model is in providing information to both the customers 

and the management of the postal network unit. Providing information on the 

waiting time presents an additional quality of the service since customers can 

expect how much of their time to set aside, which makes the waiting process 

appear acceptable. The same information provides an opportunity for post office 

managers to manage a number of active counters in real time. In other words, by 

changing the parameters in the proposed system an adequate simulation can be 

implemented, which will then indicate whether a particular procedure is justified, 

i.e. whether the available resources are utilized in an optimal manner. 

Further development will be focused on estimating the number of consumers who 

will ask for a service at specified time intervals and, thus, provide a timely activity 

in order to try to prevent the congestion of the system. Further considerations may 

include the number of services to be observed in order to obtain an average speed 

of service in the observed time interval, as well as the number of sample intervals 

in estimating the service speed by using the moving average method. 
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Abstract: Blind Speaker Clustering is a task within speech technology, where we have a 

collection of speech recordings (utterances), and the goal is to identify which utterances 

belong to the same speakers. To aid the clustering process in this task, we performed pre-

processing steps such as feature selection and Principal Component Analysis (PCA); still, 

the choice of clustering method is not a trivial one. To find the best performing algorithm, 

we tested standard methods such as k-means (or hard c-means, HCM) and fuzzy c-means 

(FCM) as well as several improved versions of FCM. In the end, we were able to achieve 

the best performance using probabilistic-possibilistic mixture partitions. The obtained 

purity score of 83.9% is significantly higher than the baseline score of 46.9%. 

Keywords: clustering; fuzzy c-means algorithm; possibilistic c-means algorithm; speech 

technology 

1 Introduction 

Automatic Speech Recognition (ASR) seeks to create the correct transcription 
(written form) of an utterance (a recording containing speech). Traditionally, 
speech technology researchers focused primarily on ASR (e.g. [1-3]), but in the 
last few years another area has received growing attention. It is called 
computational paralinguistics, and it seeks to extract non-verbal information from 
the speech signal. This area includes tasks such as emotion detection [4, 5], 
speaker age estimation [6], conflict intensity estimation [7-9], detecting social 
signals like laughter and filler events [5], and estimating the amount of physical or 
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cognitive load during speaking [10-12]. Several of these tasks attempt to detect 
phenomena which vary from speaker to speaker. Therefore, in these tasks, if we 
could identify which utterances (recordings) belong to the same person, it would 
clearly assist the following classification or regression step. This task, called Blind 
Speaker Clustering (or just Speaker Clustering), is a viable tool in computational 
paralinguistics; for example, it was shown that speaker-wise data normalization 
can lead to a significantly improved classification performance compared to using 
global normalization techniques [10, 13]. 

Speaker clustering is an existing, current problem in speech recognition literature 
(e.g. [14-16]. In most cases, however, it has to be performed along with speaker 
segmentation ("Who spoke when?"), while now we have only one speaker in an 
utterance; hence we have to concentrate only on speaker clustering. Note that an 
important aspect of this task is that we have to work with the utterances of 
speakers that are unseen to us at training time, so it is clearly a clustering task. 

Clustering means that we form groups of those examples which are similar to each 
other and different from the others, but this definition does not tell us in which 

sense they are different. For example, speech utterances may be similar if they 
record the speech of the same speaker, or the speakers utter the same sentences, or 
they were recorded under similar conditions (microphone, background noise), etc. 
In the actual task, however, we would like to separate the different speakers. A 
straightforward choice to control the way of clustering is by applying feature 
selection. If we keep only those attributes which correlate well with the desired 
property of examples, we can control the type of clusters formed. Still, we have to 
keep in mind the fact that we also have to avoid choosing a redundant feature sub-
set, as it can also hinder the clustering process. 

Besides feature selection, an important choice is that of the clustering method. A 
straightforward choice is the k-means (or hard c-means, HCM, [17]) algorithm; 
however, it is a stochastic algorithm, which is vulnerable to random initialization. 
To this end, we also test fuzzy c-means (FCM [18]) in this task, as well as three of 
its improved variants ([9, 19, 20]). 

2 Blind Speaker Clustering by Feature Selection 

Blind Speaker Clustering can be simply viewed as a clustering problem, for which 
standard clustering methods such as the HCM and FCM algorithms can be readily 
applied. However, these methods have a weak point, namely that they work in a 
multi-dimensional space treating all dimensions as equally important (as they rely 
on the Euclidean distance of the points). This means that they are sensitive to 
differently-scaled, redundant and irrelevant features. 
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The first issue can be handled by normalization, i.e. all the features can be 
normalized (i.e. scaled to a fixed interval, e.g. [0, 1] or [-1, 1]) or standardized (i.e. 
transformed so as to have zero mean and unit standard deviation). The other two 
issues can be handled via feature selection; in fact, we can turn the feature 
selection to our advantage so that we just keep those features which help us create 
the right kind of clusters (in our case, different speakers). 

To be able to perform this, we will need several things. First, to measure which 
feature set allows us to form better clusters, we will need a set of recordings with 
their correct classes (now: speakers) annotated. Second, we will have to choose an 
evaluation metric by which we will rank the results of the different clustering 
outcomes. Third, we will need to choose (or construct) a feature selection method. 

2.1 Performing Feature Selection 

A wide range of feature selection algorithms exist (e.g. [21, 22]; most of them, 
however, have a high computational complexity. To this end, we applied some 
quite quick and simple pre-processing steps to perform feature selection. 

Feature selection has to deal with two phenomena, namely irrelevant and 
redundant features. In the first case, the problem is that some features do not assist 
the forming of the desired clusters, or even distract the clustering algorithms (e.g. 
describe relations that the actual speaker mentioned, and not who spoke in that 
given utterance). Yet, the redundant features describe the same phenomenon in a 
very similar way. As most clustering algorithms treat each feature as an equally 
important dimension, redundant features will have a larger importance overall, 
hence will distract the clustering method used. 

2.1.1 Handling Irrelevant Features 

We handled the issue of irrelevant features by applying a simple feature selection 
method. We took the feature vectors of two speakers, and calculated the 
correlation between each feature with the change of speakers. We repeated this for 
each speaker pair, and the absolute values of the resulting correlation values were 
averaged out. Then, the features were sorted according to their averaged 
correlation score in descending order, and we selected the most correlated 
features. This way, we also had control over the type of clusters formed. 

2.1.2 Handling Redundant Features 

The issue of redundancy was dealt with by using Principal Component Analysis 
(PCA, [23]). PCA is a statistical method which transforms our observation vectors 
into a space described by linearly uncorrelated directions (the principal 
components) via an orthogonal transformation. That is, the first direction returned 
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by the PCA will point to the direction where the variance of our data is the 
highest; the further directions will point to the directions which have the largest 
possible variance, provided that they are orthogonal to all previous directions. By 
transforming our examples into this coordinate system, and then performing 
normalization, we can get rid of most of the redundancy in our attributes. 

PCA also supplies information about the importance of each new dimension 
(feature) describing the examples. It is common practice to keep only the first 
directions which describe at least a given amount (e.g. 90%) of the information 
stored in the example set, thereby applying PCA as a feature extraction tool [24]. 
Of course, the amount of information to be retained is not a trivial one, hence we 
experimented with different thresholds for this value as well. 

3 The Employed Clustering Methods 

Given a set of feature vectors X = { x1, x2, …, xn } describing n objects, the fuzzy 
c-means (FCM) algorithm can produce a fuzzy partition into a predefined number 
of clusters c, based on the minimization of the quadratic objective function 
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prototype or centroid of cluster i (i = 1,…,c), uik ∈ [0,1] is the fuzzy membership 
function showing the degree to which the vector xk belongs to cluster i, and m > 1 
is the fuzzyfication parameter. The minimization of the objective function JFCM is 
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formulas: 

nk

ci
u

c

j

m

jk

m

ik
ik ,,1

,,1

1

)1/(2

)1/(2
*




















vx

vx
 (2) 

.,,1

1

1* ci

u

u

n

k

m
ik

n

k

k
m
ik

i 









x
v  (3) 



Acta Polytechnica Hungarica Vol. 12, No. 7, 2015 

 – 45 – 

According to the alternating optimization (AO) scheme of the FCM algorithm, 
eqs. (2) and (3) are alternately applied, until the cluster prototypes stabilize. This 
stopping criterion compares the sum of norms of the variations of the prototype 
vectors vi within the latest iteration, with a predefined small threshold value ε. The 
algorithm requires proper initialization of the cluster prototypes. In our case, we 
have assigned randomly chosen input vectors to cluster prototypes, and ensuring 
that ∀i,j	∈	ሼ1,…,c} and i ≠ j we have vi ≠ vj. 

Hard c-means [17] is a special case of FCM, when m → 1 and thus the 
memberships are obtained according to the winner-takes-all rule. Each cluster 
prototype is obtained as the mean of input vectors assigned to the given cluster. 
The first time when the partition does not change during an iteration, the 
convergence is achieved. 

3.1 FCM Variants Employed in this Study 

Several families and variants of c-means clustering models have been introduced 
recently, which reportedly produce better partitions than FCM in several 
applications. In the following, we enumerate those applied in our study. 

3.1.1 Adding Possibilistic Component to Fuzzy c-means Clustering 

The possibilistic c-means clustering (PCM) algorithm assigns typicality values 
to fuzzy membership functions [25]. Thus in PCM, the elements of the partition 
matrix, denoted by tik instead of uik (i = 1,…,c, k = 1,…,n), describe how 
compatible the input vectors are with the clusters represented by the computed 
cluster prototypes. Typicality values with respect to one cluster do not depend on 
any of the prototypes of other clusters. 

Since PCM often produces coincident clusters, Pal et al. introduced a mixture 
clustering model called possibilistic-fuzzy c-means (PFCM) clustering that 
comprises a probabilistic and a possibilistic term [19]. PFCM optimizes the 
objective function: 
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where the fuzzy membership functions uik (i = 1,…,c, k = 1,…,n) are constrained 
by the probabilistic conditions, while the typicality values tik ∈ [0,1] (i = 1,…,c, 

k = 1,…,n) are subject to: ct
c

i ik  10 , ∀i	ൌ	1,…,c. The fuzzy exponent m and 
possibilistic exponent p must be greater than 1, while a and b are tradeoff 
parameters to set the balance between the probabilistic and possibilistic term. The 
variables ηi (i = 1,…,c) are called possibilistic penalty terms and control the 
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variance of the clusters. The optimization formulas applied in each loop of the 
alternating optimization are: 
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The probabilistic part of the partition is computed exactly the same way as in 
FCM, according to Eq. (2). This algorithm was found to be robust in several tests. 

3.1.2 Fuzzy-Possibilistic Product Partition c-means 

The fuzzy-possibilistic product partition c-means (FPPPCM) algorithm was 
introduced with the goal to eliminate the outlier sensitivity of previous mixture 
clustering models [20]. This partition also employs a probabilistic and a 
possibilistic term, but it combines them via multiplication instead of via linear 
combination. The algorithm optimizes the objective function: 

 ,)1(
1 1

2
 


c

i

n

k

i
p

ikik
p

ik
m
ikFPPPCM ttuJ vx  (7) 

constrained by the conventional probabilistic and possibilistic conditions 
mentioned above. The only parameters of FPPPCM are the fuzzy exponent m > 1, 
the possibilistic exponent p > 1, and the conventional penalty terms of the 
possibilistic partition denoted by ηi, i = 1,…,c. The optimization formulas that 
stem from zero gradient conditions using Lagrange multipliers are: 
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This algorithm has its main advantage of having a reduced number of parameters. 
It was found to efficiently reject the effect of outliers while being accurate also in 
the absence of outliers. 

3.1.3 Suppressed FCM 

Suppressed FCM was introduced with the intent of combining the quick 
convergence of HCM with the fine partitions produced by FCM. It manipulates 
with fuzzy membership functions produced by the FCM algorithm using Eq. (2): 
for each vector xk it looks for the closest cluster prototype, say vw, applies 
suppression by multiplying all uik values by a suppression rate α ∈ [0,1], and 
increases uwk by 1 - α to maintain the probabilistic constraint [26]. These modified 
fuzzy membership values are then fed to Eq. (3) to update the cluster prototypes. 
The algorithms obtained for various values of α are reportedly quick and accurate 
in most clustering problems [27]. 

4 Experimental Setup 

Next we will describe the way our experiments were performed: the way 
clustering accuracy was measured, the database used, the feature set extracted 
from the examples, and the way the parameters of the clustering methods were set. 

4.1 Evaluation Metrics 

If the real groups of examples (in our case, the different speakers) are known, we 
can evaluate a clustering hypothesis generated via an automatic clustering method 
(external evaluation, [28]). However, this is more difficult to do than for 
classification, as we cannot be sure which resulting cluster corresponds to which 
group (if any). Perhaps this is why there are several evaluation metrics available 
for this purpose. 

One of the metrics that can be used for clustering evaluation is purity; this metric 
takes the most frequent class label in each cluster, and calculates the ratio of the 
elements in the cluster which belong to this class [28-30]. Then, these scores are 
averaged out for all clusters by weighting them with the number of their elements. 
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That is, for Ω = {ω1,…,ωc} (the set of resulting clusters), C = {ξ1,…,ξN} (the set of 
real groupings) and n elements (∑|ωj| = ∑|ξi| = n), we calculate 
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Bad clustering has a purity value close to zero, while a perfect clustering has a 
purity score of one. It has the drawback that it is easy to achieve high purity scores 
when the number of clusters (c) is large, but as in our case this is known in 
advance, we can set c = N (the number of speakers) and handle this problem. 

Another possibility is to use entropy [28, 30], which is defined as 







N

i j

ij

j

ij

j
N

E
1

log
log

1)(







  (12) 

for any j = 1,…,c, and the entropy of the C clustering will be the sum of the E(ωj) 
values weighted by the number of the elements. That is, 
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The better a clustering, the lower the entropy value it has; a perfect clustering has 
zero entropy. 

4.2 The Munich Biovoice Corpus 

We performed our experiments on the Munich Biovoice Corpus (MBC, [31]). It 
contains the utterances of 19 subjects (4 female and 15 male) of three nations 
(Chinese, German and Italian) both after light and heavy physical load. They had 
to pronounce sustained vowels as well as reading a short story, which was 
recorded by two different microphones. Besides the audio recordings, heart rate 
and skin conductivity was monitored as well. The dataset was later used in the 
Interspeech ComParE 2014 Physical Load Sub-Challenge [10]. 

4.3 Experimental Setup 

In our experiments we employed the feature set used in [10]. It contained 6373 
features overall, extracted by using the tool called openSMILE [32]. The set 
includes energy, spectral, cepstral (MFCC) and voicing related low-level 
descriptors (LLDs), as well as a few other LLDs including logarithmic harmonic-
to-noise ratio (HNR), spectral harmonicity, and psychoacoustic spectral sharpness. 
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Similarly to other machine learning areas, separate training and test sets were 
defined, consisting of 6 speakers each. The feature selection process including the 
application of PCA was performed on the training set, as well as the parameter 
setting of the clustering algorithms (c for the FCM and its variants and α for s-
FCM). Then, the test set was transformed in a similar way to the training one (i.e. 
using the same (basic) features, then transformed by PCA using the same principal 
components, and keeping the same number of transformed attributes). Lastly, the 
transformed test set was clustered using the clustering parameter values obtained 
on the training set, and the result was evaluated using the purity and entropy 
metrics. 

For the pre-processing steps, we experimented with keeping the 20, 50 and 100 
most correlated features; after PCA, we kept 75%, 90%, 95% and 99% of the 
information. 

4.4 Parameter Setting for the Clustering Methods 

Although m = 2 is the most frequently employed value for the fuzzy exponent, it is 
not suitable when the number of dimensions is several dozens because it leads all 
cluster prototypes to the grand mean of the input data. In all algorithms that 
contain the probabilistic exponent m, we tested values in the range of 1.05 to 1.5. 
For all algorithms that use the possibilistic exponent p, we set p = m. Possibilistic 
penalty terms ηi (i = 1,…,c) were always chosen equal for all clusters, but their 
value always depended on the actual number of dimensions d. In case of PFCM 
algorithm, fine results were obtained for 0.6 d  ≤ i  ≤ 1.25 d , while 

FPPPCM performed best for 1.2 d  ≤ i  ≤ 2 d . The actual number of 
dimensions varied between 2 (for 20 features and 75% PCA) and 54 (for 100 
features and 99% PCA). For the suppressed FCM algorithm, all suppression rates 
multiple of 0.1 were considered, but most accurate results were obtained in the 
range 0.5 ≤ α ≤ 0.8. 

As HCM has no parameters at all, it required no parameter adjustment. However, 
as it is not a robust procedure, for this algorithm we performed 100 clusterings for 
each preprocessing configuration, and averaged out the resulting purity and 
entropy scores. 

5 Results 

The resulting purity scores can be seen in Table 1, while the corresponding 
entropy values are listed in Table 2. The best values for a pre-processing 
configuration are shown in bold. We can see that by increasing the number of 



G. Gosztolya et al. Application of Fuzzy and Possibilistic c-Means Clustering Models in Blind Speaker Clustering 

 – 50 – 

features, the quality of clustering also improves, and it also improves if we retain 
more information after the PCA step. When using 100 features, however, the 
difference is quite small between keeping 95% or 99% of the information; on the 
other side, it is pointless using fewer than 50 features, or keeping only 75% of the 
information after the PCA step, as the resulting purity scores are pretty low. 

Table 1 
Purity scores achieved with the different preprocessing configurations and clustering algorithms 

Inform. Kept 
after PCA 

Clustering 
Method 

Number of Features 
20 50 100 

Train Test Train Test Train Test 

75% 

HCM 68.6% 59.2% 77.7% 59.9% 77.9% 59.1% 
FCM 68.6% 59.4% 80.5% 61.2% 79.7% 60.4% 
s-FCM 69.1% 58.6% 80.8% 61.7% 79.0% 60.9% 
PFCM 72.7% 57.6% 82.1% 62.5% 80.0% 61.4% 
FPPPCM 73.0% 57.3% 82.3% 66.2% 80.8% 66.4% 

90% 

HCM 77.1% 64.8% 84.2% 69.3% 80.3% 74.2% 
FCM 76.9% 64.3% 85.2% 76.6% 85.5% 77.6% 
s-FCM 77.1% 65.1% 84.9% 75.5% 85.7% 75.0% 
PFCM 77.1% 65.1% 86.0% 76.0% 87.3% 78.1% 
FPPPCM 76.9% 65.1% 86.8% 82.0% 88.9% 80.7% 

95% 

HCM 73.3% 67.7% 86.0% 71.4% 79.2% 76.3% 
FCM 74.6% 65.9% 86.0% 80.0% 85.7% 78.1% 
s-FCM 76.6% 65.9% 85.2% 78.4% 86.5% 77.1% 
PFCM 75.1% 67.2% 87.0% 78.4% 88.3% 77.1% 
FPPPCM 75.9% 68.5% 87.8% 76.8% 89.6% 83.1% 

99% 

HCM 73.5% 66.2% 85.2% 75.0% 80.2% 79.5% 
FCM 75.8% 69.5% 86.0% 80.2% 85.5% 79.7% 
s-FCM 75.1% 70.6% 86.2% 76.0% 87.0% 82.0% 
PFCM 76.9% 64.8% 86.2% 76.0% 86.8% 82.3% 
FPPPCM 76.1% 66.2% 86.8% 82.6% 88.8% 83.9% 

 

Regarding the choice of the clustering method, it is clear that HCM performed the 
worst; the likely reason for this is that it is a stochastic method. There is no great 
difference among the performances of the other four methods, but generally, 
FPPPCM performed best both on the training and on the test sets. This seems to 
indicate that it is not just a method that can be fine-tuned to suit our needs, but the 
tuned parameter values perform well on another set of examples (e.g. the test set), 
meaning that the method is a very robust one. 
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Table 2 
Entropy scores achieved with the different preprocessing configurations and clustering algorithms 

Inform. Kept 
after PCA 

Clustering 
Method 

Number of Features 
20 50 100 

Train Test Train Test Train Test 

75% 

HCM 0.428 0.544 0.327 0.577 0.307 0.611 
FCM 0.421 0.548 0.328 0.565 0.292 0.598 
s-FCM 0.425 0.559 0.327 0.547 0.289 0.599 
PFCM 0.358 0.552 0.312 0.555 0.293 0.579 
FPPPCM 0.359 0.546 0.277 0.510 0.254 0.544 

90% 

HCM 0.313 0.456 0.265 0.462 0.285 0.450 
FCM 0.309 0.488 0.280 0.416 0.256 0.434 
s-FCM 0.313 0.453 0.256 0.446 0.262 0.438 
PFCM 0.313 0.453 0.256 0.446 0.242 0.422 
FPPPCM 0.312 0.467 0.235 0.467 0.211 0.372 

95% 

HCM 0.336 0.442 0.232 0.434 0.305 0.407 
FCM 0.315 0.494 0.270 0.397 0.259 0.405 
s-FCM 0.314 0.476 0.248 0.397 0.255 0.371 
PFCM 0.309 0.442 0.248 0.397 0.233 0.407 
FPPPCM 0.317 0.436 0.238 0.385 0.206 0.335 

99% 

HCM 0.340 0.491 0.240 0.406 0.290 0.371 
FCM 0.313 0.451 0.263 0.380 0.259 0.404 
s-FCM 0.312 0.472 0.223 0.404 0.241 0.361 
PFCM 0.306 0.443 0.230 0.404 0.247 0.347 
FPPPCM 0.313 0.427 0.254 0.327 0.217 0.328 

 

In general, the variations of fuzzy c-means performed somewhat better than the 
standard algorithm: the latter achieved its best results with 50 features, while the 
other three methods were able to utilize the extra information stored in the 
additional features, thus achieving a clustering, which is of a better quality. 

Figure 1 shows the purity scores given by the employed set of clustering algorithm 
in various scenarios. It is evident that FCM's accuracy drops as the fuzzy exponent 
m grows beyond a critical value situated around 1.3. Among all tested algorithms, 
FPPPCM performed the best, while the other fuzzy and possibilistic approaches 
provided results of approximately same quality, but better than the outcome of 
HCM. FPPPCM even gave purity scores above 0.85, but that setting never 
coincided with the best performing scenario on the train data set. 
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Figure 1 

The purity scores obtained plotted against the fuzzy exponent m for the different clustering methods 
and preprocessing configurations on the training set. In case of 50 features and PCA 99%, the black 

curve fully covers the green one 
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The results of two clustering configurations can be seen on Figure 2: the left hand 
side shows the baseline setting, using all the 6373 features with the standard HCM 
clustering method, while the right hand side shows the FPPPCM method with the 
optimal configuration, using 100 features and keeping 99% of the information 
after PCA. In the latter case, clearly most of the utterances belonging to a given 
speaker could be mapped in the same cluster (see the rectangles near the 
diagonal). A number of utterances were assigned to wrong speakers (these form 
small straight lines). Overall, this clustering is of a much higher quality than the 
baseline one shown on the left hand side, where some speakers were confused by 
each other (see the boxes off the diagonal). This is reflected by the accuracy 
values as well: while the baseline setting had a purity score of 46.9% and an 
entropy value of 0.560 on the test set, we were able to achieve scores of 83.9% 
and 0.328, purity and entropy, respectively. 

 

.    

Figure 2 
"Confusion matrix" of the test set when using all the features with the HCM method (left), and the best 

configuration of FPPPCM (right). Each row and column corresponds to one utterance; each point 
shows whether the corresponding utterances were assigned to the same cluster. 

Conclusions 

Blind Speaker Clustering (or simply Speaker Clustering) is a task where we have a 
set of utterances, and our goal is to identify which ones were uttered by the same 
person. To aid the forming of the desired kinds of clusters, we applied pre-
processing steps such as feature selection and Principal Component Analysis 
(PCA). However, even after these steps it is not trivial to decide which clustering 
method to apply. Besides the standard algorithms of Hard c-means (HCM) and 
Fuzzy c-means (FCM), we tested three further variations of FCM; among them, 
the fuzzy-possibilistic product partition c-means (FPPPCM) proved to be the most 
effective one, achieving a purity score of 83.9%, which is far above the baseline 
value of 46.9%. 
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Abstract: Software is not only difficult to create, but it is also difficult to understand. Even 

the authors themselves in a relatively short time become unable to readily interpret their 

own code and to explain what intent they have followed by it. Software is being created 

with the goal to satisfy the needs of a customer or directly of the end users. Out of these 

needs comes the intent, which is relatively well understandable to all stakeholders. By 

using other specialized modeling techniques (typically the UML language) or in the code 

itself, use cases and other high-level specification and analytical artifacts in common 

software development almost completely dissolve. Along with dedicated initiatives to 

improve preserving intent comprehensibility in software, such as literate programming, 

intentional programming, aspect-oriented programming, or the DCI (Data, Context and 

Interaction) approach, this issue is a subject of contemporary research in the re-revealed 

area of engaging end users in software development, which has its roots in Alan Kay's 

vision of a personal computer programmable by end users. From the perspective of the 

reality of complex software system development, the existing approaches are solving the 

problem of losing intent comprehensibility only partially by a simplified and limited 

perception of the intent and do this only at the code level. This paper explores the 

challenges in preserving the intent comprehensibility in software. The thorough treatment 

of this problem requires a number of techniques and approaches to be engaged, including 

preserving use cases in the code, dynamic code structuring, executable intent 

representation using domain specific languages, advanced UML modularization, 3D 

rendering of UML, and representation and animation of organizational patterns. 

Keywords: intent; use cases; domain specific languages; 3D rendering of UML; 

organizational patterns 
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1 Introduction 

Software is not only difficult to create, but it is also difficult to understand. Even 

the authors themselves in a relatively short time become unable to readily interpret 

their own code and to explain what intent they have followed by it, i.e., what they 

wanted to achieve. Similar situations arise with models and in particular with 

more detailed, design models. This problem is being solved by introducing anoth-

er artifact into software development: documentation. This brings in a further 

complex problem: the need to keep documentation up to date. In the case of inter-

nal documentation (comments), the traceability of the artifacts the documentation 

is related to has to be ensured, too. Furthermore, a considerable effort is needed to 

initially create the documentation, inevitably with a disputable and difficult to 

control quality because its consistency, as opposed to that of a program, cannot be 

tested by actual execution. 

This problem can also be perceived in a more global manner. Software is being 

created with the goal to satisfy the needs of a customer or directly the needs of the 

end users. Out of these needs comes the intent, which is relatively well under-

standable to all the stakeholders. By using other specialized modeling techniques 

(typically the UML language) or in the code itself, use cases and other high-level 

specification and analytical artifacts in common software development almost 

completely dissolve. 

Understanding the intent expressed in code has been identified as one of the key 

problems in software development that has a direct impact on creating program-

ming languages and related tools [36]. This is important not only in software 

maintenance, but it is also related to the question of reuse: the comprehension of 

the intent as realized by a given component is necessary for its reuse. 

Along with dedicated initiatives to improve preserving intent comprehensibility in 

software, such as literate programming, which subordinates code to documenta-

tion [34], intentional programming, which aimed at enabling direct creation of 

appropriate abstractions by the programmer [57], aspect-oriented programming, 

which makes possible to gather parts of the code into modules by use cases [25, 

26], or the DCI (Data, Context and Interaction) approach, which enables to partial-

ly preserve use cases [14], this issue is a subject of the contemporary research in 

the re-revealed area of engaging end users in software development [6] that has its 

roots in Alan Kay's vision of a personal computer programmable by end users. 

From the perspective of the reality of complex software system development, the 

existing approaches solve the problem of losing intent comprehensibility only 

partially, by a simplified and limited perception of the intent and do so only at the 

code level. 

This paper explores the challenges in preserving intent comprehensibility in soft-

ware. The thorough treatment of this problem requires a number of techniques and 

approaches to be engaged. Section 2 explains the dimensions of the intent in soft-
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ware. Sections 3-5 explore the possibilities of preserving intent comprehensibility 

from the perspective of each of the basic software constituents. Section 6 discuss-

es the related work. The paper is closed by conclusions and indication of further 

work directions. 

2 Dimensions of Intent 

The ultimate form of the software is the executable code, which is mostly text 

based. The level of the comprehensibility of the intent expressed by the code de-

termines the quality of the resulting software system: better intent comprehensibil-

ity simplifies error discovery and lessens the divergence from the functionality 

that the software system should have provided. 

Software development is accompanied by the creation of many artifacts that as 

such do not contribute to its functionality and thus fairly quickly become outdated. 

These additional artifacts are usually conjointly referred to as documentation. A 

special position among these is held by models as non-code artifacts predominate-

ly expressed in a graphical form and used to reason about the software system 

being developed. As such, they can be perceived as a transient form towards the 

code, which is, after the code has been created, condemned to outdating. Models 

can also be used to generate code or other models, or they can even be executable. 

In any case, it is important for the intent in models to be comprehensible, too. 

The originators of the intent are people and losing the intent in organizing people 

is transferred to the software being developed by these people. This is a direct 

consequence of Conway’s law [11]: 

Organizations which design systems are constrained to produce designs 

which are copies of the communication structures of these organizations. 

This is not only the problem of the initial organization of the people. The people 

remain the key factor throughout software development including the maintenance 

phase, too. They tend to literally impersonate the software system parts they de-

velop and the effectiveness of resolving development problems depends directly 

on the effectiveness of the communication among the developers. This is where 

agile and lean approaches, which favor face-to-face contact among people over 

any kind of formal communication, save significant time and resources [14]. 

Furthermore, the notion of intent in software is relative and it can be observed in 

the following dimensions: 

 Stakeholders (intent originators): from whose perspective the intent is ob-

served, starting with the end user and moving towards the programmer 
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 Level: at what level of construct granularity is the intent expressed, start-

ing with the lower level constructs (e.g., conditional statements or loops), 

via covering constructs (e.g., methods, classes, etc.), conceptual con-

structs and software system parts (different levels of subsystems), up to 

the overall software system, including people organization 

 Expression: how is the intent expressed, starting with an idea or mental 

model, via informal notes and further forms of textual description, in-

cluding requirements lists and use cases, up to graphical model represen-

tations, formal specification, and, finally, the executable form itself 

The entire intent space as determined by these dimensions, i.e., stakeholders–
level–expression, is huge. With respect to the basic software constituents, three 

particular areas of interest can be identified therein (see Figure 1): 

 With respect to code, it is reasonable to observe the intent by its represen-

tation in an executable form at the code level up to the covering con-

structs level 

 With respect to models, the focus should be on expressing the intent by 

graphical models spanning from the conceptual construct level up to the 

software system level 

 With respect to people, the most interesting is the people organization as 

such and people organization in projects, at which the employment of 

textual description and graphical models to express the intent appropri-

ately should be explored 

All three areas span throughout the whole stakeholder dimension since, in general, 

any stakeholder can be involved in any software artifact. This is at heart of the 

agile and lean approaches to software development with their concept of cross-

functional roles. It may seem strange for end users to be connected with code, but 

it a huge number of people in the USA (four times the number of professional 

programmers there) reported they do programming at work [6]. With techniques 

that shape code according to use cases and domain specific languages, addressed 

in the next section, end user programming becomes even more relevant. Sections 

4 and 5 address the remaining two areas of interest in exploring the intent in soft-

ware. 

3 Code Perspective 

As we will see in this section, the intent expressed in use cases can actually sur-

vive in code (Section 3.1) with application domain abstractions supported by do-

main specific languages (Section 3.2), while the differences in the mental models 

of individual stakeholders require abandoning the fixed code structure (Section 

3.3). 



Acta Polytechnica Hungarica Vol. 12, No. 7, 2015 

 – 61 – 

 

Figure 1 

Areas of interest in exploring the intent in software 

3.1 Preserving Use Cases 

From the perspective of preserving use cases in code, there are two approaches of 

particular interest: aspect-oriented programming, which enables to collect the code 

parts into modules corresponding to use cases [25, 26], and the DCI approach 

[14], which enables to partially preserve use case flows, i.e., sequences of steps in 

use cases—known also as flows of events or simply flows
1—albeit they remain 

fragmented by roles. 

In common object-oriented programming, the client or end user intent diminishes 

from code. The parts of use cases end up in different classes by which they are 

realized. The ability to affect one use case by another one without having any 

reference to the affecting use case in the affected one, known as the extend rela-

tionship, also lacks in common object-oriented programming. 

What should be explored is how appropriate design patterns, the frameworks 

based on these design patterns, and preprocessing techniques can ensure not only 

                                                           
1
 Sometimes scenario is used to denote a use case flow. This may be confusing since a 

scenario can stand for a particular path through a use case, which involves some or all 

steps of one or several use case flows. 
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the code to be modularized according to use cases, but also how use case flows 

(the actual steps) can be preserved in the code and how to achieve this in a form 

close to the natural language. The modification of use cases, which usually hap-

pens only in code without reflecting the changes in the use case model, would 

consequently be readable to stakeholders that have no programming knowledge. 

This would even open a possibility for these stakeholders to directly modify the 

program, at least at the highest level. 

It is necessary to investigate the possibilities of expressing individual steps in use 

case flows and the possibility of their formal interpretation without fully formaliz-

ing how they are expressed. For this, formal processing of informal meaning by 

abstract interpretation could be considered [35]. By now, it has been demonstrat-

ed, though only in the Python programming language, how use case flows can be 

preserved in code [7]. The modularization of use cases using design patterns in the 

PHP programming language has been addressed, too [23], but this approach does 

not preserve use case flows. 

3.2 Domain Specific Languages 

Domain specific languages are being created with the goal of bringing closer the 

way the code is expressed to the problem domain. Programmers use problem 

domain notions directly in the solution, while tools communicate with them in this 

notional apparatus, too [42]. Domain specific languages play a key role in model 

driven software development. Because of this, the orientation on domain specific 

languages in searching for the ways to express the intent in software comes as a 

natural choice. Despite a growing popularity of domain specific languages, a 

number of questions remain unanswered in this area. These include language 

composition [18], effective sentence creation using projectional and hybrid editors 

[62], and assessment of the usability of domain specific languages [4]. 

Domain specific languages can be used to achieve a readable and executable in-

tent representation that enables to propagate the notions from use cases, i.e., appli-

cation domain, to code, i.e., solution domain. In other words, domain specific 

languages raise the level of abstraction of the solution domain closer to the appli-

cation domain abstractions making it possible for programmers to express the 

solution using in the application domain fashion. 

There are three promising directions in the research of preserving intent compre-

hensibility with domain specific languages. The first one is to come closer to the 

ideal case in which a domain specific language will be both the application do-

main language and solution domain language. A domain specific language can 

have textual, but also graphical (visual) concrete representations, which consti-

tutes the grounds for the second direction of research in preserving the intent with 

domain specific languages: overcoming the gap between the model and the code, 

while retaining executability. The third direction aims at simplifying the creation 
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of domain specific languages and their evolution, which takes place along with the 

evolution of the program itself (constituting a program–language coevolution). 

3.3 Dynamic Code Structure 

A huge impediment to observing the intent is the fixed code structure. Different 

stakeholders need to see code in different ways in which—from their perspec-

tive—the intent is readable. However, these cannot be based on a static code rep-

resentation, but have to be modifiable as though they are the actual code represen-

tation. The challenge here is not only to design the necessary views, but also to 

enable creating further views directly by stakeholders. 

The fixed code structure is a consequence of the economic aspects of software 

development. Developers are bound to choose exactly one code structure. This 

code structure corresponds to the mental model they have built upon their experi-

ence and knowledge, but also to the nature of the intent they have to realize. An 

alternative implementation that would employ some other code structure is in this 

case redundant and thereof economically inconvenient. Thus, the final code struc-

ture usually favors one intent that the authors considered to be the most important. 

That intent can be anything, including technical intents such as software efficien-

cy, software extensibility, etc. 

The programmers that join a project during the course of its realization, have to 

understand the existing code before they can manage to progress. In such a situa-

tion, the new programmers, as new stakeholders, have to adopt the mental model 

of the original programmers. This is difficult, since their own experience, 

knowledge, and preferences in general are only rarely close to those of the original 

programmers and thus constitute a mental barrier to the code comprehension. If, 

for example, the original programmers focused on the system efficiency, while the 

new programmers prefer extensibility, they might not understand many of the 

decisions made by the original programmers making it difficult for them to com-

ply with these decisions. 

The problem of the limitations of static structure is in practice partially being 

attacked by the built-in projections in integrated development environments 

(IDE). Finding variable uses, which enables to follow scattering of the variable 

use and thus to follow the intent implemented by it, is one of these. Similarly, 

environments enable to follow selected intents that are not directly part of the 

executable code. One example is comments with the TODO prefix, which can be 

found and provided to stakeholders by the IDE in a navigable list with all the 

instances of a given comment. 

Approaches are known that improve certain aspects in the context of the problem 

area of dynamic code structuring. A prominent example is a method for a faster 

orientation in code supported by a tool that enables to display the body of the 
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method being called directly at the place of the call without the need of explicit 

navigation [16]. 

Intentional code views from the perspective of the architectural intents based on 

logical metaprogramming have been reported [41]. However, these views are not 

editable. Intents have been represented in a form of a graph abstraction, too [55]. 

Programming with so-called ghosts [8] is based on automatic creation of unde-

fined yet entities used in the program, which are displayed in a separate, editable 

view. The approach has been implemented as a prototype in the form of an Eclipse 

plugin and as an extension to Smalltalk Pharo. Recording and automating design 

pattern application treated, for example, by Kajsa [27], can also be perceived as a 

way of expressing the intent using metadata. 

4 Model Perspective 

Dynamic code structuring as addressed in Section 3.2 is conceptually applicable to 

graphical models, too. Providing different, modifiable views instead of only one, 

static view is highly related to aspect-oriented modularization or to what is known 

as advanced modularization in general. There are some opportunities to achieve 

this in UML as a de facto standard in software modeling (Section 4.1). Employing 

the third dimension in representing software models can further improve intent 

comprehensibility (Section 4.2). 

4.1 Advanced Modularization in UML 

Despite extensive research in the area of aspect-oriented software development, 

expressing advanced modularization at the model level did not end up with a gen-

erally accepted approach. A very important approach in this direction is Theme 

[10], which is, similarly as newer approaches such as RAM [33], based on non-

UML elements. 

Separation of concerns with clearly expressing their interrelation naturally con-

tributes to intent comprehensibility. The UML diagrams typically used in practice 

make this possible only to a limited extent. Therefore, it is necessary to investigate 

how advanced elements of UML, which usually have no straightforward counter-

parts in code, can help in expressing intent. In this sense, composite structure 

models, whose important elements are roles and their collaborations, are particu-

larly interesting. Here, it is necessary to search for the ways of expressing roles 

and their composition. Another UML concept that is directly interconnected with 

composite structure models are parameterized types. 
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4.2 3D Rendering of UML 

Model rendering itself and creation of alternative views can also enhance intent 

comprehensibility by reducing its fragmentedness. The third dimension can be 

employed here to simultaneously display and interconnect related parts of the 

model. For this, a complex 3D UML rendering support for the layout of class or 

module layers and their relationships has to be provided. This is different than the 

standard package modularization, in which the relationships between package 

elements are not easily observed. The point is in maintaining the layers in a simu-

lated 3D space in which it will be possible to create and observe elements and 

their relationships along with the relationships between the layers as such. 

In this sense, the model could be structured according to use cases as intent bear-

ers. Use cases define interaction and therefore are commonly modeled by se-

quence diagrams, which implicitly uncover the underlying structure necessary for 

the realization of use cases [26, 1]. To expose the structure directly, sequence 

diagrams can be easily converted into communication or object diagrams and 

displayed in their own layers. The class diagram automatically created out of the 

communication or object diagrams could be displayed in another layer making the 

correspondence—and their intent—of the elements of these different diagrams 

obvious provided their planar coordinates are preserved. The idea itself has been 

indicated earlier [47]. Current research efforts aim at realizing it [22]. This ap-

proach is applicable also to decoupling patterns and antipatterns in class diagrams 

depicted schematically in Figure 2. 

Several approaches to the 3D rendering of UML diagrams have been reported. 

However, each of these approaches is targeting only one type of UML diagrams 

and none of them supports editable 3D views. X3D-UML [39] is an approach to 

the 3D rendering of UML state machine diagrams in movable hierarchical layers 

with the possibility of applying filtering. No appropriate tool for editing this view 

is available. 

GEF3D [17, 45] is a 3D framework based on Eclipse GEF (Graphical Editing 

Framework) developed as an Eclipse plugin. By using this framework, existing 

GEF-based 2D editors can easily be embedded into 3D editors. The main idea of 

this framework is to use the third dimension to visualize connections among sev-

eral common (2D) UML diagrams each of which is displayed in a separate layer 

parallel to other layers. GEF3D supports also orthogonal positioning of layers into 

virtual boxes [17] that makes inter-model connections clearly visible, but limits 

the number of layers. GEF3D views are non-editable. Moreover, the project has 

not been maintained since 2011. 

A different way of 3D rendering of UML diagrams is based on so-called geons 

[9], simple geometrical forms by which humans recognize more complex objects 

according to Biederman's recognition-by-components theory. In UML diagrams, a 

different geon is assigned to each kind of model element. According to this ap-
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proach, by getting used to this mapping, even complex diagram structures become 

readily comprehensible. 

 

Figure 2 

Decoupling patterns and ant-patterns with a layered 3D rendering of a class diagram 

5 People Perspective 

Appropriate ways of organizing people have been discovered in successful pro-

jects of software development and captured as organizational patterns [15]. Ap-

proaches that will enable to better understand the intent of organizational patterns 

individually and in combination have to be explored. One possibility is their clari-

fication using software modeling and UML in particular, including the 3D render-

ing of UML discussed in Section 3.3. This approach is applicable to expressing 

the organization of people in areas other than software development, too. 

Alternatively, organizational patterns could be modeled in a virtual world in 

which it would be possible for people to try the roles featured in these patterns and 

experience the characteristic problem situations in a simulated environment. 

For example, in the Architect also Implements pattern [15], a stakeholder could 

play the role of a programmer who has to understand the design of a software 

system in order to be able to implement it. The stakeholder could also play the 

role of a software architect who prepares the design without a clear idea of its 
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implementation. The stakeholder could also experience each of these roles in a 

positive arrangement in which the architect cooperates with programmers and 

contributes to the implementation. 

A virtual world does not necessarily mean virtual reality. That would surely be a 

benefit, but the human imagination is capable of substituting this dimension when 

important features of the content are captured. This phenomenon is known in 

videogames, among which those with an interesting story tend to endure despite a 

simpler graphical workout. Thus, the essence is in creating the corresponding 

model of a typical situation solved by a given organizational pattern. In general, it 

is necessary to find an approach of transforming organizational patterns into such 

typical situations and to create a framework in which they could be readily ex-

pressed. 

Agile games [37, 20] provide a possibility to experience situations in which it is 

possible to better understand principles, relationships, and forces acting in agile 

and lean approach to software development. The same approach could be applied 

with organizational patterns. 

Differently than agile games, the envisaged representation and animation of or-

ganizational patterns in a virtual world would provide a more realistic picture of 

the situation. It would also take less time and would be applicable in an individual 

setting with no need to engage other people, nor depend on their time. A simpli-

fied representation of this idea is offered by the SimSYS environment [12]. Ani-

mating organizational patterns as text adventure games [21] promises to improve 

the comprehensibility of original descriptions of organizational patterns [15]. 

6 Related Work 

The problem of preserving intent comprehensibility accompanies software devel-

opment from its beginnings. In the introduction, we indicated some important 

historical points starting from Alan Kay’s vision of personal computer program-

mable by end users [32] through several approaches to preserving intent in pro-

gramming, namely literate programming [34], intentional programming [56], 

aspect-oriented programming [25, 26], and the DCI approach [14]. Preserving 

intent comprehensibility is a subject of research in contemporary area of engaging 

end users in software development [6]. Even though involving the client or end 

users in software development is important, too, we claim that the successful 

treatment of the problem of preserving intent comprehensibility has to comprise 

all three basic software constituents: code, models, and people. 

Aspect-oriented change realization [5, 40, 64, 65] enables modular expression of a 

change, by which it actually contributes to a more comprehensible representation 

of the intent. Determining the realization type of a change that has to be applied is 
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possible also by the multi-paradigm design with feature modeling [40], which is in 

its own right interesting from the perspective of preserving intent comprehensibil-

ity because it represents an effort to bridge the gap between the solution and ap-

plication domain by a transformation [63]. 

The intent in code can be exposed by encouraging programmers to record their 

intent in the form of intentional comments prior to writing any code as in the de-

sign intention driven programming [38]. Such enforcement of documentation 

directly in the code addresses some of problems and limitations of literate pro-

gramming [58]. 

Approaches strongly bound to a model, e.g., domain driven design [19], do not 

consider exposing behavior at a higher, use case level, but rather they encourage 

programmers to create knowledge-rich models—also called smart models—which 

do not evolve well [13]. As a result, the higher-level use cases become fragmented 

in models and they are not visible in the code. This is addressed by several ap-

proaches that preserve the intent in code at a higher level by the modularization of 

the code into use cases [7, 14, 25, 26]. 

A use case modeling metamodel can serve as a basis for reasoning about preserv-

ing use cases in the code and models [66, 67]. 

In applying advanced modularization for the purpose of a clearer separation of the 

intent in code, techniques of applying advanced modularization in established 

programming languages that are not being denoted as aspect-oriented [3] are of 

particular interest. 

The problem of effective design of domain specific languages from the perspec-

tive of tool support [52] is the key to a successful adoption of domain specific 

languages in software development. A domain specific language is a dynamic 

element in software development undergoing constant changes. This evolution of 

domain specific languages may involve their composition. In building domain 

specific languages, creating their concrete syntax out of the samples of sentences 

of abstract conception [53], as well as inferring domain specific languages out of 

user interfaces of existing software systems [1], can help significantly. 

Recording the applied design patterns using annotations [56] can help in preserv-

ing intent comprehensibility in code. The method of abstracting information from 

the details of the format being used, targeting XML formats and annotations [43], 

can be applied here. Furthermore, an analysis of the need for dynamic code struc-

ture and its conceptual design has been reported [44], supported by a NetBeans 

module prototype that enables simple intent based code projections expressed by 

structured comments [54]. 

Using 3D space for software modeling in UML has been reported to support code 

refactoring and optimization by displaying patterns in a separate layer, as well as 

antipatterns for refactoring in another layer [46, 48, 50, 60]. Code visualization 

upon AST project graphs [49, 51, 61] can be used to present models. This is relat-
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ed not only to algorithms of positioning elements and their relationships, such as 

FM3 or Fruchterman-Reingold, but also to the internal conception of presenting 

information in code, such as authors, anitpatterns, types of classes, and similar 

[22]. 

To successfully master the graphical demands while working with UML models in 

a 3D space, advanced software visualization [24, 28, 30, 59] and graph visualiza-

tion in general [31], as well as design of environments for visual programming 

[29], are necessary. 

Conclusions 

Up to now, preserving intent comprehensibility has been approached to in a frag-

mented manner without clearly understanding its relativity. We envisage an inte-

gral perception of the intent in software and in support to its comprehensibility in 

the whole space formed by the identified dimensions of the intent, i.e., stakehold-

ers–level–expression, and in all three basic software constituents, i.e., code, mod-

els, and people. Our hypothesis is that it is possible to increase the comprehensi-

bility of the intent by applying the corresponding methods conceived with respect 

to the dimensions in which the intent is observed: 

 Having use cases as part of the code can overcome current fragmented-

ness of the representation of use case flows, as well as readability of their 

steps as such 

 Domain specific languages can provide a readable and executable intent 

representation 

 Dynamic code structuring brings in editable adaptable code views 

 Advanced modularization in UML strives at employing standard yet un-

derutilized UML elements to express the intent 

 3D rendering of UML has the potential of providing a fully editable mod-

el capable of displaying the relationship of use cases to the corresponding 

detailed UML model (applicable to the DCI approach, too), but also pat-

terns and antipatterns in optimization and refactoring, aspects in aspect-

oriented modeling, and alternative and parallel scenarios 

 Representation and animation of organizational patterns of software de-

velopment will make possible to transfer the experience of proven ways 

of organizing people in software development in a new form available to 

all stakeholders on an individual basis and at a convenient time 
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Abstract: The paper gives an analysis of some optimization algorithms in computer 

sciences and their implementation in solving the problem of binary character recognition. 

The performance of these algorithms is analyzed using the Optimization Algorithm Toolkit, 

with emphasis on determining the impact of parameter values. It is shown that these types 

of algorithms have shown a significant sensitivity as far as the choosing of the parameters 

was concerned which would have an effect on how the algorithm functions. In this sense, 

the existence of optimal value was found, as well as extremely unacceptable values. 

Keywords: binary character recognition; Optimization Algorithm Toolkit; hill climbing; 

random search; clonal selection algorithm; parameter tuning 

1 Introduction 

In different areas of mathematics, statistics, empirical sciences, computer science, 

mathematical optimization makes up the selection of the prime components, 

according to given requirements from the series of possible alternatives [1]. An 

optimization problem involves finding the minimum and maximum of a real 

function by systematically changing the input values from within a pre-defined set 

and calculating the corresponding values of the function. Taking a wider 

approach, it can be stated that optimization comprises the detection of extreme 

values of a particular function concerning a specific domain, including various 

types of objective functions, as well as assorted types of domains. 

Character recognition is a process by which a computer recognizes different 

characters (letters, numbers or symbols) and turns them into a digital form that a 

mailto:petar.cisar@kpa.edu.rs
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computer can use; also known as optical character recognition (OCR). OCR is the 

mechanical or electronic transformation of scanned or photographed images of 

written or printed characters into a form that the computer can manipulate. It has 

been researched in detail and usually focuses on scanned documents. Since the 

foreground and background are easily segmented, high accuracy has been 

obtained for binary character recognition. In recent years, more and more OCR 

requests have come from camera-based and web images. In these images, 

characters usually have no clear foreground or clean background. Furthermore, 

degradations such as blurring, low resolution, luminance variance, complicated 

background, distortion, etc. often appear. All these factors contribute to a great 

challenge in the recognition of the character of natural scene images. 

The majority of character recognition methods managed to improve traditional 

OCR. Weinman et al. [2] proposed a scene text recognition method. His emphasis 

was to combine lexicon information in order to improve scene text recognition 

result. Yokobayashi et al. [3] utilized a GAT (Global Affine Transformation) 

correlation method to improve the tolerance of binary character recognition to the 

distortions of scaling, rotation and shearing. GAT method was much time-

consuming. De Campos et al. [4] utilized a bag-of-visual-word based method to 

recognize the character of a given natural scene. Six local descriptor-based 

character features were compared. Although some of them proved to be preferable 

to traditional OCR, the results still showed the difficulty in this field. 

Besides the OCR applications, one can use binary images with great success with 

various applications given the lower computational complexity solutions, some 

embedded systems, autonomous robots, intelligent vehicles, using different 

algorithms such as hybrid evolutionary algorithm and so on. 

The authors of this work will analyze the impact of parameters of several 

optimization algorithms on accuracy in solving the binary character recognition 

problem. An analysis of optimization algorithms is performed in the Optimization 

Algorithm Toolkit (OAT) environment. The OAT is a workbench and toolkit for 

developing, evaluating and experimenting with classical and state-of-the-art 

optimization algorithms on standard benchmark problem domains [5]. This open 

source software contains reference algorithm implementations, graphing, 

visualizations and other options. The OAT offers a functional computational 

intelligence library so as to investigate algorithms and problems at hand, while 

also making use of new problems and algorithms. A plain explorer and 

experimenter graphical user interface is placed on top of this in order to ensure a 

fundamental comprehension of the library’s functionality. Non-technical access is 

ensured by the graphical user interface for the configuration and the visualization 

of existing methods on standard benchmark problem examples [5], [16]. 

For testing the quality of binary character recognition the following optimization 

algorithms from the OAT were used: parallel mutation hill climber and random 

search. 
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The paper consists of six sections. The introduction offers a terminological basis 

for the problem of character recognition, then in the second section an overview of 

hill climbing optimization is presented. The clonal selection algorithm is described 

in the third section, followed by the fourth section dealing with random search 

optimization. The results of the accuracy examination of analyzed optimization 

algorithms in binary character recognition and its various aspects in an adequate 

software environment are given in the fifth section. Finally, this paper closes with 

the conclusion based on the analyzed cases. 

2 Hill Climbing 

Hill climbing in mathematics is an optimization method categorized under local 

search. Further, hill climbing algorithm is known as the discrete optimization 

algorithm [6]. This algorithm belongs to the category of heuristic search as it uses 

a heuristic function to compute the next state. Hill climbing algorithm works on 

the basis of choosing the nearest neighbor as it computes a state that is better than 

other succeeding states at its current position. Therefore, it is also treated as a 

greedy algorithm. 

Hill climbing is a suitable local optimum detection (a solution not improvable by 

considering a neighboring value) but there is no certainty to define the best 

possible solution (the global optimum) [17]. The characteristics that are provided 

only by the local optima can be improved by using restarts (repeated local search), 

or more complex iterative schemes (iterated local search), on memory (reactive 

search optimization and tabu search), or memory-less stochastic modifications 

(simulated annealing). 

The implementation of this algorithm is rather straightforward, thus ensuring its 

popularity [17]. It is used widely in the area of artificial intelligence, for reaching 

a goal state from a starting node. While more advanced algorithms, including the 

simulated annealing and tabu search, might yield preferable results, with specific 

cases it is hill climbing that will prove to be a better choice. Hill climbing could 

frequently bring a better result as opposed to different algorithms in the case when 

there is only a limited period of time available for performing such a search 

(which is a common real situation). It is an anytime algorithm: it is able to offer a 

valid solution even if there is an interruption before the end. 

Mathematical description [7] - Hill climbing tries to maximize (or minimize) a 

function f(x), where x represent discrete states. Such states are usually signified by 

vertices in a graph, in which edges define nearness or similarity of a graph. Hill 

climbing traces the graph from vertex to vertex, it will consistently locally 

increase (or decrease) the value of f, until reaching a local maximum (or local 

minimum) xm. Further, hill climbing can operate on a continuous space: should 
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that be the case, the algorithm is known as the gradient ascent (or gradient descent 

if the function is minimized). 

Drawbacks occurring in the application of this algorithm are [7]: 

• Local maxima - One of the problems regarding hill climbing is that the 

scope of detection is limited to local maxima. Assuming that the heuristic 

is not convex, the global maximum may not be reached. Various different 

local search algorithms will attempt to circumvent this issue (stochastic 

hill climbing, random walks and simulated annealing). A possible solution 

to the current problem of hill climbing is the implementation of random 

hill climbing search techniques. 

• Ridges - A ridge can be defined as a curve in the search place leading to a 

maximum, while the ridge’s orientation – in comparison with the available 

moves that are used to climb – ensures that every move leads to a smaller 

point. To sum it up, every point on a ridge appears to the algorithm as a 

local maximum, despite the fact that the given point may form part of a 

curve which leads to a better optimum. 

• Plateau - A further problem that sometimes occurs with hill climbing is the 

issue of a plateau. One is faced with a plateau if the search space is flat - a 

path where the heuristics are situated in great proximity to each other. In 

the given cases, it may not be possible for the hill climber to determine the  

direction of the next step, this might end up wandering in a direction not 

leading to improvement. 

The hill climbing algorithm is not a complete algorithm as it does not always give 

the result even if it exists [6]. The algorithm may fail if it finds any of these 

problems. It may choose a wrong path resulting in a dead end. 

Hill climbing may be implemented with any problem of choice provided that the 

current state will allow for an accurate evaluation function. As instances for hill 

climbing one may list the problem of the traveling salesman, the eight-queen 

problem, circuit design, and a variety of other real-world problems. Inductive 

learning models have also implemented hill climbing. One specific instance is 

PALO, a probabilistic hill climbing system which provides a model of inductive 

and speed-up learning. Certain implementations of this system have been 

embedded into “explanation-based learning systems”, and “utility analysis” 
models [8]. 

Another field of application of hill climbing is robotics, namely to manage 

multiple-robot teams. A particular case would be the Parish algorithm, which 

enables scalable and efficient coordination in multi-robot systems. Their algorithm 

makes it possible for robots to opt for working alone or in teams by using hill-

climbing. Robots executing Parish are thus “collectively hill-climbing according 

to local progress gradients, but stochastically make lateral or downward moves to 

help the system escape from local maxima” [9]. 
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The procedure of parallel hill climbing is a hill climbing scheme initiated several 

instances at a time, this results in multiple hills being claimed in parallel. 

It may be argued that the most wide-spread use of the stochastic hill climbing 

algorithm is by Forrest and Mitchell [10], who posited the Random Mutation Hill 

Climbing (RMHC) algorithm in a paper analyzing the behavior of the genetic 

algorithm on a deceptive class of bit-string optimization problems. 

3 The Clonal Selection Algorithm
1
 

Artificial Immune Systems (AIS) are adaptive systems, inspired by theoretical 

immunology and observed immune functions, principles and models, which are 

applied to problem solving [11]. 

As it is emphasized in [16], the clonal selection approach inspired the 

development of the AIS which executes optimization and pattern recognition 

problems. This initiates from the antigen controlled maturation of B-cells, with 

associated hyper mutation process. The B-cell is a type of white blood cell and, 

more specifically, a type of lymphocyte. These immune systems also implement 

the concept of memory cells to continue to provide excellent ways to solve the 

problem in question. De Castro and Timmis [11] focused on two vital 

characteristics of affinity maturation in B-cells. The first, being that the increase of 

B-cells is in proportion to the affinity of the antigen binding it. Therefore, the 

greater the affinity, the greater numbers of clones are created. Furthermore, the 

mutations resulted through the antibody of a B-cell are inversely proportional to 

the affinity of the antigen it binds. De Castro and Von Zuben [12] developed and 

frequently used the clonal selection based-AIS (CLONALG) by implementing 

these two features, which has been applied for executing pattern matching and 

multi-modal function optimization tasks. 

The general principle of functioning of the clonal selection algorithm is presented 

in Figure 1 [16]. 

                                                           
1
 Section 3 draws on material [16] published in Acta Polytechnica Hungarica. Vol. 11, 

No. 4, 2014 
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Figure 1 

Steps of clonal selection method [13] 

4 Random Search 

Random Search (RS) represents an optimization method with the aim to detect the 

optimum by testing the objective function's value on a series of combinations of 

random values of the adjustable parameters. The random values are generated in 

compliance with certain boundaries as chosen by the user, moreover, the system 

excludes any combinations of parameter values failing to fulfill the constraints on 

the variables. In fact, it can be stated that the method can handle bounds on the 

adjustable parameters and fulfill constraints. For an infinite number of iterations it 

is guaranteed that the present method will detect the global optimum of the 

objective function. Generally, one is interested in processing a very large number 

of iterations [14] 

Options for RS [14]: 

• Number of iterations - this parameter is a positive integer to determine the 

number of parameter sets to be drawn before the algorithm stops. The 

default value is usually 100000. 

• Random number generator - the parameter determines the random number 

generator, which is to be used with this method. 

• Seed - the parameter is a positive integer value with the aim of 

determining the seed for the random number generator. 
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The name, random search, is attributed to Rastrigin [15] who made an early 

presentation of RS along with basic mathematical analysis. 

Classification of RS [18]: 

• Random jump - generates a huge number of data points assuming uniform 

distribution of decision variables and selects the best one. 

• Random walk - generates the trial solution with sequential improvements 

using scalar step length and unit random vector. 

• Random walk with direction exploitation – is the improved version of 

random walk search, the successful direction of generating trial solution is 

found out and steps are taken along this direction. 

5 Binary Character Recognition ‒ Results 

The learning and memory acquisition of optimization algorithms within OAT is 

verified through its application to a binary character recognition problem (Fig. 2). 

The aim is to examine the accuracy of binary character recognition for the 

analyzed algorithms: random search and parallel mutation hill climber. 

 

Figure 2 

OAT environment for examination of binary character recognition 

The parallel mutation hill climber algorithm (combined CLONALG – hill climber 

algorithm) - In the present instance, it can be supposed that the antigen population 

is signified by a set of eight binary characters to be learned. Each character is 

represented by a bitstring of length L = 120. The antibody configuration is 
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composed of 10 individuals, 8 of them in the memory set M. The initial 

parameters (set by OAT) are the following: mutate factor = 0.00833, population 

size = 16. 

For different values of the population size (for the constant mutate factor), the 

output results (memory sets) are shown in Figure 3. 

Similar to the previous case, with the choice of different values of the mutate 

factor, the resulting situation is shown in Figure 4. (the initial parameters being: 

mutate factor = 0.00833 (variable), population size = 30 (constant)). 

Having in mind Figure 3 and Figure 4, two conclusions can be made. Through, 

increasing the number of population, with a fixed mutate factor, the quality of 

binary character recognition is also increased. In addition to this, the impact of the 

mutate factor (with a fixed population size) is not directly proportional. This 

practically means that it is necessary to examine several different values in order 

to obtain the best accuracy of recognition – with finding the optimal value. 

Memory set Population size 

 
Input patterns 

 
20 generations 

 
25 generations 

 
30 generations 

 
35 generations 

 
40 generations 

Figure 3 

Input and output patterns in function of the population size 

Output Mutate factor 

 
0.00833 

 
0.01 

 
0.02 

 
0.05 
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0.055 

 
0.06 

 
0.07 

 
0.1 

Figure 4 

Output patterns in function of the mutation factor 

After thoroughly analyzing the graphical results above, it can be concluded that 

the parallel mutation hill climber algorithm is very sensitive to the choice of 

parameters. This, in fact, means that the performance of this algorithm must 

definitely be checked with several different parameters, and based on the obtained, 

the best value can be chosen. This procedure is known in the literature as tuning 

parameters and directly affects the accuracy and the speed of convergence of the 

algorithm (e.g. solving time) to the solution. Also, it can be noticed that, due to the 

CLONALG component, this algorithm maintains a diverse set of local optimal 

solution, which can primarily be explained by the selection and reproduction 

schemes. Another important characteristic is the fact that CLONALG also 

considers the cell affinity, which corresponds to the fitness level of a given 

individual so as to determine the rate of mutation used for every member of the 

population. 

In the case of a random search, the result is presented in Figure 5. For this type of 

algorithm, there are no configurable parameters and the quality of binary character 

recognition is very low. 

 

Figure 5 

Output patterns in the case of a random search 

Conclusions 

The practical part of the paper is focused on examining the impact of parameters 

of analyzed optimization algorithms on the accuracy of binary character 

recognition. In this sense, the existence of optimal value was found, as well as the 

extremely unacceptable values. This in fact means that great attention must be 

paid to the selection of parameter values (it is not to be disregarded which values 

are applied) and it is vital to test the behavior of the algorithm in practice with 

several different parameters. Moreover, it was confirmed that all of the 

optimization algorithms are not equally suitable for binary character recognition. 
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Namely, it has been shown that some of the analyzed algorithms did not generate 

an acceptable result. 
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Abstract: Current energy consumption trends lead to rapidly growing consumption of local 

renewable energy sources. Such installations bring new requirements on energy 

consumption profiles. Due to the massive multiplication of the results, one of the most 

interesting elements of the power grid, in this respect, is formed by households. Smart 

profiling of household energy consumption may be crucial for the adaptability of the global 

grid. In this article, we present the design and usage of a demand-side, consumption 

profiling system named the Priority-driven Appliance Control System (PAX). We describe 

the main features of the PAX system and show its application using real-world data. The 

main benefits are presented as direct economic assets in connection with various household 

energy sources (energy grid and photovoltaic panels) and efficient usage with regard to 

government energy grants. 

Keywords: energy consumption; renewable energy sources; demand-side management; 

Priority-driven Appliance Control System; PAX 

1 Introduction 

A significant shift from traditional energy generation systems, to energy systems 

with distributed energy production and widespread integration of renewable 

energy sources in modern power systems, often called “smart grids”, present new 

challenges for research and development. Balancing power demand and supply in 

a distributed energy system, with a large number of installed types of renewable 

energy sources (RES), is an important aspect of a smart grid systems. 

Power demand-side management (DSM) techniques and other balancing methods, 

under the smart grid environment, are generally successful with optimization 

issues at various energy levels [20]. In this paper, we focus our research on the 
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smallest of the smart grid unit, a “smart home”. The smart home concept as a 

smart grid elementary unit was chosen here to describe the principles, 

interconnections and relationships of DSM. The application of DSM techniques to 

the optimization of smart home appliance switching scheme according to local 

renewable energy production is one of the main goals of this paper. 

The demand-side management techniques have been used for various purposes. 

The output of renewable energy generators (such as wind and photovoltaic) varies 

with weather conditions and generally it is not straightforward to modulate the 

output of RES to follow a particular load shape. An overview of current methods 

for the demand-side management can be found in [1], [18], [19]. The main DSM 

techniques include night-time heating with load switching, direct load control, 

load limiters, commercial/industrial programs, frequency regulation, time-of-use 

pricing or demand bidding [13], [14]. 

A DSM technique presented in [12] reshapes the demand profile by applying a 

heuristic optimization algorithm and a Genetic Algorithm Optimization.  

Evolutionary soft-computing methods are applied in [2]. Another AI technique, an 

Artificial Neural Networks (ANN), is used to implement a short-term load 

forecasting module integrated with the proposed DSM technique to estimate the 

load profile for a 24 hour period. Neural networks are applied in [9] for the 

demand-side management in a household, with an installed photovoltaic (PV) 

system. The control system is composed of two modules: a scheduler and a 

coordinator, both implemented via neural networks. The control system enhances 

the local energy performance, scheduling home appliances switching and 

maximizing the use of PV system. 

In [7], the demand-side management for smart home is introduced in three 

different approximations: in a Round Robin scheduling scheme, in a Highest 

Power Next (HPN) priority scheme and in a Reciprocal Fair Management (RFM) 

approximation. Both the Round Robin and the HPN scheme incorporate sorting 

algorithms and thus, need high computational complexity. In, a combination of 

real-time pricing with the inclining block rate model is used by adopting a 

combined pricing model. The proposed power scheduling method reduces the 

electricity cost and the “Peak to average ratio.” Since these kinds of optimization 
problems are usually nonlinear, genetic algorithms are used. A game theory was 

used in [11] to formulate an energy scheduling game, where the players are the 

users and their strategies are the daily usage of their household appliances and 

loads. 

An appliance commitment algorithm that schedules thermostatically controlled 

household loads based on price and consumption forecasts is introduced in [5]. 

The formulation of an appliance commitment problem is described using an 

electric water heater load. The thermal dynamics of heating and coasting of the 

water heater load is modeled by physical models; random hot water consumption 

is modeled using statistical methods. The work in [8], presents a load management 
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technique for the air conditioner loads in large apartment complexes, based on 

systematic aggregations and load factor controls of the air conditioner loads based 

on a queuing system model and the Markov birth and death process. The proposed 

technique can offer effective and convenient load management measures to power 

companies and large customers. Techniques based on the multi-agent approach are 

exploited in [4]. 

Finally, our approach, focuses on a DSM technique for optimizing the daily load 

profile of a smart home, where various types of home appliances are installed. The 

primarily aim of this work is to demonstrate that intelligent demand-side 

consumption control, is not just a theoretical concept, but of practical importance 

and has a significant positive financial impact. 

Advantages of our approach, are in the application of Erlag, especially because of 

flexibility of this language and possibility for the use of inexpensive devices for 

DSM. The main focus of this paper is to present results of the application of PAX 

on Green premium policy. The daily load optimization is processed according to 

the actual production of the installed photovoltaic system in order to achieve a 

maximum financial surplus. The details of the computation of the economic 

aspects of the system management are explicated with a particular example 

connected with the government photovoltaic subsidy named Green Premium.  

Details for this economic model and are presented in Section 4. 

2 Smart Household Architecture 

In this research, we have focused on the lowest level of the smart grid structure - a 

household. The main aims of the control logic at this level is to control the 

operation of particular appliances, according to the actual power supply and its 

economic parameters, to minimize demand peaks, to make the overall 

consumption profile as fluent as possible (by coordination of particular appliance 

operation), to flexibly react to external effects (outage, brown-out, etc.) to 

minimize possible losses and reach given goals without significant impact on user 

experience. 

In the following text, we describe the Priority-driven Appliance Control System 

(PAX). The PAX system is designed for small and economic microcontrollers (A 

prototype hardware implementation uses Atmel microcontrollers in the price of 

USD 5, see [16] for details.) for a particular appliance control, yet are flexible 

enough to meet the above-stated criteria. The controlling core of the system can 

mix real and virtual appliances, the system can thus be used as a smart home 

simulator, as well as, a real, physical appliance controller. In the following 

sections, we describe how real world data are used as a basis for smart home 

modeling. 
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2.1 Data Sources and Measurement 

Long-period measurements (more than one year) were performed to collect actual 

household data to test the PAX system functionality. Each household appliance in 

selected real households was monitored using power network analyzer MDS-U [6] 

during a long time period. MDS-U is a power analyzer which is able to measure 

voltage, current and power factors and calculate electrical quantities like active, 

reactive and apparent power for selected a time interval. In this case, a one minute 

time interval was used for data collection. Averaged power consumption curves 

were defined, based on long time power consumption data, for the 20 most 

common household appliances (refrigerator, cook top, wall oven, personal 

computer, washer, dishwasher, vacuum cleaner, etc.). During the long-term 

measurement, the switching scheme was evaluated for all monitored household 

appliances.  Usual power consumption for any daytime can be defined based on 

averaged power consumption curves and the switching scheme for the most com-

mon household appliances. The power consumption curves of household 

appliances are the fundamental data for PAX testing. 

Together with household appliances monitoring, selected renewable power 

sources were monitored during a one year time period. According to the actual 

trends in renewable energy sources utilization, photovoltaic (PV) and wind power 

plants (WPP) were chosen. PV consists of mono crystalline panels Aide Solar 

(PMAX = 180 W, IMP = 5 A, UMP = 36 V, ISC = 5.2 A, UOS = 45 V, and 5 kWp rated 

power). WPP uses synchronous generator with permanent magnets of 12 kV∙A, 
voltage 560 V, current 13.6 A, torque 780 N∙m and 180 rpm. A detailed 

description of the small off-grid power system test bed can be found in [10] or 

[14]. Scenario II was applied for PV system with mono crystalline panels BENQ 

Green-Triplex PM245P00 (PMAX = 250 W, IMP = 8.17 A, UMP = 30.6 V, ISC = 8.69 

A, UOS = 37.4 V, and 5 kWp rated power). 

In the current PAX experiment, two data sources were used - a data set of power 

consumption and a data set of power production. Both the mentioned data sets are 

based on the one year measurements of real data. 

2.2 The PAX System Implementation 

The PAX system is designed as a multi-agent system based on agent 

communication between the core scheduler and the source and consumer agents. 

The actual system implementation is developed using the Erlang programming 

language [3], which is excellent in processing large amounts of discrete data. 

Erlang is a functional language with no shared memory. The system consists of 

many autonomous function units which communicate with each other, by message 

passing only. That is why, applications written in Erlang, can be parallelized in a 
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natural way and can run easily on multicore processors or even separate machines. 

The parallelization scalability is almost linear. 

Erlang also has very good support for runtime code compilation and knowledge 

base changes which is used extensively for particular virtual appliance control in 

the PAX system and for the user interface adaptations. 

2.3 Online and Offline Usage 

As we have mentioned above, the PAX system is designed to support the 

development of smart home automation from the simulation phase up to device 

control in real-time. For the later usage scenario, the scheduler is driven by real-

time clock, the events are induced by external sources or occur at predefined 

times. 

When used as a simulator, without connections to real devices, there is no need to 

restrain the process with real-time clock. The (simulated) events should occur and 

be processed as fast as possible to make mass data processing possible. For this 

purpose, the PAX core implements an event queue. The queue is filled with 

simulated or real-world measured data and the simulation consists of sequential 

processing of the queue events. 

Each simulation step has several phases: 

1. Fetch subsequent event from the event queue 

2. Deliver it to the appropriate agent 

3. The agent receives the event and/or 

(a) Changes its inner state 

(b) Inserts a new event into the event queue 

4.  The simulation ends when the event queue is empty 

Since the PAX core heavily depends on (asynchronous) message passing, it is 

possible to convert almost any code sequence into a sequence of events in the 

event queue. The same code can thus be used for offline data processing 

(simulation) and online device control. With this pure event-driven design, it is 

possible to implement arbitrary time precision simulation and simulate every 

possible aspect of the control system. 

2.4 Appliance Categories 

The grid appliances are classified into several types according to their control 

mechanism, user expectations and power consumption profiles. 
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2.4.1 Interactive Appliances 

An Interactive Appliance (IA) is directly controlled by the user and the IA's 

reaction cannot be deferred. Also the power consumption is mostly constant and 

cannot be controlled. 

A typical example of such an appliance is electric light, electric kettle, cook top, 

garage doors, gate, iron, lights, microwave oven, mixer, vacuum cleaner. 

2.4.2 Intelligent Interactive Appliances 

Intelligent Interactive Appliance (IIA) is a special case of the previous type. The 

main difference lies in the IIA's power control. The appliance can have more 

power consumption profiles that can be applied according to the current situation. 

The appliance can be also driven by special extra communication/control 

treatment (e.g. a server computer power cannot be cut off immediately, instead a 

control signal must be emitted and the computer will undergo the internal shut 

down process as soon as possible). 

A typical example of an IIA is a computer. 

2.4.3 Deferrable-Operation Appliances 

A Deferrable-Operation Appliance (DOA) is also controlled by the user but an 

immediate operation is not necessary. When the user commands the appliance to 

operate, he/she only expects it to begin the work in a reasonable (configured) 

amount of time. The user does not depend on the precise time of the operation 

start and end, only the operation result must be delivered appropriately. 

Typical examples of DOAs are a washing machine, dryer, dishwasher, slow 

cooker, car battery charger and generally all appliances which require some user 

intervention before operation and whose products are expected to be available for 

a longer time period. 

2.4.4 Feedback-Controlled Appliance 

A Feedback-Controlled Appliance (FCA) is usually designed to keep a predefined 

and (repeatedly) measured value within specified limits. The value is 

spontaneously tending in one direction and the power supply is needed to push it 

in the opposite direction. A conventional operation cycle is as follows: whenever a 

feedback value reaches the lower bound, the appliance engine is powered up to 

push it to the opposite bound and powered off as soon as this value is reached. 

This way the power profile of the appliance consists of alternating periods of 

maximum and none power consumption of a more or less constant duration. 
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A generalization of the FCA model in PAX is based on the assumption that the 

boundaries of the appliance operation should not be defined as hard limits that 

cannot be exceeded but rather as gradually increasing measures of the power 

demand priority (see the next section for details). From this point of view, a FCA 

can be seen, as a highly flexible device whose power consumption can be 

efficiently planned to fit together with a power consumption profile of other less-

controllable devices.  From the most general point of view it can be seen as a 

power storage device. Of course, FCA cannot store arbitrary amount of power - 

extreme values of stored power would have unintended consequences such as e.g. 

food going to rotten in an under-cooled refrigerator. A typical example of a FCA 

is a gas boiler, refrigerator, oven or steam cooker. 

2.5 From Real Devices to Virtual and Back Categories 

A development of a successful energy consumption control scheme consists in 

several steps: 

 1. Measure power consumption profiles of typical household appliances 

 2. Pre-process the data to remove any non-significant fluctuation (at a 

desired precision level) 

 3. Convert the data into power consumption change events 

 4. Test different consumption planning algorithms on the simulated 

appliances 

 5. Test the best algorithm on the real appliances 

The main advantage of the PAX system is that the steps 2 to 5 can be done using 

the same software system thus keeping the simulation results as close to the real 

deployment as possible. Typical consumption profiles and parameters will be 

implemented into PAX in order to make the installation more user friendly, but 

several steps must be optimized for each installation. 

3 Model Construction – Accumulator Type 

Appliance 

In this section, we illustrate the above described process of transferring actual 

appliance measured data, into a virtual appliance model that is suitable for the 

PAX simulation. 

Figure 1 displays parts of actual power consumption profiles of a typical boiler 

(central water heater) and a Television, measured with a one minute resolution. 
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The exact measured data are represented by the grey line. However, for model 

development, the data are transformed to a “cleaned” curve (the black line). 

 

Figure 1 

Measured power consumption and preprocessed profiles of a boiler (left) and a TV set (right). 

The main objective of the data cleaning is to identify the consumption level 

breaking points which are then translated to consumption-change events with 

specific time values. Such events are included into the model communication 

flow, either in a form of a repeating pattern or (after statistical analysis) 

reproduced on a (partly) random basis. 

The consumption data preprocessing algorithm is as follows: 

1. Set a relative threshold value (typically, 1/5 of the maximum 

consumption) 

2. Find the next time point where the difference between the last mean value 

and an actual consumption exceeds the threshold… This is the next 

breaking point 

 3. Compute the mean value between the last two breaking points 

 4. Repeat until end of data 

The number of breaking points (and thus the similarity of the original and 

preprocessed curves) is determined by the chosen threshold, which is manually 

tuned to achieve the desired accuracy of the model. 

The power consumption profile of a boiler consists of periodic repeating peaks of 

the same height (consumption) and a covariate length and distance. This behavior 

is caused by the thermostat, which keeps the inner temperature of the boiler within 

given limits. Generally, we consider the boiler to be an instance of a feedback-

controlled device which acts like a perpetual energy accumulator. Whenever the 

accumulated energy falls below a given value, the device consumes the electrical 

power from the grid and accumulates it up to the upper limit value. 
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Table 1 

Events generated from preprocessed measured data for the boiler model: {{{date}, {time}}, {message: 

action, appliance, priority, consumption}} 

{{{2013,03,04}, {0,34,0}}, {set_consumption, boiler1, 4, 1.984}} 

{{{2013,03,04}, {2,25,0}}, {set_consumption, boiler1, 0, 0}} 

{{{2013,03,04}, {3,03,0}}, {set_consumption, boiler1, 4, 1.979}} 

{{{2013,03,04}, {3,10,0}}, {set_consumption, boiler1, 0, 0}} 

{{{2013,03,04}, {4,41,0}}, {set_consumption, boiler1, 4, 1.970}} 

{{{2013,03,04}, {4,49,0}}, {set_consumption, boiler1, 0, 0}} 

 

A conventional boiler does not communicate with its environment and follows the 

accumulation cycle forever in the safe range. Such behavior brings three main 

disadvantages: 

1. If there are several appliances with a similar behavior, they produce 

unwanted random consumption peaks when their accumulation phases 

overlap 

2. In case of an emergency state of the grid (blackout or brownout), such a 

device can only be switched off. There is no intermediate state which 

would not substantially impact the function of the device (to keep the water 

hot) while lowering the load on the power grid 

3. The appliance does not allow, in advance, for the scenerio of an 

anticipated/planned power loss 

To fully exploit the potential of the smart grid concept, the PAX model of a smart 

boiler derived from real data is presented further. The smart boiler changes its 

behavior according to the state of the grid and cooperates with other power 

consuming devices. 

In a virtual intelligent boiler model, based on real data, we must first identify the 

breaking points in the measured power profile of a real boiler and fit the profile to 

the fluctuation of the controlled value (the inner water temperature, i.e. the 

accumulated energy). The measured boiler water temperature oscillates between 

49 °C and 58 °C. At 49 °C the heating system is switched on and works for 5-110 

minutes until the temperature of 58 °C is reached (see Figure 1). The idle phase 

then lasts 30-90 minutes. Moreover, in the measured household, the boiler 

operation is limited by the time period of low-tariff energy lasting approximately 

from 20:30 till 6:30 (with flexible gaps summing to two hours in between). The 

heating speed can be approximated as 0.0017 °C per second. Of course, the real 
speed of heating is not linear but a linearization is a sufficient approximation in 

this case. 

As mentioned above, the PAX system consumption scheduling is based on 

priorities of particular power consumption requests and sources (for details see 

[17]). The conventional nonintelligent boiler operates steadily in the given 
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temperature range and therefore its consumption requests have only one given 

priority P, where P is a high priority, e.g. P = 4 in our model. The appliance agent 

then periodically asks for power consumption of 1982 W with the priority 4 for 5-

90 minutes (depending on the preceding idle period length). In the model input 

data, the measured values from Figure 1 correspond to the events presented in 

Table 1. For each time moment, the actual consumption of the appliance boiler1 is 

set to the value of ≈ 1982 watts with constant priority 4 or to the value of 0 watts 
(with 0 priority). 

We have obtained a model of a standard boiler. With the inter-appliance 

communication ability brought by the PAX smart grid, we turn it into a flexible 

model of boiler behavior. The new model is based on the idea that with a decrease 

of the accumulated energy value (in the boiler case it equals the decrease of the 

inner temperature), the urgency of the power consumption increases because of a 

risk of boiler malfunction. In the PAX model this means that the priority of the 

consumption requests is inversely proportional to the boiler water temperature. 

The temperature range is divided into priority zones, according to the risk that the 

device could miss its primary purpose (i.e. the risk of the water to cool down). If 

we approximate the temperature change function as stated above, the device agent 

can in each time interval estimate the time when the temperature crosses the 

priority border (if the actual consumption does not change). The priority ranges 

and the consumption prediction, is illustrated in Figure 2. 

 

Figure 2 

Priority ranges for boiler 

At start, the agent requests the standard consumption time frame from the 

scheduler. If this request is denied, the agent computes the time when (with no 

power supplied) the temperature will cross the next lower priority limit and 
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requests the consumption from that time with a new (increased) priority. If the 

requested consumption frame is granted, the temperature crosses the priority 

boundary and the next request will have a decreased priority. 

4 PAX Application – Green Premium Optimization 

In recent years, the number of distributed power generators increases rapidly as 

small local power sources are being installed. The main representatives of newly 

installed power sources are photovoltaic (PV) systems with an installed capacity 

of around 5 kWp and positioned on the roof of the houses. 

Such PV systems can be operated in various operation regimes according to 

national regulation rules. A frequent choice is using standard feed-in tariffs. The 

regime that we work with in this section exploits a government subsidy called 

Green Premium or Green Bonus. 

The Green Premium policy supports the situation when the electrical energy 

produced by the household PV system is directly consumed by the house hold (or 

the household owner facilities). Only momentary surplus energy is sold in free 

energy market. Thus, to reach maximum financial profit and investment 

efficiency, as much produced energy as possible should be consumed by the PV 

system owner. 

In this respect, the main issue of such household system is to optimize the energy 

consumption by shifting the load to the time when the PV system produces 

electrical energy. The PAX system is watching for PV system production and then 

control operation of each home appliances according to switching scheme and 

switching priorities. The main goal is to maximize energy consumption during PV 

system energy production using PAX system.  

Generally, this leads to an optimization problem, where the load shift is optimized 

based on home appliances switching priorities and the actual installed PV system 

production. In the following text, we present the results of using the PAX system 

to solve such optimization tasks for a particular case of real household appliances 

and power sources. The households here are a common family houses with the 

floor area about 200 m
2
 (scenario II 160 m

2
) with 1 child and 2 adults living in the 

house (scenario II 2 adults, 3 little children). Usual home appliances serve as 

standard power consumers and 5 kWp PV system is installed on the roof for the 

both households. The PV system operates in the Green Premium policy. 
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4.1 Photovoltaic System Operation 

In the presented optimization task, the first possibility is to operate the household 

using standard feed-in tariffs. The feed-in tariffs for electric energy produced by 

PV systems are defined by national regulations. The current tariffs in Czech 

Republic (where the measurements are performed) are defined by Energy 

Regulatory Office (ERU) price decision number 4/2012 (See Table 2), which 

includes a detailed specification of the government financial support for 

renewable energy sources. 

Table 2 

Feed-in tariff and Green Premium for photovoltaic (PV) system 

Row PV system service start 
Installed power 

[kWh] 

Feed – in 

tariff 

Green  

Premium 

 from to from to [CZK/MWh] [CZK/MWh] 

513 Jul 1 2013 Dec 31 2013 0 5 2990 2440 

514 Jul 1 2013 Dec 31 2013 5 30 2430 1880 

The feed-in tariff for the analyzed households is 3 410 CZK per 1 MWh, while 

standard electricity tariff (of a major energy distributor) for residential sector is 

5723.82 CZK per 1 MWh (Value added Tax (VAT) included). The difference 

between the feed-in and standard tariffs is fixed and does not leave space for local 

consumption optimizations. 

The other possibility is the Green Premium policy that is based on the assumption 

that the more renewable energy is consumed in the house, the higher is the overall 

financial profit of such setup. When a PV system works within the Green 

Premium regime, two electric meters are wired into the system. The first electric 

meter measures only the energy produced by the PV system and the second 

electric meter (4Q electric meter) measure bi-directional power flow from and to 

the power distribution network. The energy cost savings when following the 

Green Premium policy are twofold. First, the Green Premium subsidy is computed 

from the overall energy produced by the PV system. The current Green Premium 

(in the second half of 2013) for the measured households PV installation is 2440 

CZK per 1 MWh. The second part of the Green Premium savings consists in the 

fact that the PV energy can be used as a part of the household energy consumption 

and the rest of if (the surplus energy) is sold under specific feed-in tariff for 

surplus energy, which is currently 640 CZK per 1 MWh. 

4.2 Discussion 

With an installation of a photovoltaic power source, the household energy system 

repeatedly changes the states between producing surplus energy that is being sold 

to the grid and consuming extra energy from the grid. The profitability of both 
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these modes of operation is graphically presented in Figure 3. As we can see here, 

each kilowatt hour of PV production is subsidized with 2.44 CZK, thus each 

kilowatt hour of surplus PV production corresponds to 3.08 CZK (the premium 

plus the sold energy market price). 

 

Figure 3 

The make-up of the price of generated (from photovoltaic) and consumed (from grid) power. If a) the 

consumed power exceeds the generated power then the difference must be purchased for the standard 

price from the grid, otherwise b) the surplus power can be solved to the grid for the subsidized price. 

In the time of lack of self-generated power, each kilowatt hour costs 4.70 CZK 

when purchased from the grid. The surplus energy can be thus processed in two 

possible ways: a) it can be sold for the prize of 0.64 CZK, or b) it can be 

consumed by an in house appliance that would otherwise consume expensive 

energy from the grid. This operation requires a time shift in the appliance 

operation. Each such kilowatt hour of consumption, when moved from the deficit 

to the surplus hour yields 4.70 – 3.08 = 1.62 CZK. 

Therefore, the Green Premium policy offers a good opportunity for consumption 

profile optimization. The pressure for in-house consumption is here, even higher 

than the motivation for an energy savings (in the surplus hours). 
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Figure 4 

Comparison of the measured family house consumption profile with its optimized version 

5 The Green Premium Model 

On the side of the energy sources (photovoltaic and power grid), by setting the 

priority of the PV source higher than the priority of the grid power, the PAX 

system will automatically move the consumption into the area with unused PV 

power where possible. Of course the optimization improvement is highly 

dependent on the physical structure of the various appliances used within the 

household. 

The DOA appliances category is the best category for the time-shifting 

optimization. Since we need to move as much consumption as possible to the PV 

output peak (noon), we must be able to defer the operation of the devices for 

several hours. This is possible only with DOAs hence this type of appliances 

yields the most of the achieved optimization. 

From the Green Premium optimization point of view, the last two groups of 

appliances - IIA and FCA behave in a very similar manner. As we have seen in 

Section 3 and particularly in Figure 2, the operation of such appliances can be 

controlled intelligently to make a more suitable consumption profile but their 

operation generally cannot be postponed for hours. In spite of this, these 

appliances can be controlled with the aim of peak elimination. If there are many 

small areas of unused power distributed evenly throughout the PV generation peak 

(which surely is a case of household consumption profile), the PAX optimization 

reorganizes the overall consumption to fill the gaps. The resulting power 

consumption profile is more “flat”, with less peaks that need to be satisfied when 

power is used, from the grid. 
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5.1 Results and Discussion 

The outcome of the optimization heavily depends on the inputs - especially on the 

number of the appliances in the household and their types. The type of the 

appliances varies significantly between particular households and substantially 

affects the consumption profile. The most influential, are the devices with high 

and steady power consumption such as e.g. electric heating. Such devices multiply 

the household power consumption and so there are special financial programs for 

households using these appliances. Therefore, the results presented in this paper 

cannot be generalized to such households. 

Figure 4 shows the results of one day optimizations, of an analyzed household. 

The colored bars represent momentary consumption of particular appliances. The 

black line in the chart shows the daily course of the power from the PV system 

and the red line denotes the amount of energy either purchased from the global 

grid (> 0) or sold to the grid (< 0). We can see that most of a standard household 

consumption, does not follow the peak of the photovoltaic source. The aim of the 

optimization task thus lies in equalizing this discrepancy. 

Table 3 

Optimization Results 

 Genera

ted 

[kW∙h] 

Consumed 

[kW∙h] 
Purchased 

[kW∙h] 
Sold 

[kW∙h] 
Sold 

[CZK] 

Overall 

Cash 

flow 

[CZK] 

PV energy 

consumed 

Cost 

redu

ction 

Org. I 2865 5243 4027 1649 1055 10890 42% 0% 

Opt. I 2865 5243 3770 1392 891 9847 51% 11% 

Satur. I 2865 5243 2378 0 0 4190 100% 68% 

Org. II 3156 5761 3952 1347 808 10074 57% 0% 

Opt. II 3156 5761 3500 895 537 8220 72% 25% 

Satur. II 3156 5761 2327 0 0 3241 100% 40% 

Optimization of consumption by means of the PAX system was employed for a 

typical day with alternating cloudiness and a maximum supply of electric energy 

from PV around 20% of nominal power. These consisted of days during the 

autumn months where the element of diffuse radiation and PV making use of 

monocrystalline technology working with decreased effectiveness is predominant. 

The much higher effectiveness of the PAX system can be recorded in the case of 

typical sunny days, in the spring and summer seasons. The direct element of sun 

shine, which PV with monocrystalline technology can make better use of, is 

predominant in these months. This positively manifests itself in a higher PV 

effectiveness. PV is used more often over the course of the daily cycle in the belt 

(70-100)% of the installed power and the length of the energy supply from PV is 

higher (approximately, 3 hours longer in comparison with a mostly cloudy day). 

As a result of the longer time interval for energy from PV and also a greater 

performance from PV, consumption can more effectively optimized with the use 
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of PAX, with the goal being, to purchase the least amount of energy, sell the least 

amount, in other words use as much energy from PV for one's own consumption. 

Optimization by means of PV has higher effectiveness for this kind of day, which 

is given by the possibility of shifting, first and foremost, DOAs to the area of the 

maximum performance curve of PV. All of the appliances from DOAs are 

characterized by simple predictable cycles, and this including the stream profile 

and the length of duration. These can be fastened as the same time without 

actually significantly influencing the usual functioning of the household. These 

also consist of appliances which are energy demanding as they make up almost 

70% of the appliances overall in the framework of the daily cycle. By means of 

appliances from the category DOAs, the profile under the power curve PV is 

thereby practically fulfilled at the time of its operations with a maximum 

effectiveness and a maximum performance. This fact results from the result of the 

amount of energy either purchased from the global grid (>0) or sold to the grid 

(<0), where there is an evident minimum amplitude within the period (12-16), in 

the afternoon. 

Table 4 

The electrical energy produced by the photovoltaic system (Ed means daily average during the month, 

Em is overall power production in the month) 

month January February March April May June 

Ed [kW∙h] 3.15 4.86 8.38 11.28 11.40 11.40 

Em [kW∙h] 97 136 260 338 353 342 

month July August September October November December 

Ed [kW∙h] 11.03 11.16 8.75 5.92 3.70 3.03 

Em [kW∙h] 343 345 262 184 111 94 

This is of course given by the fact that the majority of energy from PV is 

consumed whereby it is covered by the consumption of energy dominant 

appliances (dishwasher, washing machine, dryer). Apart from DOA appliances, 

the overall effectiveness of the energy system with the optimization of FCE can be 

increased, where the main representative in the analyzed case is a boiler. 

For selected locality, the PV energy naturally varies not only during the day, but 

the variations also follow the course of seasons in the year. For the particular PV 

system the yearly history of average produced energy per month is shown in 

Table 4. Total energy production is 2865 kW∙h. 

The results of the PAX optimization of one-year consumption of the analyzed 

households are summed up in the Table 3. In the first row, there are original 

values taken from the measurement of the given household consumption profile. 

As we can see, the PV power is about one half of the household consumption but 

nearly 75% of the consumed power must be purchased from the grid operator at 

high price and more than a half of the PV production is sold for eight times lower 

market purchase price. The overall cost of the consumed power if it were 
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completely purchased from the global grid (i.e. without the PV installation), 

would be 24654 CZK (scenario I) and 27077 CZK (scenario II). The PV 

installation alone reduced this amount with the Green Premium subsidy of 

6991 CZK (7701 CZK scenario II.), the 5718 CZK (6893 CZK scenario II) 

reduction in the energy purchased from the grid and the surplus PV power sold for 

the price of 1055 CZK (808 CZK scenario II). The overall cost with the PV 

installation thus drops to 10890 CZK (10074 CZK in scenario II). 

These figures also show that in such typical household with the given PV size, the 

Green Premium subsidy makes the PV investment mostly, a partial coverage of 

the electrical power costs. This is consistent with the stress the subsidy puts on the 

local energy consumption, making it a good solution for individual family 

investment rather than for for-profit photovoltaic farms. From this point of view, 

the Green Premium program is surely a better solution over other kinds of PV 

subsidy programs. 

The rows “Opt. I” and “Opt. II” of Table 3 shows the results of the model PAX 

optimization. As we can see, the amount of the purchased energy was lowered 

thus increasing the profitability of the PV installation. Time-shifting operations 

computed by PAX priority rules allowed an increase in the local consumption of 

the PV power to more than 51% (72% in scenario II). As described above, this 

number would be different for households with a different appliance structure, like 

Scenario II (more DOA appliances, such as a dryer used much more often because 

of care of 3 children). 

Due to the PAX system ability to combine the real and virtual appliances, the 

financial impact of the appliances control system application is highly predictable. 

The predictability of the outcome is surely an important property for an overall PV 

investment/breakeven/profitability decision. 

The results obtained by means of the PAX model reveal yet another possibility for 

increasing the PV investment profitability substantially under the Green Premium 

subsidy. The crucial figure here is the gap between the power purchase and sale 

prices. The part of the generated power that is left unused even after the 

consumption optimization represents a next big opportunity for the PV 

profitability improvement. This surplus power can be utilized by the last type of 

the appliance - the Intelligent Interactive Appliance (IIA). We can estimate the 

maximum financial effect of such an appliance in this way: let us suppose that we 

have a device which can be switched on in the time of the surplus power, has a 

scalable, power consumption and its activity has a positive financial effect. For the 

conservative estimation, we can suppose the financial effect is the same as the 

price of the consumed power - i.e. under standard circumstances; its action has 

zero profitability. But with the Green Premium subsidy, such a device will 

substantially improve the PV financial balance. Thanks to the PAX model, we can 

estimate the overlap between the power production and the consumption and thus 

estimate the remaining unused power to be sold to the network. The financial 
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effect of using all such energy by the described intelligent device is presented in 

Table 3, in the “Satur. I” row and Satur. II row. We can see that the financial 

potential of such energy usage is huge even with our conservative “normal zero 

profitability” assumption. Based on this, we can conclude that the development of 

such intelligent devices can be of high importance to Czech households using the 

Green Premium (or similar) subsidy programmer. Besides the above mentioned 

personal computer, a device of such kind can be represented by e.g. electric car 

charging stations, for-profit computation clusters or energy back-ups. 

Conclusions 

This paper introduced an application of the demand-side power consumption 

management principles that reshapes the demand profile by applying load shifting 

and load shedding, to reach a maximum financial benefit for the consumer. 

The load shifting and load shedding operations are computed by the presented 

demand-side management system named PAX (Priority-driven Appliance Control 

System). The PAX system searches for runtime flexible optimal switching scheme 

for the household appliances according to appliance operation priority and energy 

sources availability. 

We have presented, in detail, an application of the PAX system to the Smart Grid 

concept. As a particular example of direct exploitation of such a system, we have 

built a real-world model for optimizing the energy costs of a household equipped 

with a small on-roof photovoltaic system, operated under the Czech Republic 

government subsidy program called the Green Premium. This subsidy scheme is 

based on a principle that motivates the household owner to consume as much 

photovoltaic energy as possible, locally. 

We have enumerated the energy costs, for an example household, in several 

analyzed scenarios. In the analyzed cases, the PAX system allowed savings of 9% 

of the photovoltaic power, without any negative effect on the user experience 

resulting in 11% for scenario I and 25% for scenario II. Application of the PAX 

system saved 1.043 CZK (11%) in scenario I and 1.854 CZK (25%) in scenario II. 

We have also discussed a possible setup directing photovoltaic power 

exploitations of up to a 68% (Scenario I) and 40% (Scenario II) reductions from 

the original costs. 

In future research, we want to extend the application of PAX from Smart Homes 

to Smart Villages, where we suppose better utilization of the PAX advantages, due 

to more available appliances in FCA group and the related economies of scale. 
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A New Model for Fine Turning Forces 
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Abstract: Forces during turning depend not only on material properties and cutting 

parameters but to a great extent on the edge geometry of the tool as well, which determines 

chip shape (thickness and width). In fine turning it is almost exclusively the nose radius of 

the tool that does the cutting. The study reviews the main directions and results of 

researches in recent years concerning cutting force. It also presents the technology of fine 

cutting. Due to geometric considerations, chip characteristics are used that allow  an exact 

description of cutting on nose radius as a function of the cutting parameters used. Dynamic 

tests are performed on two aluminium casting alloys and a mathematical model is 

constructed specifically for fine turning, using which expected forces can be estimated quite 

precisely during technological process planning. 

Keywords: fine turning; force measuring; force model; regression; Kienzle model 

Abbreviations 

A – chip cross section, mm2 

ap – depth of cut, mm 

AS12 – die-cast eutectic aluminium alloy 

AS17 – die-cast hypereutectic aluminium alloy 

b – chip width, mm 

C, q, y,  – constants of the regression equation 

ɛr – nose angle, ˚ 
f – feed, mm 

Fc – main (tangential) force, N 

Ff – feed (axial) force, N 

Fp – passive (radial) force, N 

h – chip thickness, mm 

HB – Brinell hardness 

heq – equivalent chip thickness, mm 

HRC – Rockwell hardness 

HV – Vickers hardness 

k –specific cutting force, N/mm2 

k1,0.1 –constant value of main specific cutting force in new model, N/mm2 (where heq=0.1 

mm and leff=1 mm) 

k1.1 – constant value of main specific cutting force in the Kienzle model, N/mm2 (where 

b=1 mm and h=1 mm) 

leff – the cutting length of the edge of the tool, mm 

rɛ - nose radius, mm 

vc – cutting speed, m/min 

κr – side cutting edge angle 
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1 Introduction 

The examination of the dynamic behaviour of cutting processes can be performed 

with two methods: models can be deduced from mathematical calculations and 

empirical models. An early example of the former is the work of Merchant [1], 

whose dynamic model for orthogonal cutting is still part of research projects 

nowadays. In the past decades new materials, technologies and tools have 

appeared and so it has become an especially important research area. Many 

researchers have studied the machinability of various materials in recent years. 

Suresh et al. [2] investigated the dynamic characteristics of AISI 4340 steel in 

turning operations with chemical vapor deposition (CVD) coated 

(TiC/TiCN/Al2O3) hard metal tool. Based on their results they obtained linear 

equations for the calculation of the resultant cutting force and the specific cutting 

force. They also concluded that cutting force and specific cutting force are most 

influenced by feed, less influenced by depth of cut, while they were least affected 

by cutting speed. Rao et al. [3] investigated the turning of AISI 1050 tempered 

steel – carbon steel (hardness: 484 HV) with a ceramic insert (Al2O3+TiC; - 

KY1615 -). They described the main effects with empirical formulae, performed a 

significance test of the parameters set for the cutting force, and made statements 

about the optimum. Szalóki et al. [4] investigated the cutting forces and surface 

roughness created in case of trochoidal milling. Their examinations were carried 

out using 40CrMnMo7 (1.2391) steel with a monolith cemented carbide HPC 

shank milling cutter. In their research they used design of experiment (DOE) and 

as a result an empirical equation depending on cutting parameters was set up to 

estimate cutting force components and maximum height of roughness profile Rz. 

Tállai et al. [5] tested thread formers with 5 different types of coatings on 
40CrMnMo7. In their work they studied torque and wear of thread formers 

depending on formed length and compared the flood type and the minimal 

quantity lubrication (MQL). It is stated, that the increase of forming speed 

drastically decreases the number of machinable holes and wear condition of the 

forming tools can be followed by the torque measurement very well. The value of 

forming torque may be by 19 percent lower in case of MQL, compared to the 

flood type of lubrication. 

In the past few years numerous researchers have studied the dynamic 

characteristics of hard turning. Aouici et al. [6], for example, turned AISI H11 

steels of various hardness (40, 45 and 50 HRC) with a polycrystalline cubic boron 

nitride (CBN) tool. To calculate the individual force components, they used a 

quadratic equation, which contained the HRC hardness of the workpiece in 

addition to the usual data (vc – cutting speed, f – feed, ap – depth of cut). Their 

study also shows that cutting speed had the least effect on the force components. 

Lavlani et al. [7] also performed hard turning. In their study they turned MDN250 

material (corresponding to 18Ni(250) maraging steel) with a coated ceramic tool 

(TNMA 160408S01525 - CC6050). They constructed a linear model for the three 
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measured force components, then they also stated that cutting force was mostly 

affected by feed and depth of cut, while cutting speed did not influence it 

significantly.  Bouacha et al. [8] hard turned AISI 52100 bearing steel (64 HRC) 

with a CBN tool. They created second order phenomenological models for the 

estimation of the individual force components. Gaitonde et al. [9] studied the 

machinability of AISI D2 cold work tool steel. They performed their experiments 

with conventional and Wiper geometry ceramic tools (CC650, CC650WG and 

GC6050WH). They only considered depth of cut and time spent cutting in their 

investigation. They concluded that in the case of Wiper geometry tools cutting 

force increased linearly as depth of cut was increased. On the other hand, cutting 

force in the case of a conventional geometry tools increased up to a concrete value 

of depth of cut of ap=0.45 mm, then started to decrease above this. Kundrák et al. 
[10] examined the microhardness of hard turned surfaces. They concluded that 

although according to the literature, cutting force does not have a direct effect on 

the hardness of the surface, indirectly it still has an effect because of the thermal 

energy, that the mechanical energy transfers into. Since the kinematics, geometry 

and technological parameters of hard turning often differ from those of 

conventional longitudinal turning, to determine cutting force with experimental 

formulae, further studies are necessary. Sztankovics et al. [11, 12], for example, 

presented how parameters characteristic of chip cross-section can be determined 

in the case of rotational turning. 

In order to understand the behaviour and dynamic characteristics of the material 

during machining, in the case of the HSC (high speed cutting) technology, Pawade 

et al. [13] made experiments with softened Inconel 718 steel. They presented an 

analytical model, which predicts specific shear energy in the shear zone. They 

found that shear distances increase linearly as feed increases. Their model fitted 

their measurement results excellently. 

In recent years more and more non-ferrous and non-metallic materials have been 

used in industry. Studying these has also got to the forefront. The Waldorf model 

[14, 15] of microcutting applies to the smallest chip thicknesses, because the 

undeformed (theoretical) chip thickness is less than 50 μm and is comparable to 
the edge radius of the tool. Annoni et al. [16] examined the machinability of 

C38500 (CuZn39Pb3) brass (hardness 81,5 HRB) with a hard metal tool (DCGX 

070202–ALH10). In the range of microcutting they successfully changed the 

formulae for the calculation of cutting force and feed force because according to 

their results, the modified model better fits the values obtained during 

microcutting. Gaitonde et al. [17] also examined the machinability of copper alloy 

(CuZn39Pb3) (66 HRB). They performed their experiments with minimal quantity 

lubrication (MQL) with a hard metal tool of material K10 (TCGX 16 T3 08-Al 

H10). They varied cutting speed, feed and the amount of minimal lubrication 

(ml/h), while depth of cut was kept at a constant 2 mm value. They found that 

there is a considerable interrelationship between the amount of the lubricant and 

cutting speed. Machinability is very sensitive to the change of feed, irrespective of 
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the amount of the lubricant. They determined optimal cutting conditions, where 

specific cutting force (and average surface roughness, Ra) were minimal. Zebala 

and Kowalczyk [18] examined WC-Co material with a Mitsubishi triangular PCD 

tool (TNGA 160408). The cobalt content in the workpieces was 10, 15, and 25 

wt%. Their research plan was based on the L9 Taguchi method. Two empirical 

models were developed for the main cutting force (Fc). The first model was based 

on the power function; the second was based on the polynomial function 

according to modified RSM equations. When they compared the WC-Co with two 

different materials (Co contents 15 and 25 wt%), in terms of cutting force Fc, they 

found that there was no clear effect of Co content on the turning process. The 

lowest Fc values were obtained for the same cutting data. When they machined 

material with less Co content, higher Fc values for the same cutting data were 

generated. The analysis showed that depth of cut and cutting speed had the biggest 

influence on the Fc parameter. 

Intensive research is also going on in the field of reinforced plastics and plastic-

based composites. Hanafi et al. studied the turning of polyether ether ketone 

(PEEK) CF30 material with a TiN coated tool (WNMG 080408-TF) in dry 

conditions. They measured the three components of the force and determined the 

resultant force and specific cutting force with calculations. Empirical models were 

worked out depending on cutting data to predict both calculated forces. They 

tested the results with both response surface methodology (RSM) and Fuzzy 

algorithm, then compared the applicability of the two methods [19]. Fetecau and 

Stan [20] turned two kinds of polytetrafluoroethylene (PTFE) based composite 

materials: PTFE CG 32-3, containing 32% carbon and 3% graphite, and PTFE GR 

15, containing 15% reformed graphite. They varied the cutting parameters (vc, f, 

ap) and used three polycrystalline diamond (PCD) tools of different nose radii. 

They found that feed and depth of cut had the greatest effect on cutting force, 

while the main component of cutting force was nearly constant as a function of 

cutting speed and the nose radius of the insert. An empirical equation was 

provided for both materials examined. The equations only contain the main 

parameters (feed, depth of cut). 

The use of light metals is also becoming more and more widespread. De Agustina 

et al. [21] examined the dry turning of an aluminium alloy (UNS A97075). They 

used two tools of different nose radii (DCMT11T304-F2, DCMT11T308-F2) and 

measured the cutting force components, then compared the dynamic behaviour of 

the two tools. They found that at low feed the two tools of different radii required 

quite similar force. Joardar et al. [22] dry turned aluminium composites reinforced 

with SiC (LM6), using a polycrystalline diamond (PCD) tool. They constructed a 

second order model to estimate cutting force which also included Si content as 

input parameter in addition to cutting speed. 

The author and his colleagues have already published articles on the machinability 

of die-cast aluminium parts, widely used in industry. They have examined in 

detail the surface roughness using different edge material and edge geometry. 
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They built phenomenological models to estimate surface roughness parameters 

and determined the optimum cutting conditions [23, 24, 25, 26]. They examined 

the changing of the statistical parameters of surface roughness separately as a 

function of cutting parameters, the machined materials, tool edge material and tool 

geometry [27]. This paper presents a new force model – describing the conditions 

of fine turning – by which, the main cutting force (Fc) can be calculated easily and 

accurately. 

2 Materials and Methods 

After iron and steel, aluminium and its alloys are used most widely in industry and 

they are only getting more and more popular. Due to their many advantages over 

pure aluminium, die-cast aluminium alloys (alloys of silicon, copper and 

magnesium) are widely used. Based on an experimental approach this paper 

analyses the dynamic conditions of fine turning of two generally used aluminium 

casting alloys. 

2.1 Materials Used 

Two aluminium casting alloys, used in great quantities in industry, have been 

selected. These alloys combine outstanding mechanical properties with 

technological advantages. The greatest advantage of the AS12 eutectic alloy is its 

excellent castability, while the AS17 hypereutectic alloy is harder than AS12 and 

more wear resistant. 

The composition of the AS12 eutectic alloy is (wt %): Al=88.54%; Si=11.46%, 

while its hardness is 67±2 HB2.5/62.5/30. 

The composition of the AS17 hypereutectic alloy is (wt %): Al=74.35%; 

Si=20.03%, Cu=4.57%; Fe=1.06%. Its hardness is 114±3 HB2.5/62.5/30. 

The size of the workpiece used for the turning experiment was Ø110 × 40 mm. 

2.2 Tools and Machine Tool Used 

In their research so far the author and his colleagues have determined the optimum 

cutting conditions by insering into their model not only the usual cutting 

parameters but the edge material and edge geometry as well [23, 24, 25]. The tool 

used for the dynamic test was the following: polycrystalline diamond (PCD), 

insert code: DCGW 11T304, edge geometry: ISO, manufacturer: TiroTool. The 

machine tool used was an EuroTurn 12B CNC lathe, with a spindle power of 7 

kW and a maximum spindle RPM of 6000 1/min. 
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2.3 Cutting Force Measurement 

Due to the conditions of chip removal and the low hardness of the materials, 

cutting forces are expected to be relatively small. The author developed and 

adapted a dynamometer system, the exploded view of which can be seen in Fig. 1. 

The sensitivity of the dynamometer was evaluated (pC/N), and its error curve was 

determined in the range from 0 N to 100 N. The dynamometer was connected to a 

KISTLER 5019 amplifier. Force data was evaluated with the DynoWare software. 

The cutting experiments were performed with a tool holder specially modified for 

measurement of small forces. 

 

Figure 1 

Exploded view of dynamometer system 

2.4 The New Force Model Adapted to the Technology of Fine 

Turning 

The Kienzle-Victor model [28] is still an excellent model widely used for the 

calculation of the components of cutting force. Specific cutting force (k) was 

introduced and determined by series of measurement, whose value depends on 

chip dimensions (theoretical undeformed chip width – b and chip thickness – h). 

In the case of a large chip cross-section (Figure 2), the side cutting angle of the 

tool (κr) provides a relationship between chip dimensions (b and h) and depth of 

cut (ap) and feed (f) as cutting parameters. See Eqs. (1) and (2). 
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Figure 2 

Chip cross-section for the Kienzle-Victor dynamic model 

rfh sin          (1) 

r
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          (2) 

The main value of specific cutting force (k1.1) and the exponent of chip thickness 

(q) were determined experimentally. The main value of the specific cutting force 

mostly depends on the material and state of the workpiece and is true for chip 

dimensions b=1 mm and h=1 mm. The exponent also depends on the material but 

it is also influenced by cutting conditions. Thus the components of the cutting 

force can be calculated with the following general equation: 

bhkF q  1
1.1

        (3) 

It has to be noted that the formula can only be used with correction coefficients in 

any case when real conditions differ from the experimental conditions (tool 

material, nose angle, wear, etc.) 

The Kienzle-Victor method can be used well in the range of rough turning data, 

when depth of cut (ap) is considerably larger than the nose radius of the tool (rɛ). 

Under fine turning conditions a smaller part of the side cutting edge and the whole 

of the nose radius takes part in chip removal. Therefore here chip geometry data h 

and b used by Kienzle and Victor are meaningless (Figure 2). It follows from this 

that characteristic k1.1 cannot be used in the case of fine turning, either. That is 

why two novel chip characteristics were introduced (heq – equivalent chip 

thickness; leff – the cutting length of the edge of the tool) (Figure 3), which can 

describe chip geometry in fine turning accurately. 
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Figure 3 

Characteristic chip cross-section in fine turning 

The cutting parameters set, the side cutting edge angle (κr), and the nose radius of 

the tool (rε) mostly determine the cutting length of the edge of the tool (leff). Based 

on this concept chip cross-section can be given as follows: 

effeqp lhbhfaA        (4) 

In fine turning effective edge length can be calculated with the formula [29, 30], 

which depends on ap, f, κr (is given in radian), rε: 
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The equivalent chip thickness can be calculated from cutting parameters and 

effective edge length with the following formula: 
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In fine turning heq<<1 mm is always true so k1.1 cannot be used. Therefore it is 

worth introducing a method of calculation that describes chip geometry better. 

This is the main value of the specific cutting force in fine turning, k1,0.1. It refers to 

leff = 1 mm and heq = 0.1 mm. 

The newly introduced cutting force model requires the calculation of specific 

cutting force (determined with a dynamometer), which can be written as follows: 

effeq lh

F

A

F
k


         (7) 

The obtained k values depend on heq and leff; therefore it is worth modelling them 

with a two-factor power function regression as below: 

y

eff

q

eq lhCk         (8) 
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In Eq. (8) the fitting parameter C is a positive number, q and y are an empirically 

estimated exponents. 

If the substitution heq=0.1 mm is used, the value of k1,0.1 is the following: 

qCk 1,01.0,1          (9) 

And the resulting general cutting force model is: 

y
eff

q

eq

q

effeq lhklhkF
  11

1.0,1 10                (10) 

2.5 Design of Experiments 

The experiments used in this paper embraces the technological spectrum of fine 

turning (f=0.03–0.15 mm; ap=0.25–0.7 mm). In the experiments cutting was 

performed at depth of cut  ap=0.25 mm where ap<rɛ, while at the highest value a 

small section of the side cutting edge also takes part in chip removal. 

Researchers so far have reported that cutting speed has a negligible effect on 

cutting force [6,7,20], therefore speed is kept high as in industrial conditions but 

constant (vc=1000 m/min). 

In the experiments it is reasonable to calculate the chip cross-section where leff =1 

mm and heq=0.1 mm, and determine the f and ap values to be set in order to 

achieve it. Using equations (5) and (6): 
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Equations (10) and (11) yield the following pairs of solutions: 

ap=0.699415 mm; f=0.142976 mm and ap=0.125135 mm; f=0.799133 mm. It is 

easy to see that this requirement is fullfilled for f=0.143 mm and ap=0,7 mm. 

Table 1 shows the experimental settings for both materials. The set of experiments 

was made so that measurement point 22 is to determine (check) k1,0.1. 

Table 1 

Experiment points 

Measurement point ap, mm f, mm leff, mm heq, mm A, mm2 

1. 0.25 0.03 0.493 0.015 0.0075 

2. 0.25 0.05 0.503 0.025 0.0125 

3. 0.25 0.07 0.513 0.034 0.0175 

4. 0.25 0.09 0.523 0.043 0.0225 

5. 0.25 0.11 0.533 0.052 0.0275 
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Measurement point ap, mm f, mm leff, mm heq, mm A, mm2 

6. 0.25 0.13 0.543 0.060 0.0325 

7. 0.25 0.15 0.554 0.068 0.0375 

8. 0.5 0.03 0.743 0.020 0.015 

9. 0.5 0.05 0.753 0.033 0.025 

10. 0.5 0.07 0.763 0.046 0.035 

11. 0.5 0.09 0.774 0.058 0.045 

12. 0.5 0.11 0.784 0.070 0.055 

13. 0.5 0.13 0.794 0.082 0.065 

14. 0.5 0.15 0.804 0.093 0.075 

15. 0.7 0.03 0.944 0.022 0.021 

16. 0.7 0.05 0.954 0.037 0.035 

17. 0.7 0.07 0.964 0.051 0.049 

18. 0.7 0.09 0.974 0.065 0.063 

19. 0.7 0.11 0.984 0.078 0.077 

20. 0.7 0.13 0.994 0.092 0.091 

(k1,0.1) 21.  0.7 0.143 1.001 0.100 0.1001 

22. 0.7 0.15 1.004 0.105 0.105 

3 Results 

3.1 Results of  Main Force (Fc) Measurements 

The experiments were repeated twice (the arrangement of force measurement can 

be seen in Figure 4). 

 

Figure 4 

The layout of force measurement 
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Figure 5 shows specific cutting force as a function of equivalent chip thickness. It 

can be seen that in fine turning, too, the values of measurement points are on a 

straight line if the diagram is logarithmically scaled. 

 

 

Figure 5 

Specific cutting force as a function of equivalent chip thickness  

a) in the case of AS12; b) in the case of AS17 

Table 2 shows the averages of these Fc values, and the values predicted by the 

model (chapter 3.2.) and their relative deviation in %. 

Table 2 

Main cutting force values of AS12 and AS17 materials 

 AS12 AS17 

Measurement 

point 

Fc measured, 

N 

kc, 

N/mm2 

Fc calculated, 

N 

Error, 

% 

Fc measured, 

N 

kc, 

N/mm2 

Fc calculated, 

N 

Error, 

% 

1. 7.77 1036.66 7.82 0.53 8.89 1185.26 8.97 0.91 

2. 11.73 938.24 11.80 0.61 12.99 1039.00 13.11 0.92 

3. 15.40 880.17 15.49 0.59 16.94 968.23 16.86 -0.47 

4. 18.95 842.36 19.00 0.26 20.54 912.77 20.39 -0.71 

5. 22.18 806.66 22.38 0.89 24.05 874.49 23.76 -1.19 
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 AS12 AS17 

Measurement 

point 

Fc measured, 

N 

kc, 

N/mm2 

Fc calculated, 

N 

Error, 

% 

Fc measured, 

N 

kc, 

N/mm2 

Fc calculated, 

N 

Error, 

% 

6. 24.92 766.70 25.66 2.97 27.01 831.01 27.02 0.04 

7. 28.23 752.75 28.86 2.22 30.17 804.56 30.19 0.05 

8. 14.74 982.95 14.54 -1.40 17.55 1169.84 17.23 -1.80 

9. 22.03 881.23 21.92 -0.48 25.22 1008.92 25.12 -0.42 

10. 29.43 840.96 28.76 -2.30 31.79 908.23 32.24 1.42 

11. 35.50 788.98 35.24 -0.76 38.99 866.39 38.90 -0.23 

12. 42.65 775.43 41.46 -2.79 44.76 813.82 45.23 1.04 

13. 48.58 747.39 47.48 -2.26 51.67 794.99 51.31 -0.70 

14. 54.15 721.97 53.35 -1.47 58.45 779.39 57.21 -2.13 

15. 19.22 915.10 19.77 2.90 24.15 1150.01 24.00 -0.64 

16. 29.63 846.63 29.81 0.59 34.54 986.81 34.94 1.15 

17. 38.34 782.41 39.08 1.93 44.73 912.96 44.80 0.15 

18. 47.76 758.06 47.86 0.22 53.53 849.68 54.00 0.88 

19. 55.46 720.22 56.29 1.50 63.04 818.66 62.73 -0.49 

20. 63.14 693.85 64.44 2.06 71.29 783.39 71.10 -0.26 

(kc1,0.1) 21.  68.78 687.07 69.62 1.23 75.52 754.43 76.39 1.16 

22. 71.79 683.74 72.38 0.82 78.74 749.88 79.20 0.58 

It can be seen from the Table 2 that the cutting force requirement of the AS17 

aluminium alloy is greater than that of the AS12 alloy. This can be attributed to 

the differences in hardness, and the hard primary silicon grains forming in the 

AS17 hypereutectic alloy. 

3.2 Model for Main Force (Fc) 

Figure 6 a) and b) displays the specific cutting forces in a logarithmically scaled 

diagram as a function of equivalent chip thickness. It can be seen that the set of all 

the measurement points fit a straight line quite well. In Figure 6 c) and d) all 

measurements points are handled together. But specific cutting force is studied as 

a function of chip cross-section. It can be seen that the scatter of the values of kc is 

great for both materials. It can be stated that specific cutting force depends far 

more significantly on the heq parameter introduced in the force model. This also 

explains the importance of heq. 
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Figure 6 

Specific cutting force as a function of equivalent chip thickness and chip cross-section 

According to eq. (8) the equations of specific cutting force (depending on 

equivalent chip thickness and the cutting length) for the two materials are the 

following: 

039,0198,0

12_ 439
  effeqASc lhk                 (13) 
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088,0272,0

17_ 408
  effeqASc lhk                 (14) 

Equations (13, 14) yield that kc1,0.1_AS12=692 N/mm
2
 and kc1,0.1_AS17=762 N/mm

2
. 

After transformations based on Eqs. (7-10) we get the following equations for 

cutting force [31]: 

961,08,0198,0

12_ 10692 effeqASc lhF                   (15) 

089,1728,0272,0

17_ 10762 effeqASc lhF                   (16) 

3.3 Checking the Equations of Fc 

The equations were checked by plotting and comparing the calculated and 

estimated cutting force values (Table 2) against the measured values. The 

deviation of calculated values from measured values in the case of AS12 is 

between -2.79% and 2.97%. In the case of AS17, deviation is between -2.13% and 

1.42 %. The deviation of the plotted points from the x = y line shows the good 

usability of the equations. The Figure 7 shows for both materials that the 

equations (eqs. 15, 16) approximate the measured values quite well. 
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Figure 7 

A comparison of measured and calculated roughness values in the case of (a) AS12 and (b) AS17 

3.4 Models for the Feed Force (Ff) and Radial Force (Fp) 

Table 3 and 4 show the averages of measured Ff and Fp values and the values 

predicted by the model (Table 5) and their relative deviation in%. 

Table 3 

Feed force values of AS12 and AS17 materials 

 AS12 AS17 

Measurement 

point 

Ff measured, 

N 

kf, 

N/mm2 

Ff calculated, 

N 

Error, 

% 

Ff measured, 

N 

kf, 

N/mm2 

Ff calculated, 

N 

Error, 

% 

1. 4.92 656.14 4.80 -2.53 6.11 814.87 6.05 -0.96 

2. 5.92 473.86 5.83 -1.49 7.18 574.47 7.19 0.18 

3. 6.56 374.97 6.63 1.01 8.03 459.02 8.05 0.27 

4. 7.22 321.08 7.28 0.80 8.78 390.11 8.76 -0.21 

5. 7.38 268.18 7.84 6.36 8.91 324.06 9.36 5.05 

6. 8.12 249.98 8.34 2.63 9.64 296.53 9.89 2.63 

7. 8.55 228.11 8.78 2.66 9.98 266.26 10.36 3.81 

8. 5.61 374.18 5.71 1.67 7.24 482.91 7.30 0.80 

9. 6.50 259.95 6.95 6.99 8.44 337.51 8.69 2.95 

10. 7.62 217.69 7.91 3.83 9.68 276.70 9.73 0.50 

11. 8.63 191.80 8.70 0.85 11.06 245.70 10.59 -4.20 

12. 9.73 176.98 9.39 -3.54 11.23 204.17 11.33 0.89 

13. 10.55 162.28 10.00 -5.24 12.34 189.91 11.98 -2.96 

14. 11.76 156.77 10.54 -10.34 13.44 179.17 12.56 -6.52 

15. 6.00 285.88 6.15 2.45 7.72 367.72 7.96 3.08 

16. 7.22 206.32 7.50 3.84 9.23 263.71 9.47 2.63 
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 AS12 AS17 

Measurement 

point 

Ff measured, 

N 

kf, 

N/mm2 

Ff calculated, 

N 

Error, 

% 

Ff measured, 

N 

kf, 

N/mm2 

Ff calculated, 

N 

Error, 

% 

17. 8.61 175.63 8.54 -0.80 10.53 214.97 10.62 0.80 

18. 9.91 157.23 9.40 -5.10 12.02 190.75 11.56 -3.81 

19. 10.92 141.85 10.15 -7.10 12.52 162.63 12.37 -1.24 

20. 11.82 129.89 10.81 -8.56 13.66 150.16 13.08 -4.28 

(kf1,0.1) 21.  12.97 129.52 11.20 -13.59 14.74 147.22 13.50 -8.36 

22. 13.46 128.16 11.41 -15.24 14.79 140.90 13.72 -7.25 

Table 4 

Radial cutting force values of AS12 and AS17 materials 

 AS12 AS17 

Measurement 

point 

Fp measured, 

N 

kp, 

N/mm2 

Fp calculated, 

N 

Error, 

% 

Fp measured, 

N 

kp, 

N/mm2 

Fp 

calculated, N 

Error, 

% 

1. 4.01 534.44 3.87 -3.35 5.05 673.58 5.12 1.30 

2. 4.88 390.77 4.71 -3.56 6.07 486.00 5.95 -2.06 

3. 5.43 310.02 5.40 -0.53 6.73 384.66 6.62 -1.63 

4. 5.65 251.29 6.00 6.18 7.39 328.22 7.21 -2.34 

5. 5.76 209.52 6.56 13.90 6.83 248.37 7.75 13.53 

6. 6.04 185.96 7.09 17.31 7.30 224.71 8.27 13.18 

7. 6.41 170.83 7.60 18.56 7.49 199.86 8.76 16.82 

8. 7.94 529.18 7.67 -3.36 10.50 700.13 9.91 -5.59 

9. 9.39 375.68 9.26 -1.40 12.04 481.48 11.43 -5.00 

10. 10.80 308.43 10.53 -2.42 13.50 385.83 12.63 -6.49 

11. 12.07 268.14 11.64 -3.55 14.44 320.96 13.65 -5.49 

12. 13.08 237.88 12.64 -3.41 14.61 265.72 14.57 -0.30 

13. 14.33 220.47 13.56 -5.35 15.72 241.86 15.42 -1.91 

14. 15.51 206.74 14.44 -6.88 16.64 221.81 16.22 -2.49 

15. 10.42 496.14 11.16 7.07 13.39 637.69 14.32 6.95 

16. 12.97 370.46 13.42 3.54 15.94 455.46 16.46 3.27 

17. 15.15 309.14 15.22 0.50 18.27 372.79 18.12 -0.80 

18. 17.54 278.36 16.77 -4.37 20.33 322.67 19.53 -3.95 

19. 18.42 239.20 18.16 -1.42 20.55 266.93 20.77 1.08 

20. 20.01 219.84 19.43 -2.85 21.86 240.24 21.92 0.26 

(kp1,0.1) 21.  21.37 213.50 20.22 -5.39 22.76 227.35 22.62 -0.60 

22. 22.19 211.38 20.63 -7.05 23.32 222.06 22.99 -1.41 

The Ff and Fp force components can be estimated similarly to Fc by the new force 

model, which was introduced in chapter 2.4. The deviation of calculated values 

from measured values in the case of Ff : 

- AS12 material: between -15.24% and 6.99%. In the case of AS17, 

deviation is between -8.36% and 3.81%. 
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In the case of Fp: 

- AS12 material: between -7.05% and 18.56%. In the case of AS17, 

deviation is between -6.49% and 16.82%. 

Although the deviations of Ff  and Fp (force) components are higher than in case 

of Fc, those accuracies meet the requirements of technological process planning. 

The constants of the general equation (10) for calculating Ff and Fp are shown in 

Table 5. 

Table 5 

Constants of equations for Ff and Fp 

 

constants of the equation 

of passive (radial) force, 

Fp, N 

constants of the equation 

of feed force, Ff, N 

k1,0.1 q y k1,0.1 q y 

AS12 112 -0.393 0.153 202 0.340 1.430 

AS17 135 -0.343 0.221 226 0.248 1.440 

Conclusion 

In this paper the forces of cutting on a widely used eutectic and a hyper-eutectic 

aluminium alloy with a diamond tool were examined. A new force model was 

introduced for the technology of fine turning, by which the main values of cutting 

forces can be estimated with ease and great accuracy. The following conclusions 

can be drawn about the new model and the test results: 

- the model does not differ significantly from the widely used Kienzle-Victor 

formula, but operates with chip characteristic of fine turning; 

- the specific cutting force formula (8) estimates specific cutting force well for 

both materials examined; 

- the main value of the specific cutting force introduced in the novel model in 

case of fine turning (k1,0.1, N/mm
2
, where leff = 1 mm and heq = 0.1 mm); 

- the main values of the specific cutting forces for the fine turning of 

aluminium alloys can be calculated easily with formula (9). (In the case of 

AS12: kc1,0.1= 692 N/mm
2
; kf1,0.1=112 N/mm

2
; kp1,0.1=202 N/mm

2
. In the case 

of AS17: kc1,0.1= 762 N/mm
2
 kf1,0.1= 135 N/mm

2
 kp1,0.1=226 N/mm

2
); 

- it was verified that specific cutting force mainly depends on the equivalent 

chip thickness; 

- From the test results it can be concluded that the equation of cutting force 

(10) predicts the measured force components (Fc, Ff, Fp) with great accuracy. 
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Abstract: This paper proposes an extension to CERIF compatible CRIS, enabling 

automated evaluation of research achievements by applying diverse 

(country/region/institution specific), or even multiple evaluation rulebooks and guidelines. 

It was implemented as an extension to the CERIF compliant CRIS system of the University 

of Novi Sad (CRIS UNS) that already contains information for assessment of results from 

scientific journals, so the focus of this research is an extension to the CERIF model aimed 

at evaluation of the results published through conferences. Based on a survey and an 

analysis of selected evaluation rulebooks and guidelines, the paper proposes an extended 

CERIF model that comprises conference evaluation related metadata and a machine-

readable representation of a rulebook that enables automated evaluation. A rule-based 

expert system is proposed for representation of evaluation rules and evaluation of research 

results. The Serbian rulebook is represented and implemented using the expert system Jess 

in order to evaluate the proposed model. Reliance of the model on CERIF standard allows 

its easy application in any CERIF compatible CRIS system. 

Keywords: CERIF; model extension; conferences; automated evaluation; Jess 

1 Introduction 

In recent years, as research and innovations are becoming crucially important for 

economic development and Government financing is tightening, assessment of 

research achievements and capacities become an unavoidable condition for 

identifying high quality research, both for strategic planning and other purposes, 

like appointments to scientific/teaching positions, ranking researchers and/or 

research institutions, decisions on scientific project financing, etc. [1]. The 

Committee for Evaluation of Research defines research evaluation as a process 

based on critical analysis of data which leads to a judgment of merit [2]. Research 
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outputs, such as monographs/books, journal articles and conference papers are the 

evidence of a research study findings and they are the most suitable for 

assessment. Evaluation of conference proceedings papers is not as extensive as the 

evaluation of journal articles. This could be explained by the well-established 

opinion that journals present scientific results of the highest quality, but that 

cannot be an excuse, as conference papers have a capacity to exceed journal 

papers regarding the up-to-date presentation of ideas. This is due to a relatively 

short review time for scientific conferences. Also, for some fast-growing scientific 

areas (e.g. Computer Science - CS), conference papers are the major form of 

publishing (conference-cantered publication culture) [3]. As the papers published 

at conferences are a significant part of scientific production, it is necessary to 

investigate the assessment of those research results as well. 

Electronic databases containing research outputs were, and still are, a basis for 

research evaluation process. Construction of an information system is necessary 

for efficient evaluation of scientific-research data [4]. The Current Research 

Information System (CRIS) that is based on the Common European Research 

Information Format (CERIF) standard is an example of such a system. It 

represents a good base for development of a system for evaluation of scientific 

results. 

Usually, the evaluation process is carried out by a commission of domain experts 

that decide on huge amounts of publications by following some evaluation 

rulebook or set of guidelines that could be subject to change and/or subjective 

interpretation. Therefore, the evaluation should be supported by an evaluation 

engine that will apply rules automatically, provide explanations of the evaluation 

process, and even support an option for rewriting rules, if necessary. An expert 

system in which evaluation rules are expressed by some declarative language 

could be a solution to the problem. 

2 Related Work 

The fundamental concepts underlying the research presented in this paper 

represent an approach to evaluation (objects of evaluation, procedures and metrics 

applied to evaluate objects, entities that carry out evaluation) and information 

resources and software tools that are used to assist evaluation. 

In practice, research performance evaluation, mainly relies on the quality of the 

resulting publications, i.e. scientific publications are primary objects of evaluation. 

Other objects of evaluation (e.g. researchers, research institutions, etc.) are 

evaluated mainly relying upon evaluations of the corresponding primary objects. 

As stated in [5], the quality of a publication can be determined by using different 

approaches: expert opinion (peer review), bibliometric evaluation, or a 

combination of these two (experts that use bibliometric data for their decisions, 
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the most acceptable approach to evaluation of research results so far). The authors 

of the paper [6] state that rankings have become one of the main forms of quality 

assessment in higher education over the past few decades. Publication rankings 

are based on individual (each publication gains individual score) or collective (all 

publications gain the same score as a part of a larger publication, with an optional 

coarse granulation like scientific paper, professional paper) evaluation of 

publications. Many evaluation principles are based on collective evaluation, 

arguing that assessment of the source (e.g. journal, conference) in which the 

article is published is unbiased, less time- and resource-consuming, and more 

economical than the individual publication evaluation [7]. So, the 

"quality/reputation" of a conference can be a dominant criterion when assessing 

the quality of conference results. 

One of the most successful attempts to rank and evaluate conferences, so far, is a 

subjective CORE ranking [8]. Examples of conference rankings that are based on 

a voting procedure (classification) are ERA 2010
1
 and Perfil-CC

2
 Ranking for 

computer science area. The rankings mentioned above indicate that expert 

evaluation is only carried out for a relatively small number of conferences, usually 

for a particular scientific field and to satisfy the need of some country or 

geographical area. Evaluation on a larger scale requires use of some metric for 

conferences like acceptance rates, bibliometric indicators, and bibliometric related 

data [9]. 

Once decided on the assessment approach, it is necessary to have access to data 

required to carry out evaluation.  Regarding this issue, it is important to mention 

that there are scientific publication databases, which store some metrics that can 

be used to evaluate conferences. Some of those databases are Google Scholar 

Metrics
3
 (GSM), Microsoft Academic

4
 (MA), Web of Science Conference 

Proceedings Citation Index
5
 (CPCI), Elsevier Scopus

6
 (ES) and CiteSeer 

Estimated Venue Impact Factors 
7
(EVIF). GSM, MA, ES and CPCI contain 

bibliography and citation data for proceedings articles. MA provides ranking of 

conferences, while GSM and EVIF provide single list ranking of journals and 

conferences, meaning that for ranking of conferences only journals must be 

somehow excluded. GSM, MA, and EVIF have free access; while ES and CPCI 

are commercially available products (access is for commercial subscribers only). 

CPCI contains the highest amount of data compared to other databases and can be 

indirectly used to create conference evaluation metrics. Considering domain 

                                                           
1
 http://lamp.infosys.deakin.edu.au/era/?page=cforsel10 

2
 http://www.latin.dcc.ufmg.br/perfilccranking/ 

3
 https://scholar.google.com/citations?view_op=top_venues&hl=en 

4
 http://academic.research.microsoft.com/ 

5
 http://thomsonreuters.com/conference-proceedings-citation-index/ 

6
 http://www.scopus.com/ 

7
 http://citeseerx.ist.psu.edu/stats/venues 
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coverage and usability, these databases are severely limited in research scope and 

data completeness. They cover mostly the area of Computer Science and 

sometimes Electrical Engineering, and even for those, the data is not as complete 

as for journal articles. 

In addition to the abovementioned data sources, there are databases and 

repositories of research institutions and/or states which are considerable and 

valuable information resources for conference results evaluation. Numerous 

institutional/state databases/repositories provide data in accordance with CERIF 

model. CERIF is an open [10], widespread [11] international standard, with an 

already proven capacity for research results evaluation [12, 13] and clearly 

recognized by European Science Foundation for that purpose [14]. An important 

advantage of CERIF is that it can be extended and adapted to different needs. This 

has already been proven through results, such as those aimed at storing 

bibliometric indicators [15], and an extension aimed at evaluation of journal 

papers in CRIS UNS, presented in [16]. The latest activities, aimed at CERIF 

integration, with complementing standards aimed to support effective evidence-

based institutional decision-making are in progress [17]. All this makes CERIF an 

important reference point for the purpose of evaluation regulated by national 

rulebooks. 

In order to enable efficient evaluation, it is necessary to provide evaluators with 

tools that will automate evaluation process as much as possible. In an evaluation 

of research results, where rules from rulebooks are applied by some commissions, 

an obvious approach to evaluation automation is to use some rule-based expert 

system. Unlike the conventional systems that solve a problem by executing a well-

defined algorithm, expert systems rely upon a knowledge base that contains 

statements and facts about the problem [18]. The advantage of a rule-based 

(declarative programming) code over a conventional programming code is that it 

is much easier to read, maintain and change, even by those who are not familiar 

with programming [19]. 

3 Analysis of National Rulebooks and Guidelines 

The purpose of this section is to analyze evaluations at the national levels that 

apply to papers that are presented at conferences. In general, evaluations at 

national levels differ from one country to another. For this analysis, we have 

chosen representative countries differing in size, economic development, geo-

location, and relation to the EU. In the rest of this section, country specific 

rulebooks and/or guidelines are analyzed for four non EU - Southern European 

countries (Serbia, Macedonia, Montenegro, Bosnia and Herzegovina), five EU 

countries (Croatia, Slovenia, Czech Republic, Hungary, United Kingdom), and 

one non-European country (Australia). 
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The evaluation of research results in Serbia utilizes the "combined" approach. For 

evaluation purposes, commissions use the document that was prescribed by the 

Serbian Ministry of Education and Science
8
. The results presented at conferences 

are evaluated based on the category of a conference and type of presentation and 

result. Conferences are categorized as international or national by the commission 

that is in charge of a scientific field corresponding to the scope of a conference. 

The rulebook of Bosnia and Herzegovina is identical to the Serbian rulebook in 

terms of data requirements
9
. It prescribes the same categorization as the Serbian 

rulebook, differing only in categorization codes. 

In Macedonia, the assessment of researchers' results is done by a commission. The 

commission uses the document that is created by the leading Macedonian 

university - University Ss. Cyril and Methodius in Skopje
10

. Conference results 

are categorized on the basis of conference evaluation. There are two types of 

conferences: a scientific/expert conference with an international program 

committee and a scientific/expert conference. Conferences that have an 

international committee with members from at least 5 countries, where the number 

of members from the most represented country does not exceed 40%, are ranked 

as higher quality conferences. 

In Montenegro, the evaluation approach is almost the same as in Serbia and 

Macedonia (done by a commission and relying on bibliometric data). A sort of 

specific quality of the Montenegrin rulebook
11

 is that the information on editors is 

used for conference proceedings results evaluation. Conference results are 

categorized on the basis of evaluation of a conference. The evaluation of a 

conference relies on: proceedings publication language (worldwide accepted 

languages are favored), proceedings editorial committee structure (international 

committees with distinguished members are favored) and organizer (international 

organizers are favored). 

The Croatian evaluation rulebook
12

 and its rules for classifying conference results 

are based on the evaluation of a conference. The conference category is 

determined based on the organizer (organizer must be a part of a specially verified 

list - organizer type) and the indexing of conference proceeding in CPCI 

(proceeding must be a part of list). A conference is categorized as international if 

organized by an international scientific association or if its proceeding is indexed 

in CPCI. 

                                                           
8
http://www.mpn.gov.rs/images/content/nauka/pravna_akta/PRAVILNIK_o_zvanjima.pdf 

9
http://mcp.gov.ba/org_jedinice/sektor_nauka_kultura/pravni_okvir/podzakonski_akti/defa

ult.aspx?id=3379&langTag=bs-BA 
10

 http://www.ffk.pesh.mk/Vazni_dokumenti/Pravni_dokumenti/22_133786659.pdf 
11

 http://www.ucg.ac.me/zakti/akademska_zvanja.pdf 
12

 http://narodne-novine.nn.hr/clanci/ sluzbeni/2013_03_26_447.html 
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The Slovenian rulebook
13

 assesses researchers’ results based on a set of criteria for 

research excellence (evaluation of researchers' publications and citations). 

Scientific contributions from conferences are categorized by the evaluation of a 

conference. By the Slovenian rulebook, conferences that take place abroad or 

those organized in Slovenia in worldwide accepted languages, with an 

international committee and a minimum of one-third of publications from abroad 

gain the highest score. The particulars of the Slovenian rulebook are two 

predefined time frames for citation (last 5 and 10 years). The total number of 

citations and the number of pure citations (citations without auto-citations) in the 

CPCI for the defined time frames are required for conference papers. 

The Czech rulebook
14

 evaluates each submitted publication by using bibliometric 

data or scientific area experts within panels. Publications from conferences are not 

preferable in some scientific areas (not accepted, or included in a share of 50%, 

25%, or below 5% of all publications). Conference papers are evaluated directly 

by experts in panels (that approach does not require evaluation of the conference 

itself). A conference proceedings paper is eligible for evaluation only if over 2 

pages in length and if the conference proceeding in which the paper is published is 

indexed in CPCI or Scopus (proceeding must be a part of CPCI or Scopus list). 

PhD and Habilitation committees at the Faculty of Science and Information 

Technology in Szeged, Hungary, directly evaluate conference papers. The 

Document
15

 is used as a guideline for that evaluation. What is particular for this 

evaluation compared to the others is that it accounts for pure citations which are 

not derived from the author′s affiliation, pure citations from any source and pure 

citations that are only found in a predefined list of databases (e.g. Web of Science 

and Scopus). For a conference paper to be considered for evaluation, its 

conference proceeding must be indexed in a predefined list of databases (e.g. 

Mathematical Reviews, WoS, CPCI, Scopus etc.) or its conference must be an 

internationally recognized event (symposium and workshop) with an acceptance 

rate below 50% and the ratio of international authors above 50%. According to 

commissions, a conference is international if the participants and the committee 

are international. Since those conditions are not formally supported with some 

metrics, such as the numbers of authors and committee members (no such details 

are used, as Committee members structure and Results data are used in other 

rulebooks), there are no formal criteria for representing them. The quality of each 

conference paper is determined based on the opinion of commissions, categorizing 

them on a 3 grade scale as International in English, Domestic in English or In 

Hungarian. 

                                                           
13

 http://www.arrs.gov.si/en/akti/prav-sof-ocen-sprem-razisk-dej-sept-11.asp 
14

 http://www.vyzkum.cz/FrontClanek.aspx?idsekce=695512&ad=1&attid=695694 
15

 http://www.sci.u-szeged.hu/kar/kari-szabalyzatok/ttik-doktori-szabalyzat? 

objectParentFolderId=19613 
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The United Kingdom has created an assessment framework called REF
16

 

(Research Excellence Framework). According to REF, conference papers are 

directly evaluated by experts on Units of Assessments (panels). A particular 

quality of REF is that it requires data about the abstract of publication. In some 

cases, citation data might be utilized in evaluation (for a particular scientific area, 

if it is available and if experts would like to use it). REF states that all research 

output data requirements are compatible with CERIF. 

ERA
17

 (Excellence in Research for Australia) assessment framework in Australia 

is very close to REF, i.e. conference papers are evaluated by experts in panels. 

Some panels accept peer review evaluation, but only for up to 30% of the 

submitted publications, so conference proceedings papers are only evaluated by 

this approach. 

3.1 Metadata for Evaluation of Conference Papers 

The analysis of rulebooks and guidelines leads to the conclusion that all national 

rulebooks somehow include conference papers. In general, scores are assigned to 

conference proceeding articles either based on the opinion of the experts in the 

panel (experts’ judgment which can, up to a certain extent, rely upon bibliometric 

indicators), or by a commission applying the rules, relying upon conference 

categories, where a conference category is determined based on common criteria 

(language, structure of a scientific committee, etc.), and, sometimes, on 

bibliometric indicators that apply to conference proceedings (CPCI indexing). In 

some rulebooks, when assessing publications presented at conferences, in addition 

to the metadata describing the publication itself, it is necessary to include the data 

for the conference and conference proceedings. Therefore, metadata consists of 

three sets: conference metadata, proceedings metadata and publication metadata. 

As a result of the rulebooks’ analysis, the following is a set of evaluation metadata 

for conferences (Table 1) that all rulebooks include: conference name, year, place, 

presentation language, proceeding data, conference committee structure, 

organizer data and conference results data. In most of the rulebooks, the category 

of a conference depends on the conference organizer, conference language, 

proceeding data and conference committee structure. The conference committee 

structure metadata includes the total number of committee members, total number 

of countries from which committee members originate, number of committee 

members from the most represented country. The metadata on the conference 

organizer describe the particular organizer (name of institution) and organizer type 

(international, national). The conference results data is described with the total 

                                                           
16

 http://www.ref.ac.uk/media/ref/content/pub/panelcriteriaandworkingmethods/01_12.pdf 
17

http://www.arc.gov.au/pdf/era12/ERA%202012%20Evaluation%20Handbook_final%20f

or%20web_protected.pdf 
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number of papers, total number of submitted papers and number of papers whose 

authors are foreigners. 

Table 1 

Evaluation metadata for conferences 

Serbia Macedonia Montenegro
Bosnia and 

Herzegovina
Croatia Slovenia

Czech 

Republick
Hungary

United 

Kingdom
Australia

name + + + + + + + + + +

year + + + + + + + +

place + + + + + + + +

organizer + + + +

presentation language + + +

proceeding + + + +

conference committee structure: total number of 

committee members
+ + + +

conference committee structure: total number of 

countries from which the committee members 

originate

+ + + +

conference committee structure: number of committee 

members from the most represented country

+

organizer data: organizer type + + + +

conference results data: total number of papers + + + +

conference results data: number of submitted papers
+

conference results data: number of papers whose 

authors are foreigners
+ + + +

 

Conference proceeding (Table 2) may include data as proceedings: title, ISBN, 

publication language, publisher, editorial committee structure and indexing of the 

conference proceeding in CPCI and/or SCOPUS. Publication language, indexing 

and editorial committee structure are used to categorize a conference. The 

editorial committee data, which is used only by the Montenegro rulebook, consists 

of name(s) of editor(s), total number of editorial committee members and total 

number of countries from which the committee members originate. Indexing of 

conference proceedings in CPCI and/or SCOPUS is required only for the Croatian 

and Czech Republic rulebooks. In Hungary, it is preferred that the conference 

proceeding be indexed in a predefined list of databases. The metadata describing 

the publisher are publisher’s name and headquarters of the publisher. 

A conference publication (Table 3) is defined by the following data: title, 

author(s) name(s), publication year, total number of pages, conference data, 

proceedings data, citation data, DOI, URL, scientific area, abstract and type of 

evaluation entity. The citation data is required only in the UK (total number of 

citations), Slovenia (total number of citations, number of pure citations in the last 

5 and number of pure citations in the last 10 years) and Hungary (total number of 

citations, number of pure citations, number of pure citations not derived from the 

author’s own affiliation, number of pure citations found in a predefined list of 

databases). 
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Table 2 

Evaluation metadata for conference proceedings 

Serbia Macedonia Montenegro
Bosnia and 

Herzegovina
Croatia Slovenia

Czech 

Republick
Hungary

United 

Kingdom
Australia

title + + + + + + + + + +

ISBN + + + +

editor(s) +

publisher + +

publishers' data: headquarter of the publisher +

publication language + + +

indexing of conference proceeding: in CPCI + + +

indexing of conference proceeding: in SCOPUS + +

indexing of conference proceeding: in a predefined list 

of databases
+

editorial committee structure: total number editorial 

committee members
+

editorial committee structure: total number of 

countries from which the committee members 

originate

+

 

Table 3 

Evaluation metadata for conference publication 

Serbia Macedonia Montenegro
Bosnia and 

Herzegovina
Croatia Slovenia

Czech 

Republick
Hungary

United 

Kingdom
Australia

title + + + + + + + + + +

author(s) + + + + + + + + + +

publication year + + + + + + + + + +

total number of pages + + + + + + + + + +

conference + + + + + + +

conference proceeding + + + +

DOI/URL + + +

scientific area + + + + +

abstract +

type of evaluation entity + + + + + +

citation data: total number of citations + + +

citation data: number of pure citation +

citation data: number of pure citation in the last 5 +

citation data: number of pure citation in the last 10 +

citation data: number of pure citation not derived from 

the authors own affiliation
+

citation data: number of pure citation found in 

predefined list of databases 
+

 

4 Conference Evaluation-related Data in the CERIF 

Model 

CRIS is an information system that stores bibliographic and normative data for 

entities related to conference results, as well as data on their interrelations. 

Because the CERIF standard and its physical model are a basis of CRIS systems, a 

legitimate conclusion is that the CERIF model should be investigated against the 

existing support of the relevant evaluation data, as well as against the possible 

extensions if needed. 
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With CERIF, it is possible to determine the following entities: people involved in 

research activities (e.g. authors, organization members, etc.), organizations (e.g. 

universities, government agencies, publishing houses, etc.), research projects, 

research results (scientific publications, patents, etc.), etc. There are 8 main groups 

of CERIF entities. Base entities represent the core (basic) model entities (cfPers, 

cfOrgUnit and cfProject). Result entities represent the results from scientific 

research (cfRestPubl, cfResProd and cfResPat). Infrastructure entities represent 

the infrastructure that is relevant for scientific research (like cfEquip, cfFacil etc.). 

2
nd

 Level entities further describe the Base and Result Entities (e.g. cfEvent, etc.). 

Indicator and Measure entities are used to define the research impact and 

supporting claims of that impact, covering the abovementioned entities (cfIndic 

and cfMeas). Multiple language entities provide multilingualism for CERIF data, 

like cfResPublTitle. Semantic layer entities cfClass (classes) and cfClassScheme 

(classification schemes) enable a rich semantic representation of data. CERIF 

prescribes a vocabulary that might be utilized for establishing classification, e.g. 

class "Author" of scheme "Person Output Contributions" can be used to define the 

person that is the author of a conference paper. Link entities are used to state time-

determined relations among other entities, like relation of a person and a 

publication cfPers_ResPubl. Every Link entity is described with a role (cfClassId, 

cfClassShemeId), timeframe of relation (cfStartDate, cfEndDate), value 

(cfFraction) and identifiers of elements creating the relation (e.g. cfPersId, 

cfResPublId). The "role" in link entities is not stored directly as an attribute value, 

but as references to Semantic layer entities. 

4.1 The Data in the CERIF Model 

The CERIF model Version 1.5 is used in this paper as a basis for proposing a 

model for evaluation of the results from conferences. The existing CERIF model 

for storing proceedings, conference results and conference data entities is 

represented in Figure 1. For simplicity and readability of the diagram, the 

classification entity cfClass was omitted. 

The data about proceedings and conference results in CERIF can be placed in 

entities cfResPubl, cfResPublTitle and cfResPublAbstr. The title of a paper is 

acquired from cfResPublTitle, while the abstract of a proceeding paper is acquired 

from the entity cfResPublAbstr. The type of publication is set up by classification 

of instances of cfResPubl via cfResPubl_Class. CERIF scheme Output Types and 

its classifications from the controlled vocabulary (e.g. Conference Proceedings, 

Conference Proceedings Article, Conference Poster, Conference Abstract, 

Conference Contribution, etc.) are used for that. 

Conference data can be stored in the event entity cfEvent and its name 

cfEventName. The event is stated as a conference via the cfEvent_Class entity and 

by the CERIF scheme Event Types and class Conference. The links between 

instances of publications and events are saved in the entity cfResPubl_Event. 
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The researchers that are authors, editors or reviewers of a publication can be 

represented by instances of entities cfPers, cfPersName and cfPersName_Pers, 

which store information about a person and persons' name. An instance of cfPers 

is connected to instance cfResPubl with the link entity cfPers_ResPubl. 

cfPers_ResPubl

cfPersId

cfResPublId

cfClassSchemeId

cfClassId

cfStartDate

cfEndDate

cfFraction

cfCopyright

varchar(128)

varchar(128)

varchar(128)

varchar(128)

date

date

float

varchar(64)

<pk,fk2>

<pk,fk1>

<pk>

<pk>

<pk>

<pk>

cfResPubl

cfResPublId

cfResPublDate

cfNum

cfVol

cfEdition

cfSeries

cfIssue

cfStartPage

cfEndPage

cfTotalPages

cfISBN

cfISSN

cfURI

varchar(128)

date

varchar(32)

varchar(3)

varchar(8)

varchar(8)

varchar(8)

varchar(8)

varchar(8)

varchar(8)

varchar(20)

varchar(16)

varchar(128)

<pk>
cfPers

cfPersId

cfBirthdate

cfGender

cfURI

varchar(128)

date

varchar(1)

varchar(128)

<pk>

cfPersName_Pers

cfPersNameId

cfPersId

cfClassSchemeId

cfClassId

cfStartDate

cfEndDate

varchar(128)

varchar(128)

varchar(128)

varchar(128)

date

date

<pk,fk1>

<pk,fk2>

<pk>

<pk>

<pk>

<pk>

cfPersName

cfPersNameId

cfFamilyNames

cfFirstNames

cfOtherNames

varchar(128)

varchar(64)

varchar(64)

varchar(64)

<pk>

cfResPublTitle

cfResPublId

cfLangCode

cfTrans

cfTitle

varchar(128)

varchar(5)

varchar(1)

varchar(255)

<pk,fk1>

<pk,fk2>

<pk>

cfPers_Class

cfPersId

cfClassSchemeId

cfClassId

cfStartDate

cfEndDate

cfFraction

varchar(128)

varchar(128)

varchar(128)

date

date

float

<pk,fk>

<pk>

<pk>

<pk>

<pk>

cfResPubl_Class

cfResPublId

cfClassSchemeId

cfClassId

cfStartDate

cfEndDate

cfFraction

varchar(128)

varchar(128)

varchar(128)

date

date

float

<pk,fk1>

<pk,fk2>

<pk,fk2>

<pk>

<pk>

cfResPubl_ResPubl

cfResPublId

cfR_cfResPublId

cfClassSchemeId

cfClassId

cfStartDate

cfEndDate

cfFraction

varchar(128)

varchar(128)

varchar(128)

varchar(128)

date

date

float

<pk,fk1>

<pk,fk2>

<pk,fk3>

<pk,fk3>

<pk>

cfEvent_Class

cfEventId

cfClassSchemeId

cfClassId

cfStartDate

cfEndDate

cfFraction

varchar(128)

varchar(128)

varchar(128)

date

date

float

<pk,fk1>

<pk,fk2>

<pk,fk2>

<pk>

<pk>

cfEvent

cfEventId

cfCityTown

cfFeeOrFree

cfStartDate

cfEndDate

cfURI

varchar(128)

varchar(30)

varchar(1)

date

date

varchar(128)

<pk>

cfOrgUnit_ResPubl

cfResPublId

cfOrgUnitId

cfClassSchemeId

cfClassId

cfStartDate

cfEndDate

cfFraction

cfCopyright

varchar(128)

varchar(128)

varchar(128)

varchar(128)

date

date

float

varchar(64)

<pk,fk1>

<pk,fk2>

<pk,fk3>

<pk,fk3>

<pk>

<pk>

cfOrgUnit

cfOrgUnitId

cfCurrCode

cfAcro

cfHeadcount

cfTurn

cfURI

varchar(128)

varchar(3)

varchar(16)

int

float

varchar(128)

<pk>

cfOrgUnit_Class

cfOrgUnitId

cfClassSchemeId

cfClassId

cfStartDate

cfEndDate

cfFraction

varchar(128)

varchar(128)

varchar(128)

date

date

float

<pk,fk1>

<pk,fk2>

<pk,fk2>

<pk>

<pk>

cfEventName

cfEventId

cfLangCode

cfTrans

cfName

varchar(128)

varchar(5)

varchar(1)

varchar(255)

<pk,fk>

cfResPubl_Event

cfResPublId

cfEventId

cfClassSchemeId

cfClassId

cfStartDate

cfEndDate

cfFraction

varchar(128)

varchar(128)

varchar(128)

varchar(128)

date

date

float

<pk,fk1>

<pk,fk2>

<pk,fk3>

<pk,fk3>

<pk>

<pk>

cfOrgUnit_Event

cfOrgUnitId

cfEventId

cfClassSchemeId

cfClassId

cfStartDate

cfEndDate

cfFraction

varchar(128)

varchar(128)

varchar(128)

varchar(128)

date

date

float

<fk1>

<fk2>

<fk3>

<fk3>

cfResPublAbstr

cfResPublId

cfLangCode

cfTrans

cfAbst

varchar(128)

varchar(5)

varchar(1)

varchar(255)

<pk,fk>

<pk>

<pk>

cfOrgUnitName

cfOrgUnitId

cfLangCode

cfTrans

cfName

varchar(128)

varchar(5)

varchar(1)

varchar(255)

<pk,fk>

<pk>

<pk>

cfResPublSubtitle

cfResPublId

cfLangCode

cfTrans

cfSubtitle

varchar(128)

varchar(5)

varchar(1)

varchar(255)

<pk,fk>

<pk>

<pk>

cfOrgUnit_PAddr

cfOrgUnitId

cfPAddrId

cfClassSchemeId

cfClassId

cfStartDate

cfEndDate

cfFraction

varchar(128)

varchar(128)

varchar(128)

varchar(128)

date

date

float

<pk,fk1>

<pk,fk2>

<pk,fk3>

<pk,fk3>

<pk>

cfPAddr

cfPAddrId

cfCountryCode

cfAddrline1

cfPostCode

cfCityTown

varchar(128)

varchar(2)

varchar(80)

varchar(16)

varchar(64)

<pk>

 

Figure 1 

Existing CERIF entities for storing proceedings, conference results and conference data 

The publisher of proceedings or the organizer of a conference can be represented 

by instances of entities cfOrgUnit (information about organizations) and 

cfOrgUnitName (organizations’ names). The information about the headquarters 

(place) of an organization is acquired from the attributes cfCountryCode and 

cfCityTown of the entity cfPAdrr, which is connected to the organization through 

an instance of cfOrgUnit_PAdrr entity. Organizations are linked to publications 

and events with link entities cfOrgUnit_ResPubl and cfOrgUnit_Event 

respectively. A role of an organization that is a publisher (of proceeding) is 

enabled with CERIF scheme Organisation Output Roles and class Publisher. The 

role of a conference organizer is defined by using CERIF scheme Organisation 

Output Contributions and class Host. 
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4.2 CERIF Extension for Evaluation of Conference 

Publications 

CRIS UNS is a CERIF compatible research management system that has been 

developing since 2008 at the University of Novi Sad in the Republic of Serbia
18

. 

An extension to CERIF model which incorporates metadata for evaluation of 

journal articles in CRIS UNS was proposed in [20], while an extension to CERIF 

model aimed at modelling and storing a rulebook was proposed in [21]. The 

previously proposed CERIF model extension related to rulebook representation 

enables representation of rulebooks that relies on classifications. 

An extension to CERIF aimed at providing the data necessary for evaluation in 

accordance with the findings from Section 3 is accomplished by relying on (using 

"as is" or repurposing) some of the existing CERIF entity attributes and by adding 

new semantics (classifications schemes and classes) for the existing CERIF 

entities. The semantics is defined to comply with the analyzed rulebooks. For the 

purpose of enabling a relation between a complex result and its constituents, a 

new class Belongs to and the corresponding scheme General Relations are added 

to CERIF vocabulary. The class Belongs to is used to classify entities 

cfResPubl_ResPubl (stating the inner relations among publications) and 

cfResPubl_Event (stating the relation between proceeding/paper and conference). 

cfResPubl attributes (Figure 1) provide evaluation information for publication year 

(cfResPublDate), ISBN or ISMN identifier (cfISBN), DOI or URL identifier 

(cfURI) and the total number of publication pages (cfTotalPages). The publication 

language is acquired from the entity cfResPublTitle. Assuming that the original 

language of the title is the same as the language of the publication, the attribute 

cfLangCode can be interpreted as publication language. The scientific area (group) 

for proceedings papers is provided via an instance of entity cfResPubl_Class, by 

stating the relation with the appropriate scientific area/group (the classification of 

scientific area/group is already defined within the rulebook). The indexing of a 

conference proceeding in CPCI or SCOPUS is enabled through instances of the 

entity cfResPubl_Class. The classification is enabled by a new scheme Proceeding 

Evaluation Details and three new classifications Is indexed in CPCI, Is indexed in 

SCOPUS and Is indexed in a predefined list of databases. 

The year and place of a conference are obtained from cfEvent attributes containing 

data on timeframe (cfStartDate, cfEndDate), as well as the country and city 

(cfCountryCode, cfCityTown) of the conference. Assuming the same for 

cfEventName as for cfResPublTitle, the attribute cfLangCode of cfEventName can 

be utilized to acquire conference presentation language. 

                                                           
18

 http://www.cris.uns.ac.rs 
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The organizer type for a conference is enabled through the entity cfOrgUnit_Class 

that is used for classifying organization (cfOrgUnit) as international/national 

organizer. The categorization of organizer is done by new scheme Organiser 

Evaluation Details and its classes International Organiser and National 

Organiser. 

The data necessary for evaluation, which is measurable (e.g. total number of 

committee members, total number of papers, total number of citations etc.), can be 

stored by relying on CERIF Indicator and Measure entities (Figure 2). The authors 

of [17] used those entities to store metrics for comparison of universities (research 

inputs, process, outputs and outcomes). With cfIndic and cfMeas it is possible to 

create various quality and quantity indicators which can be related to the base, 

result and 2
nd

 level entities. 

cfEvent

cfEventId varchar(128) <pk>

cfEvent_Meas

cfEventId

cfMeasId

cfClassSchemeId

cfClassId

cfFraction

varchar(128)

varchar(128)

varchar(128)

varchar(128)

float

<pk,fk1>

<pk,fk2>

<pk>

<pk>

cfMeas

cfMeasId

cfCountInt

cfValFloatP

cfValJudgeNum

cfValJudgeText

cfCountIntChange

cfCountFloatPChange

cfValJudgeNumChange

cfValJudgeTextChange

cfURI

varchar(128)

int

float

float

text

int

float

float

text

varchar(128)

<pk>

cfIndic

cfIndicId

cfURI

varchar(128)

varchar(128)

<pk>

cfIndicClass

cfIndicId

cfClassSchemeId

cfClassId

startDate

endDate

varchar(128)

varchar(128)

varchar(128)

date

date

<pk,fk>

<pk>

<pk>

<pk>

<pk> cfIndic_Meas

cfIndicId

cfMeasId

startDate

endDate

cfFraction

varchar(128)

varchar(128)

date

date

float

<pk,fk1>

<pk,fk2>

<pk>

<pk>

cfResPub_Meas

cfResPublId

cfMeasId

cfClassSchemeId

cfClassId

cfFraction

varchar(128)

varchar(128)

varchar(128)

varchar(128)

float

<pk,fk1>

<pk,fk2>

<pk>

<pk>

cfResPubl

cfResPublId varchar(128) <pk>

cfIndicName

cfIndicId

cfLangCode

cfTrans

cfName

varchar(128)

varchar(5)

varchar(1)

text

<pk,fk>

 

Figure 2 

Storing measurements for publications and events 

Every measurement identified in section 3 is represented as an instance of cfIndic 

(semantics of the measured value). The name of the measurement is kept in the 

multilingual entity cfIndicName. The classification of instances is done via the 

entity cfIndic_Class and a newly created scheme Evaluation Indicator 

Measurement and its classes. The class Citation data classifies the cfIndic 

instances Total number of citations, Number of pure citations, Number of pure 

citations in the last 5 years, Number of pure citations in the last 10 years, Number 

of pure citations not derived from the author’s own affiliation and Number of pure 

citations found in a predefined list of databases. The classification Conference 

committee structure is used for cfIndic instances named Total number of 

committee members, Total number of countries from which committee members 

originate and Number of committee members from the most represented country. 

The class Conference results data is applied to cfIndic instances named Total 

number of papers, Number of submitted papers and Number of papers whose 

authors are foreigners. The class Editorial committee structure classifies the 

cfIndic instances Total number of committee members and Total number of 
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countries from which the committee members originate. The concrete value of 

measurements for a single publication or a single event are defined as instances of 

cfMeas, storing integer (cfCountInt), float (cfValFloatP) or textual data 

(cfJudgeText) corresponding to the measured value. Measurements are connected 

by links (cfResPubl_Meas, cfEvent_Meas) to entities that are characterized by 

measurements (e.g. cfEvent_Meas connects an instance cfMeas storing Total 

number of committee members with a cfEvent instance representing a conference). 

The classification of those links is done with the class Belongs To from the 

scheme General Relations. The same class is used to link measurement and 

indicator (e.g. cfMeas is linked to cfIndic by the link entity cfIndic_Meas). 

5 Validation: The Case Study of the Serbian 

Rulebook 

In the Serbian rulebook, the Ministry prescribes the classification (categorization) 

of research results for Serbian researchers. The Serbian rulebook prescribes 

classification (categorization) of research results organizing them into hierarchical 

levels. Conferences can be categorized as international (M30) or national (M60) 

scientific meetings. So, a scientific result belonging to a M30 conference can be 

categorized as invited talk paper printed in full (M31), invited talk paper printed 

as abstract (M31), paper printed in full (M33), paper printed as abstract (M34), 

authorized discussion paper (M35), and editorial of proceedings (M36). The 

categorization of scientific results belonging to an M60 conference is similar to 

the one used for an M30 conference. 

In order to provide a flexible and efficient mechanism for representation of 

machine-readable rulebooks aimed at automated evaluation of conference papers, 

we propose a solution relying on a rule-based expert system. For the purpose of 

representing rulebooks and evaluation rules, a Jess (Java Expert System Shell
19

) 

rule-based system is selected. Jess programming language is a Lisp-like 

declarative rule-based language that is very easy to read and understand by non-

programmers, which was the main reason for our commitment to Jess as a solution 

to a rulebook representation task. 

5.1 Jess Implementation of the Serbian Rulebook 

The Serbian rulebook and its classification scheme are represented in Jess as facts. 

All fact templates are derived from Java object representation (Java Bean Classes) 

of the proposed CERIF extension. An example of a Jess code illustrating that 
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principle can be "deftemplate CfMeas (declare (from-class CfMeas))", where a 

Jess shadow template CfMeas is created by looking at Java class representing 

CERIF CfMeas entity. The primitive Java class properties (e.g. cfCountInt of type 

integer) are mapped by default to Jess template slots with the same name and the 

same/similar type (e.g. Jess INTEGER). Non-primitive Java properties (if any) are 

mapped to Jess OBJECT type slots with the same name as corresponding Java 

properties. Since the slots of type OBJECT in Jess hold a reference to the Java 

object itself, the original objects from Java are always easily accessible. 

The data for the facts representing the Serbian rulebook is extracted from Java 

object instances of extended CERIF model entities RuleBook, RuleBook_Class, 

RuleBookName, RuleBookDescr, RuleBook_ResearchersRole, 

RuleBook_ResultsType, RuleBook_EntityType, ResultsTypeMeasure, whose 

modelling is presented in [21]. 

Every evaluation rule form the Serbian rulebook can be formulated as a Jess rule 

with a distinct priority, where LHS (Left Hand Side) is composed of the fact 

statements that are all connected with logical conjunction by default. This priority 

enables avoidance of multiple classifications (e.g. higher priority is assigned to the 

rules classifying a result as “international” rather than the ones classifying it as 

“national”). All rules (Jess .clp files) for evaluation of conference results are 

available at http://s000.tinyupload.com/?file_id=95392329127505429716. 

The proposed concept CERIF model extension for storing evaluation data for 

conference papers and the use of Jess rules language and reasoning engine for 

assigning categories to both conference and conference result (conference paper) 

are evaluated and verified by assessing the conference paper: 

Nikolic, S., Penca, V., Ivanovic, D. (2014) "System for Modelling 

Rulebooks for the Evaluation of Scientific-Research Results. Case Study: 

Serbian Rulebook", Proceedings of the 4
th

 International Conference on 

Information Society and Technology (ICIST 2014) Society for 

Information Systems and Computer Networks, Kopaonik, Serbia, March 

9-13, 2014, pp. 102-107 

Following the evaluation process by the Serbian rulebook, the conference ICIST 

2014 should first receive a category, before it is possible to categorize its papers. 

So, the higher priority rules for categorizing the conference are executed prior to 

the rules for categorizing papers. Also, in accordance with the Serbian rulebook, 

Jess will first try to classify the conference as international (M30) and, if that fails, 

it will attempt to apply other rules following the priority order (e.g. national 

conferences - M60, excluded from evaluation, etc.). 

srRuleBook_international_conference (Figure 3) is a rule that classifies the 

conference as a M30 type. 

The first paragraph in the rule checks if 4
th

 International Conference on 

Information Society and Technology (ICIST 2014) is a CERIF event (CfEvent with 
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variable ?cfEventId) that is classified as a conference. ICIST 2014 (?cfEventId) 

has a class (cfOrgUnit_Class) with attribute cfClassId having the value 

"Conference", so the condition "{cfClassId == Conference}" is met. 

 

Figure 3 

Rule for classifying CERIF events as M30 - conference of international importance 

By the Serbian rulebook, an event must satisfy minimum requirements (e.g. data 

for name, place, year, etc. must be provided) to be considered for evaluation (first 

paragraph of the rule). ICIST 2014 was organized from 09/03/2013 (value stored 

in attribute cfStartDate) to 13/03/2013 (value stored in attribute cfEndDate) at 

Kopaonik (value stored in attribute cfCityTown), Serbia (value stored in attribute 

cfCountryCode), so the conditions "{cfStartDate != nil} {cfEndDate != nil} 

{cfCountryCode != nil} {cfCityTown != nil}" are satisfied. The conference has a 

name (cfEventName) with attributes cfName and cfLangCode, where cfEventName 
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stores the value "International Conference on Information Society and Technology 

(ICIST 2014)" and cfLangCode stores the value "en" (conference presentation 

language). The variable ?presentationLang holds the value that is acquired from 

cfLangCode. The attribute cfName and variable ?presentationLang fulfil the 

conditions "{cfName != nil}" and "(neq ?presentationLang nil)". This means that 

all required data for a conference categorization is provided. 

For an event to be an international conference, its presentation and proceeding 

publication languages must be worldwide accepted. The third paragraph checks if 

there is a connection between the conference and its proceedings. ICIST 2014 

(?cfEventId) has proceedings Proceedings of the 4
th
 International Conference on 

Information Society and Technology (?cfResPublId) whose title (cfResPublName) 

attribute cfLangCode stores value "en" (conference publication language). The 

variable ?publicationLang holds the value that is acquired from cfLangCode. The 

condition "(neq ?presentationLang nil)" is met. The fourth paragraph checks the 

abovementioned language conditions. At ICIST 2014 the papers were presented 

and published in the English language, so language conditions "(eq 

?presentationLang "en")" and "(eq ?publicationLang "en")" are fulfilled. 

According to Serbian rulebook, international conferences are those whose 

organizer is an international scientific association/institution or whose committee 

and results have international characteristics (committee members are from at 

least 5 countries, the conference must have at least 10 papers whose authors are 

foreigners). That claim is defined by the fifth paragraph, where two logical 

statements (conjunctions) are connected via OR operator. The first conjunction 

statement checks the conditions for organization (CfOrgUnit). For ICIST 2014 

(?cfEventId) there is an organizer Information Society of Serbia (?cfOrgUnitId) 

that is classified as "National Organiser" (value of attribute cfClassId of class 

cfOrgUnit_Class). So, the organizer condition "(cfClassId == "International 

Organiser")" is not met. The second conjunction checks if the conditions (values 

of measures) related to international characteristics of conference committee 

structure and conference results are met. The measures are defined as two 

individual indicators (CfIndic), each having a concrete measurement (CfMeas) 

that is linked to the event. Since ICIST 2014 conference committee members were 

from 17 countries, Total number of countries from which the committee members 

originate (?cfIndicId1) has a measurement ?cfMeasId1 with an attribute 

cfCountInt having the value 17, so the condition "{cfCountInt >= 5}" is satisfied. 

There were 29 papers whose authors are from foreign countries, so Number of 

papers whose authors are foreigners (?cfIndicId2) has a measurement  

?cfMeasId2 with an attribute cfCountInt that has a value of 29, which means that 

the condition "{cfCountInt >= 10}" is met. 

By the rulebook, the conference is excluded from evaluation if the total number of 

accepted papers is less than 10 (the sixth paragraph). Following the same principle 

as for the other explained measures, 85 papers from ICIST 2014 satisfy the last 

condition Total number of papers. 
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Having fulfilled the conditions publication language, presentation language, 

conference committee structure and conference results data, the conference is 

categorized as M30. 

Once a conference receives a category, the conference paper "System for 

modelling rulebooks for the evaluation of scientific-research results. Case study: 

Serbian Rulebook" is assessed by the conference paper rules. The rule 

srRuleBook_paper_printed_inFull_or_asAbstract for categorizing M30 

conference papers (Conference Proceedings Article or Conference Poster) is 

applied. That rule relies on the value total number of pages (attribute 

cfTotalpages) of CERIF publication entity CfResPubl, to determine the paper 

category (paper published in full - M33 or paper published as abstract - M34). 

That value is 6, so the paper is categorized as M33. 

After the example mentioned above, we can conclude that by utilizing a rule-

based expert system, it is feasible to evaluate research results in Serbia. By 

analogy, all other research results from the Serbian rulebook can be evaluated. 

Conclusion 

This paper investigates the current developments for evaluation of conference 

results in a broader research information environment that include various 

research evaluation data, with the primary aim to propose a data model and tools 

for automated evaluation of papers presented at scientific conferences. 

In the first step, we have carried out and presented an analysis of selected national 

rulebooks regarding conference results evaluation. Then we proposed an extension 

to the CERIF model that supports evaluations in line with the results of the 

analysis. For evaluation of conference results, we have confirmed that all 

evaluation data required by the analyzed rulebooks are provided by the proposed 

CERIF model extension. By utilizing that extension, which can be applied to any 

CERIF like CRIS system, the evaluations on institution or national level should be 

easily introduced to research information systems. 

For the automation of the evaluation process we propose an approach that utilizes 

the Jess rule language for representing a rulebook and its evaluation rules, and 

Jess inference engine for automated evaluation. The proposed approach was 

verified through an example of the Serbian rulebook and evaluation of a paper 

published at an international conference. Following that same principle, it can be 

shown that evaluation for other rulebooks and commissions can be accomplished 

by the same approach. This result could be useful for evaluation commissions, 

hence only a facts and rules should be specified, while all the evaluation is done 

by the inference engine. 

The application of the proposed approach has certain constraints, regarding both 

the proposed CERIF extension and automation, of the evaluation process. 

Regarding the CERIF extension/model, the constraint is its support, since it 

analyses only current versions of the selected rulebooks. This, together with future 
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developments related to scientific results evaluation, could require reassessment 

and revision of the proposed CERIF extension/model in the future. Regarding the 

automation of the evaluation process, the constraint is that writing extensive and 

complex Jess rules could require the involvement of engineering experts. This 

could be resolved by applying new developments related to knowledge 

representation and reasoning over such representations. 

Both constraints will be the main activity of our future work. 
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Abstract: Privacy and overall information security are significantly affected by an Internet 

users’ awareness, knowledge and behavior. Therefore, there is a user’s awareness 
assessment needed before developing security solutions that will include the user of the 

information system. The present paper proposes a validated measurement instrument 

developed as a web based software security and privacy tool for self-assessment (ISPSA). 

This solution is based on a scientifically validated questionnaire, OWL ontology concept, 

evidential reasoning approach and the intelligent agent’s algorithm. The main goal of this 

paper is to propose the solution that will raise awareness among Internet users on privacy 

and information security issues. 

Keywords: awareness; Evidential Reasoning; Information Security; Intelligent Agent; OWL 

ontology; UISAQ; users 

1 Introduction and Problem Statement 

Many persistent and new problems regarding information security and user’s 
privacy are causing the development of a wide range of new security concepts [1-

4]. It is crucial for such new security solutions to consider the human component 

as well, due to the fact that users can significantly affect the overall security of an 

information system [5-7]. The security management should therefore integrate 

separate security areas in the overall security solution [8] combining risk 

management, infrastructure safety, hardware solutions, security protocols and 

users’ education and control. 

The most common approach to the user’s low security awareness problem solution 
is education, as control could be considered unethical or hard to manage. The 

education of users on how to create better passwords [9], how to handle private 

data, how to be more careful towards unknown collocutors on the Internet [10], 

mailto:tomislav.galba@etfos.hr
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should be based on some measurements of the users’ current level of awareness 
and behavior. Several rare solutions for measuring users’ awareness [11-13] and 

their potentially risky behavior [14, 15] were actually the reasons for building the 

present Information Security and Privacy Self-Assessment (ISPSA) tool for 

different users of the information systems, and more generally, for every user of 

the Internet. 

The proposed solution is based on previously developed and validated information 

security questionnaire [16] combined into OWL ontology [17] with calculations 

relying on Evidential Reasoning approach [18] and back coupling, founded on the  

Intelligent Agent’s algorithm [19]. 

This present paper is divided into following parts: Chapter two consists of a few 

subsections describing the complete background of the online self-assessment 

tool, referring to the validated UISAQ questionnaire, a brief introduction and the 

description of OWL ontologies, enhanced evidential reasoning algorithm and the 

description of the implementation of an intelligent agent. Chapter three provides a 

description of the complete solution with an output example and comments. 

Chapter four concludes the paper. 

2 Background 

2.1 Users’ Information Security Awareness Questionnaire 

The scientifically validated Users’ Information Security Awareness Questionnaire 

(UISAQ) is a reliable measurement instrument [16]. The questionnaire has 33 

items divided into two main scales: one scale measures the users’ potentially risky 
behavior and the other measures the users’ awareness. Each scale is divided into 

three basic subscales with 5 or 6 items presenting questions (Figure 1). For each 

question there are five answers proposed, graded on the Likert scale from one to 

five, where five means “good”, as seen from the perspective of the information 

security and privacy engineer. 

UISAQ possesses two more elements that do not belong to the validated part of 

the questionnaire. On the first page of the questionnaire there are demographic 

questions that can be changed regarding the research aims and the category of 

users, while on the last page there are two external questions and 

acknowledgments. Those two UISAQ elements were not needed and are not used 

as constructive elements in building the proposed self-assessment tool. 
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Figure 1 

Segments of UISAQ 

2.2 OWL Ontology 

Ontology is used for formal definition of knowledge on some domain of interest. 

Formally, the defined knowledge should be both readable to a programmed 

intelligent agent and understandable to the human expert. In order to meet those 

requirements, there should be a language with well-defined semantics used [20]. 

There are many reasons for creating ontology [21]. Some of the most important 

reasons are: 

 Reusability of domain knowledge which helps to develop a large and 

detailed ontology allowing integration with other new ontologies. 

 Sharing common understanding for specific information domain as one 

of the main goals in ontology development that allows the extraction and 

aggregation of information from different domains. 

The process of building an ontology is simple and often based on defining 

concepts with their properties and defining relations between concepts [17]. 

Nowadays, the most frequently used version of the ontology is OWL, while there 

are many open source software solutions to choose from. OWL is an international 

encoding and exchanging standard with the purpose of enabling communication 

between computers. It is developed as an extension on two semantic web 

standards, the RDF (Resource Description Framework) and RDF schema. Both of 

those standards were endorsed by W3C. So, naturally, OWL is a valid RDF 

document and also a well-formed XML document which facilitates processing 

with the already available XML and RDF processing tools and API-s. The OWL is 

also characterized as a higher level of expression relative to RDF, shown in Fig. 2. 

This property is very important in the process of describing attributes of some 

enterprises, since OWL described information is considered knowledge instead of 

just a simple data set. 
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Figure 2 

OWL hierarchy 

There are three types of OWL expressive sub-languages [14, 22]: 

 OWL Lite – is a subset of OWL DL that provides only the basics for 

subclass hierarchy construction which results in better performance of 

complete reasoners for OWL Lite. 

 OWL DL – is a subset of OWL Full with less restrictions compared with 

the OWL Lite, designed to support description logic framework. 

 OWL Full – very expressive language with no restrictions, designed as an 

extension to RDF. It contains all OWL language constructs with the 

possibility of unconstrained use of RFD constructs, resulting in full 

syntactic and semantic compatibility with RDF. 

The ontology consists of classes, properties and individuals where [22, 23]: 

 Classes are main building blocks representing sets of resources also 

known as individuals. Additional class description is achieved by adding 

properties from RDFS or OWL vocabularies. Also, a class can be related 

to other more general classes using subOfClassOf property which is 

shown in Figure 3. 

Figure 3 

Class definition 

<owl: Class rdf: ID=”Class1” /> 

<owl: Class rdf: ID=”Class2” /> 

<rdfs: subClassOf rdf: resource=”#Class1” /> 

</owl: Class> 



Acta Polytechnica Hungarica Vol. 12, No. 7, 2015 

 – 153 – 

 Properties are used to define relations between individuals. There are two 

main categories of properties in OWL. The object property as an instance 

of predefined OWL class defines a link between individuals in two 

different classes, and Data type property that defines the relationship 

between the individual and data values. As with classes, properties can be 

described by adding sub elements such as subPropertyOf. Also, there are 

lots of other things we can add to the property, like establishment of 

taxonomy, domain and range of a property etc., shown in Figure 4. 

 
                  Figure 4 

                  Properties definition 

 Instances – belong to classes and are used to express semantics of classes 

and properties. They are also related to other instances and data values by 

defining the properties. Two facts or axioms are used to define an 

instance: 

 Facts about properties of instances and class membership 

 Facts about identity of an instance 

 

 

Figure 5 

OWL ontology based on UISAQ built in Protégé 

<owl: ObjectProperty rdf: ID=”hasPDescriptor” > 

 <rdfs: domain rdf: resource=”#P” /> 

 <rdfs: range rdf: resource=”#PDescriptor” /> 

</owl: ObjectProperty > 
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As stated before, classes are the main building blocks of ontology that contain 

instances (objects in the domain of interest). Classes are placed into superclass-

subclass hierarchy. There are many benefits of using OWL ontology to formally 

define knowledge [17] such as re-usage among scientists and experts etc. Entities 

of basic subclasses are defined as grades from one to five, meaning from poor to 

excellent. The authors of this paper used the Protégé software solution [24] for 

building an OWL ontology, based on UISAQ questionnaire as shown in Figure 5. 

2.3 Evidential Reasoning Algorithm 

Evidential Reasoning Algorithm (ERA) is based on Dempster-Shafer theory [25, 

26], decision-making theory [27] and evaluation analysis model [28]. It is also 

suitable for multiple-criteria decision analysis problems. 

ERA is able to calculate with both quantitative and qualitative measurements 

considering subjective judgements with uncertainty, and objective, absolute or 

partial data [18]. ERA can be used to estimate the current state of technical system 

from many aspects. Estimated current state can be compared to the previous 

current state(s) of the same system, to current state(s) of another system or to 

previously defined referent value(s). 

In this paper, the authors used the enhanced version of ERA [29]. Enhanced ERA 

allows aggregation of grades through a more complicated scheme with more than 

two levels regarding parent-child relation between the elements of the system. 

The evaluation grades are defined in the same way as in the OWL ontology of 

UISAQ, namely as: poor, indifferent, average, good and excellent (P, I, A, G, E) 

while the uncertainty being calculated upon regarding of the missing answers. 

The utility grade with associated utility interval is calculated from the distribution 

of grades with uncertainty and represents a single numerical value that is more 

suitable for comparing purposes. Utility interval is defined by uncertainty. Utility 

number can be calculated from any distribution of grades represented by any 

ontology subclass, single question or group of questions in the questionnaire. 

An example of a calculation and aggregation through one ontology subgroup to a 

group of questions is shown in Table 1. More detailed explanation of ERA is 

available in wide scientific literature about this subject with many examples for 

technical systems state analysis [30-32], organizational decision making [33-35] 

and rarely for the evaluation of humans properties [14, 36, 37]. 

In order to apply ERA on ontology structure, three simple rules should be 

followed [14]: the hierarchical structure defined in the ontology should be strictly 

a cyclic graph; every direct relation should be “one-to-one” or “one-to-many” 
relationship; and there should be an existing crossing between classes in ontology 

reorganized. By additional reorganization it is possible to define mirrored classes 

in ontology. 
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Table 1 

Example of calculations in the self-assessment process for the single user 

UISAQ 

naming 

Item Subscale Scale Total  

Ontology 

naming 

Class Subclass Superclass Main class  

ERA naming Basic 

attribute 

Inter-attribute Inter-attribute General 

attribute 

Utility (with 

uncertainty) 

P1, P4 G G(0.371) 

E(0.629) 

I(0.085) 

A(0.045) 

G(0.222) 

E(0.618) 

H(0.031) 

P(0.090) 

I(0.038) 

A(0.114) 

G(0.370) 

E(0.375) 

H(0.013) 

U=0.772 

(0.765-

0.779) 

P2, P3, P5 E 

P6  I I(0.156) 

A(0.156) 

G(0.344) 

E(0.344) 

P7,P8 G 

P14 E 

P16 E 

P17 A 

P9 - I(0.138) 

E(0.747) 

H(0.115) 

P10,P12-P15 E 

P11 I 

Q1, Q3 E P(0.191) 

A(0.191) 

G(0.191) 

E(0.429) 

P(0.194) 

A(0.194) 

G(0.481) 

E(0.131) 

Q2 G 

Q4 P 

Q5 A 

Q6,Q8 P P(0.409) 

A(0.409) 

G(0.182) 

Q7,Q10 A 

Q9 G 

Q11-Q16 G G(1.00) 

2.4 Intelligent Reflex Agent 

When talking about intelligent agents and environments in which they act, we 

mainly perceive them as software or hardware implementations.  Both of these 

implementations are based on some input from sensors which can also be software 

(user input form, data from database etc.) or hardware (temperature sensor, 

moisture sensor etc.), taking actions through actuators as a result of an analysis. 

An actuator can be a robotic arm, or in other cases actions can be taken on the 

software level either in terms of showing some data to the user, by changing the 

data in the database, or by an automatic creation of documents, reports etc. 

Mathematically speaking, the behavior of an agent is described with a function 

which transforms any input to adequate action [19]. There are four types of 

intelligent agents which satisfy the above-mentioned: 

 Simple reflex agent – the simplest type of an intelligent agent where 

every action is based only on current input regardless of everything else. 
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 Model-based reflex agent – a more advanced type of an intelligent agent 

in relation to a simple reflex agent where action depends on current input 

from sensors and the history of previous actions for different inputs. 

 Goal-based agent – an intelligent agent with predefined goals, similar to 

the model-based agent, only with the difference in checking the impact of 

a certain action on a defined goal. 

 Utility based agent – operates through a utility function which is used to 

map a state. The result of that function is some kind of measure which 

defines how desirable a particular state of an agent is. 

 

Figure 6 

Simple reflex agent 

This paper presents an ongoing work on the intelligent agent for online 

information security and privacy self-assessment tool. Since the main task of our 

intelligent agent in the self-assessment tool is to make decisions based on the final 

grade for the level of security, there is the model of a simple-reflex agent used. 

The use of this model is satisfying because there is no need to look at past, but 

only on current states. The expected output from the agent is information about 

whether to increase the level of security and the need to emphasize critical 

elements or sub-elements of the user behavior. The structure of our intelligent 

agent is shown in Figure 6. 

Input variables for our intelligent agent are as follows: 

 Rp – Referent value for average safe security level referring to the 

desired level of security which is predefined, based on previous testing 

and comparison with previous information system security assessment. 

 U – Utility value given by information security assessment based on 

enhanced evidential reasoning algorithm. 

Referent values are defined in previous testing conducted on the sample of 701 

Internet users with different age, gender, technical knowledge, level of education, 

working position, coming from different institutions and business subjects [38]. 

The referent values are shown in Figure 8. 
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As stated in [19], a simple reflex agent brings simple decisions based on the 

current environment state, and since our intelligent agent is based on the simple 

reflex agent the decisions that had to be made are as follows: 

 The proposed corrections of certain security segments if overall utility 

value is below the desired level of security. 

 If the overall utility value is greater than the desired utility value 

including the correction value, then the intelligent agent searches for 

worst-rated basic attributes or items. 

As an addition to the above stated, the intelligent agent has a predefined set of 

critical questions, to which, attention has to be paid, under all circumstances. 

3 Software Web Solution 

The present section introduces a new solution which implements all the elements 

stated earlier in this paper. One of the main goals of this work is to consider a 

person as negative influence on the information security system, in order to 

improve the current solutions and make future implementations better. Figure 7 

shows a self-assessment tool structure with OWL Ontology structure based on 

UISAQ described in section 2.2 and the intelligent agent described in section 2.4. 

 

Figure 7 

Self-Assessment Software Tool Elements 

For a successful self-assessment, a user needs to pass over 33 predefined points 

divided into two major segments, which are then divided into six sub-segments, 

from which, every point has a different meaning (frequency, degree of security, 

degree of belief, degree of importance). 
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After passing through 33 points (it is not necessary to answer all questions), the 

algorithm for enhanced evidential reasoning is applied. The resultant values are 

shown in the form of a graph in Figure 8. 

 

Figure 8  

Self-assessment tool resulting graph 

Figure 8 shows graph results for user input. From the calculated values we can 

conclude that the users have very good habits in most of the categories except few 

concerning the awareness, borrowing access data, protecting the data and poor 

backup habits. Except graph results, at the end, the user will the results from the 

intelligent agent, which emphasize the worst utility values and give 

recommendations for improvement. The working version of the questionnaire can 

be found in the referenced work
1
. 

                                                           
1 Towards Information Security and Privacy Self-Assessment (ISPSA) Tool for Internet 

Users link available at: http://vns.etfos.hr/Samoprocjena/  

http://vns.etfos.hr/Samoprocjena/
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4 Discussion 

The proposed self-assessment web solution tool has proven to be a valid 

measurement instrument that can be used to raise awareness among Internet users 

concerning privacy and information security issues. Once the user has passed 

through the 33 points in the self-assessment tool, the overall result is calculated. 

Also, the results for each of the two areas regarding behavior and knowledge, and 

the results for six subareas: usual behavior, PC maintenance, borrowing access 

data, security in communications, security of data and quality of backup are 

calculated. Moreover, there is an intelligent agent function which compares and 

analyses the overall user result with referent values representing the general user’s 
behavior, knowledge and awareness called. Depending on comparison results, the 

user is pointed to critical security issues and provided with relevant 

recommendations for security improvement. 

This Information Security and Privacy Self-Assessment Tool (ISPSA tool) for 

internet users is modular, based on scientifically validated UISAQ questionnaire, 

OWL ontology concept, enhanced Evidential Reasoning approach and intelligent 

agent’s algorithm. ISPSA tool therefore benefits from each element’s properties 
such as: measurement quality of the questionnaire, human machine utilization of 

the ontology, calculations with subjective assessment of evidential reasoning, and 

the agent’s automation of analysis, as well as the presentation of results. 

Future work will include some additional testing of the English version and 

making the self-assessment tool available freely to all Internet users. Also, with 

international collaboration, it should be possible to develop a better questionnaire, 

one which is more applicable to the world-wide Internet users’ knowledge and 
habits and also more suitable to newly emerging information security issues. The 

modularity of the proposed solution also allows for the improvement of the 

different segments. 
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Fixture Design System with Automatic 
Generation and Modification of Complementary 
Elements for Modular Fixtures 

Attila Rétfalvi 
Subotica Tech, Marka Oreškovića 16, 24000 Subotica, Serbia; ratosz@vts.su.ac.rs 

Abstract: Modular fixtures are usually built from standard elements that can be found in 

the modular element set of a certain manufacturer. But in some cases the user besides using 

these elements modifies some semi-finished elements that can also be found in the modular 

element set, or even the user produces some brand new elements. The motivation behind 

this can be to simplify the fixture, or to make the locating or clamping of a workpiece 

possible or more precise. This paper presents the methods of automatic generation, and if 

required, automatic modification of such new or semi-finished elements. 

Keywords: Modular fixture; automatic element modification; CAFD (Computer Aided 

Fixture Design) 

1 Introduction 

Constructing an appropriate fixture that ensures the desired precision and stability 
is often a complicated and time-consuming task. That is the reason why many 
efforts have been made to develop a system that is able to automatically determine 
the number and the order of the setups for a given workpiece, and construct 
acceptable fixtures for each setup. Such a system could spare respectable time 
spent on fixture planning and design. The great majority of such attempts are 
based on the use of modular fixture elements. If the batch size is small, it is much 
quicker to build a modular than to produce a dedicated fixture. After the use the 
modular fixture can be dismantled, and stored in a considerably smaller place than 
a dedicated fixture. The elements of a modular fixture can be reused at a next 
fixture. But in some cases, if we use only the standard modular fixture elements 
found in a modular element set of a manufacturer, it would result in a very 
complicated or not sufficiently precise fixture. 

In this paper the overview of the most known articles published in this field and 
the short introduction of the system developed by M. Stampfer and A. Rétfalvi 
will be presented. The system has been developed for box-shaped parts, first of all 
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cast gearbox housings not bigger than 1000x1000x600 mm. Box-shaped parts are 
often located with the help of one or two holes, so the problems that can occur 
during locating a workpiece over an inner cylindrical surface with the help of 
modular fixture elements will also be examined. In such cases when the problem 
cannot be acceptably solved with the help of the elements found in a modular 
element set, the users produce an extra (new) locator element, and complement the 
modular fixture built from modular fixture elements with that extra element. Thus, 
the fixture complexity can be considerably reduced or the locating precision can 
be increased. In modular fixture element sets there are some semi-finished plates 
(adapter plates) which are modified when some relationship tolerances justify their 
use. Thanks to this the number of needed setups or the precision requirements 
toward the fixture can often be reduced. In this paper, a method of automatic 
generation and modification of some of the above mentioned fixture elements will 
also be presented. The dimension, shape and relationship tolerances that can be 
achieved with the fixtures generated this way are in most cases in class IT7. 

1.1 Literature Overview 

Many researchers have been engaged with fixture design automation, some of 
them focused on feature recognition, and the conceptual solution of the fixture. 
Others focused on finding the optimal layout of the fixture elements. Some dealt 
with fixture verification, including stability, deformation and accessibility 
analysis. Some developed such a system that solves more of the above-mentioned 
problems. Bansal et al. [1], introduce an indirect feature recognition system that - 
starting from neutral STEP format of the workpiece model determines the removal 
volume, assuming that the stock is a boxlike hull of the model. It identifies slots, 
pockets and holes, and then tries to determine the best fixturing points on the 
workpiece (which ensure minimum tolerance deviations) by using a workpiece 
slicing technique at different user defined heights. Paris and Brissaud [2], present 
a process planning system that, after feature recognition assisted by an expert, 
associates machining processes to machining features and then organizes them 
into a global machining plan of the workpiece. Finally, it gives recommendations 
on fixturing features and determines the positioning quality, stability and cutter 
accessibility indices. Perremans [3], presents an expert system that builds a 
modular fixture if the fixturing features are given. In order to make the system 
manufacturer independent, he uses contact, assembly, and tightening features to 
describe the modular elements. Vichare et al. [4], introduce a model where the 
manufacturing resources like the machining tool or fixtures are represented in a 
unified manner for a CAx chain. Alacron et al. [5], developed a fixture planning 
and design system using the functional design theory. The user interactively 
prescribes the functional requirements, and the system, after defining the locating, 
supporting and clamping faces, selects modular elements and puts them on the 
defined place. Hou and Trappey [6], made a fixture design system, in their article 
the fixture layout reasoning and fixture element selection is described in detail. 
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Kumar et al. [7] introduce an interactive fixture design system in which the user 
defines the fixturing surfaces and the program builds an interference-free fixture. 
Mervyn et al. [8], show a fixture design system based on evolutionary (genetic) 
search algorithm. It is assumed that the imported workpiece model is well oriented 
according to tool axis, and the software tries to determine the number of required 
locating, supporting and clamping faces and points. Cecil [9], introduces an 
automated fixture design system, which groups the features having parallel 
directions (at planar surfaces their normal is taken into consideration while in case 
of holes their axis is of primary importance) in the same setup. After defining the 
number of setups, the system selects the locating and supporting surfaces, and 
selects the locating and supporting elements - and if it is required selects an 
ancillary supporting element - for each setup. Finally, the system checks if datum 
faces (faces connected with a relationship tolerance) are used for locating the 
workpiece, validates the clamping from the aspects of workpiece stability and 
from the aspect of collision between the tool and the workpiece. Hu and Rong 
[10], report a faster interference checking method between fixture elements, and 
between the fixture elements and the tool. The elements and the tool are 
substituted with simple geometric forms, and those forms are projected on a plane. 
Thus the problem is converted from 3D to 2D. Papastathis et al. [11] propose a 
fixturing solution, where not all clamps are static, some of them can change their 
position during machining, and this way increase the workpiece stability in case of 
thin-walled parts. Wan and Zhang [12], were also occupied with the problem of 
machining thin-walled parts. They propose that support layout should be 
determined through maximalization of the fundamental natural frequency of the 
workpiece – fixture system. An et al. [13], developed a dedicated fixture design 
system, which uses some standard elements. After the user defines the fixturing 
surfaces and points, the system selects some standard elements, and automatically 
adjusts the support height, then assembles all these on a base element. Jonsson and 
Ossbahr [14], present an overview on different kinds of reconfigurable and 
flexible fixturing solutions. Boyle et al. [15] give us a comprehensive review on 
different methods used for setup planning, fixture planning, unit design, and 
fixture verification. Wang et al. [16], give an overview on manufacturing fixtures 
and on automatic fixture design methods. Vasundra and Padmanaban [17], review 
the most recent works on machining fixture configuration planning, with special 
focus on the limitations of previous works in the determination of the elastic 
deformation of the workpiece, and the limitations in fixture layout optimization. 
Many different approaches to the fixture design and different stages of the fixture 
design have been introduced in these articles and reviews, and the overwhelming 
majority of the researchers used modular fixtures in their work. But none of them 
even mention the adapter plates and cases when the user supplements the modular 
element set with a locator element produced by the user himself. With the help of 
such supplementary elements and adapter plates we can often build a simpler 
fixture, and with the help of a special adapter plate, in some cases, we can even 
reduce the number of required setups. 
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2 Systematization of the Fixturing Tasks 

This work is focused on the manufacturing of box-shaped parts, especially 
gearbox housings and their fixturing. The fixturing tasks, for box-shaped parts can 
be classified into three groups: supporting, locating and clamping. 

2.1 Supporting Types at Box-shaped Parts 

Gearbox housings are most often machined on horizontal machining centers. 
There are three supporting types that are most often used on horizontal machining 
centers (Figure 1): 

a) horizontal supporting (pos_1), where 
four sides of the workpiece can be 
machined in one setup 

b) vertical supporting (pos_2), where 
three sides of the workpiece can be 
machined in one setup 

c) special vertical supporting (pos_3), 
where three sides of the workpiece 
and the fourth side can partially be 
machined in one setup 

2.2 Locating Types at Box-shaped Parts 

There are four types of side locating established (Figure 2): 

 

Figure 2 
Types of side locating [18] 

 

Figure 1 
Types of the supporting [18] 
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a) side locating with the help of surfaces adjoining the supporting face (p1), 

b) side locating with the use of two inside diameters on the supporting face (p2), 

c) side locating with utilization of one inside diameter laying on the supporting 
face and one face adjacent to the supporting face (p3), 

d) side locating with application of two threaded joints on the supporting face 
(p4). 

2.3 Clamping Types for Box-shaped Parts 

On the base of clamping force direction we can distinguish (Figure 3): 

a) perpendicular clamping (s1) – where the clamping force is perpendicular to 
the supporting surface 

b) parallel clamping (s2) – where the clamping force is parallel with the 
supporting surface 

c) clamping by screws and joints on the plane locating face (s3) - in this case 
the clamping forces are acting perpendicularly on the supporting surface, but 
the force transmission happens in a different way (in form closed manner). 

 

Figure 3 
Types of clamping [18] 

The basic type s1, depending on the location of the clamping faces, can be further 
divided into subtypes s11, s12 and s13. In the case of s11 the clamping surfaces 
are the closest parallel faces to the plane-locating (supporting) surface. In the case 
of s12 the clamping surface(s) is on the opposite side of the plane locating face. 
By s13 the clamping is carried out using a through hole on the workpiece. 
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The number of clamping points is also a very important characteristic of clamping. 
We distinguish clamping in one, two, three or four points. If we supplement the 
previous basic types with this information, we get that the possible clamping types 
are: s11_2, s11_3, s11_4; s12_2, s12_3, s12_4; s13_1, s13_2; s2_1, s2_2; s3_2, 

s3_3, s3_4. In the enumerated notation the last number denotes the number of 
clamping points. 

3 Modular Element Sets 

Process engineers noticed that some fixture elements occur in the same or in a 
slightly modified form in different fixtures. As it is much cheaper to produce 
similar elements in great quantities than producing somewhat different parts in 
piece production, engineers began to unify the most commonly used elements in 
order to be economical to manufacture them in great series. This led to the 
development of the modular element sets. The elements in such sets can be 
classified in three groups: base, functional and adapter elements. 

Table 1 
Adapter plates of a modular element set [20] 

Element Name 
Adopting plate 

(holes for bolts are 
machined 

 according to the needs) 

Special plates 

Base elements establish connection between machine tool table and the rest of the 
elements of the fixture. This group includes different palettes, grid plates and 
angled grid plates. 

Functional elements are those elements that come in direct contact with the 
workpiece in order to fulfill a concrete task, such as supporting, locating or 
clamping; so this group includes different kinds of supports, locators and clamps. 

Adapter elements are not used in every fixture, they are utilized when some 
supporting, locating or clamping surface is too high or too far and the gap between 
the functional element and the base element should be bridged. Adapter plates 
(Table 1) are used to make the locating or clamping of the workpiece possible or 
more simple. 
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3.1 Deficiencies of Modular Element Sets at Locating 
Workpieces over an Inner Cylindrical Surface 

In modular element sets there are straight and flattened pins 
and bolts (Figure 4) used for positioning the workpieces on 
inner cylindrical surfaces. When one wants to locate a 
workpiece with the help of an inner cylindrical surface using 
modular elements, then he can encounter such difficulties, as 
there is no such locating element in the set whose diameter 
fits to the selected inner surface. For example, in the set of 
Heinrich Kipp Werk there are locating pins Ø8, Ø10, Ø12, 
Ø13, Ø14, Ø16, Ø18, Ø20, Ø22, Ø25, Ø30, Ø35, Ø40 and 

Ø50 mm. Thus, when a workpiece is to be located with the help of an inner 
cylindrical surface whose diameter is Ø28 mm one either has to produce a locator 
element (e.g. Ø27,95 +0,02

 mm) or has to use three smaller locating pins from the 
set to solve the problem. The inner cylindrical surface on the blank part is 
manufactured with a certain tolerance. As blank parts with lower tolerance limit 
(the smallest acceptable diameter) as well as blank parts with upper tolerance limit 
(the biggest acceptable diameter) have to be put on the fixture, the layout of the 
three pins must be such that matches the diameter of the lower tolerance limit. But 
if we put a blank part with upper tolerance limit on a fixture with such pin layout, 
the center of the locating surface can deviate from the ideal position. InFigure 4 the 
maximal locating error (Δx) can be seen in such cases. The blue circle (with radius 
R) presents the upper tolerance limit, the bold black line (with radius r) the lower 
tolerance limit, α is the half of the angle between two neighboring pins, and αm is 
the half of the angle measured between the center of the blank part with upper 
tolerance limit and the centers of two neighboring pins, rcs is the radius of the pins. 

)cos()()cos()(   csmcs rrrRx  (1) 

where ))sin()(arcsin(
cs

cs
m

rR

rr







       (2) 

and 
n2

360
  (3) 

(n - is the number of the pins used for defining the location of the workpiece) 

In order to minimize the locating error Δx the three pins should be put on 120º to 
each other. It is very rare that every locating pin can be put in a grid hole of the 
base plate, usually at least one of them has to be moved at an appropriate place 
with the help of an adjustable support. As adjustable support elements should be 
screwed at least in two points to the base plate in order to avoid the rotation of 
these elements, the pins can be moved only along the directions shown in Figure 
5, or possibly diagonally, if the adjustable support elements are long enough. 

 
Figure 4 



A. Rétfalvi Fixture Design System with Automatic Generation and Modification of  
 Complementary Elements for Modular Fixtures 

 – 170 –

Figure 4 
The change of the center point 

 

Figure 5 
Adjusting locating pins

The big green circle represents the inner cylindrical locator surface, the three bold 
little circles illustrate the locating pins, and the little blue circles represent the grid 
holes on the base plate. With the use of adjustable support elements the precision 
and rigidity of the fixture are reduced. Due to grid hole step size (which is usually 
50±0,01 mm) it is often impossible to put the pins to be ideally 120° to each other; 
and at smaller diameters there might not be enough room for the adjustable 
supports. In certain cases there might even be surfaces on the workpiece that 
hinder putting the locator elements at the ideal place (the surfaces marked with 
blue color and letter a, and the missing parts of the b intermittent inner cylindrical 
surface). For example, if a gray cast iron workpiece made by gravity casting 
should be positioned over a Ø200 mm inner cylindrical surface, and that surface 
after casting vary in diameter from 200 to 203 mm then the standard deviation of 
the position of the center can reach 3 mm if three locator pins are used to define 
the position of the centre. In this example R=101,5 mm and r=100 mm and we use 
n=3 pins with radius rcs=10mm, so α=60º, and αm will be 58,41º, and finally Δx 

will be 2,93 mm. If a cylindrical locator plate Ø is used for the same 
purpose Δx would not exceed 1,6 mm. The greater the Δx, the greater allowance 
on the blank part can be required in order to safely remove the so-called harmed 
layer during the roughing, or in order to ensure the minimal wall thickness after 
boring some holes. When the locating diameter (not covered by the element set) is 
smaller, it can easily happen that there is no other alternative than to produce a 
locator element since there is not enough space for pins and adjustable supports. 
There is another option, namely to sacrifice an adapter plate and machine holes in 
it for the pins thus avoiding the use of adjustable supports. However, the adapter 
plates, due to their size, are expensive and in many cases it is cheaper to lathe, 
mill, harden and grind an extra locator element. 
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Figure 6 

Example of hindering surfaces 

From the above it can be concluded that, if in some cases the user complements 
the standard elements found in a modular element set with a locator element made 
by the user, it can result in a more precise, simpler, and often more rigid yet 
lighter fixture. 

4 Setup and Fixture Design System 

In order to speed up the fixture design process a Setup Planning and Fixture 
Design System (Figure 7) has been developed by the author and his collaborators. 
The input to the system is the CAD model of the workpiece saved in neutral IGES 
file format. The IPPO module with the help of Interface_1 can interpret the 
content of the textual IGES file, and thanks to the rules built in the CAD model 
post processor it recognizes the technological features on the workpiece model, 
and extracts the important geometrical information (like diameter, length, angle, 
etc.) for each of the features. The user interactively defines which surfaces, 
surface groups should be machined, gives the dimension, shape and relationship 
tolerances and the surface roughness to be achieved. The output of the IPPO 
module is the technological feature based model of the workpiece saved in a text 
file. The user opens that file with SUPFIX module, which with the help of 
Interface_2 can interpret the data in the opened file. The SUPFIX module verifies 
if all the surfaces to be machined can be finished in one setup on a horizontal 
machining centre.  On a horizontal machining centre 4 sides of a workpiece can be 
machined in one setup, so box-shaped parts generally can be finished in one or in 
two setups. If the part cannot be finished in one setup, the program verifies if all 
relationship tolerance connected sides of the workpiece can be machined in the 
same (main) setup. If not, the program verifies if at least all strictly connected 
surfaces can be machined in the same (main) setup. If not, the strictly connected 
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surfaces have to be machined in different setups, but this requires more precise - 
therefore more expensive – fixtures. SUPFIX module gives recommendations on 
the supporting type and surfaces, on locating type and surfaces, and on clamping 
type and surfaces for each setup. All these recommendations – if accepted by the 
user – are saved in a text file. The user opens that file with the FIXCO module, 
which with the help of Interface_3 can interpret those saved data. 

 

Figure 7 
The Setup Planning and Fixture Design System 

The FIXCO module builds a fixture for each setup by taking into consideration the 
recommendations given by the SUPFIX module. In the function of the proposed 
supporting, locating and clamping type and surfaces FIXCO selects and puts the 
needed fixture elements at the appropriate place. As FIXCO builds the fixture 
models from IGES format modular fixture elements, this module uses also 
Interface_1 to interpret and extract the needed data of the fixture elements. The 
final results of this activity are the fixture models for each setup built from IGES 
format modular fixture elements. The type, location, rotation of each fixture 
element – and, when necessary, the data required for generating or modifying a 
new non-standard element – are saved in a text file. 
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Finally this file is opened by the user with the GLUE module, which builds the 
CAD model of the fixture in Solid Edge Assembly Environment, and checks if 
there is interference between the fixture elements or between the fixture elements 
and the workpiece. If there is, it modifies the non-standard fixture elements to 
cancel the interference. The assemblies are built from standard modular fixture 
element models saved in Solid Edge’s natural file format (.par files), but where it 
is necessary the GLUE generates the model of a new non-standard element, and 
where interference is to be avoided GLUE modifies the model of the non-standard 
elements. 

The work of each module of the system is introduced in more detail in Stampfer 
[18], Rétfalvi [19], Rétfalvi and Stampfer [20]. In this paper, the automatic 
generation and modification of some complementary fixture elements is 
introduced in more detail. 

4.1 Modification of the Fixture Elements 

The elements that can be found in a modular element set do not always ensure the 
possibility of locating the given workpiece in a simple way. This problem most 
often occurs at positioning the workpiece on an inner cylindrical surface. In such 
cases the user has to produce an appropriate locator element. In other cases it is 
enough to modify some semi finished elements found in a modular element set. In 
modular element sets there are elements that are only partly machined, and their 
final shape must be made by the user, such elements being the simple and special 
adapter plates. 

4.1.1 Generation and Modification of the Non-Standard Locator Elements 

As mentioned, in modular element sets there are straight and flattened pins and 
bolts used for positioning the workpieces on inner cylindrical surfaces. But only 
certain diameters are covered with these elements, so if there is a hole with a 
diameter in-between two covered diameters, or one with bigger diameter than the 
greatest covered diameter and that hole would be the most appropriate to be used 
for positioning of a workpiece, sometimes the user must produce an extra (new) 
locator element. If the height (Hc) (Figure 8) of a such cylindrical locator element, 
its diameter (d) and the joining dimensions (M) are known the CAD model of that 
element can easily be generated automatically, and the element can also be put 
automatically at the appropriate place. The height Hc should be less than the 
height Hmax (Figure 9) of the “upper” boundary curve of the locating surface, and 
must be at least 5 mm above the “lower” boundary curve of the locating surface 
(Hc ≥ Hmin). Diameter d of the locator element is equal to the lower tolerance limit 
(dmin) of the diameter of the locating surface. 
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Figure 8 
Cylindrical locator element 

If the height of a locating element exceeded the double of the diameter, then to 
decrease the required height of the locator element, an adapter element (EA1, 
EA2, EA9 or EA10) should be used, and the locator element would be mounted in 
the adapter element. In this case, the height (Hc = Hmin) of the locator element is of 
course measured from the upper surface of the adapter element. The generation of 
a (new) cylindrical locator element begins, when the proposed locating type is p2 
or p3 (Figure 2) and the diameter of the proposed locating hole is not covered by 
the pins and bolts in the modular element set 

 

Figure 9 
Height of the cylindrical locator element 

The generation process of a cylindrical locator element (as shown in Figure 8) is: a 
circle with diameter d has to be extruded upward to height Hc, and the upper 
circular edge has to be chamfered with value ch. From the plane of the bottom 
surface another cylinder has to be extruded downward with diameter s and height 
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b, and from the bottom surface of the last extrusion another cylindrical extrusion is 
needed downward with diameter M on length l. Finally, the upper and lower 
circular edges of the last extrusion have to be chamfered with ch2. When the 
diameter of a non-standard locator element exceeds 75 mm, instead of 
downwardly extruding the cylindrical extension with Øs and ØM, two counterbore 
holes (where the smaller diameter equals Ø12 mm, and the larger diameter 20 
mm) have to be made into it, to ensure the clamping and positioning of the locator 
plate to the base plate (Figure 10). The distance between the holes in z and y 
direction (where y and z are parallel to the supporting plane) must be dividable 
with the value of the grid spacing, and symmetric to the centre of the locator plate. 
A further complication can occur, especially at bigger diameters, for example, 
either a surface on the workpiece can hinder the correct locating (Figure 6) or 
some fixture elements cannot be placed on their ideal places because of another 
locator element (Figure 10). In such cases either the height of the locator element 
(Hc) is limited or one part of the locator element has to be removed. The limitation 
of the height means that the upper edge of the locator element is less than 5 mm 
above the lower boundary curve of the workpiece. It must be at least 1mm away 
from the hindering workpiece surface. In some cases the problem can be solved by 
reducing the height of the locator element so that it enters only 3 mm into the 
workpiece. However, before the height of the locator element is reduced, an 
approval from the user must be obtained. Practically this means that a cylindrical 
locator element with smaller height is generated – if approved by the user. The 
automated generation of cylindrical elements is relatively easy, but when the 
problem cannot be solved (due to some hindering workpiece feature or fixture 
element) by reducing the height of a locator element, it is a bit more complicated 
process to achieve the goal, namely to locate the workpiece over the proposed 
inner cylindrical surface. In such cases the program in the first step tries to find 
such a layout where there is neither interference between the workpiece and the 
fixture elements, nor between the fixture elements. If the program cannot find 
such a layout, it puts the models of all fixture elements and of the workpiece at an 
appropriate place (where every element can fulfil its task like supporting, locating 
or clamping) as if there were no interferences. The base concepts of the method 
are described in Rétfalvi and Stampfer [20]. The interference check verifying the 
elements which may have an inner point inside the cylindrical locator element is 
performed in the second step. The interference check is done by Solid Edge in 
Solid Edge Assembly environment, and is launched automatically by the GLUE 
module. Solid Edge saves in a textual file the list of the elements that are in 
interference with the locator element. In the third step the convex hull of the 
contour lines of the hindering workpiece or fixture elements are projected on the 
top flat surface of the locator element, and finally that projected forms are cut off 
with cut off distance Hc. The modification happens in automated way in Solid 
Edge Part environment, the .par file of the element to be modified is also opened 
automatically by the GLUE module. 
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Figure 10 
The process of modifying a non-standard locator element 

Figure 10 shows an example of modifying a non-standard element; in the first 
picture the locator plate (generated in the first step) can be seen in interference 
with the supporting elements; in the second picture the 10 mm enlarged contours 
of the supporting elements are projected on the upper plane of the locator element; 
in the third picture the projected contours are cut off from the locator element. 
This process is activated if there is interference between a non-standard locator 
element and either any other fixture elements or the workpiece. This way (with 
extra locator element) a greater precision is achieved than with three pin locating. 
After cutting off some parts, of the locator element the clamps and supports can be 
put as close to each other as possible, thus the size and the weight of the whole 
fixture are smaller. 

The flowchart of the automatic generation and modification of the extra locator 
elements is shown in Figure 11. If the type of the locating is neither p2 nor p3 
(Figure 2) then it is either p1 or p4, so the elements used by the method described 
in this paper will not be used. If the locating type is p2 (and within it p21, p22, 

p23 or p24) then if there are pins or bolts with diameters that fit to inner 
cylindrical surfaces proposed (by SUPFIX module) for locating in the modular 
element set, and the height of these elements is in the range between Hmin and Hmax 

(Figure 9), the program selects two from these elements, and puts them to the 
appropriate places. If there are no appropriate locator elements, the program 
generates the missing ones with threaded ends (Figure 9). If the locating type is p3 

the program examines if the locating can be solved with one standard locator 
element. It can be solved if there is a locator bolt or pin with the required diameter 
and height in the modular element set, and there are no such disturbing surfaces on 
the workpiece that hinder the use of the locator element. For example, in Figure 6, 
the bearing holder (a) hinders the use of such full cylinder locator elements whose 
height is greater than 4 mm (if the workpiece is to be located over the b 
intermittent inner cylindrical surface). Hence, if the locating type is p3, the 
program in the first step examines if there is such an element in the set whose 
diameter and height fit to the diameter and height requirements of the locating 
surface. If such an element is found the program selects and puts it to the 
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appropriate place. If there is no such an element, the program checks if there are 
three free grid holes inside the boundary curve of the locating surface. If this 
search is successful, the program tries to solve the locating with three pins and 
checks the positioning error (Δx). If Δx is greater than an acceptable value, instead 
of solving the locating task with three standard pins, the program tries to solve the 
problem with an extra locator element generated by the program in accordance 
with the dimensions of the proposed locating surface. The final decision whether 
the proposed solution is acceptable is made by the user. 

 

Figure 11 
The outline of solving the locating problem 

In Figure 13 on the left the final fixture (from the Figure 10) can be seen with the 
workpiece. Indeed the first proposal of the SUPFIX module for the auxiliary setup 
of this workpiece is to locate the workpiece over the small pink inner cylindrical 
surface (Figure 13, right), and if the user accepts that proposal, the program builds 
the fixture shown on the left picture in Figure 13. As there is no locator element in 
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the modular element set with appropriate diameter and height, the program 
generates an extra locator element with threaded end. At this case there is no need 
to cut off any part of the extra locator element. If the user refuses that first 
proposal, then the conceptual solution shown on the second small picture in Figure 
13 is offered. Now the workpiece is to be located over the big red inner cylindrical 
surface (Pc1). As the locating error (Δx) is too big when the workpiece is located 
with the help of three bolts, an extra locator element is generated. Since the 
interference can in no way be avoided, some parts of the extra locator element are 
cut off automatically (see Figure 10). 

 

Figure 12 
The fixture for the first setup from the Figure 11 together with the workpiece, and the adherent 

conceptual solution 

 

Figure 13 
The first recommendation fixture for the first setup, and the adherent conceptual solution 

4.1.2 Modification of the Adapter Plates 

The modification of the adapter plates most of the time means making several 
holes on the appropriate places for some locator or clamping elements – for such 
purpose simple adapter plates are used. In other cases, besides these holes, some 
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openings have to be made, to enable the machining of some tolerance related 
features that lie on the supporting side of the workpiece – for such purpose special 
adapter plates are used. When the supporting type is pos_1 or pos_2, simple 
adapter plates are used – if required; when the supporting type is pos_3 then 
special adapter plates are used. Since FIXCO builds the fixture using IGES format 
workpiece and fixture element models, and these are hard to modify, the program 
at first makes the assembled model of the fixture with unchanged adapter plate, 
but stores the connecting dimensions and the locations of the elements (which 
demands connecting holes to be made). Then, the SE GLUE module is started 
which opens Solid Edge Assembly environment, and builds the Solid Edge model 
of the fixture assembly. If an adapter plate has to be placed in the assembly the 
program opens the CAD model of the adapter plate saved in Solid Edge’s own 
.par format, and cuts the holes with appropriate dimensions on appropriate places, 
then saves the modified element under the same name, but with an end extension 
_MOD added, and just then puts the modified adapter plate to its right position in 
the CAD model of the fixture. This way the original adapter plate model can be 
used and modified later when building another fixture. For the automatic 
generation of the openings the somewhat increased contours of the surfaces, which 
lie on the supporting side of the workpiece, and should be machined at that setup, 
have to be projected on the supporting surface of the adapter plate. So if the 
supporting type is pos_3, the data of the contour curves (Rétfalvi (2011) also have 
to be forwarded to the SE GLUE module. These curves lie within the inner 
boundary curve of the supporting surface of the workpiece, so a somewhat 
enlarged inner boundary curve of the supporting surface is cut out from the 
adapter plate. Figure 14 illustrates the second setup for the worm-gearbox 
housing, it is with four screws clamped to the adapter plate, the holes for four 
screws are to be machined by the user. The position of the holes is automatically 
determined and cut out from the model of the adapter plate. 

   

Figure 14 
Adapter plate with and without the workpiece, and the entire assembled fixture for the second setup 

with the workpiece 
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Conclusions 

Modular fixtures are built from standard elements found in a given modular 
element set, but sometimes are complemented with some extra elements, made by 
the user. In other cases so-called adapter plates, which are part of a modular 
element set, are modified by the user, and after the modifications are built into the 
fixture. In this paper, automatic generation and modification of the CAD model of 
these complementary elements and the automatic modification of the adapter 
plates is described. With the help of these complementary elements and the 
adapter plates the fixture configuration can often be simplified, and in some cases 
even the number of the required setups can be reduced. The method was 
developed for the setup and fixture design system also briefly introduced in this 
paper. With the help of this system a work that earlier took several hours can be 
completed approximately in half an hour’s time. In Table 2 the time needed for 
problem solving (with AMD Athlon 64 processor, 3200+, 2,01 GHz and 2GB 
RAM) at different stages of fixture planning and design can be seen. 

Table 2 
The time needed for different stages of the fixture planning and design 

Stages of the 
fixture 
planning and 
design 

Gearbox housings 

Part  A Part  B Part  C Part  D 

Regeneration 
of the model 
and feature 
recognition

1 min  8 s 9 s 10 s 7 s 

Defining 
machining 
requirements 

12 min 9 min 13 min 7 min 

Finding the 
conceptual 
solution of the 
fixture 

1 min  42 s 1 min  8 s 2 min  10 s 1 min  56 s 

Fixture 
configuration 

Auxiliar
y setup    

56 s 

Main 
setup 
32 s 

Auxiliar
y setup   

46 s 

Main 
setup 
22 s 

Auxiliar
y setup    

41 s 

Main 
setup 
28 s 

Auxiliar
y setup    

30 s 

Main 
setup 
24 s 

 

Figure 15 
Gearbox housings 
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As the output of the system is the CAD model of the fixture with the clamped 
workpiece, the output file can be opened with a CAM module, and the fixture 
elements can be defined as check bodies before the toolpath generation. For 
fixture planning and design we must define which surfaces have to be machined 
with which precision, and for toolpath generation we also have to define which 
surfaces have to be machined. Taking this into consideration, the next step in the 
system development could be to ensure a greater level of integration with a CAM 
module in order to further reduce the technology planning time by eliminating the 
double intake of the same data (e.g. the surfaces to be machined). 
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Abstract: The aim of our research was to prove that a digital camera does not influence the 

quality of spectral reflectance estimation and that satisfactory results could be achieved 

with a low-cost camera instead of using more expensive and complex multispectral devices. 

For that purpose two digital cameras – Nikon D300 in Nikon D700 were compared by 

obtaining spectral data from RGB values of a digital camera. For calculation of spectral 

data two different methods were used – SpecSens method and ImaiBerns method. In the 

research, two different color charts – ColorChecker DC and ColorChecker SG, were used. 

Performance of each camera and reflectance estimation approach were evaluated based on 

RMSE and ΔE*ab. Results showed that in the case of the ImaiBerns method it could be 
concluded that the obtained reflectance spectra are independent from the used camera, as 

somewhat slightly better results were obtained with Nikon D700. In the case of SpecSens 

method, which is based on the determination of the spectral sensitivity of the camera, the 

choice of the camera had quite an impact on the results. These results are pretty unreliable 

due to the large color differences ΔE*ab, as this calculation takes into account the 
standard light (first if you want to calculate XYZ and second the LAB values) and standard 

colorimetric observer. 

Keywords: digital camera Nikon D300; digital camera Nikon D700; spectral reflectance 

estimation 

1 Introduction 

Digital cameras have become very accurate systems for identifying changes in 

color, for example on beef [1], in the field of phenology [2, 3], in pattern 

recognition [4], for the identification of colors in urban environments [5], in the 

field of culture, where the digitization or digital archiving is used for the needs of 

various cultural institutions [6] or in medicine for photography of human wounds 

[7]. 
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The sensitivities of digital camera differ from CIE color matching functions, 

which describe the sensitivity of the human visual system. Digital camera could 

provide two metamerically identical images while human observers could see 

those images differently [8]. It is known that a color match for all observers when 

changing illumination could be achieved only by matching spectral data that are 

completely independent of the characteristics of digital camera. Obtaining spectral 

data from digital camera RGB values could provide a new way of using digital 

camera as spectrophotometric tool, where spectral data enables later reproduction 

under different illuminants and observing conditions. That could be very 

important and useful for digital archives, network museums, e-commerce and 

telemedicine [9]. Even after almost 25 years since Glassner wrote about deriving a 

spectrum from an RGB values [10], this is still a very hot topic. Today, one 

method to solve this problem is to use a regular digital RGB camera and estimate 

Suitableits RGB image into a spectral image by the Wiener estimation method 

[11]. This method was also used for spectral reflectance images obtained from a 

digital RGB image for estimation of melanin concentration, blood concentration, 

and oxygen saturation in human skin tissue [12]. 

Adequate results of obtained spectral data could be also achieved by combining 

two different shots of the same scene acquired using the digital RGB camera with 

and without a properly chosen absorption filter [13]. 

There have been a number of studies on determining camera spectral sensitivity. 

For defining camera spectral sensitivity, a monochromator or narrow-band filters 

for generating a series of monochromatic light, are usually used. Other methods 

that do not use a monochromator require both input images and corresponding 

scene spectral radiances [14-19]. Thomson and Westland introduced a novel 

method to estimate camera spectral sensitivities and white balance setting from 

images with sky regions [20]. In our research instead of a monochromator, a less 

expensive and more readily available tools - diffraction grating and 

spectroradiometer were used to determine spectral sensitivities of two commercial 

digital cameras [21]. 

In one study authors researched the influence of camera parameters, e.g. exposure, 

on spectral data reconstruction of prints [22]. They found out that with multiple 

exposures it is possible to capture high dynamic range images, because limited 

dynamic range is the factor that lowers the reconstruction performance of 

consumer level cameras. 

The aim of our research was to prove that the digital camera does not or only 

slightly influences the quality of spectral reflectance estimation and that satisfying 

results could be achieved with a low-cost camera instead of using more expensive 

and complex multispectral devices. For that purpose two digital cameras – Nikon 

D300 and Nikon D700 were compared while obtaining spectral data from RGB 

values of a digital camera. For calculation of spectral data two different methods 

were used. The first method was performed using spectral responses of a digital 
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camera (SpecSens method), and second one was Imai and Berns (ImaiBerns) 

method that includes linearized RGB values [23]. In the research, two different 

color charts – ColorChecker DC and ColorChecker SG, were used. ColorChecker 

DC was used only in case of the ImaiBerns method, as training set data and for the 

linearization method. Performance of each camera and reflectance estimation 

approach were evaluated based on root-mean-square-error (RMSE) and color 

difference equation ΔE*ab. 

2 Experimental 

2.1 Materials and Methods 

Color charts ColorChecker DC (X-Rite) – training set with 237 color patches – 

and ColorChecker SG (X-Rite) – test set with 140 patches, were photographed 

with two digital cameras – Nikon D300 in Nikon D700. Charts were illuminated 

by two light sources with color temperature 3194 K at 45° angle and distance of 
170 cm. Camera settings were as follows – aperture: f/1.4, ISO value: 200, 

metering mode: Matrix, captured image format: RAW. Raw images were 

converted to TIFF files using an open source program dcraw [24]. 

 

Figure 1 

Workflow of the spectral reflectance estimation study, dE=ΔE*ab 

Further characterisation steps, i.e. conversion from the RGB responses to the 

spectral reflectance data and other workflow details are depicted in Figure 1. 

Spectral reflectance estimation was carried out using two different approaches 

described below. The obtained results (denoted RSpecSens and RImaiBerns) were 

compared to the actual reflectance values acquired by the spectrophotometer 
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EyeOne (denoted Rmeasured). Performance of the two reflectance estimation 

procedures was assessed using two error metrics – color difference formula CIE 

ΔE*ab and RMSE. For calculation of CIE ΔE*ab and CIELAB values illuminant 
A and CIE 1931 standard observer were used. RMSE is a spectral measure of 

estimation quality and compares measured and estimated reflectance values on 

image pixel location in each patch on a pixel-by-pixel basis. 

2.2 Spectral Reflectance Estimation 

The inverse problem of estimating spectral reflectances from the RGB values is 

related to the image acquisition process that describes the creation of camera 

responses. The process is described in [25]: 

P = f (Δλ, Y, l, R, b) = Δλ * Y' × diag(l) × R + b    (1) 

where Δλ denotes the sampling interval of the spectral data, Y are the spectral 
responsitivities of dimension w × c, l is the illumination vector of dimension w, R 
is the reflectance matrix consisting of the n object pixels in the image and b is an 

additive noise term. In spectral reflectance estimation one attempts to calculate 

unknown reflectances R from known camera responses P by finding a function d 

that minimizes d(g(P), R). Here d is an error metrics, such as RMSE. Since 

dimensionality w of R is typically larger than c of P, g does not necessarily have a 

unique solution [26]. 

2.2.1 Spectral Sensitivity-based Method (SpecSens) 

For the purpose of our study, the Octave [27] function 'xyz2r' described in [23] 

that is used to estimate reflectance spectrum from tristimulus values was modified. 

Values for CIEXYZ and the standard illuminant/observer combination that are 

required as the function inputs were replaced by camera RGB responses and its 

sensors' spectral sensitivities. 

In our research, to determine camera spectral sensitivities, a diffraction grating 

and a spectroradiometer were used instead of a monochromator [21]. A 

transmissive diffraction grating with 590 slits per mm was placed on the focal 

point of a biconvex lens onto which light from the illuminant A was projected. 

The diffraction grating split the parallel rays into several beams travelling in 

different directions depending on the wavelength. The resulting rainbow was 

photographed by the Nikon D300 and the Nikon D700 (Figure 2) and measured at 

several points by means of a spectroradiometer PR650 (X-Rite). From the 

obtained RAW data, the RGB values of the rainbow were read and a calculation of 

the corresponding wavelengths was performed. The interpolation of those points 

produced the spectral response curves for the camera. Since these curves still 

contained information about the input light spectrum, we divided the values by the 

interpolated measured intensity values from the spectroradiometer. Finally, the 

RGB curves were normalized so that the areas under the three curves were equal 

(Figure 3). 
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a) 

 

b) 

Figure 2 

Rainbow photographed by a) Nikon D300 and b) Nikon D700 

 

a) 
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b) 

Figure 3 

Spectral sensitivity curves of the camera sensors, a) Nikon D700 and b) Nikon D300 

2.2.2 Imai-Berns Method (ImaiBerns) 

First, linearization of the camera RGB responses was performed in order to 

compensate for the non-linearity introduced by the cameras manufacturer. The 

RGB values for 12 grey patches of the ColorChecker SG target and the 

corresponding CIE Y values representing lightness were used for this purpose 

(Figure 4). CIE Y values were calculated according to ISO 14524 [28]. Based on 

these data, linearization of all the 140 RGB values was accomplished using 

Octave functions 'getlincam' and 'lincam' [23]. 

 

a) 
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b) 

Figure 4 

Linearization of the camera RGB responses, a) Nikon D700 and b) Nikon D300 

Next, the linearized RGB responses were processed to obtain reflectance estimates 

using ImaiBerns approach [8, 21]. The method is based on running principal 

component analysis (PCA) on a training dataset. Rtr is expressed as a linear 

combination of k eigenvectors in a w × k matrix V. The ntr training reflectances are 

projected to the eigenvectors producing a k × ntr coefficient matrix Etr = (V)
T
. Ptr 

is then related to the coefficient matrix Etr as G = Etr(Ptr)
+
 using least squares 

regression. Superscript 
+
 denotes the pseudoinversion of the Ptr matrix. Estimation 

of unknown reflectances from camera responses of the test set Pte is calculated as 

Rtr = VGPte. The parameter k is obtained by exhaustive search with the goal to 

minimize the RMSE between the measured and the estimated reflectances in the 

training set of samples Str. 

The same scene and illuminant were used for both digital cameras so mutual 

comparison could be achieved. 

3 Results and Discussion 

Results for two methods used for reflectance estimation in terms of two error 

metrics, ΔE*ab and RMSE, are represented in Table 1. 

Comparison of both cameras using the colorimetric performance measure (ΔE*ab) 
showed better results for the Nikon D700 camera, but according to large values of 

ΔE*ab it is difficult to confirm that those results are reliable. In the case of the 

spectral metric RMSE, only the ImaiBerns method showed slightly better results 
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for Nikon D700 compared to Nikon D300. The reason for this could be found in 

the 12-megapixel FX (full-frame) sensor of the Nikon D700, which means it has a 

more dynamic range and higher ISO, while the Nikon D300 has a smaller 12-

megapixel DX (1.5 crop factor) sensor. 

Table 1 

Performance of the methods used for reflectance estimation 

 

ΔE*
ab  

SpecSens 

ΔE*
ab  

ImaiBern

s 

RMSE  

SpecSens 

RMSE 

ImaiBern

s 

 

D700 D300 D700 D300 D700 D300 D700 D300 

mean 12.87 17.39 6.32 6.95 0.1332 0.1026 0.0596 0.0668 

max 35.04 113.17 27.37 27.78 0.3856 0.2898 0.2150 0.2723 

min 1.59 0.72 0.47 0.39 0.0132 0.0116 0.0015 0.0017 

Both color difference calculations, ΔE*ab as well as spectral metric RMSE, 
clearly indicate that the reflectance estimation based on the linearized ImaiBerns 

method performs better compared to the alternative method (SpecSens) using 

defined camera spectral sensitivities. It should be noted that the differences 

between the two methods are almost the same when using both evaluation 

methods (RMSE and ΔE*ab): for example, in the case of ΔE*ab the 
corresponding ratio of mean values SpecSens/ImaiBerns is 2.04 (= 12.87/6.32) 

compared to 2.23 in case of the RMSE. 

In order to get a more detailed picture about which color patches can be estimated 

more or less accurately in terms of their reflectance values, the following results 

are presented. Colors with the lowest ΔE*ab are colors with a mostly high L* 

value. In order to get a more detailed information about color shift of these colors 

when their reflectance spectra were estimated from RGB values, they were 

represented in a*, b* diagram (Figures 5 and 6). 

Color difference (ΔE*ab) between measured and predicted L*a*b* values using 
ImaiBerns method is the most pronounced in the case of black (patches L01, N06, 

N03, J05), saturated red (G04, M02, L03, L06, M05), blue (J04) and violet (M03) 

patch samples (Figure 5). Color difference (ΔE*ab) between measured and 
predicted L*a*b* values using SpecSens method is the most pronounced in case 

of black (patches I01, L01, N06, N03), saturated red (G04, M02, L03) and green 

(L07, L08, L09, G09, I09, H09) patch samples (Figure 6). Lightness of colors 

captured with Nikon D300 is slightly higher in comparison with the Nikon D700. 

Lightness of colors captured with the Nikon D700 and obtained with SpecSens 

method is slightly higher than in the case of the Nikon D300, which is quite 

opposite of the ImaiBerns method. However, as mentioned above, according to 

large values of ΔE*ab it is difficult to confirm that results of the SpecSens method 
are reliable. 
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Figure 5 

15 colors with the lowest and 15 colors with the highest ΔE*ab, obtained with the ImaiBerns method, 
represented in a*, b* diagram 

 

Figure 6 

15 colors with the lowest and 15 colors with the highest ΔE*ab, obtained with the SpecSens method, 
represented in a*, b* diagram 



D. Javoršek et al. Comparison of Two Digital Cameras based on Spectral Data Estimation Obtained  
 with Two Methods 

 – 192 – 

On the other hand, it is also interesting to investigate patch samples with the 

lowest values of the ΔE*ab. Not surprisingly, patches with the lowest ΔE*ab are 
almost exclusively white, gray and skin color shade samples (ImaiBerns method). 

Based on Figures 5 and 6 it can be concluded that in the case of the ImaiBerns 

method, the Nikon D700 colors with large ΔE*ab generally moved toward the b* 
axis, meaning that they are less saturated than in the case of D300. In the case of 

the SpecSens method, large ΔE*ab colors of the digital camera D700 moved 
toward the upper half of the a*, b* diagram – their b* values are positive, which 

means that colors moved from magenta area to red area of the diagram. In a case 

of yellow, colors moved from yellow area to green area of the diagram. 

Figures 7-10 show the obtained spectral data of colors with the maximum and 

minimum ΔE*ab between the measured and the predicted L*a*b* values. 

The spectral data represented in graphs confirmed previous findings that the 

difference between the cameras is small, except in case when SpecSens method 

was used, which unfortunately proved to be the less reliable method for comparing 

these types of cameras. From Figures 7 and 8 it is more clearly evident that small 

difference between the cameras is obtained in case of bright color (in Figure 7 

white patch A04). 

 

 

Figure 7 

Reflectance spectra for six color patches obtained with the ImaiBerns method with small ΔE*ab 
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Figure 8 

Reflectance spectra for six color patches obtained with the ImaiBerns method with large ΔE*ab 

On the basis of spectral data in case of SpecSens method it could be seen that 

there is a difference between the cameras in both bright and dark colors, since for 

each camera separately spectral sensitivity was measured and calculated. This 

could lead to significant errors. 

 

Figure 9 

Reflectance spectra for six color patches obtained with the SpecSens method with small ΔE*ab 
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Figure 10 

Reflectance spectra for six color patches obtained with the SpecSens method with large ΔE*ab 

Conclusion 

In our study a comparison of two digital cameras Nikon D300 and Nikon D700 

based on spectral data estimation obtained with two methods (ImaiBerns and 

SpecSens), was performed. Results showed that in the case of using SpecSens 

method and ΔE*ab calculations, Nikon D700 had better results than Nikon D300. 
These results are pretty unreliable due to the large color differences ΔE*ab, as this 
calculation takes into account the standard light (firstly when calculating XYZ and 

secondly when calculating LAB values) and standard colorimetric observer. In a 

case of SpecSens method measurement and calculation errors probably also 

occurred. In the case of the spectral metric RMSE, only the usage of the 

ImaiBerns method showed negligibly better results for Nikon D700 in comparison 

with Nikon D300.  

Both evaluation methods, ΔE*ab as well as RMSE, clearly indicate that the 

reflectance estimation, based on the linearized ImaiBerns method, performs better 

compared to the SpecSens method using defined camera spectral sensitivities. The 

reason for this could be found in the potential errors that occurred either in the 

actual measurements (SpecSens method) or calculations. 

In the case of the ImaiBerns method it could be concluded that the obtained 

reflectance spectra are independent from the used camera, as somewhat negligibly 

better results were obtained with the Nikon D700.  

According to ΔE*ab calculations between measured and predicted L*a*b* values 
ImaiBerns method was the most pronounced in case of black, saturated red and 

blue patch samples, while SpecSens method was the most pronounced in case of 
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black, saturated red and green patch samples. Patches with the lowest ΔE*ab are 
almost exclusively white, grey and also skin color shade samples in the case of 

ImaiBerns method. 
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Abstract: In this study Analytical Network Process (ANP) was applied as a model for 

prioritizing generated strategies based on the factors and sub-factors within the SWOT 

analysis, in the case of the Technical Faculty in Bor (TFB), University of Belgrade (UB), 

Serbia. ANP methodology approach implies the establishment of a hierarchical model on 

four levels: Goal (selection of the best strategy) - SWOT factors - SWOT sub-factors - 

alternative strategies, which establishes the interaction between clusters at different 

hierarchical levels of the model as well as the interactions between the elements within 

each cluster. This paper demonstrates a process for quantitative SWOT analysis that can be 

performed even when there is dependence among strategic factors. The proposed algorithm 

uses the ANP, which allows measurement of the dependencies among the strategic factors, 

as well as AHP, which is based on the independences between the factors. Dependencies 

among the SWOT factors and sub-factors are observed and their relative importance 

weights are determined, as well as their impact on the prioritization of the development 

strategy. The resulting benchmarking and prioritization of the alternative strategies in a 

series WO1 - SO1 - ST1 - WT1 for the development period of the TFB until 2025, indicates 

the sequence of application of certain strategies. This sequence implies that after reaching 

the limits in the application of the first strategy the next strategy in the defined sequence is 

implemented, in accordance with the mission of the TFB, the adopted strategic goals (SC) 

and adopted vision for the next ten-year period. 

Keywords: ANP; SWOT; factors; sub-factors; strategy prioritization 
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1 Introduction 

Strategic management includes a series of decisions and management actions in 
order to achieve the defined long-term goals of the company [1]. In this strategic 
management process a number of tools and techniques are used, among which 
analysis of Strengths, Weaknesses, Opportunities and Threats - (SWOT) has a 
special role [2]. SWOT analysis is a decision support tool and it is used as a tool 
for internal analysis as well as the analysis of the organizational environment. The 
obtained information can be systematically represented in a matrix, different 
combinations of the four factors from the matrix can aid in determining strategies 
for long-term progress [3-5]. However, this method does not provide analytical 
possibilities for quantification of the identified factors that are usually briefly and 
very generally described, and which represents a major disadvantage of SWOT 
analysis in strategic decision-making process [3, 6]. 

Through identifying strengths and weaknesses as a result of internal 
analysis,opportunities and threats as a result of the environment, organizations can 
build strategies that rely on strengths to reduce the perceived weaknesses, utilize 
identified opportunities and define a plan of actions to reduce or eliminate the 
impact of threats [7]. Acquired information can be systematically presented in the 
form of a SWOT matrix. In recent times different analytical methods have been 
developed which allow to determine the prioritization of long-term development 
strategies of the company, with different combinations of the four SWOT factors 
[3, 8, 9]. 

In order to eliminate weaknesses in the measurement and evaluation of steps in the 
SWOT analysis, a hybrid AHP method was developed [3], to quantify the weight 
of SWOT factors, which was named A'WOT in later studies [10-11]. This model 
has been tested in numerous studies, and despite its limitations, it is still widely 
used today [12-14]. AHP approach assumes that the factors presented in the 
hierarchical structure are independent. This approach can be questioned if the 
dependency between the SWOT factors is established, which can be determined 
by internal analysis of the organization and with the environment analysis [8]. 

The organization can make a good use of the opportunities if it has resources and 
strength to express its superiority, otherwise the opportunities will be lost because 
competitors will use them [8]. A similar relationship exists between strengths and 
threats. The ability to provide an adequate response to threats is based on the 
strength of the organization to eliminate or reduce the impact of threats. The 
dependency between the strengths and weaknesses in an organization is such that 
organizations with major strengths probably have fewer weaknesses, and therefore 
can more easily deal with situations which arise from the defined weaknesses. 
Organizations with more weakness relative to their competitors are more 
vulnerable to threats. These facts indicate that SWOT factors are not mutually 
independent, while factor weights of mutual connections depend on the specifics 
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of each organization [9]. Since the weight parameters are traditionally assign to 
factors as if there is no interdependence between them, under the conditions of 
existing interdependence the weight parameters can have different values, which 
directly affects the prioritization of the strategies [9, 15, 16]. 

Initial study developed in the eighties of the 20th Century [17] defined the AHP as 
a methodology of multicriteria decision making for complex problem solving. 
This method is a framework designed to cope with the intuitive, the rational, and 
the irrational when multi-objective, multi-criterion, and multi-actor decisions are 
made, with or without certainty for any number of alternatives. A basic premise of 
the AHP is the requirement of the functional independence of individual higher 
parts in the hierarchy from their lower parts, as well as between sub-factors within 
the same level. Many decision problems cannot be structured hierarchically 
because many factors from higher levels are related with lower levels as well as 
within the same level. Structuring problems with functional dependencies which 
allow feedback between the clusters represents Analytical Network Process 
(ANP). Saaty proposed the use of the AHP approach to solve problems in systems 
where there is independence between alternatives or criteria, and to use the ANP 
for systems in which there are direct or indirect connections between the 
individual levels [18].  For example, the importance of the criterion does not only 
affect the importance of the alternative, but also the importance of alternative 
affects the importance of the criterion. In addition, the elements of the cluster may 
affect some or all of the elements of any other cluster. Inner dependencies among 
the elements of a cluster are represented by looped arcs [9]. 

Implementation of the ANP methodology generally consists of four steps which 
are described in detail in the literature [8, 16]. ANP methodology is used in many 
complex systems in which interactions, in a hierarchical structure, occur between 
the level of clusters as well as between the elements within the cluster, which in 
the case of SWOT analysis clusters of factors and sub-factors could be used for 
prioritization of the strategies [8, 9, 15, 16]. 

In this study, ANP is used to define the relationship between the SWOT factors, 
SWOT factors and SWOT sub-factors, as well as between the sub-factors, for the 
purpose of the prioritization of the strategies. At the same time, the AHP method 
is used to determine the factor weights of dependency or independency and their 
influence on the selection of alternative strategies. The application of this 
methodology will be tested on a case of defining and prioritization of the 
strategies for the development of the Technical Faculty in Bor (TFB), University 
of Belgrade, Serbia by 2025. This tool, and obtained results, can be a starting point 
for benchmarking the operation of the TFB and further increasing its competitive 
position in the region. 
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2 Application of ANP Method on the Results of 
SWOT Analysis 

The hierarchical and network model proposed for the SWOT analysis in this study 
consists of four levels, as shown in Figure 1. Goal (best strategy) represents the 
first level, the criteria (SWOT factors) represent the second level, sub-criteria 
(SWOT sub-factors) represents the third level and alternatives represents the 
fourth level (alternative strategies). 

The hierarchical view of the SWOT model is shown in Figure 1a, while the 
general network model is presented in Figure 1b. 

Factors

Goal

Alternatives

Sub-factors

W21

W32

W43

Factors

Goal

Alternatives

Sub-factors

W1

W3

W4

a) b)

External 
relationship

Internal
relationship

Feedback 
relationship

 

Figure 1 

Comparison of the AHP and ANP structures - a) hierarchical model; b) network model 

ANP model (Figure 1b) is an enhanced version of the AHP method, which more 
precisely defines the relationships in complex models that use many criteria, 
feedback and interdependence between the criteria. An advantage of this method 
is that it easily defines decision-making problem which includes many 
complicated relations. ANP method defines all components and relationships as 
bidirectional interactions. ANP includes relationships between individual clusters 
at different hierarchical levels, as well as the interactions between criteria and sub-
criteria, therefore, this method is useful for obtaining more accurate and efficient 
results in decision-making in complex systems. Figure 1b illustrates that all 
criteria and clusters are interconnected through one of the potential links: 
unidirectional, bidirectional or loops. Unidirectional or bidirectional connection 
represents a connection between the clusters, while looping represents internal 
dependency in the cluster. The relative importance of the element i in relation to 
the element j is presented as: 

aij = wi/wj                                                                                               (1) 

in the pairwise comparison matrix. 
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The pairwise comparison matrix A with n elements to be compared is formed as in 
eq. (3) [9]: 
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After completion of the matrix A, assessment of the relative importance of the 
elements is performed by calculation according to the equation (4): 

Aw = λmax.w                                                                                                    (3) 

where: 

λmax – largest eigenvalue of the matrix A, 

w – desired estimate. 

AHP and ANP are popular methods also because they have the ability to identify 
and analyze inconsistencies of decision makers in the process of discernment and 
evaluation of the elements of the hierarchy [17]. If the values of the weight 
coefficients of all the elements that are mutually compared at a given hierarchy 
level could be precisely determined, the eigenvalues of the matrix A would be 
entirely consistent, however, this is relatively difficult to achieve in practice. 
Therefore, the application of these methods provides the ability to measure errors 
of judgment by computing consistency index (CI) for the obtained comparison 
matrix A, and then to calculate the consistency ratio (CR) [18]. 

In order to calculate the consistency ratio (CR), the consistency index (CI) needs 
to be calculated first, according to the following relation:   

1n

n
CI max





                                                  (4) 

Then, the consistency ratio is determined by equation: 

RI

CI
CR 

                                            (5) 

where RI is a random index which depends on the order n of the matrix A, and is 
taken from the Table 1 [18]. 

Table 1 

Random indices (RI) 

n-order of the 
matrix A 

1 2 3 4 5 6 7 8 9 

RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 
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If the consistency ratio (CR) is less than 0.10, the result is sufficiently accurate 
and there is no need for adjustments in the comparisons and recalculation of the 
weights. However, if the consistency ratio is greater than 0.10, the results should 
be re-analyzed and the reasons for the inconsistencies should be identified and 
then removed by partial repetition of the pairwise comparison. 

ANP approach consists of the following three matrices: supermatrix, weighted 
supermatrix and limit matrix. In the supermatrix the relative importance of all 
components is provided, in the weighted supermatrix the values obtained from the 
supermatrix of each cluster are defined. In the limit matrix, the constant values of 
each value are determined by taking the necessary limit of the weighted super 
matrix [9]. The results of the decision making problem is obtained from the limit 
matrix scores [18]. 

The basic steps in the proposed SWOT-ANP model consist of the following. In 
the first step, SWOT factors, SWOT sub-factors and alternatives are identified. 
The procedure of obtaining importance of the SWOT factors, which represents the 
first step of the matrix manipulation concept of the ANP concept, is fully 
described in the literature [12, 19, 20, 21]. According to inner dependencies 
between the SWOT factors, inner dependency matrix is obtained and used to 
correct SWOT factor matrix. Then, SWOT sub-factors weights and priority 
vectors for alternative strategies are determined. Based on the schematic 
representation on Figure 1b the general supermatrix for the SWOT model which 
was used in this paper has the following form: 
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                                        (6)
 

where: 

w1 - vector that represents the impact of the goal on the selection of the best 
strategy based on the SWOT factors 

W2 - matrix that indicates the internal interdependence of the SWOT factors 

W3 - matrix which indicates the influence of the SWOT factors on the SWOT sub-
factors, 

W4 - matrix that identifies the impact of the SWOT sub-factors on the alternatives. 

It is preferable to present the details of the obtained results in this algorithm by 
using matrix operations. 

In order to apply the ANP in the matrix operations for the purpose of determining 
the priorities of identified alternative strategies based on the SWOT analysis, the 
following steps are recommended [8, 9, 15]: 
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Step 1) Identify SWOT sub-factors and determine the alternative strategies 
according to SWOT sub- factors. 

Step 2) In this step the importance of each SWOT group (strengths, weaknesses, 
opportunities and threats) is determined by calculating the weight matrix w1, 
while considering the situation that there is no internal interdependence between 
the SWOT factors. 

Step 3) Calculation of the W2 - inner dependence matrix of SWOT factors, using a 
scheme of internal interdependence shown in Figure 2 

S

T

O

W

 

Figure 2 

Internal interdependence of SWOT factors 

Step 4) Calculating the weight matrix wSWOTfactors= W2 w1, of interdependent 
priorities of SWOT criteria - the factors. 

Step 5) Determining the importance of SWOT sub-criteria within the third level of 
the model proposed in Figure 1b and formation of the matrices wSWOTsub-factors(local) 

with respect to each SWOT factor (Strengths, Weaknesses, Opportunities and 
Threats). Evaluation of comparative pairs of SWOT sub-criteria and determination 
of their local importance relative to a higher level in the model, is implemented 
based on Saaty's scale 1-9 [18]. 

Step 6) Determination of global importance of SWOT sub-criteria, i.e. the values 
of the weight matrix W3= wSWOTsub-factors(global).= wfactors wSWOTsub-factors(local) are 
determined. 

Step 7) The importance of each considered strategic option is determined in 
relation to the defined subcriteria of SWOT factors, by rating the comparative 
pairs of options using Saaty's scale 1-9 [18]. In this way weight matrix of 
importance of alternative strategies is created relative to the SWOT sub-criteria, 
i.e. the matrix W4. 

Step 8) Determination of the overall importance of strategic options in the model, 
by forming a weighted matrix walternatives=W4 wSWOTsub-factors(global). 
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3 The Prioritization of Alternative Strategies Based 
on the SWOT Analysis 

In this paper, the ANP methodology is applied for the selection of priority of 
alternative strategies, based on the results of the SWOT analysis (defined SWOT 
factors and SWOT sub-factors), for the case of TFB for the period up to 2025. 

The SWOT analysis for the TFB had been prepared for the purpose of the second 
round of national accreditation in 2013. The SWOT analysis was conducted 
through a few rounds of brainstorming, where between 70 and 80 professors and 
assistants had been participating [22], while the obtained results were adopted by 
the professional and management bodies of the TFB. The obtained results are 
shown in Table 2. 

Step 1) Based on the results of the SWOT analysis which define the current state 
of the TFB, by comparing the SWOT factors: strengths, weaknesses, opportunities 
and threats, as well as sub-factors within each factor, the possible future 
development strategies of the TFB were defined until the year 2025 [7, 8, 9]. The 
analytic network structure of the MCDM model, which was used in this study, is 
shown in Figure 3. 

 
Figure 3 

AHP model for the selection of the best strategy 

The results shown in Table 2 identified the following strategies: 

 SO1: Strategy for development of new markets (Providing students from 
the new markets in the country and abroad, as well as opening of 
departments outside the seat of the Faculty. TFB has previous experience 
with this type of activities). 

 WO1: Strategy of the shift in the management of the Faculty (Moving 
from the current strategy: non-transparent management and retention of 



Acta Polytechnica Hungarica Vol. 12, No. 7, 2015 

 – 207 –

the status quo into a transparent and aggressive strategy of making 
changes in order to ensure growth and development). 

 ST1: The strategy of new product development (development of new and 
attractive study programs which would be of interest for potential 
students) 

 WT1: Strategy for the development of strategic partnerships within the 
BU and the EU (creation of joint programs and issuance of double 
degrees with other units of BU and universities from the EU). 

By combining the SWOT, factors and sub-factors within each factor, possible 
alternative SO, WO, ST and WT strategies were defined, which derive from the 
adopted mission statement of the TFB: "The purpose of the TFB's existence is to 
provide an adequate response to the needs of young generation for the higher 
education. The best in our field will be chosen as benchmarking partners in the 
realization of the educational process. Also, alternative strategies are aligned with 
the vision document of the TFB: "Vision of the TFB is that it becomes recognized 
in the educational space of South East Europe through achieving above-average 
results in science and education" [22]. 

Table 2 

SWOT analysis for the TFB 

 Internal factors 

External factors 

Strengths (S) 
 

S1 - Membership in UB 

S2 - International reputation 

S3 - Free studies 

S4 - Good accommodation 
for students 

S5 - Online access to 
scientific data bases and 
networks 

Weaknesses (W) 
 
W1 - Unwillingness to 
change 

W2 - Lack of additional 
revenue 

W3 - Lack of leadership 

W4 - Insufficient 
cooperation with the 
surrounding environment 

Opportunities (O)  
 

O1 - Cooperation with 
alumni 

O2 - International exchange 

O3 - Increased demands for 
quality 

O4 - Access to EU funds  

SO – Strategy 
 
SO1 – Strategy for 
development of new markets 

WO – Strategy 
 
WO1 – Strategy of the shift 
in the management of the 
Faculty  
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Threats (T)  
 
T1 - Declining number of 
potential students  

T2 - Declining living 
standard in Serbia 

T3 - Lack of students’ 
motivation 

T4 - Declining level of input 
knowledge of new students 

T5 - Inconsistency of state 
policy 

ST – Strategy  
 
ST1 – The strategy of 
product development 
(development of new and 
attractive study programs) 

WT – Strategy 
 
WT1 – Strategy for  
formation of the strategic 
partnerships within the BU 
and EU 

 

Step 2) Based on the rankings of the expert team the importance of each SWOT 
factor (criteria) in the model is determined, while their internal interdependence 
was not considered, but only importance in relation to the objective that is set 
within level 1 (see Figure 1b). The resulting importance of each SWOT factor is 
shown in Table 3, where it can be seen that the greatest importance, based on 
scores of the expert team, has the SWOT factor Opportunities (42% importance). 

Table 3 

Pairwise comparison of SWOT groups without interdependences between them 

SWOT group S W O T 
Importance of the 

SWOT factor 
Strengths (S) 1 2 1/3 1/2 0.168 
Weaknesses (W)  1 1/2 1/3 0.123 
Opportunities (O)   1 2 0.420 
Threats (T)    1 0.289 
Consistency ratio relative to the goal: CR = 0.06 

From Table 3, it follows that: 
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Step 3) In this step, the inner interdependence of the SWOT factors is determined 
according to the model defined in Figure 2. Tables 4-7, show the ranks of 
compared pairs of SWOT factors, which are evaluated by the expert team, as well 
as the resulting weight vectors of internal interdependences of SWOT factors. 
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Table 4 

Matrix of internal interdependencies of SWOT groups in relation to Strengths 

Strengths (S) W O T Relative importance weight 
Weaknesses (W) 1 1/5 1/7 0.075 
Opportunities (O)  1 1/2 0.330 
Threats (T)   1 0.595 
Consistency ratio relative to the goal: CR = 0.014 

Table 5 

Matrix of internal interdependencies of SWOT groups in relation to Weaknesses 

Weaknesses (W) S O T Relative importance weight 
Strengths (S) 1 3 6 0.635 
Opportunities (O)  1 5 0.290 
Threats (T)   1 0.075 
Consistency ratio relative to the goal: CR = 0.09 

Table 6 

Matrix of internal interdependencies of SWOT groups in relation to Opportunities 

Opportunities (O) S W T Relative importance weight 
Strengths (S) 1 1/3 1/4 0.124 
Weaknesses (W)  1 1/2 0.517 
Threats (T)   1 0.359 
Consistency ratio relative to the goal: CR = 0.01 

Table 7 

Matrix of internal interdependencies of SWOT groups in relation to Threats 

Threats (T) S W O Relative importance weight 
Strengths (S) 1 1/3 1/3 0.140 
Weaknesses (W)  1 1/2 0.528 
Opportunities (O)   1 0.332 
Consistency ratio relative to the goal: CR = 0.05 

On the basis of the calculated relative importance weights of the SWOT factors, 
the inner dependence matrix W2 is created, in the form of: 





















1359.0075.0595.0

332.01290.0330.0

528.0517.01075.0

140.0124.0635.01

W2  

Step 4) Obtained relative importance weights of the SWOT factors in the inner 
dependence matrix W2, are then used for the "correction" of the initial weights of 
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SWOT factors which are defined by the matrix w1, after which importance 
weights of the SWOT factors become: 
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Based on the newly gained priorities of interdependencies of SWOT factors, it can 
be noticed that there has been a significant change in the relative importance of the 
two SWOT factors, namely: the importance of the Weaknesses factor is now 
increased by 13% in the model (from 12.3% to 25.3%), while the impact of the 
most important SWOT factor Opportunities has now declined by 11.6% compared 
to the original 42% and now amounts to 30.4%. 

Step 5) In this step, the local importance of SWOT sub-criteria is determined by 
the expert team, while the ranks of comparative pairs of the SWOT sub-criteria, 
defined in Table 2, are given in Tables 8-11. 

Table 8 

Pairwise comparisons of the SWOT sub-criterion - Strengths 

Strengths (S) S1 S2 S3 S4 S5 Local weights 
S1 - Membership in UB 1 3 1/2 3 3 0.287 
S2 - International reputation  1 1/3 3 3 0.175 
S3 - Free studies   1 2 3 0.353 
S4 - Good accommodation 
for students 

   1 2 0.110 

S5 - Online access to 
scientific data bases and 
networks 

    1 0.075 

The consistency ratio in relation to the group Strengths: CR = 0.08 

Table 9 

Pairwise comparisons of the SWOT sub-criterion - Weaknesses 

Weaknesses (W) W1 W2 W3 W4 Local weights 
W1 - Unwillingness to change 1 3 2 3 0.431 
W2 - Lack of additional 
revenue 

 1 1/3 1/2 0.101 

W3 - Lack of leadership   1 4 0.333 
W4 - Insufficient cooperation 
with the surrounding 
environment 

   1 0.135 

The consistency ratio in relation to the group Weaknesses: CR = 0.07 
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Table 10 

Pairwise comparisons of the SWOT sub-criterion - Opportunities 

Opportunities (O) O1 O2 O3 O4 Local weights 
O1 - Cooperation with 
alumni 

1 1/3 1/4 1/2 0.094 

O2 - International 
exchange 

 1 1/2 3 0.316 

O3 - Increased demands 
for quality 

  1 2 0.428 

O4 - Access to EU 
funds 

   1 0.163 

The degree of consistency in relation to the group Opportunities: CR = 0.04 

Table 11 

Pairwise comparisons of the SWOT sub-criterion - Threats 

Threats (T) T1 T2 T3 T4 T5 Local weights 
T1 - Declining number of 
potential students  

1 2 3 3 4 0.377 

T2 - Declining living standard 
in Serbia 

 1 3 4 3 0.291 

T3 - Lack of students’ 
motivation 

  1 4 3 0.177 

T4 - Declining level of input 
knowledge of new students 

   1 2 0.087 

T5 - Inconsistency of state 
policy 

    1 0.067 

The degree of consistency in relation to the group Threats CR = 0.08 

Step 6) Global significance of SWOT sub-criteria is obtained by multiplying 
factor weights from Step 4 and Step 5 among each other, as presented in Table 12. 

Table 12 

Importance of criteria and sub-criteria of the SWOT analysis 

SWOT groups -
criteria 

Importa
nce of 

the 
SWOT 
group 

SWOT sub-criteria Local 
importance 
of SWOT 

sub-
criterium 

The overall 
importance 
of SWOT 

sub-criteria 

Strengths - S 0.169 

S1 - Membership in UB 

S2 - International reputation 

S3 - Free studies 

S4 - Good accommodation for 
students 

S5 - Online access to 
scientific data bases and 
networks 

0.287 

0.175 

0.353 
0.110 

0.075 

 

0.049 

0.030 

0.060 

0.019 

0.013 

 



Ž. Živković et al. Analytical Network Process in the Framework of SWOT Analysis for Strategic Decision Making 

 – 212 –

Weaknesses - W 0.253 

W1 - Unwillingness to change 

W2 - Lack of additional revenue 

W3 - Lack of leadership 

W4 - Insufficient cooperation 
with the surrounding 
environment 

0.431 
0.101 

0.333 

0.135 

 

0.109 

0.026 

0.084 

0.034 

 

Opportunities - 
O 

0.304 

O1 - Cooperation with alumni 

O2 - International exchange 

O3 - Increased demands for 
quality 

O4 - Access to EU funds 

0.094 

0.316 

0.428 
0.163 

 

0.029 

0.096 

0.130 

0.050 

 

Threats - T 0.274 

T1 - Reducing the number of 
potential students  

T2 - Declining living standard 
in Serbia 

T3 - Lack of students’ 
motivation 

T4 - Declining level of input 
knowledge of new students 

T5 - Inconsistency of state 
policy 

0.377 
0.291 

0.177 

0.087 

0.067 

 

0.103 

0.080 

0.048 

0.024 

0.018 

 

Hence it follows that: 
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Step 7) In this step, the importance weight of each alternative strategy (SO1, WO1, 
ST1, WT1) was determined in relation to the defined SWOT sub-criteria, which 
results in the matrix W4 as following: 





















095.0337.0082.0159.0134.0268.0104.0214.0204.0079.0250.0079.0280.0385.0262.0140.0381.0268.0

277.0164.0200.0381.0268.0068.0061.0214.0204.0381.0250.0422.0280.0143.0105.0158.0159.0134.0

467.0402.0359.0381.0529.0529.0730.0073.0085.0381.0250.0371.0127.0087.0105.0074.0079.0068.0

160.0097.0359.0079.0068.0134.0104.0499.0507.0159.0250.0128.0312.0385.0528.0628.0381.0529.0

W4

Step 8) Finally, the overall priority of the considered strategies was calculated as 
follows: 
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4 Discussion of Results 

Application of ANP - SWOT methodology allows prioritization of the identified 
alternative strategies which are shown in Table 2. The priority, according to the 
obtained results, is defined in the following descending order:  WO1 – SO1 – ST1 – 
WT1. In the SWOT criteria, according to the proposed ANP model with internal 
interdependence on level 2 (see Figure 1), the factors which have the most 
importance are the opportunities (O) - 0.304, followed by threats (T) - 0.274 and 
eventually the weaknesses (W) - 0.253 and strengths (S) - 0.169, while the 
interactions were developed between each SWOT – factor. 

The sub-criteria in individual SWOT criteria with the greatest importance 
according to the ANP are: S (S3 - Free studies: 0.353); W (W1 - Unwillingness to 
change: 0.431); O (O3 - Increased demands for quality: 0.428); T (T1 - Declining 
number of potential students: 0.377). These facts have a dominant importance 
when sub-criteria S3 and O3 are being used to maximize the results of 
implemented strategies, as well as in defining a series of actions to minimize the 
influence of W1 and T1. 

Mission statement of the TFB is: "The purpose of the TFB's existence is to 
provide an adequate response to the needs of the younger generation for higher 
education. Implementation of the teaching process will be realized according to 
the highest standards, while the best in our field are being chosen as benchmarking 
partners". The mission statement of the TFB implies continued growth and 
development in a changing environment, which requires the use of WO1 strategy – 
changing the way the Faculty is managed, from the current approach: non-
transparency while maintaining the status quo, into a transparent and aggressive 
strategy of continuous changes in order to grow and develop using all available 
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resources. Due to the limited and declining market for the TFB, after the change in 
the management style, which is followed by the implementation of the strategy 
SO1 in parallel with the strategy WO1 or immediately after it, it is necessary to 
enroll students from other markets by using the adequate aggressive promotion or 
by opening new study centers outside the seat of the Faculty. 

Above mentioned strategies WO1 and SO1 can provide a certain growth and 
development in the initial phase of further growth and development of the TFB, 
with a limited reach on the life cycle curve of this organization. After, reaching the 
limits of growth and development using the outlined WO1 and SO1 strategies, in 
order to upgrade and improve the life cycle of the TFB, the strategy ST1 should be 
implemented, which, in accordance with the "mission" statement, implies defining 
new study programs according to the requirements of prospective students. 

From the position achieved after applying strategies WT1-SO1-ST1, the TFB will 
become a desirable partner for the implementation of WT1 - formation of the 
strategic partnerships with the best institutions within the BU and EU. In this way 
until 2025 creates a realistic chance of achieving the vision TFB: In this way, 
realistic chances of achieving the vision of the TFB by the year 2025 will be 
created: "Achieving distinctive position in the educational space of the South 
Eastern Europe". 

In order to achieve the abovementioned goals, the following strategy 
implementation sequence should be applied: WO1 - SO1 - ST1 - WT1. This will 
guide TFB towards the specified strategic goals which are defined in the vision. 
Also, it will be required to boost the importance of the sub-criteria S3 and O3, with 
a positive impact on the realization of the strategies labeled with S and O, and to 
reduce, through continuous changes, negative impacts of the W1 and T1 in the 
strategies labeled with W and T. 

Conclusion 

The traditional SWOT analysis involves an arbitrary ranking criteria and sub-
criteria independently of each other, ignoring the potential interactions between 
them. In order to overcome abovementioned shortcomings of the traditional 
SWOT analysis, an attempt was made in this paper to improve this methodology 
by using ANP network methodology as an upgrade of the initial SWOT matrix. 

The results regarding prioritization of possible development strategies of the TFB 
until the year 2025, which are obtained by using the ANP-SWOT model, show 
that by taking into account the interactions between goals (selection of the best 
strategy), SWOT factors, SWOT sub factors and alternatives (possible strategies) 
at different hierarchical levels, as well as factors within the clusters at the same 
level through the ANP network model, prioritization of possible strategic 
alternatives can be reliably defined. 

Values of the final weights in the normalized matrix of possible alternative 
strategies provide opportunities for prioritization of defined strategies which need 
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to be continuously administered during the planning period until 2025, in 
proportion to the progress, which is achieved with the implementation of the 
previous strategic alternative. 

Obtained results, based on the comprehensive numerical data analysis, will serve 
as the starting point for benchmarking the position of the TFB in the academic 
scope of the region, and sustaining it's future upraise and competitiveness. 
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Abstract: Since the last decade, graphics processing units (GPU) have dominated the world 

of interactive computer graphics and visualization technology. Over the years, 

sophisticated tools and programming interfaces (like OpenGL, DirectX API) greatly 

facilitated the work of developers because these frameworks provide all fundamental 

visualization algorithms. The research target is to develop a traditional CPU-based pure 

software rasterizer. Although currently it has a lot of drawbacks compared with GPUs, the 

modern multi-core systems and the diversity of the platforms may require such 

implementations. In this paper, we are dealing with triangle rasterization, which is the 

cornerstone of rendering process. New model optimization as well as the improvement and 

combination of existing techniques have been presented, which dramatically improve 

performance of the well-known half-space rasterization algorithm. The presented 

techniques become applicable in areas such as graphics editors and even computer games. 

Keywords: half-space rasterization; bisector algorithm; software rendering 

1 Introduction 

The history of computer visualization goes back several decades, but its 

importance has grown more significantly in recent years. More advanced 

graphical features are dominant almost everywhere these days, from traditional 

desktop computers to mobile and embedded devices. This is a result of a long 

development process, which was mainly induced by the appearance of graphical 

processors. While in early computer visualization only slow CPUs were used to 

perform every stage of the entire rasterization process, nowadays graphics cards 

(target hardware) have taken over this role. The main development directions of 

the area are inspired and usually controlled by the professional computer game 

and media industry and the increasing demands for CAD/CAM systems. 

mailto:mileff@iit.uni-miskolc.hu
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However, we should not forget about the recent development of CPUs. Modern 

CPUs have many advanced features due to multi-core technology and the 

extended instruction set (e.g. SSE, AVX). Besides the development of the 

instruction set and the increase of central cores, another important result is the 

appearance of DDR4 type memories in 2014. Although these types are one order 

of magnitude faster than older DDR3 RAMs, still cannot compete with the DDR5 

type memory equipped in modern video cards. Nevertheless it is a significant step 

forward to improve the speed of memory operations. The continuous development 

of CPU technology encourages software developers to reconsider the structure and 

logical model of their existing graphical applications. The usage of a multi-thread 

game engine model is essential for today’s AAA-type computer games. 

Developers of the most advanced graphics engines (Unreal Engine, CryEngine, 

Frostbite, etc.) have already recognized the potential of these new opportunities. 

The question may arise, whether it makes sense to deal with CPU-based solutions 

if powerful GPUs are available today. The answer has already been given by 

leading video game developers. Some modern games apply the CPU to perform 

specific tasks to reduce GPU load. Software occlusion culling - where the CPU is 

used to render polygons to occlusion buffer rather than the GPU – is a good 

example of this hybrid approach. Several well-known games (e.g. KillZone 3, 

Battlefield 3, etc.) and game engines (e.g. CryEngine) apply similar technologies 

because CPUs have no latency problem of occlusion queries. Rasterization is 

usually done in small resolution (e.g. Battlefield uses 256×114) and occlusion 

testing can be done using a hierarchical software z-buffer [12] [19]. 

Using all this as a starting point, the central question that motivates this paper is 

how to improve one of the fundamental visualization algorithms, i.e. a polygon fill 

based rasterization on CPUs. Our objective is to propose algorithms and 

extensions for the half-space rasterization model, which can serve as the basis of a 

graphics engine applying more complex, possibly a hybrid graphics pipeline using 

CPU for specific tasks. 

2 Related Works 

Software based rendering prospered between the end of the 90s and the beginning 

of the 2000’s. Due to the appearance of GPUs, only a few papers (although an 
increasing number of) that involve the CPU in the visualisation process have been 

published in recent years. Most of these papers discuss general display algorithms 

or shader oriented GPU specific solutions which cannot be applied on CPUs in 

their original form. 

During the early years of the rendering (1996-1998) ID Software and Epic Games 

achieved remarkable results in the area of modern software based computer 

graphics. Both companies have become famous for their high performance and 

complex graphics engine offering high quality visualization solutions (e.g. colored 
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lighting, shadowing, volumetric lighting, fog, pixel accurate culling, etc.). These 

engines were optimized for the Intel Pentium MMX processor family and their 

rendering system was based on the scanline-based polygon filling approach 

applying several additional technologies (e.g. BSP tree), so as to provide high 

performance. After the continuous spreading of GPU-based rendering, software 

rendering was pushed more and more into the background. Nevertheless, some 

great results, e.g. Pixomatic Renderer developed by Rad Game Tools and the 

Swiftshader [2] by TransGaming were achieved. Both products are fully DirectX 9 

compatible, very complex and highly optimized taking advantage of multi-core 

threading possibilities of modern CPUs. Their pixel pipeline can continuously 

modify itself adapting to the actual rendering tasks. Since these products are all 

proprietary, the details of their architectures are not available for the general 

public. By developing DirectX, Microsoft provided the basis for the spread of 

GPU technologies, and it also developed a software rasterizer called WARP [3]. 

The renderer is capable of taking advantage of multi-threads and in some cases it 

is even able to outperform low-end integrated graphics cards. 

In 2008, based on problem and demand investigations, Intel aimed to develop its 

x86 based video card within the Larrabee project [5]. In a technological sense, the 

card was a hybrid of the multi-core CPUs and GPUs. Its purpose was to provide 

x86 cores-based, fully programmable pipeline with 16-byte-wide SIMD vector 

units. The new architecture made it possible for graphic calculations to be 

programmed in a more flexible way than GPUs with an x86 instruction set. 

Other researchers proposed optimization of the triangle traversal algorithms, and 

new rasterization models have been introduced. As a part of current results, 

Hengyong Jiangl et al. [13] proposed a midpoint triangle rasterization traversal 

algorithm, which reduces the number of traversal points and improves the 

efficiency of graphics acceleration. Their approach is demonstrated by an FPGA. 

Pablo et al. investigated and compared three different triangle traversal algorithms 

(Box, Zig-zag, Hilbert Curve based) in terms of performance and they simulated 

them in Matlab using ModelSim [22]. Their experimental results show that 

important area-performance trade-offs can be met, when implementing key image 

processing algorithms in hardware. Chih-Hao Sun et al. [15] demonstrated an edge 

equation based tile-scan triangle traversal algorithm. In their solution, the basic 

functions of parameter interpolation and rasterization can be executed with a 

universal shared hardware to reduce the cost of rendering. By hardware sharing 

and architecture design techniques of pipelining and scheduling, their algorithm 

can meet real-time requirements for graphics applications at reasonable hardware 

costs. An entirely new approach was presented by Olano et al., which is a 

simplified solution for triangle scan conversion applying 2D homogeneous 

coordinates for fast real-time rendering [17]. Their solution avoids costly clipping 

tests and can render true homogeneous triangles significantly faster than previous 

implementations. As a part of the new generation of parallel algorithms, Zack 

Bethel outlined a modern, multi-thread tile based software rendering technique 
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using a block-based half-space theory where only the CPU is used for 

calculations, which led to performance improvements [1]. The FreePipe Software 

Rasterizer [9] focuses on multi-fragment effects, where each thread processes one 

input triangle, determines its pixel coverage, and performs shading and blending 

sequentially for each pixel. Due to the evolution of GPGPU, the idea of 

performing software rendering by GPGPU has been raised several times. NVidia 

proposed and investigated an efficient CUDA-based rendering model [6], the 

performance of which is a factor of 2-8x compared to the hardware graphics 

pipeline. 

In recent years, major companies in the game industry have recognized the 

potential of the CPU again [11]. Their game engine can delegate certain 

visualization tasks to the CPU. In the game Battlefield 3 a SPU-based deferred 

shading model was developed [12], where the objective was to use SPUs to 

distribute shading work and offload GPU. In 2011, the game Killzone 3 supports 

complex occluded environments. To cull non-visible geometry early in the frame, 

the game uses PlayStation 3 SPUs to rasterize a conservative depth buffer and 

performs fast synchronous occlusion queries against it [16]. The topic of software 

occlusion culling has been investigated also by Intel Software in the paper [18]. It 

presents a Killzone-like solution, but it is built upon an x86 basis and optimized 

for SSE Streaming extensions. 

Thus, as recent findings show, CPU-based approaches put an emphasis on again to 

increase flexibility and performance. This paper investigates the optimization and 

extensions of the triangle traversal and filling algorithm. 

3 Basics of Rasterization 

The aim of computer visualization is to display pixel sets (e.g. 2D image or 

projected 3D objects) on the screen. The type of rendering algorithm or the 

procedure of a presentable element largely depends on the applied hardware or 

software based visualisation model. Rasterization is a very intensive process 

computationally, especially when the visual element also contains an alpha 

channel [7] [21]. 

Several approaches have been developed to represent shapes in memory, but 

nowadays the most prevalent and most widely applied object representation is the 

polygon mesh. During the modelling process the object is usually divided into 

convex polygons, like triangles. Still, the rendering performance largely depends 

on the applied rasterization algorithm. Although several different solutions have 

been developed (Ray tracing, Volume Rendering, etc.), currently GPU 

manufacturers use triangle filling based models in real-time visualisation. This 

method allows significantly faster rendering than for example ray based 

algorithms. 
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3.1 Triangle-based Filling 

In a classical sense filling is performed pixel by pixel, so the inner iteration and 

the various calculations need to be executed many times. Although the vertex 

mapping and the traversal of the process seem to be simple, the filling 

performance largely depends on the implemented algorithm and its optimization 

level. We can state that it is a huge challenge to implement an algorithm, which 

takes the possibilities of the modern CPU hardware into account and being highly 

optimized at the same time. The parts of the filling model affect each other in a 

complex form. The smallest change in the iteration logic can result in up to more 

than a 10% performance difference. 

Nowadays there are two widespread triangle filling algorithms: the scanline and 

the half-space based algorithms. The main idea of the previous scanline approach 

was to walk triangle line by line (scanline) from top to bottom. Each row 

represents a line, whose starting and ending points are the intersections of the 

triangle sides and the scanline along the x axis. The end points of the line can be 

calculated incrementally using the slope values of the edges. 

The scanline algorithm is widely used and can be optimized (e.g. s-buffer), but it 

is difficult to adapt it to current hardware opportunities. The rasterization is 

performed line by line, which has several unpleasant consequences for both 

hardware and software implementation. One of these problems is that the 

algorithm is asymmetric in x and y directions. In the case of thin triangles, the 

performance may significantly vary between the horizontal and vertical 

orientation. The outer scanline loop is serial, which is not favourable for hardware 

implementation. The inner loop, which is responsible for scanline iteration is not 

so SIMD-friendly because of the different line lengths. This makes the algorithm 

orientation-dependent. Processing several lines at the same time for some reason 

(e.g. Mipmapping, Multisampling) would mean further complications for 

calculations. To sum up, the solution is hard to apply for parallel processing of 

lines and pixels. A better solution would be if pixels were processed in 2x2 blocks 

(quads), the expected increase in the performance would be significant. 

Next, the paper focuses on the other approach, the half-space based triangle 

traversal, where the basic algorithm and further optimization points are presented 

which improves performance to a large extent. 

4 Half-Space Rasterization 

The name of this model is not unified in literature; some sources refer to it as a 

point in a triangle, a bounding box or a half-plane algorithm. The basic idea of the 

model originates from the polygon convexity: the interior of a convex polygon 

formed by n number of edges can be defined as the intersection of the n half 

spaces. 
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For triangles, the three half-planes clearly define the inner area. 

 

Figure 1 

Triangle, defined by half-planes 

Several mathematical approaches describe the inner pixels of the triangle and they 

all examine the question of how to describe edges. In the following a ‘Perp Dot’ 
product-based model is presented. The Perp Dot product [20] is the two-

dimensional equivalent of the three dimensional cross-products. It is a product 

between two vectors in two dimensions and is obtained by taking the dot product 

of one vector with the perpendicular one of the other. The perpendicular vector is 

simply a vector at right angles to the vector it is based on with the same 

magnitude. The definition of the formula for two-dimensional vectors and 

applying it to a, b vectors is the following: 𝑝𝑒𝑟𝑝𝐷𝑜𝑡𝑃(𝑎, 𝑏) =  𝑎⊥ ∙ 𝑏 = 𝑎𝑥𝑏𝑦 − 𝑎𝑦𝑏𝑥 = |𝑎𝑥 𝑎𝑦𝑏𝑥 𝑏𝑦|. (1) 

The result is a scalar, which has specific properties: 

  𝑝𝑒𝑟𝑝𝐷𝑜𝑡𝑃(𝑎, 𝑏) = 0 → 𝑎, 𝑏 are parallel 

  𝑝𝑒𝑟𝑝𝐷𝑜𝑡𝑃(𝑎, 𝑏) > 0 → 𝑏 is counterclockwise from a 

  𝑝𝑒𝑟𝑝𝐷𝑜𝑡𝑃(𝑎, 𝑏) < 0 → 𝑎 is counterclockwise from b 

These properties are useful to determine whether a pixel is inside the triangle or 

not. In the case of a P point, the product needs to be calculated with all the three 

edges and to check its sign, 𝑐1 = 𝑝𝑒𝑟𝑝𝐷𝑜𝑡𝑃(𝑎, 𝑝), 𝑐2 = 𝑝𝑒𝑟𝑝𝐷𝑜𝑡𝑃(𝑏, 𝑝),  𝑐3 = 𝑝𝑒𝑟𝑝𝐷𝑜𝑡𝑃(𝑐, 𝑝). 

The final point-triangle containment relation depends on the prior knowledge of 

the triangle: 
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 if the vertices A, B, C are given in clockwise order, then P is inside the 

triangle if  𝑐1 > 0   &&   𝑐2 > 0   &&  𝑐3 > 0   
 if the vertices A, B, C are given in counter-clockwise order, then P is 

inside the triangle if 𝑐1 < 0   &&   𝑐2 < 0   &&  𝑐3 < 0    
 if the order of the vertices A, B, C is unknown, then P is inside the 

triangle if (𝑐1 > 0   &&   𝑐2 > 0   &&  𝑐3 > 0  | |  𝑐1 < 0   &&   𝑐2 < 0   &&  𝑐3 < 0)  
4.1 The Simple Filling Approach 

Based on the equations above, a simple filling algorithm can be formulated. First 

of all a bounded area is needed to specify which set of pixels is required to travel. 

We can use the area of the render target (e.g. screen buffer), but it requires a lot of 

unnecessary iterations. A better solution is if we use the axis aligned bounding box 

of the triangle. The pseudo code of the algorithm: 

Calculate triangle bounding box (minX,minY,maxX,maxY); 

Clip box against render target bounds(minX,minY,maxX,maxY); 

Loop i=minX to maxX 

  Loop j=minY to maxY 

       P = P (i,j); 

       c1 = perpDotProduct(𝐴𝐶̅̅ ̅̅ , 𝐴𝑃̅̅ ̅̅ ); 
       c2 = perpDotProduct(𝐵𝐶̅̅ ̅̅ , 𝐵𝑃̅̅ ̅̅ ); 
       c3 = perpDotProduct(𝐶𝐵̅̅ ̅̅ , 𝐶𝑃̅̅ ̅̅ ); 
       if ( c1 >= 0 and c2 >= 0 and c3 >= 0 ) 

          renderPixel(P); 

   end  

end 

As the first step, the algorithm calculates the axis-aligned bounding box of the 

triangle and performs the clipping according to the bounds of the render target. In 

the second part of the process, all the points of the bounding box are crawled. 

Applying the above Perp Dot product formula the pixel-triangle containment 

relation can be determined. 

Firstly, it is important to emphasize that this model is simple and easy to 

understand. Due to the bounding box the lines have the same length. Therefore. 

this approach is more SIMD friendly than the classical scanline algorithm. Taking 

advantage of the symmetry of the lines the model is much more parallel-friendly, 

the block or tile-based approach can be used more effectively. The processing 

logic is highly customizable for the CPUs used currently. 

Although the basic algorithm seems simple, the model is not recommended in 

practice for several reasons (slow performance, lack of sub-pixel precision and 

filling rules). The main disadvantage is that the solution also travels unnecessary 

pixels, which means a lot of superfluous iterations in case of large and elongated 

triangles. The performance at these types of triangles will be significantly lower. 
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In the following, new approaches and optimizations will be presented, which 

dramatically improve the performance of the basic algorithm making it suitable 

for real-time games and other graphics-intensive applications. 

5 Optimization Considerations 

Developing a fast rasterizer is a complex task, high-level and multi-layered (code 

and logic level) optimization is required. In order to achieve really good results, 

full graphics pipeline optimization should be performed. However, the present 

paper focuses on improving the rasterization performance. The rasterization 

process constitutes the dominant part of the total performance requirement of the 

image synthesis [21]. Thus, any kind of performance improvement (even 

eliminating a division) affects the final result significantly. 

Optimization should be performed on the basis of Michael Abrash’s idea: 

‘Assume nothing’ [4]; any logical considerations and their results can only be 
justified by measurements; the assumptions themselves are not acceptable. During 

the optimization process two main goals can be set for the filling algorithm: 

 The key issue is the acceleration of the calculations and iterations 

because the basic algorithm is not efficient in CPU time. 

 A more effective solution is required to traverse the pixels of the 

bounding box 

5.1 Incremental Approach 

One of the main problems of the simple filling model is that the pixel by pixel 

filling performed in the double iteration loop is extremely expensive 

computationally. To optimize these loops, let us start from the calculation of the 

Perp Dot product determinant. Based on the formula (1), the relationship of a 

point P and edge AB can be described as follows: |𝐵𝑥 − 𝐴𝑦 𝑃𝑥 − 𝐴𝑥𝐵𝑦 − 𝐴𝑦 𝑃𝑦 − 𝐴𝑦| = (𝐵𝑥 − 𝐴𝑥)(𝑃𝑦 − 𝐴𝑦) − (𝐵𝑦 − 𝐴𝑦)(𝑃𝑥 − 𝐴𝑥). (2) 

Performing the multiplications and by rearranging the factors (2) can be written 

as: 𝐹01(𝑃) ≔ (𝐴𝑦 − 𝐵𝑦)𝑃𝑥 + (𝐵𝑥 − 𝐴𝑥)𝑃𝑦 + (𝐴𝑥𝐵𝑦 − 𝐴𝑦𝐵𝑥). (3) 

The resulting equation is called edge function. Examining the factors, if the vertex 

positions are constants, the function is linear for P. The other two edge functions 

applying the same transformation are the following: 𝐹12(𝑃) ≔ (𝐵𝑦 − 𝐶𝑦)𝑃𝑥 + (𝐶𝑥 − 𝐵𝑥)𝑃𝑦 + (𝐵𝑥𝐶𝑦 − 𝐵𝑦𝐶𝑥), (4) 
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𝐹20(𝑃) ≔ (𝐶𝑦 − 𝐴𝑦)𝑃𝑥 + (𝐴𝑥 − 𝐶𝑥)𝑃𝑦 + (𝐶𝑥𝐴𝑦 − 𝐶𝑦𝐴𝑥). (5) 

If a triangle is counter-clockwise, then every edge function is positive for P, and 

the point is inside the triangle. 𝐹01 equation can be simplified by introducing 

additional constant: 𝐼01 ≔ 𝐴𝑦 − 𝐵𝑦, (6) 𝐽01 ≔ 𝐵𝑥 − 𝐴𝑥, (7) 𝐾01 ≔ 𝐴𝑥𝐵𝑦 − 𝐴𝑦𝐵𝑥.  (8) 

By substituting: 𝐹01(𝑃𝑥 , 𝑃𝑦) = 𝐼01𝑃𝑥 + 𝐽01𝑃𝑦 + 𝐾01. (9) 

During the iteration we travel row by row: move one pixel to the right, then one 

pixel up or down. Because 𝐹01 is linear, axis-aligned unit steps can be calculated 

in both directions by using the introduced constants (6) (7) (8): 𝐹01(𝑃𝑥 + 1, 𝑃𝑦) − 𝐹01(𝑃𝑥 , 𝑃𝑦) = 𝐼01, (10) 𝐹01(𝑃𝑥 , 𝑃𝑦 + 1) − 𝐹01(𝑃𝑥 , 𝑃𝑦) = 𝐽01. (11) 

If we move one pixel to the right, 𝐼01should be added to the edge function. If we 

move one pixel up or down then 𝐽01 is the additive tag. Following the above logic, 

the pseudo implementation of the iteration-based and modified filling algorithm is 

as follows: 

Calculate triangle bounding box (minX, minY, maxX, maxY); 

Clip box against render target bounds (minX, minY, maxX, 

maxY); 

Const.: 𝐼01, 𝐽01, 𝐾01, 𝐼02, 𝐽02, 𝐾02, 𝐼03, 𝐽03, 𝐾03, 𝐹01, 𝐹02,𝐹03 
 

Cy1=F01; Cy2=F02; Cy3=F03; 

Loop j=minY to maxY step 1 

      Cx1=Cy1; Cx2=Cy2; Cx3=Cy3; 

      Loop i=minX to maxX step 1 

            if (Cx1 > 0 and Cx2 > 0 and Cx3 > 0 )           

                RenderPixel(P); 

            // Inner loop increments 

            Cx1 -= I01; Cx2 -= I02; Cx3 -= I03; 

      end  

      // Outer loop increments 

      Cy1 += J01; Cy2 += J02; Cy3 += J03; 

end 

5.2 A Block-oriented Half-Space Rasterization Model 

The performance requirement of rasterization is caused by travelling all the pixels 

of the bounding box because the box also contains pixels, which are outside the 

triangle. Therefore, it is expedient to propose an extension of the basic model, by 
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which these pixels can be skipped. However, it is important to note that only those 

logical approaches can be applied which can be quickly evaluated and executed. 

Any operation executed in a double iteration loop and storing additional 

intermediate states has a negative impact on the performance. In such cases the 

cost of travelling unnecessary pixels will be less than the execution of control 

logic. In the following an efficient block-based traversal algorithm will be 

presented. 

The unnecessary calculations can really be reduced, if the traversal process is 

performed on larger pixel sets. To achieve this, the triangle bounding box should 

be divided into squares which will be the basic units of the traversal logic. Figure 

2 shows the essence of the block-based traversal method: 

 

Figure 2 

Block-based triangle covering 

The smallest unit of iteration is a block. The algorithm is performed from top to 

bottom, row by row and the top-left block can be chosen as the starting point of 

the traversal. This approach provides an opportunity for the pixel-triangle 

containment relation to be performed at a block level. It is sufficient to investigate 

only the four corners of the square. On this basis, there are three cases: 

1. every corner of the block is outside the triangle; 
2. the block overlaps the triangle; 
3. the block is completely inside the triangle. 

The first case is the most favourable because in this case there is no need for 

additional calculation on writing pixels into the framebuffer. The block can be 

skipped entirely. The second case is the worst, where the pixel-triangle 

containment calculation needs to be done for each pixel in the block, and 

according to the results the color of the pixel should be calculated. This part of the 

algorithm is essentially the same as the basic, pixel-level filling. Case 3 is also 

favourable for traversal. Since each pixel of the block falls within the triangle, 

there is no need to calculate the edge functions per pixel or do the containment 

verification. Only the color of the pixels should be determined. The iteration also 

allows an additional supplement. When the edge of a triangle is reached in a row, 
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we can move straight to the next row because only empty blocks can be found 

from this position. 

This traversal logic is simple, the block-level iteration does not require complex 

calculations: only a state should be stored and an additional condition check is 

required. Practical experience shows that the extra computing capacity for 

executing the logic is slightly smaller than the cost of checking blocks to the end 

of the row. However, the same solution cannot be applied for improving 

performance of the pixel level processing inside a block type 2. Although it seems 

appropriate, it degrades the performance. 

The following pseudo code shows the logic of the algorithm: 
Calculate triangle bounding box (minX, minY, maxX, maxY); 

Clip box against render target bounds (minX, minY, maxX, maxY); 

Loop j=minY to maxY step=q 

    Loop i=minX to maxX step=q 

       // Block corners 

       C1x=i; C1y=(i+q-1) C2y=j; C2x=(j+q-1); 

       if C1x, C2x, C1y, C2y all outside the triangle then 

          continue; 

       // Fully covered blocks 

       if C1x, C2x, C1y, C2y all inside the triangle then 

           RenderBlock(i,j,q); 

           continue;  

       end 

       // Partially covered blocks 

       Loop k=j to q step=1 

           Loop l=i to q step=1 

              if  pixel(k,l) inside the triangle 

                  RenderPixel(k,l); 

           end 

       end 

   end 

end 

The key element of the algorithm is the iteration block size. If the block size is too 

small, then the block-level calculations require more computing capacity than 

checking only simple pixels. If large block size is chosen, then there will be fewer 

triangles which fulfil cases 1 or 3. Therefore, the block-based traversal does not 

result in any performance improvement. Practical measurement experience shows 

that an 8x8 block size typically provides accurate results. 

The efficiency of the process can significantly be affected by the orientation of the 

triangles. If the presented triangle mesh consists of large polygons, or the camera 

view is close to a polygon, then the vast majority of the blocks will be in the 

triangle (case 3). In this case, rasterization can be very fast, especially when 

applying a SIMD instruction set in performance critical parts. However, if narrow 

triangles are dominating, there will be no notable speed improvement because the 

number of overlapping blocks is increasing (case 2). 

Investigating modern computer games, it can clearly be seen that mainly pixel-

level effects are dominating (bump/normal/parallax mapping, etc.). Wherever 
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possible, programmers apply screen space pixel transformations instead of 

increasing the number of polygons. Therefore, the block-based approach is well 

applicable. 

5.2.1 Benefits of the Block-based Model 

The advantage of this approach is that during the process a lot of pixels outside the 

triangle can be excluded from rasterization. The solution reduces the number of 

iterations in the bounding box, which can fundamentally be a performance-

enhancing factor. Certain operations like perspective correct texture mapping or 

mipmapping can be performed in larger units applying linear interpolation. It is 

also favourable for visibility determination algorithms. In addition, a hidden 

advantage of the block-based approach is that it allows a more localized memory 

access and efficient CPU cache usage because data are located close each other. 

The reduction of cache misses represents a further performance improvement [10]. 

Finally, it should not be forgotten that the block-based model is much more 

parallel-friendly. Due to the distribution of operations to several threads, the block 

as a larger unit has important advantages. 

5.3 An Adaptive Half-Space Rasterization Model 

The presented pixel- and block-level models can be applied in any triangle 

orientation. However, their efficiency is unbalanced. The algorithm handling only 

pixels is less efficient in the case of large triangles and the performance of the 

block-based approach is not sufficient in the case of thin triangles. Another 

performance-enhancing factor could be, if an adaptive model was used in 

accordance with the characteristics of the triangle and changes were made in the 

applied rasterization method dynamically. The precondition for this is to 

determine the characteristic of the triangle. 

It is expedient to define two groups: triangles, which are narrow and those which 

correspond to the block-oriented approach. The orientation can be defined by 

introducing a metric based on the bounding box of the triangle: 𝑜𝑟𝑖𝑒𝑛𝑡∆ =  𝐵𝐵𝑚𝑎𝑥𝑥−𝐵𝐵𝑚𝑖𝑛𝑥𝐵𝐵𝑚𝑎𝑥𝑦−𝐵𝐵𝑚𝑖𝑛𝑦 (12) 

The definition of the formula is intentionally simple because rasterization setup 

costs should be kept at a minimum level. The orientation is a positive number. Its 

value is 1 if the bounding box is a rectangle. If the width is dominant, the value of 

the ratio increases and if the height is dominant, the value will be reduced. We can 

state that triangles with a ratio close to one are ideal for the block-based model, if 

their size reaches at least one block along the x or y axis. The more we move away 

from this value the more advisable it is to use the pixel-based algorithm. On this 

basis, a range for switching between the two methods can be determined by 

experience. Experience shows that it is triangles with orient values of 0.4 -1.6 that 
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should be rasterized with the block-based approach, in all other cases the pixel-

based algorithm is recommended. 

The adaptive algorithm is especially advantageous since it is always the preferred 

model that is applied of the two. Therefore, the rasterization performance can be 

significantly increased. 

5.4 Problem of Empty Blocks 

Although the block-based approach significantly helps to travel the empty area of 

the bounding box faster, the number of traversed empty blocks is still significant 

and superfluous. The following example illustrates the problem well: 

 

Figure 3 

Block-based covering with empty block coloring  

In Figure 3, the orange color indicates the traversed empty blocks. Since the 

algorithm always starts the investigation of the rows from the left of the bounding 

box, it travels several empty blocks before reaching the edges. Although these 

calculations are computationally less intensive than reading or writing pixels, but 

in the case of a complex scene a significant amount of unnecessary calculations 

are involved. In the above example (Figure 3), there are 18 completely empty 

blocks of all the 84, which is 21% of all the blocks. To reduce the traversal of the 

empty area, several approaches have been developed, where the ZigZag [22] and 

Backtrack [7] are the most widely known algorithms. Both algorithms perform 

rasterization at pixel level and their main characteristic is that they exclude 

unnecessary traversal at only one side of the triangle. However, on the other side, 

when stepping to the next row, they are not able to skip every empty pixel in many 

cases. In addition, the traversal direction changes row by row, which requires 

storing more states and increasing the number of conditions (CPU branching can 

be slow if statements are unpredictable). 
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5.5 A Block-based Bisector Half-Space Rasterization Model 

In the following a block-based algorithm is presented which aims to minimize the 

number of traversed empty blocks and thus to reduce unnecessary calculations. 

Figure 4 explains the essence of the traversal. 

The basic idea is that the problem of empty-block minimization can effectively be 

solved if the traversal starts from a common point inside the triangle and moves in 

two directions. The filling is divided into two directions along the y axis of the 

bounding box and performed from top to bottom, bottom to top and to half of the 

box. 

 

Figure 4 

Triangle traversal logic of the Bisector algorithm 

The bidirectional traversal at row level starts from the inside out until an empty 

block is reached. The starting block of the next row is calculated from the first two 

blocks found outside the edges at the previous row:  𝑆𝑡𝑎𝑟𝑡 𝑏𝑙𝑜𝑐𝑘 = 𝐿𝑒𝑓𝑡 𝑏𝑜𝑢𝑛𝑑 + (𝑅𝑖𝑔ℎ𝑡 𝑏𝑜𝑢𝑛𝑑 − 𝐿𝑒𝑓𝑡 𝑏𝑜𝑢𝑛𝑑) / 2. (14) 

It is important to note that, if the starting block does not fall on a block boundary, 

then rounding is also required. The division by two can significantly increase the 

load. Therefore, in implementations it is expedient to use fixed-point arithmetic 

because starting block can be calculated without division and with block boundary 

alignment:  𝑆𝑡𝑎𝑟𝑡 𝑏𝑙𝑜𝑐𝑘 += (𝐿𝑒𝑓𝑡 + (𝑅𝑖𝑔ℎ𝑡 − 𝐿𝑒𝑓𝑡) ≫ 1)  &  ~(𝑞 − 1). (15) 

The traversal to the right direction starts from this block and the left starts filling 

from the previous block. The first row is special because there is no information 

available from the previous row. In this case, the x coordinate of the topmost 

vertex aligned to block boundary can be used as a starting block because it is 

inside the triangle. The initial state cannot be affected if two vertices of the 
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triangle are located at the top of the bounding box. Selecting either of them 

provides accurate results because these points are located at the edges of the 

bounding box. 

Because of the block nature of the algorithm, due to the nature of the triangle 

edges, the iteration to the left will not find any fillable block if only one block can 

be filled in the first row. In this case, the value of the ‘Left bound’ takes the 
boundary coordinates of the bounding box and based on (15) the next row will 

definitely start at an outside block until the traversal reaches the interior of the 

triangle along the y axis. This is a serious problem because it increases the 

traversed empty blocks. To remedy this, the algorithm requires a further 

extension: the value of the ‘Left bound’ should only be changed if any inside 
block is found during the left directed traversal. Otherwise, its position should not 

be updated, so the next row also starts from the block of the previous ‘Left 
bound’, from the x coordinate of the topmost vertex. 

The next key element of the algorithm is the requirement of the bottom-up 

traversal. Figure 5 illustrates the basic problem performing only the top-bottom 

crawling. 

 

Figure 5 

The inefficiency problem of the top-bottom only traversal 

In cases when an edge of the triangle is very flat, the calculation of a new middle 

block at the next row will result in an outside block (last row in Figure 5). The 

best case for the traversal would be when the middle block arrives at the corner of 

the bottom edges, but it cannot be guaranteed because the middle point is defined 

by the previous row. Therefore, the number of traversed empty blocks can 

increase. 

The solution is offered by the bottom-up traversal of the lower part of the triangle. 

As the starting block can exactly be determined from the x coordinate of the 

bottommost vertex at this time, the traversal of the empty blocks seen in Figure 5 

is completely eliminable like in Figure 4. 

Although the solution appears complex, it does not require any complicated 

calculations and the control logic is simple. The algorithm effectively minimizes 
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the traversal of the empty blocks. The pseudo-code of the full algorithm is as 

follows: 

 

Calculate triangle bounding box (minX, minY, maxX, maxY); 

Clip box against render target bounds (minX, minY, maxX, maxY); 

 

Find Topmost vertex, calculate leftPoint and rightPoint 

halfY = minY  + ((maxY - minY) >> 1)& ~(q - 1); 

BlockSize = q; 

Loop j=minY to (halfY + BlockSize) step=BlockSize 

    midPoint = leftPoint + ((rightPoint-leftPoint) >> 1)& ~(BlockSize - 1); 

    x = midpoint; 

    Loop k=0 to 2 step=1   

       Loop x to (q > 0 ? x < maxX : x > minX - BlockSize) step=q   

          // Block corners 

          C1x=x; C1y=(x+BlockSize-1) C2y=j; C2x=(j+BlockSize-1); 

          if C1x, C2x, C1y, C2y all outside the triangle then 

             continue; 

          // Fully covered blocks 

          if C1x, C2x, C1y, C2y all inside the triangle then 

             RenderBlock(x,j,BlockSize); 

             continue;  

          end 

          RenderPartiallyCoveredBlock(j,x, BlockSize); 

       end 

       q = -q; 

       if k==0 then rightPoint = x - BlockSize; 

       else leftPoint = x + BlockSize; 

       x = midpoint – BlockSize; 
    end 

end 

 

Find Bottommost vertex, calculate leftPoint and rightPoint 

Loop j=maxY &~(BlockSize-1) to halfY step=-BlockSize 

 Repeat the above part 

end 

6 Practical Experience and Results 

To evaluate the above rasterization models from a practical point of view, a 

single-threaded pipeline architecture was developed. Although it is possible to 

apply distributed approaches in several parts of the pipeline, this paper only 

focuses on accelerating single-threaded pixel operations. 
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6.1 The Test Environment 

The sample programs were written in C++ applying the GCC 4.8.1 compiler and 

the measurements were performed by an Intel Core i7-870 2.93 GHz CPU in a 64 

bit Windows 7 environment. The implemented pipeline does not contain any 

hand-optimized SIMD code parts, only the compiler-optimized code was applied. 

The chosen screen resolution and color depth were 1024x768x32 in windowed 

mode and the used hardware for the test was an ATI Radeon HD 5670 with 1 GB 

of RAM. The software framebuffer was defined as a 32 bit unsigned integer array 

aligned to 16 bytes. This made an effective pixel handling possible, which stored 

the four components of a pixel together [21] to make memory operations faster. 

The prototype application used a software z-buffer and backface culling to solve 

visible surface determination, but texture mapping had not been implemented yet. 

To illuminate objects, the Lambertian reflectance was applied and rasterization 

used a top-left convention for filling. 

6.2 Benchmark Results 

During benchmarking, several different test cases were prepared. Each of them 

represented a special group of tasks frequently occurring in practice. The 

measured results are cumulated values calculated from the average frame rates 

(FPS) during a 20 sec running period. The distance of the models from the camera 

affects the performance largely. When an object is farther away, usually many 

small triangles should be drawn. However, getting closer to the camera, the 

projection of the polygons will be larger and the number of fillable pixels is 

increasing. Test Cases for benchmark: 

Case 1: low poly model located farther from the camera. 

Case 2: low poly model located close to the camera. The polygons cover about the 

80% of screen pixels. 

Case 3: high poly model built from small triangles (head) located farther from the 

camera  

Case 4: high poly model built from small triangles (head) located close to the 

camera. The polygons cover the entire screen. 

Case 5: medium poly model (statue) cover about the 80% of screen pixels. The 

model contains both small and large triangles. 

Table 1 summarizes the results achieved by different types of rasterization 

algorithms. The test results show that the basic half-space algorithm is proved to 

be the slowest in every case as expected. Through its simplicity, it does not 

contain any optimizations. The incremental based approach can be regarded as a 

transition, its performance converges to the other, better solutions. If we examine 

the block-based model, it can be seen that during the tests C3 and C4 its 

performance was not satisfactory. The main reason for this is the nature of the 

scenes. 
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Figure 6 

Part of the sample models: head (196.602 triangles), statue (95.346 triangles) 

Table 1 

Benchmark results 

Test  

cases 

Benchmarks (FPS) 

Half-space algorithm variants 

Simple 

rasterizer  

Incremental 

rasterizer 

Block-based 

rasterizer 

Adaptive 

model 

Adaptive and 

Bisector 

algorithm 

C 1 112 294 456 506 517 

C 2 58 165 552 552 564 

C 3 60 67 51 67 69 

C 4 23 37 35 40 45 

C 5 69 97 106 125 132 

These tests used high poly models built up from small triangles, which cannot be 

managed effectively by the block-based algorithm (the number of partially 

covered blocks increase). The adaptive model variant proved its efficiency in all 

cases. The logic of its triangle-orientation-based decision was able to maintain the 

high level performance. The fastest solution is achieved by the combination of 

adaptive and bisector algorithms. This made it also possible to take advantage of 

the reduction of empty blocks. 

Conclusion 

Although present day rasterization is almost exclusively performed by GPUs, we 

cannot forget the opportunities offered by modern CPUs. It should be recognized 

that certain functions can and should also be shared between GPU and CPU in 

order to make a more effective and robust rasterization model. To bring the two 

sides more closely together, this paper highlighted the basic problems of 

visualization. We can see that developing a fast and effective rendering model is 

not trivial, there are many difficulties. The authors presented some new variants of 



Acta Polytechnica Hungarica Vol. 12, No. 7, 2015 

 – 235 – 

the classic half-space triangle rasterization model, which fits much better with 

modern CPUs and can be a good basis for developing a more complex rasterizer, 

for example a hybrid pipeline between GPU and CPU. In the future, it is expected 

that  many applications will be released using a similar technology. 
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Abstract: Smart grids are modern electric power infrastructures, which incorporate 

elements of traditional power systems and information and communication technology 

(ICT), with the aim to improve the reliability, efficiency and safety requirements of critical 

infrastructure systems. Due to its reliance on ICT, the Smart Grid exposes electrical power 

systems to new vulnerabilities and security issues. Therefore, security is becoming an ever 

increasing concern, in the physical and ICT domain as well. Access controls are one of the 

most important aspects of information security and a vital element of a layered security 

strategy. The role-based access control (RBAC) model is widely used in complex enterprise 

systems which are characterized by many participants accessing the system, but with 

different levels of access rights depending on their specific duties and responsibilities. The 

existing security models, which are primarily role-based, are usually not tailored for 

critical infrastructure systems with specialized features, such as high numbers of equipment 

and devices dispersed over vast geographical regions. In order to meet the security 

requirements of smart grids, it is important to manage their assets on a fine level of 

granularity. This paper proposes an access control management system for smart grids by 

considering the regional division of critical assets and concept of areas of responsibility 

(AOR). To this end, the standardized RBAC model was extended with the aim to improve 

the existing access control policy with greater level of granularity from the aspect of 

managing electrical utilities. In this paper, we propose the RBACAOR model, which was 

developed and tested on the Windows operating system platform using .NET Framework 

role-based security, with the use of different data stores for the RBACAOR configuration, 

namely Active Directory (AD), AD Lightweight Directory Services (AD LDS) and Microsoft 

SQL Server. 

Keywords: smart grid; role-based access control; regional division; area of responsibility; 

1 Introduction 

Smart grids are modern electric power infrastructures which incorporate elements 

of traditional electric power grids and information and communication technology 

(ICT), with the aim to improve the reliability, efficiency and safety as crucial 

mailto:drosic@uns.ac.rs
mailto:lendak@uns.ac.rs
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requirements of critical infrastructure systems. As complex systems of systems, 

which are integrated and interconnected over the communication network, smart 

grids brought along substantial benefits relating to the automation, supervision and 

real-time monitoring and control throughout the electric power grid, modern 

communications infrastructure and modern energy management techniques [1][2]. 

In order to provide greater reliability, efficiency and effectiveness of operations, 

the Smart Grid relies on a complex information and communication infrastructure 

to establish interconnections between different smart grid components. This 

complexity and the numerous interconnections (e.g. utility field crew for 

accessing critical operations data, control center inter-connections, etc.), make the 

Smart Grid a prime target of cyberattacks. Deliberate attacks are not the only 

threats to modern critical infrastructures (smart grids included), which might 

jeopardize the reliable and safe operation of these complex systems [3][4], 

illegitimate access and malicious attacks against smart grids can also cause data 

latency or data loss, thus negatively affecting operation capabilities, e.g. decision 

making and timely and correct responses to system events. The privacy of users 

might also be compromised as consumer data is now stored in business systems, 

which are often accessible from the Internet [5]. 

Because of the above listed threats, security is becoming a growing concern in 

smart grids, and the protection of the system and its resources from unauthorized 

access is of critical importance. Strict access control systems are a vital element of 

a layered security strategy, especially in mission-critical systems and services, 

where they represent a significant step towards eliminating single points of failure. 

This paper proposes the RBACAOR access control management system, which 

addresses the specific requirements of smart grids. The existing role-based access 

control (RBAC) model [6] will be extended to support features and security 

requirements specific to the smart grid environment. These specific features and 

requirements are analyzed in Section 2. The extended RBACAOR model is 

discussed in Section 3. The proposed RBACAOR model is applied in a smart grid 

environment in Section 4. 

2 Security Requirements and Features of Smart Grid 

2.1 Security Requirements of Smart Grids 

A conventional power grid is composed of dedicated power devices which form 

isolated networks, with reliable and predictable communication links. In contrast, 

smart grids expose electrical power systems to new vulnerabilities and security 

issues through the introduction of complex communication networks and 

information systems. In order to effectively protect smart grids from cyberattacks, 
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strong and robust security controls are needed. Access control is one of the most 

important aspects of information security, critical in preserving the confidentiality, 

integrity and availability of information [7]. Availability might be the most 

important security objective in critical infrastructure systems, as a measure 

towards ensuring continuous, uninterrupted, real-time monitoring and control. 

While information integrity is an increasingly critical requirement, confidentiality 

was historically the least critical for electric power grids. The latest trends show, 

that it is becoming more significant as personal information (such as customer 

energy consumption data) might be available on networks and disclosure of 

sensitive data can lead to serious concerns regarding user privacy. 

In order to meet security challenges, the National Institute of Standards and 

Technology (NIST) specified the following security requirements for smart grids 

[7]: 

 Availability refers to ensuring timely and reliable access to and use of 

system and data. Malicious attacks targeting availability can be 

considered as Denial-of-Service (DoS) attacks, which intend to delay, 

block, or even corrupt the communication channels in the system. 

 Integrity refers to guarding against information modification or 

destruction by unauthorized users or systems. Malicious attacks targeting 

the integrity of a smart grid attempt to manipulate or corrupt critical data, 

such as meter readings, billing information, or control commands, thus 

leading to the ability to negatively impact operations or even service 

disruption and system instability. 

 Confidentiality, refers to protecting sensitive data from unauthorized 

access. Although malicious attacks targeting confidentiality have 

negligible effects on the operation of the system, serious privacy issues 

arise from a disclosure of customer personal information and may lead to 

a variety of severe consequences in the Smart Grid. 

In order to address these challenging security issues in a Smart Grid, various cyber 

security controls are specified by the NIST. Access controls ensure 

confidentiality, integrity and availability of system and data by employing 

identification, authentication and authorization mechanisms as follows: 

 Identification & Authentication: the information system(s) incorporated 

into smart grids have to uniquely identify and authenticate all participants 

(users, devices, systems) requiring access to the system. 

 Authorization: the information system(s) incorporated into smart grids 

have to enforce authorization checks for valid users, who request access 

to resources within the system or between interconnected systems. 

Authorization may be achieved by various mechanisms to meet the needs 

of businesses. Different access control models are discussed in the 

following section. 
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2.2 Access Control Model Overview 

The existing access control models can be classified into three broad categories: 

mandatory access control (MAC), discretionary access control (DAC) and role-

based access control (RBAC). The MAC policy relies on security labels which 

have to be assigned to all users and resources in the system by system 

administrators, making the MAC inflexible for large systems. On the other hand, 

the DAC policy is based on object ownership, in which resource owners define the 

access privileges associated with their resources. Access control lists (ACL) are a 

commonly used DAC policy, enforcing specific entities attached to resources to 

define resource access to objects on a per user basis. Decentralized administration, 

as well as difficult and costly maintenance of large numbers of ACLs make the 

DAC less suitable for large systems. 

The RBAC model was introduced as an alternative to MAC and DAC, as a model 

which meets the security requirements of complex enterprise systems with many 

participants. In RBAC, access decisions are based on the user’s privileges 
obtained through the roles the user is authorized for. It offers easier access 

management, and reduces complexity and the cost of administration. These 

positive characteristics make RBAC suitable for systems with large numbers of 

users [8]. 

2.3 RBAC96 Model 

The RBAC96 [9] is a family of role-based access control (RBAC) models which 

defines the scope of RBAC features included in the NIST standard. The Core 

RBAC (RBAC0) defines a minimum collection of RBAC entities and entity 

relationships which have to be supported by any RBAC compliant system. Core 

RBAC elements and relations are listed below (RBAC abbreviations are enclosed 

in brackets): 

 Users (USERS) are subjects (a person, computer, network) which directly 

interact with the system, 

 Objects (OBS) are physical or information assets, i.e. any system resource 

which needs to be protected, 

 Operations (OPS) are active processes or actions invoked by a user, 

 A permission (PRMS) is an operation defined on an object – access right 

(privilege) for a resource in the system, 

 A role (ROLES) is a job function or responsibility in the context of the 

system, 

 User Assignments (UA) define user-role relations. Users are assigned to 

roles according to their responsibilities. Each user can be assigned one or 

many roles, and each role can be assigned to one or many users. 
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 Permission Assignments (PA) define permission-role relations. A role is a 

collection of permissions and each permission can be assigned to one or 

many roles. Permissions are not assigned to users directly. Instead, users 

obtain permissions implicitly through their roles. 

The set of entities and static relations in the RBAC0 model is represented in Fig. 1. 

The entity relationship diagram implies that a user can have one or many roles. A 

role is a collection of one or many permissions. Every permission is determined as 

a privilege needed to perform a certain operation on an object. 

 

Figure 1 

RBAC0 Entity Relationships Diagram 

2.4 Authorization Challenges in the Smart Grid 

The Smart Grid is a collection of information systems with different operational 

and functional requirements [10]. The operational system represents a real-time 

environment for monitoring and control of Industrial Control Systems (ICS), such 

as a Supervisory Control and Data Acquisition (SCADA) or Distributed Control 

System (DCS). Beside SCADA/DCS, smart grids usually contain enterprise 

systems as well, which are intended for business and engineering operations, as 

well as to provide access from the Internet using common functions like e-mail 

and web services. The SCADA/DCS and the various enterprise systems are often 

interconnected, thereby allowing data exchange, as well as efficient operational 

and maintenance activities. Therefore, strict access controls are crucial for a 

reliable and secure integration of ICSs in corporate business processes, ensuring 

that all users are restricted only to the functionalities needed to accomplish their 

duties, as well as to disable illegitimate users from accessing the system. 

Smart grids are very complex interconnected systems. For example, statistics [1] 

showed that there are over 2000 power distribution substations, about 5600 

distributed energy facilities, and more than 130 million customers all over the US. 

From this it follows that smart grids are characterized by large numbers of users, 

critical assets and functionalities which need to be properly managed, controlled 

and made available to appropriate users and applications across the system. 

Hundreds of thousands of pieces of equipment and devices are deployed over a 

very large geographical area and the separation of duties and responsibilities with 

respect to the electricity network (e.g. by voltage level, by substation, by feeder, 

or by device) significantly simplifies the management of these systems. 
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Furthermore, sharing responsibilities among users who are assigned the same role 

reduces a likelihood of (configuration) errors in the system. 

The RBAC96 is a rather generic access control model and does not fully meet all 

the security requirements of critical infrastructure systems, such as the separation 

of users’ duties and responsibilities according to regional division of critical 

assets. To this end, the notion of an area of responsibility (AOR) is introduced as 

another level of access control in the Smart Grid environment [11]. The AOR 

refers to a collection of electric power system resources in a common geographic 

area, usually managed together. Depending on the assigned AORs, a user can be 

allowed to monitor, control and/or modify only certain parts of the system. Fig. 2 

illustrates the relationships between electric power system resources, users and 

AORs. The resources belong to AORs as geographical areas, which are comprised 

of one or more logical areas. Users are never assigned to geographical areas 

directly. Instead, users are assigned to AORs as logical areas, thus obtaining a 

certain level of responsibility for geographical areas associated with these logical 

areas. In doing so, a finer granularity of access rights is allowed for users 

belonging to the same role. Hereafter, the notion of AOR configuration refers to 

both geographical areas and logical areas, as well as the relationships between 

them. 

 

Figure 2 

Area of Responsibility Configuration 

3 The Formal Definition of RBACAOR Model 

This sections contains a formal definition of RBACAOR, which extends the RBAC 

model and thereby meets the security requirements of smart grids discussed in 

Section 2. The model changes put forward in this paper propose to extend the 

basic set of RBAC0 entities and static relations to incorporate the concept of 

AORs. Only the static (i.e. configuration time) entity relationships are considered, 

i.e. any aspect of dynamic (i.e. on-the-fly) AOR assignment is outside our scope. 



Acta Polytechnica Hungarica Vol. 12, No. 7, 2015 

 – 243 – 

3.1 The Extended Set of RBACAOR Entities and Relations 

RBACAOR extends the basic set of RBAC0 entities with the concept of AORs [11]. 

The AOR entity is introduced to establish another level of access control with 

respect to the regional division of smart grid assets. The entity relationship 

diagram of the RBACAOR model is represented in Figure 3. The RBACAOR specific 

entities and relationships (marked in red) are summarized below: 

 User-AOR Assignments (UAA) are introduced to define relationships 

between users and AORs. A user can be assigned zero, one or many 

AORs. On the other hand, an AOR can be assigned to one or many users. 

An AOR should not remain unassigned, as in that case a part of the Smart 

Grid would be unsupervised. 

 Object-AOR Assignments (OAA) are introduced to define relationships 

between the smart grid assets (OBS) and AORs in the RBACAOR model. 

Depending on the structure of the electric power system, each asset can 

belong to one or many AORs. One example of one-to-many relation is 

for assets (e.g. switchgear) placed on (or near) the boundary between the 

high-voltage (HV) energy management and medium-voltage (MV) 

distribution management system. For OBSs which are assigned to zero 

AORs, AOR level of access control is not considered. Similarly, an AOR 

can be associated with an arbitrary set of objects, depending on the 

business logic. 

 

Figure 3 

RBACAOR Entity Relationships Diagram 

3.2 AOR Responsibility Matrix for the Operation of the Smart 

Grid 

To support different levels of responsibilities for the operation of electric power 

systems, the AOR entity is extended with the property LevelOfResponsibility 

which can take any of the following values: MONITORING, CONTROL and 

CONFIGURATION. AOR levels of responsibility are closely related to different 
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types of operations in the Smart Grid, which can be grouped into the below listed 

three categories [12][13]: 

 MONITORING – Smart grid monitoring (such as equipment status, 

power flow, outage information, etc.) delivers situational awareness 

about power system components and performance in near real time, 

based on which potential problems might be identified (overloads, 

high/low voltage conditions, fault and outage locations) and premature 

equipment failures might be predicted. 

 CONTROL – Smart grid control (i.e. operations) involves response to 

situations needing immediate actions in a timely and correct manner, e.g. 

the control of substations, transformers or feeders, configuration of 

different operational parameters which influence the behavior of the 

Smart Grid, managing incidents, etc. Control activities are usually carried 

out by human operators who analyze data (e.g. in the form of events and 

alarms in different systems) and decide which protective, preventive or 

corrective action should be taken. 

 CONFIGURATION – Smart grid configuration covers activities related 

to modifying feeders, transformers, and other components of electric 

power systems, and their connectivity in the network model. Importing 

feeders from a Geographical Information System (GIS) might be 

regarded as a configuration activity in the Smart Grid. 

The AOR responsibility matrix, namely the AOR Policy, is introduced to define 

the required level of responsibility for different types of smart grid operations. The 

AOR Policy is determined by the following rule: a user is allowed to execute an 

operation on an OBS (i.e. smart grid asset belonging to a particular AOR) only if 

the category of the requested operation corresponds to the AOR level of 

responsibility the user is assigned to. Otherwise, the user is restricted to read-only 

access to the requested smart grid asset. 

Introducing different categories of smart grid operations does not require any 

additional changes to the Operation entity defined in RBAC0. Instead, requiring a 

certain level of responsibility for the operation is accomplished by employing the 

AOR’s property LevelOfResponsibility based on the (logical) category of every 

smart grid operation. 

3.3 Class Diagram of RBACAOR Authorization Framework 

The set of entities and static relations in the RBACAOR model is represented in 

Figure 4. The RBACAOR class diagram is given in the context of the Microsoft 

Windows operating systems. A security principal is any entity which can be 

authenticated by the system, e.g. users and user groups. A security identifier 

(commonly abbreviated SID) is used as a unique, immutable identifier of users, 

roles, permissions and AOR entities. 
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Figure 4 

RBACAOR Class Diagram 

4 RBACAOR Implementation 

The proposed RBACAOR access control management system was implemented 

with Microsoft’s Identity and Access Management (IAM) system and the .NET 
programming framework. The core component of Microsoft’s IAM system is the 

Active Directory Domain Services (AD DS) which provides a centralized and 

secure identity storage and services for authentication and authorization, 

compliant with the Lightweight Directory Access Protocol (LDAP) protocol. 

Kerberos is a trusted third party authentication protocol natively included in the 

Active Directory (AD) environment, it ensures mutual authentication of principals 

and provides them with a shared session key (symmetric cipher key) to protect the 

confidentiality and integrity of communication channels. 

The authorization mechanism ensures control of privileged operations based on 

information contained in a centralized identity storage. For applications running 

within the enterprise boundary (and having access to the AD over LDAP) the 

.NET authorization framework enables role-based access control mechanism in 

which roles are defined as AD security groups representing the relationship 

between users and access rights to resources in the system. Our initial analyses 

showed that using AD for storing the entire RBACAOR configuration would incur 

significant performance issues. Furthermore, AD schema changes, required to 

support new RBACAOR entities, would result in a significant and costly 

administrative burden. Furthermore, errors in AD schema changes might result in 

data loss or corruption. Therefore, we suggest storing the RBACAOR configuration 

in different types of data stores, depending on the type of data and how 

applications use them. 
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A single smart grid system was modeled in a single AD domain with its own 

identity storage, thus ensuring separation of users’ responsibilities between 
different systems. However, a controlled communication must be established 

between systems to accomplish different business needs as discussed in Section 2. 

A secure integration of multiple systems occurs through the AD trust mechanism 

which establishes a trust relationship between identity stores, allowing for users in 

one domain to access resources in another domain. The remainder of this section 

describes details regarding the RBACAOR configuration data storage and the 

RBACAOR access control system. 

4.1 RBACAOR Configuration Storages 

Two different types of databases were used for storing RBACAOR configuration. A 

directory database was used for storing relatively static data which needs to be 

distributed among applications in a single system or between systems. A relational 

database was used for storing frequently changing data on a per-application basis. 

Figure 5 shows how the different databases were used for storing the RBACAOR 

entities. 

Active Directory (AD) was used as a directory database to provide a centralized 

storage of system-specific information, such as users, roles and user-role 

membership, which needs to be used across the enterprise and between systems. 

However, AD could provide more complex access controls based on other data, 

including user attributes, time, data or other environmental attributes, thus 

allowing for a higher degree of control and more flexibility to meet the specific 

needs of enterprise systems. 

Application-specific data (permissions, AORs and group memberships related to 

RBACAOR) were stored in the Active Directory Lightweight Directory Services 

(AD LDS). The AD LDS is a service-architected implementation of AD which 

runs on every machine in the system, thus alleviating run-time loads on AD and 

reducing network traffic. RBACAOR application data require directory schema 

extensions to include definitions of custom objects and attributes and storing 

application-specific data in AD LDS allows for flexible access control mechanism 

which can be extended with new application-specific entities without incurring 

significant risks, costs, or burdens. 

Electric power system resources change more frequently compared to other 

RBACAOR entities (users, roles, permissions, AORs). These changes are related to 

creating, editing and deleting electric network elements, their connectivity and 

AOR memberships when the smart grid’s network model is configured or 

integrated with other IT systems. Accordingly, Microsoft’s SQL Server was used 

as a relational database, to store information about OBS entities, as well as, 

relationships between OBS and AORs. 
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Figure 5 

RBACAOR Data Storages 

4.2 RBACAOR Access Control System 

As presented in Figure 6, the RBACAOR access control system is comprised of two 

processes, authentication and authorization, which are combined to ensure that 

resources are accessed only by authorized users. 

The RBACAOR authentication framework utilizes .NET Integrated Windows 

authentication (IWA) as a first step toward gaining access to the system. IWA is 

based on the Secure Protocol Negotiation (SPNEGO) security package embedded 

in the Windows operating systems. Although the SPNEGO can interface with both 

the Kerberos and the NTLM authentication protocols, Kerberos was chosen as the 

best suited authentication protocol for intranet environments where both clients 

and servers are in the same domain or trusted domains. Kerberos is a widely-

adopted network authentication protocol, in which client and server mutually 

authenticate each other based on a reliable third-party. Kerberos ensures session 

confidentiality and integrity by using session keys [14]. 

The RBACAOR security principal is a result of successful authentication and 

consolidates identity information from multiple data storages (AD and AD LDS) 

which are combined in real-time. The RBACAOR authorization framework is based 

on .NET Framework role-based security which has been adapted to specific data 

stores of system and applications, such as AD, AD LDS and SQL Server. The 

RBACAOR authorization framework is comprised of two independent authorization 

processes which are combined to determine the final access control decision based 

on information encapsulated into the RBACAOR security principal: 

1. The Role-Based Access Control flow is executed by a user request to 

execute operation Op on an OBS. A RBAC access decision is determined 

by checking whether the RBACAOR security principal has a permission 

which defines the privilege for the required resource. 

2. The AOR access control flow is executed by a user request to access 

OBS, belonging to an area of responsibility AOR. An AOR access 

decision is determined by checking whether the RBACAOR security 
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principal is a member of at least one logical area associated with the 

AOR to which the object (OBS) belongs. 

The final access control decision is determined based on the RBAC access 

decision and AOR access decision so that access is authorized only when both 

RBAC and AOR access decisions are determined as allowed. For authorized 

users, the level of responsibility is further considered based on the AOR Policy. 

As explained in Section 3, a user is allowed to execute an operation Op on an 

object (OBS) only if the user is assigned to at least one logical area (related to the 

AOR to which object belongs) with the level of responsibility which corresponds 

to the category of the requested operation. Otherwise, the user is restricted to read-

only access to the requested operation on the smart grid asset. 

 

Figure 6 

RBACAOR Access Control System 

Conclusions 

This paper addresses the problem of access control in smart grids, as one of the 

most important aspects in preserving the confidentiality, integrity and availability 

of smart grid (and critical infrastructure systems in general) assets. First, we 

analyzed features and security requirements specific to smart grids, in order to 

define the strengths and weaknesses of the existing access control models, with 

emphasis on the RBAC model, as the most commonly used model in large 

enterprise systems. While analyzing the security requirements of smart grids, we 

deduced that the existing access control model based on a user’s roles and 
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responsibilities within the system does not cover every security requirement of 

modern electric power grids with large numbers of equipment and heterogeneous 

devices dispersed over vast geographical regions. Therefore, this paper presents an 

extension to the standard RBAC0 model with the concept of the area of 

responsibility (AOR). The proposed RBACAOR model is comprised of two 

separate components: role-based access control flow and AOR-based access 

control flow. Both components check independently whether users have 

appropriate access rights, and make the final access decision based on the 

combination of access decisions made by each subcomponent. 

The RBACAOR model extends the currently available role-based access controls, to 

provide an efficient and highly secure access control method designed specifically 

for smart grids. The proposed access control model was implemented with 

Microsoft technologies and can be easily integrated into existing role-based access 

control systems which are based on Active Directory security services. 

Hierarchical RBAC or constrained RBAC were outside the scope of this research, 

i.e. only the Core RBAC features and the set of static relationships were taken into 

consideration. Making access control decisions based on user and/or session 

attributes to enforce different constraints depending on the context in which 

limitations are imposed was (also) outside of the scope of this paper. Some 

examples include roles and AORs which can be activated/deactivated for a given 

user, depending on the workstation the user has logged into, or dynamic AOR 

assignment to support transfer of duties during regular system activities. Activities 

related to real time simulation in smart grids in order to analyze the behavior of a 

network which evolves might also require specific authorization policies. The 

authors intend to explore these questions as part of their future research. It is 

important to note that the RBACAOR model proposed in this paper is flexible and 

extensible, and the authors are confident that it will easily incorporate solutions 

for these additional requirements. 
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