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Abstract: Wireless networks are increasingly overwhelmed by Distributed Denial of 

Service (DDoS) attacks by generating flooding packets that exhaust critical computing and 

communication resources of a victim’s mobile device within a very short period of time. 
This must be protected. Effective detection of DDoS attacks requires an adaptive learning 

classifier, with less computational complexity, and an accurate decision making to stunt 

such attacks. In this paper, we propose an intrusion detection system called Fuzzy Q-

learning (FQL) algorithm to protect wireless nodes within the network and target nodes 

from DDoS attacks to identify the attack patterns and take appropriate countermeasures. 

The FQL algorithm was trained and tested to establish its performance by generating 

attacks from the NSL-KDD and CAIDA DDoS Attack datasets during the simulation 

experiments. Experimental results show that the proposed FQL IDS has higher accuracy of 

detection rate than Fuzzy Logic Controller and Q-learning algorithm alone. 

Keywords: Intrusion detection; Fuzzy system; Reinforcement learning; Multi Agent System 

1 Introduction 

Recent advances in wireless communication and digital electronic have enabled 
the development of low-cost, low-power, multifunctional nodes which are small in 
size and which communicate with each other using radio frequencies [1]. A single 
node has limited capability in sensing and it is only capable of collecting data 
from a limited region within its range. Therefore, in order to gather useful 
information from an entire of Wireless Sensor Networks (WSNs), the data must be 
collected through the collective work of a number of sensor nodes. 

http://www.sciencedirect.com/science/article/pii/S0952197613000766
http://www.sciencedirect.com/science/article/pii/S0952197613000766
mailto:badrul@um.edu.my
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The application designs for wireless sensors such as natural disaster relief [2], 
health monitoring [3], and hazardous events [4], afford greater flexibility in 
establishing communications and increase system automation, though lack in 
security and privacy [5]. The core weaknesses with these sensor nodes lie in the 
limited-resource devices, i.e. power and processing units. For this reason, 
vulnerability to various security threats is notably high. Meanwhile, an adversary 
possesses passive and active abilities. It may thus implicate sensor nodes through 
access to secret information such as keys stored in the compromised node in 
addition to the potential to eavesdrop and exhaust the sensor node resources [6]. 
Therefore, security is still a major design goal in WSNs. 

In 2012, a report by Gartner reveals that a sophisticated class of DDoS attack sent 
an attack command to hundreds or even thousands of mobile agents, which then 
launched flooding attacks to access multiple websites [7]. Different types of 
DDoS attacks have been developed, which can be classified as TCP flood, UDP 
flood, ICMP flood, smurf, distributed reflector attack and distributed reflector 
attack are discussed [8]. During the distributed SYN flood attack, the 
compromised systems (“zombies”) are led to send SYN packets with an invalid 
source IP address, to create an instance of a half-open connection data structure on 
the target server. It can be concluded that the memory stack on the victim’s system 
is filled up and no new demands can be handled [9]. 

The problem of DDoS attacks has already been addressed in many studies. Fuzzy 
logic controller as a soft computing (SC) technique enables decision making when 
the values are mostly estimated or the available information is incomplete or 
ambiguous especially in systems that deliver tedious mathematical models [10, 
11]. Fuzzy logic based detection systems are capable of calculating with 
availability of only ambiguous information; these systems are suitable for 
describing their decisions but the rules they utilize to generate decisions cannot be 
obtained automatically. To improve the drawbacks of unknown behavior 
detection, fuzzy logic combined with neural network in terms of adaptive neuro 
fuzzy to identify the abnormal behavior by tuning the fuzzy rules [12, 13]. The 
most remarkable advantages of the neuro fuzzy classifier are robustness and 
flexibility, but consume massive computing resources when performing fuzzy 
alarm correlation in large scale wireless network [14]. 

Reinforcement Learning [15] appears to be a greatly significant method of 
wireless network security due to its capability to autonomously learn new attacks 
via online, unsupervised learning, as well as to modify new policies without 
complex mathematical approaches [14]. It has been proven to be effective, 
especially in real time fault detection and when no prior system’s behavior 
information is assumed. A disadvantage of reinforcement learning is the lack of 
memory to sustain the agent’s data [16]. These limitations have been our 
motivation for the creating of intelligent systems where fuzzy logic systems 
utilized reinforcement learning algorithms to overcome the problem of memory 
and accuracy of detection. 
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To improve the accuracy of detection, Intrusion Detection System (IDS) proposed 
to identify the type of possible attacks [17]. Munoz et al. [18] utilized fuzzy Q-
learning for congestion detection to drop packets that differs from normal features. 
Fuzzy Q-learning algorithms proposed by Munoz improved the accuracy of 
detection and consumed minimum resources, due to an increase in the high 
volume of traffic. The approach we have used in this study aims to design a hybrid 
intrusion detection system called a Fuzzy Q-Learning (FQL) to enhance the 
learning ability of attack detection. Our research work, fuzzy logic controller 
utilized fuzzy min-max strategy to provide the action selection policy. The Q-
learning algorithm adjusts their parameters (i.e, state, action) based on fuzzy 
functions to reduce the complexity of states and action as well as speed up the 
decision process. 

This paper will discuss how DDoS attacks launched in wireless network can be 
modeled through fuzzy Q-learning algorithms. The purposes of developing such 
models are manifold: 

1) To evaluate whether resources of a given system are vulnerable to certain types 
of attacks. 

2) To understand whether we can possibly detect DDoS, by observing fuzzy 
behavior of network traffic and other observable data. 

3) To develop methodologies and formulate machine learning algorithms that can 
detect DDoS attacks in wireless network. 

The remainder of this paper is organized as follows: in Section 2, we discuss 
related studies. In Section 3, we proposed the system model. In section 4, we 
describe the self-tuning scheme of the model, incorporating Fuzzy Logic 
Controller (FLC) with Q-learning algorithm into the IDS of a WSN. Section 5 
presents simulation results. Finally, the paper concludes in Section 6. 

2 Related Studies 

2.1. DDoS Attack Dataset 

The most significant challenge for an appraisal of a DDoS attack detection 
algorithm is the lack of proper public DDoS attack dataset. Since 2000, the two 
classes of publicly accessible datasets for IDS are Network-based IDS (NIDS) and 
Wireless-based IDS (WIDS) datasets. 

The KDD Cup dataset was produced by processing the tcpdump portions of the 
1998 DARPA Intrusion Detection System (IDS) evaluation dataset [19]. The data 
is not synthetic and does not reflect contemporary attacks. NSL-KDD datasets 
[20] were selected to mitigate the difficulties incurred by KDD’99 datasets. NSL-



S. Shamshirband et al. Anomaly Detection using Fuzzy Q-learning Algorithm 

 – 8 – 

KDD is significant in that it contains fewer redundant, duplicate records in the 
training and test phases of learning-based detection, making the evaluation process 
of the learning system more efficient. CAIDA dataset consists of DDoS attack 
dataset 2007, which can be availed by user’s request. CAIDA DDoS attack dataset 
[21] consist of an hour of anonymized traffic traces from a DDoS attack. 

2.2. Real Time Feature Extraction 

Online feature extraction methods based on per flow analysis are expensive, not 
scalable, and thus prohibitive for large scale networks. An increase in the number 
of features led to better accuracy but computation of a larger number of features in 
real time causes more overhead and time consumption. As a result, fewer feature 
selection is suitable for better pattern classification in real time. 

The detailed analysis on DDoS attacks, available attack tools and defense 
mechanisms [22] indicate that the DDoS attack has the following features. 

 Source and Destination IP address and port numbers of the packets are 
spoofed. 

 Window size, sequence number, and packet length are fixed during the attacks. 

 Flags in the TCP and UDP protocols are manipulated. 

 Roundtrip time is measured from the server response. 

 Routing table of host or gateway is changed. 

 DNS transaction IDs (reply packet) are flooded. 

 HTTP requests are flooded through port 80. 

Our objective is to differentiate the DDoS attack and normal traffic. In this 
research work, the ‘duration’ feature or response time has been used to identify 
the incomplete length time of the connection due to handshake. Most of the 
attacks target the victims’ servers through legitimate ports such as 80, 53, 443, etc. 
Hence, the ‘Protocol_type’ feature from clients over a time window was used to 
monitor the legitimate port. DDoS attacks send flooding packets to victims in 
order to consume the resources such as memory and CPU. The "Src_bytes and 
Dst_bytes” features used, in terms of ‘buffer size or packet size ’, to identify the 
number of data bytes from source to destination and destination to source. The 
number of connections to the same host is the key features of DDoS attack. The 
‘Count’ feature is used to monitor the number of connections to the same host 
during specified time window. 

In our data selection method, the NSL-KDD dataset combined with CADIA 
dataset in order to create a new set of attack dataset that reveals the characteristics 
of DDoS attack. By processing the continuous flow of the packets which 
propagates from mixed dataset, key characteristics of network activity can be 
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achieved between hosts. From the dataset attributes, five features, as shown in 
Table 1, have been selected for accurate detection of DDoS attacks. These 
attributes mostly consist of spoofed source address and contain half-open 
connections. 

Table 1 

List of features of the DDoS attacks 

Feature name Feature Description 

Time response Variance of time difference between two connections during specific 
time window 

Protocol_type Type of the protocol, e.g., TCP, UDP, etc. 

Src_bytes number of data bytes from source to destination 

Dst_bytes number of data bytes from destination to source 

Count number of connections to the same host during specified time window 

2.3. Fuzzy Q-learning Detection - Motivation 

To detect the type of attack a node may face in the future; this research optimized 
the Fuzzy Logic Controller (FLC) by Q-learning algorithm to enhance the self-
learning ability of the detector agent. The fuzzification process converts the 
variables x∈ X, where X is the set of possible input variables to fuzzy linguistic 
variables by applying the corresponding membership functions. The Inference 
Engine (IE) maps input and output fuzzy sets to Q-value. The Q-value and its 
eligibility updates by fuzzy rules. Defuzzification computes a crisp value to adopt 
an action in terms of the action policy. Such an adaptation of Q-Learning allows to 
process continuous state and action spaces by a simple discretization of the action-
value policy. Figure 1 demonstrates the proposed Fuzzy Q-learning (FQL) 
architecture. 

Rule 
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Defuzzification 

Process
Fuzzification 

Process

Fuzzy Logic 

Controller
Inference 

Engine

Network
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Reward(r)
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X:States(∂)
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  ∂=r-r’∂

r
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Figure 1 

Block diagram of the Fuzzy Q-learning architecture 
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FQL-based detection instead of adding a new input to the FLC, the learning 
algorithm enables to control this performance indicator by the ‘trial-and-error’ 
methodology to avoid complex rules. The disadvantage of the FQL is that of the 
operator as fuzzy rules is fixed. For instance, IDS in a very congested network 
should be conservative as detection receives much more anomaly. Another special 
situation is when there is a small overlap between normal and abnormal states; the 
FQL produces an extreme change in the IDS margin that significantly increases 
the detection rate. In all cases the risk of resource consumption is higher when 
modifying FLC margins. 

In our scheme, we modified the FQL algorithm by applying min-max action 
selection instead of ϵ-greedy action-selection and softmax action selection rule. 
The main drawback of ϵ-greedy action-selection is that when is explores it selects 
equally among all actions. The worst performing actions may be happened. To 
solve this problem, softmax method uses a Boltzmann distribution. The greedy 
action is given the highest selection probability according to their value estimates. 
The adjusting parameters of action selection methods must be set manually that 
decreases the speed of algorithm in training. To solve the problem of manually 
adjusting the action selection parameters, decrease the false alarm rate and 
increase the accuracy of attack detection, we used dynamic fuzzy min-max action 
selection method to improve the performance of algorithm. 

2.4. Utility Function 

To appraise the efficacy of the associations determined by the FQL and to 
determine the applicability of the rule at every point in time, Eq. 1 was utilized in 
this work, as suggested by Huang et al. [23]. In Table 2 the parameters of the 
utility function are described: 𝑈 = 𝜌 ∗ 𝑆𝑃 − 𝛽 ∗ 𝐹𝑁 − 𝜃 ∗ 𝐹𝑃                                   (1) 

Table 2 

Utility function parameters 

Parameters Explanation 𝑈 Is a utility 𝜌 Symbolizes the weight of effective prediction, q = 0.75 𝑆𝑃 Characterizes the true confidence rate of attack patterns. 𝛽 Signifies the weight of failed estimates (attack but no defense), b = 1 𝐹𝑁 Represents false negative of attack patterns - there are attacks but no defense 𝜃 Denotes the weight of failed predictions (defense but no attack), h = 1 𝐹𝑃 Represents false positive of attack patterns - there is defense but no attack 

The fuzzy Q-learning principle approach entails detection accuracy with low time 
complexity, which only afterward begins to formulate a shield policy. The major 
drawback of the FQL theory is that if attacks are recurring over a short period, a 
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considerable amount of time is consumed in the detection phase, something that 
weakens the defense. It can be said that the detection precision may be low while 
the false alert rate is high. This problem is a worst-case scenario but can be 
addressed using the modified FQL proposed by [14]. Its principal contribution is 
identifying the probability of future attacks aimed at a wireless sensor node. For 
frequent attacks occurring over a short time, multi agent-based FQL was adopted 
to deal with the excessive time spent on detection. The aim of the proposed FQL 
is to obtain high detection accuracy with a low false alarm rate. 

3 Proposed Model 

3.1. WSN Model 

In the present research study, Figure 2 illustrates the network model with 
hierarchical routing, which consists of clusters (C), their coordinators, or Cluster 
Heads (CHs), as well as the member sensor nodes (S). In the current scheme, the 
Cluster Head (CH) is assumed to be a Sink Node (SN) in a cluster. The SN 
monitors the behavior of sensor nodes by collecting data from the member sensor 
nodes and transmitting the critical status - the attack information of the sensor 
nodes, to a Base Station (BS). 

C

Traffic 

S

Legend:

 : Cluster

: Base Station(BS)

: Malicious nodes

: Sensor node (S)

: Adjacent link

 : Sink node (SN)

   

C

  

S

S
S

 

Figure 2 

A network system perspective of a WSN 

The route from a sensor node to a BS is deemed a hierarchical path that creates a 
hierarchical system with numerous routes, which is the main feature of cluster-
based WSNs [24]. Figure 2 illustrates how sensor nodes send collected data from 
a sink node to a BS via other adjacent sink nodes, and the BS receives data only if 
SN within the routing formation are actively functioning. Attacks in this scenario 
can target the WSN in multiple ways, with DDoS attacks potentially originating 
either from the Internet or neighboring wireless sensor sources. 
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3.2. Methodologies and Techniques Used 

The fuzzy Q-learning-based detection and defense mechanism operate to detect 
DDoS attacks, where the sink node and base station adapt to select the best 
strategy of detecting an immediate attack and respond to it. Regardless of whether 
the attacks are carried out on a regular or irregular basis, the IDS can adjust its 
learning parameters through fuzzy Q-learning to identify future attacks. Figure 3 
depicts the proposed architecture of Fuzzy Q-learning Detection System (FQL). 

Wireless Network

Boundary router

Network Traffic pattern 

information
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information
Preprocessing 

Data
Decision Support

Fuzzy Rules Expert System

De-fuzzified 
Inference 

Engine
Fuzzified 

Normal

Attacks

Fuzzy 

Reward

States

Fuzzy Action 

Selection 

Reinforced Feedback

DDoS 

Attacks

Phase 1: DDoS attack detection- Fuzzy Expert System

Phase 2: DDoS attack detection- Fuzzy Q-learning

Figure 3 

Architecture of Fuzzy Q-learning based Wireless Intrusion Detection System(FQL-WIDS) 

In the first phase of proposed FQL architecture, Fuzzy Expert System (FES) 
concentrates to audit the attack records received from the traffic. When FES 
detects the possible attacks then send the new set of traffic dataset to the next 
layer. In the second phase, the FLC optimized by Q-learning to discover and 
detect the security treats captured by FES. The architecture of the proposed FQL-
IDS is dual, that is, it has two phases (Figure 3). 

 Expert Policy: It uses Expert System (ES) to decrease the state space for 
sink node due to increase in look-up table or Q-table. This policy broadcast 
the gain of ES engine (i.e. Abnormal, normal) through Base Station (BS). 

 Fuzzy Q-learning (FQL) policy: It adopts to mitigate the possible faults 
escaped from Expert System policy. This learning policy identifies the 
anomalous data by optimizing Fuzzy Logic Controller based Q-learning. 
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4 Self-Tuning Scheme 

In this section, we describe the FQL-based WIDS setup; define a primary 
detection based on an fuzzy expert system, express the FLC utilized Q-learning. 
We demonstrate how to optimize FLC based on a Q-learning algorithm. The 
process discovers six attributes: 1) Protocol type: ES chooses only TCP 
connection; 2) Source and destination IP: ES selects the IP range of acceptable by 
default; 3) Source and destination port: IDS pick out the corresponding port. 4) 
Time response: It deals with the time duration of response between sensor nodes. 
5) Buffer size: It relies on the size of the buffer on processor storage. 6) Count: the 
number of connections to the same host at current connection in a past two 
second. 

4.1. Fuzzy Expert System for DDoS Attack Detection 

To fully exploit the suspicious level at the first phase, Expert System (ES) utilized 
Fuzzy Rules Base (FRB) to identify the anomaly conditions received from the 
traffic. The Fuzzy Expert System (FES) employed to decrease the record of 
anomalous data through fuzzy logic controller. We designed FES consists of the 
following components: the traffic capture, the feature extractor, the fuzzification, 
the fuzzy inference engine, the knowledge base, the defuzzification, and the expert 
analyzer. Figure 4 shows the details of component of the proposed Fuzzy Expert 
detection system architecture. 

The Expert analyzer 
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Attack features 
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System Output: The 

settled case with 

fraud elements

De-Fuzzifier

Knowledge 
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Inference 

Engine

Fuzziffier

Traffic 

capture

Traffic

Feature 

extractor

Fuzzy System

Figure 4 

The architecture of the proposed fuzzy expert system 

4.1.1. The Traffic Capture 

The traffic capture component collects the traffic records and prepared the base 
information for traffic analysis. Currently the traffic capture is based on the 
popular network and hosts’ intrusion detection tools and other scanning tools: 
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Snort, Sniffer, and wireshark. These different forensic tools real-time collect 
network attack traffics and intrusion host’s information. In this research work, we 
utilized wireshark packet analyzer tools to pre-processed DDoS attacks data and 
their features. 

4.1.2. The Feature Extractor 

The feature extractor performs extracting features on the “network traffic” 
captured by the traffic capture component. Under the network and system 
environment, there are many traffic features that can be used for attack detection 
and analysis. 

Definition 1: 

Attack data source: The attack data source can be defined as a 5-tuple 
ADS={Pt,Dp,Tr,Bs,Co} according to the vulnerability scanning information, 
where Pt denotes as the type of protocol (TCP=1, UDP=2); Dp denotes as the 
destination port; Tr denotes as the variance of time difference between two 
connections during specific time window, Bs denotes as the length of packet from 
source to destination, Co denotes as the number of connections to the same host as 
the current connection in the past two seconds. Table 2 denotes as the major 
forensic parameters of DDoS attack data source. 

4.1.3. The Fuzzification 

Each input variable’s sharp (crisp) value needs to be first fuzzified into 
linguistic values before the fuzzy decision processes with the rule base. The 
characteristic function of a fuzzy set is assigned to values between 0 and 1, 
which denotes the degree of membership of an element in a given set. Table 3 
displays the linguistic terms and their fuzzy numbers used for evaluating the 
attack data source for time response, buffer size, and Count. Figure 5 indicates 
the membership functions for time response. 

Table 3 

Fuzzy rating for occurrence of attack traffic in ADS 

Linguistic variables Fuzzy number 

Tr Bs Co 

Low (L) (-inf,-inf,0,40) (-inf,0,2,3) (-inf,0,1,1.5) 

Medium (M) (20,40,80,100) (2,3,5,6) (1,1.5,2,2.5) 

High (H) (80,120,inf,inf) (5,6,8,inf) (2,2.5,3,inf) 
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Figure 5 

The membership functions of linguistic variables for attack data source Tr 

4.1.4. The Fuzzy Inference Engine and Knowledge Base 

Knowledge base stores the fuzzy rules which are used by the fuzzy inference 
engine to get a new fact from. The pseudo code of proposed FES is shown in 
Table 4 in parallel of Figure 6. 

Disagree
Source && Destination IP 

(SIP&&DIP)

Type=root

Source & Destination 

Port(SP&&DP)

=UDP =TCP

Time Response (TR)

TR<=60 TR>60

Agree

Agree

Agree
Buffer Size(BS)

Count(Co)Agree

Agree Disagree

SIP<124 && DIP>130 SIP>124 && DIP<130 

SP && DP≠ 80SP && DP= 80

BS >40 BS <40 

Co >3 Co <3 

 

Figure 6 

The state of decision fuzzy expert system to reach the goal 

4.1.5. The Expert Analyzer 

The expert analyzer decides the influence result from defuzzification whether 
inspected packets are attacks or not. If the crisp value is disparate than threshold 
value of the detection attack rule, then it adopts that an attack has occurred. The 
process of manually extracting rules may be time consuming and the rules may be 
approximate. Because these methods are off-line in nature, if a very large set of 
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data is involved, it can become expensive and impractical, and can not real-time 
detect the novel attacks. In order to overcome this problem, we propose a hybrid 
soft computing methods to identify DDoS attacks. 

4.2. Fuzzy Q-Learning Algorithm for Anomaly Detection 

To mitigate the learning time process FLC is optimized by Q-learning algorithm 
developed in. In this section, we optimized the FLC for anomaly detection by 
using the Q-Learning algorithm. Three fuzzy sets have been defined for the input 
of FQL to represent three different situations as a state space of Q-learning: These 
inputs are named as TBC. Time response deals with the time duration of response 
between sensor nodes, the Buffer Size relies on the size of the buffer for processor 
storage in sensor node by sending a huge number of fake messages. Count is the 
number of connections to the same host at current connection in a past two 
second. Figure 7 demonstrates block diagram of the optimization scheme for 
anomaly based–FQL. 
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Figure 7 

Block diagram of the optimization scheme for FQL 

The FLC output, given by the Time response (Tr), Buffer size (Bs) and Count 
(Co), correspond to the fuzzy state of the network S (t), 

 𝑆(𝑡) = [𝑇𝑖𝑚𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒, 𝐵𝑢𝑓𝑓𝑒𝑟 𝑠𝑖𝑧𝑒, 𝐶𝑜𝑢𝑛𝑡] = [𝑇𝑟, 𝐵𝑠, 𝐶𝑜]         (2) 
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The FLC output, given by the increment in the states, represents the action of the 
sink node, A(t). The reward signal, R (t), is built from the FLC, is measured in 
both modes of the adjacency in order to test if the sensors are experiencing 
attacks. The linguistic variables of Time response (Tr), Buffer size (Bs), and 
Count (Co) act as inputs and the Detect Confidence (DC) acts as an output are 
used in the experiments. Figure. 8 (a, and b) indicates the membership function for 
the input and Figure. 9 indicates the output variable of fuzzy systems. 
 

 

a) Input membership function 

 

b) Input membership function 

Figure 8 

(a), and (b), Input Membership function design in Java-fuzzy toolbox [25] 

 

Figure 9 

Output Membership function 
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Three fuzzy sets are identified in the current Buffer size (Bs), whose linguistic 
terms are ‘Low’ (L), ‘Medium’ (M), and ‘High’ (H). These three fuzzy sets 
discriminate the cases when Bs is less than (3k), which has been defined the 
length of packet received from source during specified time window. The output 
linguistic variable represents the system’s Detect Confidence (DC) in the presence 
of abnormal behavior. To illustrate, if the confidence value is higher than 80, then 
the system is more than 80% certain that there is an abnormal entity, if the 
detection confidence is smaller than 40, it is more likely that there is no 
abnormality. However, input and output variables give us a notion of how traffic 
connection is changing. Figure. 8 (a, and b) indicates the membership function for 
the input variables of buffer size and count and Figure. 9 indicates the output 
variable of fuzzy systems. The membership functions are triangular or trapezoidal. 

The number of selected rules in this section is smaller, resulting in a lower number 
of fuzzy rules. A small number of rules speed up the convergence of the Q-
Learning algorithm since fewer states have to be visited during the exploration 
phase. The interpretation of each rule defined in this work is described as follows: 

 Rule 1: It is activated when there is a high value in Tr and the Bs margin has 
a ‘high’ value and the number of connections to the same host has a high 
percentage, which is opposite to the desired value. A large increment in the 
linguistic variables should be necessary in this case to increase the grade of 
detection of anomalies. Thus, the consequent of rule 1 is set to ‘high’. 

 Rule 2: It is similar to rule 1 but with the difference that the Tr has a low 
value. The consequences of that rule should be a moderate change such as 
‘High’. 

 Rule 3: The activation of rule 3 occurs when there is a medium Tr difference 
in the adjacency from the source to the destination but the Bs and Count 
margins have an appropriate (‘low’) value to monitor the traffic. For those 
reasons, the consequent for rule 3 is set to ‘medium’. 

 Rule 4: It is activated when the Tr has medium and the Bs margin has a 
‘high’ value and Count is high. The selected consequent for rule 4 has been 
set to ‘high’. 

Each state defines by Time response, Buffer size and Count (TBC). The valuable 
range of TBC adopts the fuzzy membership function to represent the function of 
Q-learning. 

In order to find the optimal action, the reinforcement signal r (t) used Eq.(2). FQL 
agent assigns a weight to all possible next states based on FLC. Associated to the 
threshold value, the optimal cost may be achieved. Thus, those FLC actions that 
lead to a Detect Confidence (DC) less than DCth should be rewarded with a 
positive value, while those actions producing a DC higher than DCth should be 
punished with a negative value. Formally, the reinforcement signal used in this 
work is defined by: 
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  r(t + 1) = { 100  , if DCmeaturedk (t) < DCth
-100 , otherwise                                (2)  

Where r(t + 1)is the reinforcement signal for the Kth sink node in iteration t+1. 

The value of DCmeaturedk (t) is calculated as the min-max weighted average: 

 Detect Confidence = output(Cj) = (∑ αjNj=1  cj) (∑ αjNj=1 )⁄   (3)  αj = [μj(x0) ∗ μj( y0)]     (4),  

Where N is the number of rules, αj is the degree of truth for the rule j and  cj is the 

selected output constant value for the same rule. The sufficient rules generate by 
look up table and shows in the Table 5. 

Table 5 

Fuzzy rules provide by a lookup table 

Rule1:  IF Tr = high AND Bs = high AND Co =High THEN output = Abnormal 

Rule2:  IF Tr = high AND Bs = low AND Co =med THEN output = Abnormal 

Rule3:  IF Tr = low AND Bs = low AND Co =low THEN output = Normal 

Rule4:  IF Tr = low AND Bs = high AND Co =low THEN output = Normal 

These rules are typical of control applications in that the antecedents consist of the 
logical combination of the time response, buffer size and count signals, while the 
consequent is a control pattern output. The rule outputs can be defuzzified using a 
discrete centroid computation based on Eq. (3). Table 6 demonstrates the results 
of applying one of possible action selection for FQ- Learning algorithm. 

Table 6 

Possible action selection by FQL 

Input variables state i Input variables state j Output 
desirable  

Action(Min-
Max) 

Tr Bs Count Tr Bs Count Pattern 

Low 

(0. 2) 

 

High 

(0. 8) 

 

Low 

(0. 2) 

High 

(0. 8) 

High 

(0. 8) 

High 

(0. 8) 

Abnormal 

(0. 8) 

Min Sj 

(0.8,0.8, 0.8) 
=0.8 

High 

(0. 8) 

Low 

(0. 2) 

High 

(0. 8) 

Abnormal 

(0. 8) 

Min Sj 

(0.8, 0.2, 0.8) 
=0.2 

Low 

(0. 2) 

Low 

(0. 2) 

Low 

(0. 4) 

Normal 

(0. 2) 

Min Sj 

(0.2, 0.2, 0.4) 
=0.2 

Low 

(0. 2) 

High 

(0. 8) 

Low 

(0. 4) 

Normal 

(0. 2) 

Min Sj 

(0.2, 0.8, 0.4) 
=0.2 
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Abnormal: Max (0.8,0.2) =0.8 

Normal: Max (0.2, 0.2) =0.2 

Threshold 

 0. 8 > 0. 2 → Abnormal >normal 
Example 

Consider the FQL is at start state (∂1) with the degree of membership function for 
parameter of TR to Low is 0.2, the degree of membership of BS to high 0.8 and 
the value of count is 0.2, so it is going to move to the goal state Sj (i. e ∂9 in state 
diagram) with Tr=high, Bs=high and Count=high. It allocates a weighed fuzzy 
label for all next states by using fuzzy max min. Finally the simple threshold 
which compares the consequent is used to choose the best action. 

5 Experimental Results 

Three sets of experiments were conducted to examine the effects of attack 
detection accuracy based on Fuzzy Logic Controller (D1), Q-learning algorithm 
(D2), and Fuzzy Q-learning (D3). D3 is derived by taking D1+D2 functionality to 
produce a sophisticated attack detection algorithm. Table 7 shows the comparison 
of the proposed ensemble FQL detection algorithm versus the other existing 
standalone algorithms. 

Table 7 

Comparison of existing ensemble algorithms with proposed algorithm 

Algorithm / 
Features 

Fuzzy Logic 
Controller  (D1) 

Q-learning 

(D2) 

Fuzzy Q-learning 

(D3) 

Prior knowledge of 
data distribution 

Required Not Required  Not Required 

Method used to 
combine classifiers 

Fuzzy Classifiers Markov Decision 
Process  

Fuzzy rule base and Q-
learning  

Drawbacks Work for small 
subset 

Sensitive to noise 
and outliers, High 
cost consumption,   

Limited by one 
classifier, The low 
speed of detection, Fail 
to high volume of 
traffic 

Advantages Simple to 
implement with 
good performance 

Capable of handling 
multi-class attack 
detection 

Prior knowledge of 
data distribution no 
needed,  

We used FLC, which utilized min-max fuzzy method for improving classification 
scheme. If the new sets of fuzzy rules agree on the same class, that class is the 
final classification decision. If the fuzzy classifiers disagree, then class chosen by 
the second sets of fuzzy rules classifier is the final decision. The min-max fuzzy 
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classifiers show the good performance in reduced dataset, but inaccurate by 
increasing the high volume of traffics that fuzzy IDS may be crashed. In addition, 
prior knowledge of data distribution is required for fuzzy IDS algorithm. We also, 
modified the Q-learning algorithm to identify the DDoS attacks. The Q-learning 
based DDoS attack detection is capable of handling the minor class of DDoS 
attacks detection, but the multi objective procedure or major features of DDoS 
attack consumes maximum resources, especially in real time environment. In 
addition, the convergence of Q-learning takes much time. In Q-learning algorithm 
the observation is limited by one single classifier. Therefore, this algorithm fails 
due to high volume of real time traffic. To overcome the problem of accuracy of 
detection, false alarm rate and time complexity, we combine Q-learning algorithm 
with fuzzy logic controller to reach high accuracy of detection and low false alarm 
rate, especially in real time traffic. 

Three investigates were carried out on publicly available datasets such as NSL-
KDD dataset and CAIDA DDoS dataset, and mixed dataset using the Castalia and 
the results are discussed in Section 5.1, 5.2, and 5.3. 

5.1. Performance Verification 

Our proposed classification algorithm with cost per sample function is compared 
with existing soft computing methods D1, D2, in terms of accuracy of detection 
per sample on three dataset NSL-KDD, CAIDA, and mixed dataset of attacks. 
Comparing the false positive rate of FQL with cost minimization, it can be seen 
that FQL algorithm with cost minimization yields an improvement of 20% (3.50−2.803.50 ∗ 100) over Q-Learning algorithm as shown in Table 8. Moreover, it 

can be inferred from Figure.10 that cost per percentage of samples or anomalous 
is less for FQL algorithm than the other methods. 

The proposed Fuzzy Q-learning (FQL) algorithm with the cost function 𝑈 = 𝜌 ∗𝑆𝑃 − 𝛽 ∗ 𝐹𝑁 − 𝜃 ∗ 𝐹𝑃 was compared with existing soft computing methods 
(Fuzzy Logic Controller, and Q-learning) with respect to the attack detection 
precision of modeled Denial-of-Service attacks on three dataset NSL-KDD, 
CAIDA, and mixed dataset. A comparison between the average utility function 
and FQL with cost maximization indicates that the latter yielded an improvement 

of 20% (3.50−2.803.50 ∗ 100) over Q-Learning algorithm as shown in Table 8. 

Moreover, it can be inferred from Figure 10 that cost per percentage of samples or 
anomalous is less for FQL algorithm than the other methods. 
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Table 8 

Simulation result of detection algorithm for NSL-KDD dataset 

 P
er

ce
n

ta
g

e 

o
f 

a
n

o
m

a
lo

u
s FLC Q-learning FQL 

True 
Positiv
e (%) 

False 
positive 
(%) 

UF 

True 
Positiv
e (%) 

False 
positi
ve 
(%) 

UF 

True 
Positiv
e (%) 

False 
positiv
e (%) 

UF 

1 70.20 1.80 50.85 75.20 1.40 55.00 80.10 1.20 58.88 

5 71.50 2.20 51.43 76.70 1.60 55.93 81.20 1.40 59.50 

10 73.20 2.80 52.10 76.90 1.90 55.78 82.50 1.90 59.98 

15 75.40 3.20 53.35 77.60 2.10 56.10 83.70 2.10 60.68 

20 75.90 3.70 53.23 78.50 2.40 56.48 83.90 2.40 60.53 

25 76.10 4.10 52.98 79.80 3.10 56.75 84.20 2.60 60.55 

30 77.10 4.60 53.23 80.10 3.40 56.68 85.80 2.80 61.55 

35 80.10 4.90 55.18 82.30 3.90 57.83 86.40 2.90 61.90 

40 81.90 5.10 56.33 83.60 4.20 58.50 87.70 3.20 62.58 

45 78.20 5.30 53.35 79.80 4.90 54.95 88.50 3.40 62.98 

50 76.80 5.90 51.70 78.90 5.20 53.98 89.60 3.90 63.30 

55 75.60 6.10 50.60 79.30 5.60 53.88 90.40 4.10 63.70 

60 74.80 6.20 49.90 80.00 5.80 54.20 92.40 4.50 64.80 

Avera
ge 

75.91 5.77 52.63 79.13 3.5 55.85 85.88 2.8 61.61 

 

 

Figure 10 

Cost per sample for existing DDoS detection and FQL from NSL-KDD attack source 
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The next tryout was conducted for CAIDA traffic. From Table 9, it can be seen 
that the detection accuracy is 78.59% with 5.79% false positive rate. Comparing 
the false positive rate, FQL algorithm with minimum cost function, it can be seen 
that FQL yields an improvement over Q-learning, and FLC. It can be inferred 
from Figure 11 that cost per samples is less for FQL algorithm than other 
methods. 

Table 9 

Simulation result of detection algorithm for CAIDA dataset 

P
er

ce
n

ta
g

e 
o

f 
an

o
m

al
o

u
s FLC Q-learning FQL 

True 
Positiv
e (%) 

False 
positiv
e (%) 

UF 
True 
Positiv
e (%) 

False 
positiv
e (%) 

UF 
True 
Positiv
e (%) 

False 
positiv
e (%) 

UF 

1 73.50 1.80 53.33 74.20 1.40 54.25 82.70 1.20 61.73 

5 73.90 2.20 53.23 74.70 1.60 54.43 84.70 1.34 63.19 

10 74.20 2.80 52.85 75.40 1.90 54.65 85.40 1.50 63.68 

15 74.80 3.20 52.90 75.90 2.10 54.83 85.90 2.10 63.90 

20 75.10 3.70 52.63 78.60 2.40 56.55 86.60 2.30 64.38 

25 75.40 4.10 52.45 78.80 3.10 56.00 87.70 2.80 65.08 

30 75.60 4.60 52.10 79.40 3.40 56.15 88.80 3.60 65.70 

35 76.10 4.90 52.18 79.90 3.90 56.03 89.40 3.90 66.08 

40 76.80 5.10 52.50 80.40 4.20 56.10 90.70 4.50 66.90 

45 79.20 5.30 54.10 81.80 4.90 56.45 91.40 4.60 67.40 

50 79.50 5.90 53.73 82.80 5.20 56.90 92.50 4.70 68.20 

55 80.30 6.10 54.13 83.70 5.60 57.18 93.80 4.90 69.13 

60 80.60 6.20 54.25 84.50 5.80 57.58 94.40 5.00 69.55 

Aver
age 

76.54 6.43 53.10 79.24 5.85 55.93 78.59 5.79 65.76 

 

 

Figure 11 

Cost per sample for existing DDoS detection and FQL from CAIDA attack source 
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Experiment 3 was performed in mixed dataset. From Table 10, it is evidence that 
the trained FQL algorithm was able to detect DDoS attack with high accuracy of 
detection, low false positive rate and minimum cost function. Figure 12 indicated 
the cost per sample of FQL. 

Table 10 

Simulation result of detection algorithm for Mixed dataset 

P
er

ce
n

ta
g

e 
o

f 
an

o
m

al
o FLC Q-learning FQL 

True 
Positive 
(%) 

False 
positiv
e (%) 

UF 
True 
Positiv
e (%) 

False 
positiv
e (%) 

UF 
True 
Positiv
e (%) 

False 
positiv
e (%) 

UF 

1 78.20 1.80 56.85 78.70 1.34 57.69 82.70 1.00 61.03 

5 78.60 2.40 56.55 79.20 1.47 57.93 84.70 1.10 62.43 

10 79.00 2.80 56.45 79.40 2.10 57.45 85.40 1.30 62.75 

15 79.30 3.50 55.98 79.80 2.80 57.05 85.90 1.80 62.63 

20 80.10 3.90 56.18 80.10 2.40 57.68 86.60 2.10 62.85 

25 80.60 4.30 56.15 80.50 2.92 57.46 87.70 2.40 63.38 

30 81.30 4.60 56.38 81.30 3.40 57.58 88.80 2.70 63.90 

35 82.10 4.90 56.68 81.80 3.90 57.45 89.40 2.90 64.15 

40 82.50 5.10 56.78 82.70 4.20 57.83 90.70 3.00 65.03 

45 83.10 5.30 57.03 83.90 4.90 58.03 91.40 3.30 65.25 

50 83.40 5.90 56.65 84.60 5.20 58.25 92.50 3.60 65.78 

55 84.10 6.10 56.98 85.90 5.60 58.83 93.80 3.70 66.65 

60 84.20 6.20 56.95 86.60 5.80 59.15 94.40 3.90 66.90 

Aver
age 

    56.58     57.87     64.05 

 

 

Figure 13 

Cost per sample for existing DDoS detection and FQL from Mixed attack source 
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5.2. Computational Time of FQL Algorithm 

Preprocessing time includes the time spent in feature extraction and normalization. 
The training time depends on the number of times the classifier needs training 
which in turn depends on the mean square error between iterations reaching goal 
minimum. Testing time includes the time spent in testing the unlabeled instances 
by weighted mean. Table 11 shows the performance comparison of the FQL in 
terms of consuming time obtained during the experiments. From Table 11, it can 
be realized that the training time of FQL is higher to QL, but it consumes more 
testing time than the FLC, Q-learning. Also, the computational time was 
calculated on Intel 3.10 GHz, Core i-5 Processor, 4 GB RAM computer. 

Table 11 

Performance comparison of Co-FQL with existing machine learning methods in terms of consuming 

time 

 

Dataset 

Algorithms Training time 

(seconds) 

Testing time 

(seconds) 

Mixed Dataset  Fuzzy Logic Controller (D1) 3.10 1.30 

Q-learning (D2) 3.14 1.36 

Fuzzy Q-learning (D3) 3.22 1.40 

Testing time of the proposed FQL method is a little high due to the ensemble 
output combination methods such as fuzzy logic controller with Q-learning 
algorithm, but more detection accuracy was achieved in FQL. The speedup of 
FQL can be improved when a hybrid classifier is executed in parallel processors. 
Thus, all the modules can be processed in parallel by different engines in order to 
reduce the overall processing time considerably. 

Conclusions and Future Research 

Development of the machine learning algorithmic technique for online IDS by 
modifying Fuzzy Q-learning mechanism detects DDoS attack with 85.88% 
accuracy, which is far superior to Fuzzy Logic Controller, and Q-learning 
algorithm by themselves. Reducing complexity and dimensionality of the selected 
feature set is learnt to reach to the goal state. In our research work discretization, 
feature selection and accuracy calculation are handled simultaneously, which 
reduces computational cost and build the detection in a comprehensive way. It has 
been observed that for detection of continuous attack attribute by fuzzy Q-
learning, if different parameters are applied to all attributes, classification 
accuracy yields best result. The proposed method is tested with differently 
correlated data sets such as NSL-KDD, CAIDA, and Mixed datasets, showing 
effectiveness of the system in real time intrusion detection environment. It has 
been observed that the proposed method achieves higher classification by 88.77% 
accuracy and minimum cost function by 65.76% in CAIDA dataset compared to 
other existing detection methods (i.e., fuzzy logic controller, and Q-learning,) 
applied in the wireless networks. 
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Given the huge types and amounts of DDoS attacks, their optimum classification 
is very important for rapid detection, in which other performance indicators such 
as processing rate, energy consumption rate and accuracy of response would be 
needed to estimate the quality of the IDS. Novel detection of attacks is an 
important research area in security domain and has immense importance for IDPS. 
The characteristics of attacks changing with time and space and so handling of 
such attacks by using existing knowledge opens new avenue of research. 
Designing of classifiers using different approaches and then fusing those 
classifiers surely improve classification accuracy in IDPS. However, its 
deployment in real life operational environment is a huge challenge that still needs 
to be further researched. 

Acknowledgement 

This work is supported by the University of Malaya, Malaysia, under Research 
Grant RG108-12ICT. 

References 

[1] I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, E. Cayirci, Wireless Sensor 
Networks: a Survey, J. Comput. Netw, 38 (2002) 393-422 

[2] Y. E. Aslan, I. Korpeoglu, Ö. Ulusoy, A Framework for Use of Wireless 
Sensor Networks in Forest Fire Detection and Monitoring, Computers, 
Environment and Urban Systems (2012) 

[3] J. M. L. P. Caldeira, J. J. P. C. Rodrigues, P. Lorenz, Toward Ubiquitous 
Mobility Solutions for Body Sensor Networks on Healthcare, 
Communications Magazine, IEEE, 50 (2012) 108-115 

[4] A. Bonastre, J.V. Capella, R. Ors, M. Peris, In-line Monitoring of 
Chemical-Analysis Processes Using Wireless Sensor Networks, TrAC 
Trends in Analytical Chemistry, 34 (2012) 111-125 

[5] N. Li, N. Zhang, S. K. Das, B. Thuraisingham, Privacy Preservation in 
Wireless Sensor Networks: A State-of-The-Art Survey, Ad Hoc Networks, 
7 (2009) 1501-1514 

[6] P. Schaffer, K. Farkas, Á. Horváth, T. Holczer, L. Buttyán, Secure and 
Reliable Clustering in Wireless Sensor Networks: A Critical Survey, 
Computer Networks, 56 (2012) 2726-2741 

[7] DDOS Attacks against U.S. Banks Continue – LINKAGES Explored, 
Available from [www.gartner.com/], (2012) 

[8] A. D. Wood, J. A. Stankovic, Denial of Service in Sensor Networks, 
Computer, 35 (2002) 54-62 

[9] C. V. Zhou, C. Leckie, S. Karunasekera, A Survey of Coordinated Attacks 
and Collaborative Intrusion Detection, Computers & Security, 29 (2010) 
124-140 

http://www.gartner.com/%5d


Acta Polytechnica Hungarica Vol. 11, No. 8, 2014 

 – 27 – 

[10] S. Shamshirband, S. Kalantari, Z. Bakhshandeh, Designing a Smart Multi-
Agent System Based on Fuzzy Logic to Improve the Gas Consumption 
Pattern, Sci Res Essays, 5 (2010) 592-605 

[11] A. Feizollah, S. Shamshirband, N. Anuar, R. Salleh, M. Mat Kiah, 
Anomaly Detection Using Cooperative Fuzzy Logic Controller, in: K. 
Omar, M. Nordin, P. Vadakkepat, A. Prabuwono, S. Abdullah, J. Baltes, S. 
Amin, W. Hassan, M. Nasrudin (Eds.) Intelligent Robotics Systems: 
Inspiring the NEXT, Springer Berlin Heidelberg, 2013, pp. 220-231 

[12] D. Petković, N. T. Pavlović, S. Shamshirband, M. L. Mat Kiah, N. Badrul 
Anuar, M. Y. Idna Idris, Adaptive Neuro-Fuzzy Estimation of Optimal 
Lens System Parameters, Optics and Lasers in Engineering, 55 (2014) 84-
93 

[13] D. Petković, Ž. Ćojbašić, V. Nikolić, S. Shamshirband, M. L. Mat Kiah, N. 
B. Anuar, A. W. Abdul Wahab, Adaptive Neuro-Fuzzy Maximal Power 
Extraction of Wind Turbine with Continuously Variable Transmission, 
Energy, 64 (2014) 868-874 

[14] S. Shamshirband, N. B. Anuar, M. L. M. Kiah, A. Patel, An Appraisal and 
Design of a Multi-Agent System-based Cooperative Wireless Intrusion 
Detection Computational Intelligence Technique, Engineering Applications 
of Artificial Intelligence, 26 (2013) 2105-2127 

[15] X. Xu, T. Xie, A Reinforcement Learning Approach for Host-based 
Intrusion Detection Using Sequences of System Calls, Advances in 
Intelligent Computing, (2005) 995-1003 

[16] S. S. Shamshirband, H. Shirgahi, S. Setayeshi, Designing of Rescue Multi 
Agent System Based on Soft Computing Techniques, Advances in 
Electrical and Computer Engineering, 10 (2010) 79-83 

[17] S. A. Razak, S. M. Furnell, N. L. Clarke, P. J. Brooke, Friend-assisted 
Intrusion Detection and Response Mechanisms for Mobile Ad Hoc 
Networks, Ad Hoc Networks, 6 (2008) 1151-1167 

[18] P. Muñoz, R. Barco, I. de la Bandera, Optimization of Load Balancing 
Using Fuzzy Q-Learning for Next Generation Wireless Networks, Expert 
Systems with Applications, 40 (2013) 984-994 

[19] Kdd cup 1999 data, UCI KDD Archive 
[http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html] (1999) 

[20] E. Çayirci, C. Rong, Front Matter, in:  Security in Wireless Ad Hoc and 
Sensor Networks, John Wiley & Sons, Ltd, 2009, pp. i-xxiii 

[21] The CAIDA DDoS Attack 2007 Dataset, Available from 
[http://www.caida.org/data/passive/ddos-20070804_dataset.xml] (2007) 

http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html%5d
http://www.caida.org/data/passive/ddos-20070804_dataset.xml%5d


S. Shamshirband et al. Anomaly Detection using Fuzzy Q-learning Algorithm 

 – 28 – 

[22] P. A. Raj Kumar, S. Selvakumar, Distributed Denial of Service Attack 
Detection Using an Ensemble of Neural Classifier, Computer 
Communications, 34 (2011) 1328-1341 

[23] J.-Y. Huang, I. E. Liao, Y.-F. Chung, K.-T. Chen, Shielding Wireless 
Sensor Network Using Markovian Intrusion Detection System with Attack 
Pattern Mining, Information Sciences, 231 (2013) 32-44 

[24] M. Eslaminejad, S. A. Razak, Fundamental Lifetime Mechanisms in 
Routing Protocols for Wireless Sensor Networks: A Survey and Open 
Issues, Sensors, 12 (2012) 13508-13544 

[25] P. Cingolani, J. Alcala-Fdez, jFuzzyLogic: a Robust and Flexible Fuzzy-
Logic Inference System Language Implementation, in: Fuzzy Systems 
(FUZZ-IEEE) 2012 IEEE International Conference on, 2012, pp. 1-8 

 



Acta Polytechnica Hungarica Vol. 11, No. 8, 2014 

 – 29 – 

Optimisation of Computer-aided Screen 

Printing Design 

Eszter Horvath, Adam Torok, Peter Ficzere, Istvan Zador, 

Pal Racz 

Department of Electronics Technology, Budapest University of Technology and 
Economics, Egry József u 18, H-1111 Budapest, Hungary, horvathe@ett.bme.hu; 

Department of Transport Technolgy and Economics, Budapest University of 
Technology and Economics, Sztoczek u. 2, H-1111 Budapest, Hungary, 
atorok@kgazd.bme.hu; 

Department of Vehicle Elements and Vehicle-Structure Analysis; Budapest 
University of Technology. and Economics; Stoczek u. 2, H-1111 Budapest, 
Hungary, ficzere@kge.bme.hu; 

Kogát Ltd., Eperjes u. 16, H-4400 Nyíregyháza, Hungary, istvan.zador@kogat.hu 

Bánki Donát Faculty of Mechanical and Safety Engineering, Óbuda University, 
Népszínház u. 8, H-1081 Budapest, Hungary, racz.pal@bgk.uni-obuda.hu 

Abstract: Computer-aided screen printing is a widely used technology in several fields like 

the production of textiles, decorative signs and displays and in printed electronics, 

including circuit board printing and thick film technology. Even though there have been 

many developments in the technology, it is still being improved. This paper deals with the 

optimisation of the screen printing process. The layer deposition and the manufacturing 

process parameters strongly affect the quality of the prints. During this process the paste is 

printed by a rubber squeegee onto the surface of the substrate through a stainless steel 

metal screen masked by photolithographic emulsion. The off -contact screen printing 

method is considered in this paper because it allows better printing quality than the contact 

one. In our research a Finite Element Model (FEM) was created in ANSYS Multiphysics 

software to investigate the screen deformation and to reduce the stress in the screen in 

order to extend its life cycle. An individual deformation measuring setup was designed to 

validate the FEM model of the screen. By modification of the geometric parameters of the 

squeegee the maximal and the average stress in the screen can be reduced. Furthermore 

the tension of the screen is decreasing in its life cycle which results in worse printing 

quality. The compensation of this reducing tension and the modified shape of squeegee are 

described in this paper. Using this approach the life cycle of the screen could be extended 

by decreased mechanical stress and optimised off-contact. 

Keywords: screen printing; FEM; optimisation 

mailto:horvathe@ett.bme.hu
mailto:atorok@kgazd.bme.hu
mailto:ficzere@kge.bme.hu
mailto:istvan.zador@kogat.hu
mailto:racz.pal@bgk.uni-obuda.hu


E. Horvath et al. Optimisation of Computer-aided Screen Printing Design 

 – 30 – 

1 Introduction 

Screen printing is the most widespread and common additive layer deposition and 
patterning method because of its ability to print on many kinds of substrates with 
the widest range of inks and because, considering any modern print process, it can 
deposit the greatest thickness of ink film [1]. Although this technology has been 
used since the beginning of the 2nd millennium it is still under development and 
there have been many innovations with the technology in the last 50 years [2]. 

Screen printing technology provides the most cost effective facility for applying 

and patterning the different layers for hybrid electronics industry as well, since a 
thick film circuit usually contains printed conductive lines, resistive and dielectric 
layers. Due to its simple technology and relative cheapness it is still widely used 
in the mass assembly of recent electronic circuits. The technology has a large 
application field extending to decal fabrication, balloon and cloths patterning, 
textile production, producing signs and displays, decorative automobile trim and 
truck signs and last but not least use in printed electronics [3]. Screen-printing is 
ideal as a manufacturing approach for microfluidic elements also used in the field 
of clinical, environmental or industrial analysis [4], in sensors [5] and in solar 
cells [6]. 

In general, the layers are designed using computer-assisted design (CAD) software 
[7]. Paste printing is carried out by a screen printer machine. The screen is 
strained onto an aluminium frame and the ink is pressed onto the substrate through 
the screen not covered by emulsion by a printing squeegee. The squeegee has 
constant speed and pushes the screen with a contact force. The material of the 
screen can be stainless steel or polymer. The design of the printed layer is realized 
with a negative emulsion mask on the screens. There are two main techniques of 
screen printing: 

 off-contact, where the screen is warped with a given tension above the 

substrate; 

 contact, where the screen is in full contact with the substrate. 

Contact screen-printing is less advantageous in general, because due to the lift off 
of the screen it often causes the damage of the high resolution pattern. 

In case of off-contact screen-printing, some paste is applied on top of the screen in 
the front of the polymer squeegee. While the squeegee is moving forward, it 
pushes the screen downwards until it comes into contact with the substrate 
beneath. The paste is pushed along in front of the squeegee and pushed through 
the screen not covered by emulsion pattern onto the substrate. The screen and 
substrate separate behind the squeegee. The off-contact screen printing process is 
demonstrated in Fig. 1. 
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Figure 1 

The squeegee pushes the paste on the screen and presses it through the openings 

Since the 1960s several experiments and models of the printing process have been 
evaluated. The optimisation of screen printing was mainly achieved by 
experimental evaluation without the advantage of numerical models. The 
empirical optimisation method is described by Kobs and Voigt [8] in 1970, they 
appointed more than 50 variables and combined the most important ones in almost 

300 different ways and also compared the effects of them. These investigations 

offer an enormous empirical database but general rules for screen-printing cannot 
be created from this without models. Miller [9] has investigated the amount of 
paste printed on the substrate in the function of paste rheology, mesh size and line 
width. Others have examined the influence of squeegee angle and squeegee blade 
characteristic on the thickness of the deposited paste [10] and the effect of the 
screen on fine scale printed patterns [11]. In general, the best solution for 
optimising a process can be achieved by parameter optimisation based on a 
theoretical model [12]. 

The first efforts to achieve a theoretical description of the screen printing process 
were made by Riemer more than 20 years ago [13-15]. His mathematical models 
of the screen-printing process were based fundamentally on the Newtonian 
viscous fluid scraping model [16]. This model was extended by others [17-18], 
although they did not take into account the flexibility of the screen, which is a 
feature influencing the process essentially. Neither of these models deals with the 
effect of geometry in the screen printing process. The repetitive behaviour of the 
printing process requires taking into consideration the effect of the cyclic load. In 
this work, a mechanical model is presented with similar geometry to the off-
contact screen printing process. In this model, instead of the paste deposition 
phase, the mechanical behaviour of the screen is in the focus. Furthermore, our 
model effectively considers the geometry of the knife. The aim of this paper is to 
improve the technical solutions and in increase the performances without harming 
reliability as defined at Morariu [26]. 
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2 Experimental Setup 

2.1 Material Parameters of Screen 

The first step of the model construction is to define the geometries and obtain the 
mechanical parameters of the screen [27]. The geometric features and the initial 
strain – which warps it onto an aluminium frame – are realised by the 
manufacturing process. 

In order to decrease screen tension deviation during the print the screen is 
tightened onto the aluminium frame with the thread orientation of 45 to the 
printing direction. Therefore the load distribution is more homogeneous between 
the threads. 

The elastic (Young) modulus of the screen was determined using the modified 
Voigt expression: 

 )V-·(1E·V·EE fmffc   (1) 

where 

Em = 690 MPa is the elastic modulus of the emulsion, 

Ef = 193 GPa is the elastic modulus of the stainless steel, 

Vf is the volume fraction of the stainless steel and 

η is the Krenchel efficiency factor [19], [20]. 

In case of 1 = 2 = 45 thread orientation in the frame: 

25.0cos·5.0cos·5.0 2

4

1

4    (2) 

The Poisson ratio can be expressed as: 

mmffxy VV    (3) 

where 

νf is the Poisson´s ratio of stainless steel (0.28) and  
νm is the Poisson ratio of emulsion (0.43) [21]. 

In our study SD75/36 stainless steel screen was utilised with the mesh number of 230 

and open area of 46%. The schematic view of screen cross section is shown in Fig. 2, 

 

Figure 2 

A sketch of the SD75/36 screen cross section with the main parameters 
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where 

d is the diameter of the thread, 

 is the bending angle, 

x is the element length of the thread. 

sin

d
x   (4) 

Using Eq.4. the volume fraction of the stainless steel can be calculated: 

27.0
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d
 · 
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l
 ·l· 
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 ·d
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2
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+

=



 (5) 

Substituting Eq. 5. into Eq. 1. the elastic modulus of the screen turned out to be 
13 GPa. The sizes of the screen are 298 mm in width, 328 mm in length and the 
thickness of it was 72 μm. These parameters were utilised in the finite element 
model. 

2.2 Measuring the Friction Force between the Screen and the 

Squeegee 

The paste we have applied in our experiment was PC 3000 conductive adhesive 
paste from Heraeus. In the process of screen printing the friction force between 
the screen and the squeegee plays an important role. While the squeegee passes 
the screen due to the friction force the position of the mask shifts. The individual 
friction force measuring setup is shown in Fig. 3. 

 

Figure 3 

Measurement setup for determining the friction force between the squeegee 

By this measurement the relationship between the friction force (Ff) and the 
printing speed (v) and squeegee force (Fs) was estimated. Every thick film paste is 
viscous and has a non-Newtonian rheology suitable for screen printing. The shear 
stress, τ, for this kind of fluids can be described by the Ostwald de Waele 
relationship: 
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n

dy

dv
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






  (6) 

where 

K is the flow consistency coefficient (Pasn), 

∂v/∂y is the shear rate or the velocity gradient perpendicular to the plane of shear (s−1), 

n is the flow behaviour index (-) [22]. 

Fig. 4 shows the shear stress and paste velocity during screen printing. Thick film 
paste is a shear-thinning fluid, thus n is positive but lower than 1. 

 

Figure 4 

Appeared shear stress and the velocity of paste during screen printing. 

In addition the elongation of the screen – which is greater if the off-contact is 
greater – results in image shift as well [23]. The effect of these lateral shifts 
demonstrated in Fig. 5 has also to be taken into account. 

 

Figure 5 

Deformed paste deposition is the result of the screen elongation 

The image shift was examined, where the screen tension was in the region of 2–
3.3 N/mm, the off-contact was 0.9–1.5 mm, and the applied friction force was 
based on the measurement. The reduction of screen tension can affect the quality 
of the printing in other respects. The deflection force of the screen is decreasing, 
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so the separation of the substrate and the screen cannot start right after the 
squeegee passes on the screen. This off-contact distance has to be modified in the 
function of screen tension to keep the screen from sticking to the substrate during 
printing because adhesion causes many separation problems that damage the 
quality of the printed film. 

2.3 Principles of the Mechanical Model 

Equations for mechanical simulations are based on the stress strain relationship for 
linear material [24]: 

klijklij C    (7) 

where 

σ is the stress tensor, 

C is fourth order elasticity tensor and 

ε is the elastic strain tensor. 

The stiffness matrix can be reduced to a simpler form because the material is 
symmetric in the x and y direction. The elastic stiffness matrix has the following 
form: 
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where 

E is the Young modulus, 

ν is Poisson ratio. 

As a consequence of the squeegee load the screen bends and gets large 
displacement or so called geometric nonlinearity. The resulting strains are 
calculated by using Green-Lagrange strains, where that is defined with reference 
to the undeformed geometry. Green-Lagrangian strain components, Eij, can be 
expressed as: 


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where u is the displacements vector. 
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2.4 Constructing and Verifying the Finite Element Model 

For the screen model SHELL 93 element was selected because it handles 
nonlinear geometry in large strain/deflection and in stress stiffening. These two 
types of geometric nonlinearities are playing significant role in modelling the 
mechanical description of the screen. SHELL93 element has six DOF (degrees of 
freedom) at every node. The first step in modelling the screen was to determine 
the initial strain in the screen without additional load, due to the fact that it 
tightens on the frame. These loads were applied on two perpendicular edges of the 
screen, while the two others were fixed in the direction of the load acting at the 
opposite edge. The schematic view of the sizes (x=328 mm, y=298 mm), edge 
loads (σx, σy) and constraints can be seen on Fig. 6. 

 

Figure 6 

Layout of the pre-stress condition 

In the second model – in which the bending of the screen is calculated in the 
function of load value and position – the screen tightness is given by a 
displacement constraint calculated in the model before. As boundary conditions, 
fixed screen edges (in all direction the displacements and rotations are zero) with 
the calculated displacement conditions were given. Taking into consideration that 
the printing process is slow enough, it can be handled stationary in each moment 
while the screen is in force equilibrium. The width of the squeegee was 180 mm. 
Rectangular elements were used and the mesh density was gradually increasing 
only towards the load area of the squeegee for faster convergence. The aim of this 
simulation was to examine how the model describes the real process. In order to 
compare the FEM calculation to the real situation a measurement set-up was 
designed and realised (Fig. 7). 

 

Figure 7 

A sketch of the equipment for measuring deformation of the screen 
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The screen was loaded at 11 different positions, where the distances from the 
centre range from 0 mm to 100 mm with 10 mm step sizes, represented in Fig. 8. 
The load was 40-80 N in 10 N step sizes. These parameters give 55 different 
measurement points. At one measurement point five measurements were recorded. 

 

Figure 8 

The squeegee line locations on the screen during the measurement 

In the model of screen-printing, the displacement of the screen at the load place in 
direction z was maximised according to the industrial standards of distance (about 
1 mm) between the screen and the substrate (off-contact) [25]. The original 
construction of the screen printing is shown in Fig. 9. 

 

Figure 9 

The original construction of screen printing in FEM model with the constraints 

As boundary conditions, fixed screen edges (motion is zero in all possible 
direction) were set with the displacement load in x and y direction which 
corresponds to the screen tension. A finer mesh was created in that area where the 
squeegee acts and a coarser mesh for the rest of the model (Fig. 10). 
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Figure 10 

Meshed screen in FEM; the mesh is densified at the load area of the squeegee. 

The finer-meshed area ensures accuracy the coarser-meshed area provides faster 
run time. 

3 Results and Discussion 

3.1 Modelling of Stress Distribution in the Screen 

In the first model of the screen the initial strain – caused by the stretching on the 
frame – was determined. For the initial stress of σx = σy = 2.65 N/mm the 
displacements in direction x and y were -0.6209 mm and 0.5641 mm respectively. 
In the second model the screen tightness is given by this displacement constraint 
calculated in the model before. In this model the screen was loaded at 11 different 
positions and five different loads were applied according to the measurements. 
Compared to the simulation results and measurements the screen deformation can 
be seen in Fig. 11 for 55 different conditions. 

 

Figure 11 

Measured and simulated bending of the screen at load line 
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In the model of screen printing – where the maximal displacement of the screen in 
direction z was 1 mm – the stress was concentrated at the ends of the load area 
(Fig. 12). 

 

Figure 12 

Von Mises equivalent stress distribution in the screen along the line, where the load is applied 

The maximal stress in the screen (105 MPa) appeared around the load edge while 
the average stress in the screen was only about 38 MPa. This phenomenon 
occurred due to the squeegee shape ending in a point so the corners of the 
squeegee generate stress concentration in the screen. The surface quality of a used 
screen (5000 cycles) was examined by optical microscope to detect the damage 
caused by these high stress peaks (Fig. 13). Investigation shows that the screen 
area, where the edges of the squeegee passed the filaments are abraded, while the 
middle part is intact. 

   

Figure 13 

The middle part of the screen is intact but where the squeegee edges act the filaments are abraded 

In order to reduce this relative high stress peak in the material the shape of the 
squeegee was modified (Fig. 14). The two parameters of the rounding are R and f, 
the radius of the circle and the width of the rounded squeegee segment 
respectively. 
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Figure 14 

Squeegee rounding scheme with the radius of the circle and the width of the rounded squeegee 

segment 

The optimal radius can be obtained from the extrema (in this case the minimum) 
of the σ(R) stress-radius function (Fig. 15). 

 

Figure 15 

Process flow of the squeegee – rounding optimisation 

As the result of the rounded squeegee, in case of f = 40 mm with the optimal R of 
1900 mm, the maximal stress in the screen reduces to half (Fig. 16). 

 

Figure 16 

Von Mises equivalent stress distribution in the screen along the line, where the load is applied 

The value of f should be as high as the screen mask allows, because larger 
rounded area results in lower stress concentration. During screen printing the 
geometry of the squeegee, so the shape of the curvature can be changed. 
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Therefore, further simulation was carried out to determine the deformation of the 
squeegee for different loads. Fig. 17 shows the deformation of the squeegee in 
direction Z (vertical axis that perpendicular to basic surface): 

 

Figure 17 

Displacement of the squeegee in direction Z in case of the load of 50 N 

The result of the simulation shows that the maximal deformation of the squeegee 
is equal to the squeegee shape with a cutting process accuracy of +/- 0.02 mm so 
this can be neglected in the final model. 

3.2 Effect of the Friction Force and Screen Tension in the 

Quality of Screen Printing 

The model was supplemented by the friction force (see Section 2.2) in order to 
determine the shift of the patterned screen. Table 1 summarises the friction force 
between the screen and the squeegee as a function of the squeegee force and 
speed. 

Table 1 

The friction force between the screen and the squeegee* 

         Speed 

          [mm/s] 

 

Squeegee      

pressure [N] 

20 40 60 80 100 120 140 160 

10 2.2 3.4 4 4.6 4.6 5.2 5.6 5.6 

20 2.6 4 4.4 5.2 5.4 5.6 6 6.2 

30 3.4 4 4.6 5.2 5.6 5.8 6.8 6.6 

40 3.6 4.2 5 5.4 5.8 6 6.8 7 

50 3.6 4.6 5 5.4 5.8 6.2 7 7 

60 3.8 4.6 5.2 6 5.8 6.4 7.2 7.4 

70 4.6 5 5.6 6.2 6.2 6.6 7.4 8 

80 4.8 5.6 5.8 6.6 6.6 6.9 8.4 8.4 

* at different squeegee force and speed 
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Evaluating the results of Table 1 it can be determined by regression of least 
squares method, that n is between 0.2 and 0.4 in Eq. 6 for this type of adhesive 
paste. Even if the applied friction force was 8.4 N, the off-contact was 1.5 mm and 
the tension of the screen is reduced to only 2 N/mm the resulted shift is less than 
2.7 μm. The image deformation arising from the elongation of the screen is less 
than 0.5 μm in the printing area of the screen in case of 1.5 mm off-contact. 
Obviously it is lower if the off-contact is lower. Accordingly the deposition shift 
is negligible under 1.5 mm off-contact and if the friction force is in this region. 
However, if there is not enough paste on the screen the friction force can be 
multiplied, so the shift can reach 10 μm. On the other hand the quality of the 
printing is maintainable if the reduction of screen tension is compensated. The 
screen tension is reducing in the screen caused by repetitive printing – which can 
be handled as a cyclic mechanical load – when the elongation of the screen is 
increasing. As the tension is decreasing the deflection force of the screen is also 
decreasing, so the screen usually adheres to the substrate and the separation cannot 
start right after when the squeegee has passed on the screen. The deflection force 
is maintainable if the off-contact distance is modified. In our study the initial 
screen tension was 3 N/mm and the off-contact was the industrial standard (1 mm) 
which resulted in adequate printing quality. In order to avoid adhering, the off-
contact has to be increased according to Fig. 18. 

 

Figure 18 

Off-contact compensation in the function of screen tension 

As the squeegee force has not been changed, the paste is being printed with the 
same pressure, and due to the modified off-contact the elastic force resulting from 
screen deflection and the paste adhesion has the same force condition as at the 
initial screen tension and off-contact. 

Conclusion 

A finite element model was created and verified to describe the stress distribution 
in the screen due to squeegee load. The boundary displacement condition was 
determined in the first step by the preliminary model. Using these results a model 
was constituted to simulate the bend of the screen due to different loads acting at 
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different positions. A measurement set-up was designed and realised to verify the 
model. Comparing the measured and simulated results it can be clearly concluded 
that the model gives good approximation of the bending values. In the model of 
screen printing – where the maximal displacement of the screen in direction z was 
1 mm – the stress was determined. The maximums appeared at the ends of the 
load area. The geometric parameters of the squeegee were modified to reduce the 
stress in the screen in order to extend its life cycle. By this the maximal and 
average stress in the screen could be reduced. Furthermore the decreasing screen 
tension was compensated by modifying the value of the off-contact which leads to 
sustainable screen-printing quality. Therefore the life cycle of the screen could be 
extended by decreased mechanical stress and increased off-contact. 
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Abstract: In this article, stability of the robotic manipulator with time delay in open 

kinematic chain configuration was analyzed. The dynamic equations of motions were 

derived for one five-degree-of-freedom (DOF) robotic system with system latency. The 

mathematical model includes the model of the actuators to define the parameters of the 

actuators that can stabilize such a system. Investigation of the system stability was 

performed using novel stability conditions. The system state responses and the system 

stability were analyzed for different time delays. The proposed control methodology was 

shown to be appropriate to maintain the stability of the robotic system during tracking 

tasks. To analyze the concept, we presented a numerical example together with an extensive 

system simulation. The stability analysis showed the full compliance of the system behavior 

with the desired system dynamics. The proposed method can be used for the stability 

analysis of any robotic system with state delays in the open kinematic chain configuration. 

Keywords: stability; stability conditions; robotic systems; time delay 
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1 Introduction 

Time delay plays an important role in the dynamics of robotic systems in some 
applications. For instance, accurate tracking might be challenging if time delay 
exists. The fact is especially pronounced in the medical, even in some industrial, 
applications where high accuracy and positioning are strictly demanded. 
Furthermore, in repeatable motions, time delay might influence the phase shifting, 
and consequently, increases the errors. In some cases, the system instability might 
appear as an unwanted consequence of neglecting the time delay of systems. 

The influence of time delay on robotic systems was previously analyzed in 
literature [2, 3, 6, 10, 17-20, 22, 24, 25, and 35]. Different types of latencies have 
been analyzed in conjunction with system stability, such as mechanical latency, 
signal processing (transmission) latency, communication latency etc. Signal 
transmission latency was shown to be able to affect the robotic effective force-
reflecting system, [24]. A large group of teleoperation robotic systems is affected 
by time delay due to communication drifts. The overview of telemanipulators with 
constant transmission time delay and control challenges was presented in [25]. 
The instability of the systems can often be caused by time delay. Many control 
strategies have been reported to solve this problem [4, 6, 17-18, 22, 24-25, 30, 35]. 
A control strategy for a robotic system where instability was caused by time delay 
was proposed to overcome instability, [2]. An adaptive tracking controller was 
introduced to solve the instability problem. A study [17] showed the advantages of 
the compliant control over the force feedback control for one six-DOF robotic 
system within the wide range of time delay. The stability analysis for multiple 
manipulators capable of sensing latency was analyzed in [22]. Some robotic 
manipulators use video feedback [18], and the delay appears in the image 
processing module. In these situations, the discrete time modeling [6], adaptive 
motion and force control [35] can be used to overcome the suboptimal results in 
operations. In some cases, the existing time delay can be neglected in the analysis, 
as in [30]. However, a broader approach, such as the robust control, was used for 
tracking control. Consequently, the latency problem does not need to be analyzed 
separately; it should rather be analyzed within a more general set of uncertainties 
which acts on the systems [4]. 

The initial approach presented in [2, 3, 6, 17-20, 22, 24, 25, and 35] took the 
system delay into account, which potentially could destabilize the system and 
degrade the performances. The group of stability criteria that take time delay into 
account for investigations is named delay-dependent conditions [40]. Different 
control methodologies were developed based on the delay-dependent criteria. The 
latest research results on this topic are presented in the sequel. In [8, 9], robust 
tracking tasks for robotic manipulators were performed using a gradient estimator 
and an adaptive compensator, respectively. The system trajectory control i.e. 
tracking task in [27, 28] was performed using time delayed control which was 
proven to be robust against nonlinearities in the robotic dynamic system. Tracking 
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of industrial robotic systems with time delay was analyzed in [12-14] from 
different aspects. The control methodology included the time delay estimation to 
decrease nonlinearities, velocity feedback, and sliding mode control to converge 
time delay errors. Another sliding mode controller together with the impedance 
control was used in [33] for position tracking. Uncertain disturbances and time 
delay can pose a problem in the modeling of robotic systems [11]; the 
linearization procedure and application of the linear matrix inequalities were 
found suitable in this case. A teleoperated mobile robot with latency was 
presented in [29] where the usage of a sensor was recommended as a solution for 
the fulfillment of the desired tasks, similar to [26]. 

An overview of the stability problems, when the time delay is present in the 
systems, is analyzed in [41]. Another theoretic approach to the asymptotic stability 
for robotic systems with time delay was proposed in [1]. It was noticed that the 
stability of systems with time delay is often related to complicated numerical 
calculations that can make the stability criteria inapplicable. The numerical 
calculations of the system stability under the influence of latency were analyzed in 
[42]. In some articles, this approach was solved using delay-independent criteria 
[40]. The method avoided using complicated computations of the inverse system 
dynamics; a time delay estimation was used to obtain the adequate dynamics and 
local disturbances. The trajectory tracking problem for the analyzed class of 
robotic systems was solved using a neural network controller, as described in [31]. 

In this article, it is of interest to analyze trajectory tracking problems. The article 
[21] analyzed the control of a space robotic system with time delay to track the 
desired trajectory in the inertial space with several uncontrolled variables, such as 
the position of the base and vertical coordinates. The nonlinear feedback control 
law was applied. A discrete time control of a mobile robot with transport latency 
was suggested in [32], instead of the continuous time control strategy. A tracking 
control algorithm for an industrial six-DOF robot was proposed in [23]. The 
maximum value of time delay was estimated to maintain the desired tracking 
performances. Some of the latest classical and new theoretical results that include 
the control of robots, application, servos, and actuators are presented in [34], [36-
39]. 

In this article, we analyzed the stability of a five-DOF robotic system with time 
delay. An extensive computer simulation was presented for the evaluation of the 
system behavior. In order to be able to perform a high precision contour tracking, 
we modeled the system with latency. Moreover, it was requested that the system 
end-effector should be in the repeatable desired positions in the equidistant time 
interval. Consequently, latency in the mechanical part of the system or in signal 
processing can significantly influence the fulfillment of the desired tasks. 

Due to the specified requirements, the innovative modeling procedure that 
includes the mathematical modeling of both the robotic systems and the actuators 
was derived. The time delay was incorporated in the generalized coordinates. The 
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novel stability conditions were presented to investigate the stability of the robotic 
system. Furthermore, the calculation of the control gains was proposed in the 
article. This method can be used for the stabilization of this class of systems, 
irrespective of the number of joints within the manipulators, as long as they are in 
the open kinematic chain configuration. To evaluate the efficacy of the novel 
controller, we compared it to a classical proportional-integral-derivative (PID) 
controller and investigated the stability with respect to the time delay. 

2 Mathematical Framework 

The second section describes the mathematical modeling procedure for a robotic 
system with time delay, which is used for the simulation. The detailed modeling 
procedure for the system without latency and time delay stability conditions can 
be found in [5, 7]. 

2.1 Preliminaries 

A general representation of the nonlinear control systems with time delay can be 
written as: 

        
   

, , , , 0

, 0

t t t t t t

t t t





  

   

x f x x u

x φ
  (1) 

where x(t) n is a state-space vector, u(t) m is a control law vector,   ([-
, 0], n) is an admissible functional of the initial states, =([-, 0], n) is the 
continuous state-space function which maps interval [-, 0] to n, where  is a 
real vector space. Vector function f satisfies the following condition: 

: n n m n   f .  (2) 

Function f is assumed to be smooth to guarantee the existence and uniqueness of 
the solutions on time interval defines as 

 0 0,t t        .  (3) 

Quantity  can be a positive real number or  . The initial state of the function f 

= (t, 0, 0) does not need to be equal to 0, which means that the origin does not 
need to be identical as an equilibrium state. 
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2.2 Mathematical Modeling 

Fig. 1 represents a kinematic structure of the 5 DOF robotic system analyzed in 
this article. As shown in Fig. 1, generalized coordinates (q1, q2, q3, q4, q5) were 
adopted to characterize the motion of the individual joints. A stationary coordinate 
frame was denoted as Oo, and the coordinate frames of the joints were marked as 
Oi, i = 1,, 5. Di, i = 1,, 5, denote distances between the origins Oi. The 
coordinate systems were marked as xiyizi, i = 0, 1,,5. 

With the use of the energy-based Lagrange-Euler approach, the dynamic equation 
of the motion can be written as 

,)()(
1 1

,
1

ug
n nn

QQqqqqqa 












 

 

  (4) 

where  =1,…,5. a(q) represents the tensor coefficients, ,(q) denotes the 
matrix coefficients, Q

g and Q
u are the major components of the generalized 

torque. Qg represents the gravitation forces, and Qu corresponds to the generalized 
torque, produced by the actuators. 

A mathematical description of the actuators, Fig. 2, is given as in equation (5). 

N N J F M C N Im n mV M R
    ,  (5) 

where  is the rotation angle, M is the output torque of the actuator, equal to the 
sum of Qg and Qu. IR is the current of the rotor, LR is the inductance of the actuator, 
and U is the voltage of the actuator. 

 

Figure 1 

Model of the robotic system containing three translational and two rotational joints 
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The coefficient in equation (5) is denoted as follows: NV is the reduction 
coefficient (ratio of the output velocity and input rotational velocity); Nm is the 
torque reduction coefficient (ratio of the input and output torques); JM is the torque 
coefficient; F is the motor friction coefficient; Cn is the mechanical constant of the 
motor; RR is the rotor circuit resistance; and CE is the counter-electromotive force 
coefficient. 

 

Figure 2 

Schema of an actuator. Robotic joints are governed by the presented actuator. 

Without the loss of any precession, it can be assumed that the inductance is LR  0. 
If the state-space vector for the motors is adopted as x=(, ’, IR)

T, it can be 
concluded that the order of the mathematical model of the actuators is equal to 
two. Consequently, the state-space equation of each actuator is as follows 

i i i i i i ix A x B u d M                                                                                       (6) 

where Ai, bi, and di are the matrices defined as: 

0 1 0 0

, , 11
1 ( )i i ii MM E

V M mV M RM V M R

A b dF CC C

N J NN J RJ N N R

     
             
        

 (7) 

The correlation between the robotic system and the actuator is established via 
generalized coordinates and torques in the following way: i = tiqi, where ti is a 
transfer coefficient vector for the individual joint i. The generalized torques on the 
actuators are defined as Mi = geni. A matrix representation of the coefficient is 
T=diag(Ti), Ti=(0 ti). Equation (4) can now be written as follows, 

( ) ( , ) genH q q h q q   .  (8) 

In equation (8), H represents an inertia matrix; h is a matrix that represents both 
the centrifugal and Coriolis effects, as well as the gravity. The relation between 

the state space vector and the generalized coordinates is adopted as 1
dT q

x . 

The time delay joint variables are defined as: 
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( ) ( )

( ) ( )

d

d

q t q t

q t q t




 

 
,  (9) 

where  is the system latency. When (4), (6) and (9) are combined with (8), the 
nonlinear dynamic equations of the robotic systems governed by the actuators can 
be written as: 

( ) ( )n nA B x x x u ,  (10) 

where x and u are the state-space and control vectors, respectively. x = (q1, q’1 , 
q5, q’5), and u = (U1, , U5), where Ui is the voltage on each actuator. Nonlinear 
matrices An and Bn are calculated as: 

1

1

1

( ) [ ( ( ) ) ( ) ]

( ( ) ) ( )

( ) ( ( ) ) ( )

n n

n

n n

A A F I H TF H TA

F I H x TF h

B B F I H TF H TB







   



  

x x x x

x

x x x

,  (11) 

where A= diag (Ai), B= diag (Bi), F= diag (di). Equation (12) can be obtained 
through the derivation of equation (10) in the second order Taylor series around 
the nominal point. For derivation purposes, the deviation of the generalized 
coordinates due to time delay was expressed as qd (t) = q(t) - q(t-). 

0 1( ) ( ) ( ) ( )L L Lt A t A t B t  x x + x u   (12) 

where matrices AL = (AL0  AL1)
T and BL have the following form: 

1 1
0

1
0 0

0

( ) ( ) [ ( ) (0) ]

( ) [ ( ) ]

( ,0)

L n n

n

L n

H
A A F I HTF TF I HTF HTA HTB h

H h
F I HTF TA TB HTA

B B

 




      


 

   
 



x x u
x

x u
x x

x

  (13) 

3 Control Synthesis 

In this part, the ability of the robotic system to guarantee the desired trajectory 
tracking within the strictly predefined time interval was investigated. 
Consequently, it was necessary to find the control law which will supply the 
actuator with appropriate control signals to perform the motion of the links 
according to the predefined trajectories within a specified time frame. 

The analyzed latency includes latency in mechanical parts, signal processing 
latency and latency due to the unmeasured disturbances. The overall system 
latency affects the generalized coordinates and consequently, the system states. 
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The proposed control method deals with the latency of any source that can cause 
delay in the system states. 

The objective of the control was to minimize the error q between the real 
generalized coordinates and the generalized coordinates (positions and velocities) 
under the influence of latency. The errors due to time delay can be presented as: 

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

d

d

d

q t q t q t

q t q t q t

q t q t q t





   

   

   

.  (14) 

Equation (8) is rewritten as: 

( ) ( , ) ( )H q q V q q q G q    .    (15) 

 

Figure 3 

Control schema of the manipulator with time delay 

Through the introduction of the estimated values of the system parameters, such as 

the estimated inertia matrix ˆ ( )H q , the estimated Coriolis and centrifugal 

matrix ˆ( , )V q q , and the estimated gravitational vector ˆ ( )G q , the generalized form 

of equation (15) can be written as 

ˆˆ ˆ( )[ ] ( , ) ( )v pH q q K q K q V q q q G q        ,  (16) 

where Kv and Kp are the derivative and proportional gain matrices. Including (14), 
the controller equation for the system with time delay can be written as 

ˆˆ ˆ( )[ ] ( , ) ( )d v d p d d d d dH q q K q K q V q q q G q          (17) 

The proposed control methodology guarantees the asymptotic reduction of errors 
introduced by time delay. A block diagram of the proposed approach was 
presented in Fig. 3. 

The control law used in the described case can be expressed as 

-KCu = x ,   (18) 
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where C is the output system matrix and K is the gain matrix, K=diag(Kp Kv). The 
values of the proportional and derivative gains were calculated for each link 
according to the following formula: 

2

1/2

((0.5 ) ( ) ) /0

2( ( ) ) /

K H N N J R N Cp v m mii M R M

K K H N N J R FR N C N Cv p v m m m vii R R M E

 

   
.  (19) 

By recalculating the control law for trajectory tracking with respect to the 
actuators and using equation (6), one can obtain: 

1( ) ( ( ) ( ) ( ))v v gent t A t d t Bi i i   u x x ,   (20) 

where xv denotes the velocity components of the state values, with matrices 
defined as in (6). 

4 Stability Analysis 

In this part, a brief stability analysis for such systems is presented. To evaluate the 
stability of the system described here, we performed an evaluation using a novel 
approach. System (12) in the free working regime was analyzed 

0 1( ) ( ) ( )L Lt A t A t  x x + x ,                                                                               (21) 

with an initial vector function as 

( ) ( ), 0t t t   xx φ .                                                                                  (22) 

While the analyzed class of the systems is kept in mind, the following definitions 
are presented. The theorem presented here was used to evaluate the stability of 
system (21). 

Definition 1: System (21) is stable with respect to  , , , ,|| || ,T   x    if 

for any trajectory ( )tx  condition ||x0||< implies ||x(t)||<, t[-, T], =max, [7]. 

Definition 2: Autonomous system (21) is contractively stable with respect to { , 
, , T, ||x|| },   <  < , if for any trajectory ( )tx  with condition ||x0||<, implies: 

(i) stability with respect to  , , , ,|| || ,T   x  

(ii) there exists  t*]0, T [ such that ||x(t)||< , for all t]t*, T [, [7]. 

Definition 3: System (21) satisfying initial condition (22) is finite time stable with 

respect to   , ,t   if and only if ( ) ( )
x

t tφ , implies ||x(t)||<, t, ( )t  

is a scalar function with the property 0 ( ) ,t    –   t  0, where   is a real 

positive number and   + and  >, [7]. 
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Theorem 1: Suppose that the matrix defined as 0 0 1 1( )T T

L L L LA A A A I      is 

positive definite. Then the autonomous system (21) with initial function (22) is 

finite time stable with respect to  , , ,    , if   , such that the following 

condition holds 

 max(1 ) / ,
t

e t
       ,                                                                          (23) 

where max is the maximum eigenvalue of the specific matrix, and  is a finite 
time interval. 

Proof: Let us consider the following Lyapunov-like, aggregation function: 

          
t

T T

t

V t t t d


  


  x x x x x ,                                                               (24) 

Denote by   V tx  time derivative of   V tx  along the trajectory of system 

(21), so one can obtain: 

              

        
       
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T T T

t

T T T

T T

d
V t t t t t d

dt

t A A t t A t

t t t t


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

 



  

   
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x x x x x x x

x x x x

x x x x

                                             (25) 

Based on the known inequality1, and with the particular choice: 

         0,T T
t t t I t t     x x x x x S ,                                                           (26) 

so that: 

       
   
   

0 0 1 1

max

T T T

T

T

V t t A A A A I t

t t

t

   

 

 

x x x

x x

x x

,                                                              (27) 

under the assumption given in Theorem 1. Moreover, it can be calculated: 

            

            

max max

max max

t

T T

t

t

T T

t

V t t d

t d V t





    

    





   

 
     

 





x x x x x

x x x x x

,                           (28) 

since     0
t

T

t

d


  


 x x  and  max 0   . 

                                                           
1
            12 , 0T T T

t t t t t t          u v u u v v  
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Multiplying (28) with 
 max t

e
  

, one can obtain: 

     max 0
td

e V t
dt

   x .                                                                                     (29) 

Integrating (29) from 0 to t, with t , we have: 

      max 0
t

V t e V
   x .                                                                                   (30) 

From (24), it can be seen: 

             

     

0

0

0 0 0 0 0 0 0

0 0 1

T T T
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V d
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



     





   

    





x x φ φ x x

φ φ

.                                  (31) 

Combining (30) and (31) leads to: 

      max1
t

V t e
     x                                                                                   (32) 

On the other hand: 

                  max1
t

tT T T

t

t t t t d V t e




      



     x x x x x x x ,                (33) 

Condition (24) and the above inequality imply: 

       max1 ,
tT

t t e t
        x x ,                                                             (34) 

which was to be proven. 

5 Numerical Example and Simulation 

For the purpose of the simulations of such systems, the desired trajectory in the 
Cartesian space was defined as in Fig. 4. 

 

Figure 4 

Tracking (desired) trajectories in the Cartesian space 
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It was requested that the coordinates of the absolute end-effector should follow the 
predefined trajectories within a time frame of 20 s and should maintain the 
stability in the interval. 

Due to the described task, it is necessary to investigate the finite time stability of 
the time delay system. 

Table 1 

Geometric characteristics of the system and masses 

Value/Joint 1 2 3 4 5 

  m  (kg) 0.2 0.2 0.5 0.1 0.01 

 ( )mii      (-0.2 0 0)T (0  0.18 0)T (0 0 –0.17)T (0  0 –0.165)T (0 0 -0.2)T 

 ( )mi  (0.1 0 0)T (0  -0.09 0)T (0 0 0.1)T (0  0 0.1)T (0 0 0.1)T 

     
ie
  (1 0 0)T (0  1  0)T (1 0 0)T (0  0 1)T (0 0 1)T 

Table 2 

Numerical values of the parameters of the actuators 

Value/Joint 1 2 3 4 5 

Rr 8.40 8.40 84.30 2.10 16 

J 6.50E-06 6.50E-06 5.40E-07 6.50E-06 9.00E-09 

Nv 473 473 247 994 2100 

Cm 2.02E+04 2.02E+04 74200 9800 2000 

Ce 2.12E-03 2.12E-03 4.04E-04 4.04E-04 3.00E-03 

Nm 115 115 111 111 870 

In relation to Figure 1, the geometric characteristics of the system and the mass of 
the joints are presented in Table 1. 

Table 3 

Elements of the matrices 

Actuator a22 b2 d2 

1 -7.825e+05 7.822e+05 1.610e-02 

2 -7.825e+05 7.822e+05 1.610e-02 

3 -6.593e+04 6.588e+04 1.009e-01 

4 -2.901e+05 7.371e+05 1.612e-02 

5 -4.167e+07 6.614e+06 2.646e+01 

Table 2 represents the numerical values of the parameters described in equation 
(5) and Figure 2. 

The variables described in equation (6) which were used to determine control 
gains (19) are presented in Table 3. The coefficients a22, b2, and d2 are the 
diagonal elements of the matrices (7). 

K is the diagonal matrix and their elements are the position and velocity gains, K = 
diag{Kp Kv}. The gain values for each segment can be calculated using equation 
(19) and the values in Table 2. 
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Table 4 

Gain elements 

Joint Kp Kv 

1 1.306E-02 1.164E+03 

2 1.306E-02 1.164E+03 

3 3.690E-01 7.461E+03 

4 6.999E-03 2.143E+02 

5 1.839E+00 2.488E+03 

The detailed explanations for this procedure can be found in [18]. Using the 
control law (29), (4) and (30), it is possible to calculate the eigenvalues of system 
(5). The control gains are presented in Table 4. 

Fig. 5 represents qi, i=(1,2,,5) trajectories in the joint space. The values on the y 
axis are in mm for joints 1, 2, and 4, and in rad/s for joints 3 and 5. The initial 
condition (22) transformed to the initial generalized coordinates in the joint space 
can be described as q0=[0 -17, 0, 1, 0]T, as in Fig. 5. At this point, it is of interest 
to investigate the influence of time delay on the system stability. 

For that purpose, the comparison between the two control strategies applied for 
system (12) was performed. The first one includes the classical approach using a 
PID controller. The second one includes the proposed methodology, as in (18) and 
Fig. 3. The comparison was presented in Fig. 6 and Fig. 7. The figures represent 
the step and sinusoidal responses of the system. 

 

Figure 5 

Generalized trajectories in the joint space 
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Figure 6 

Step responses of the system for both PID and proposed control methodology vs. reference input signal 

It was observed that the time delay had a significant influence on the dynamic 
behavior of system (12) when the PID controller was used. However, the proposed 
methodology in this article solved the latency problem of the system output, as 
shown in Figs. 6-7. 

In the sequel, the stability of the robotic system represented by equation (21) with 
initial vector function (22) graphically presented in Fig. 4 was investigated. For 
the numerical stability analysis, Theorem 1 was used. 

 

Figure 7 

Sinusoidal responses of the system for both PID and proposed control methodology vs. reference input 

signal 
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The numerical values of matrices AL0 and AL1 are as follows, as in (35-36): 

0 1 0 0 0 0 0 0 0 0

0 -3.9 6 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0

0 0 0 -3.9 6 8.42 -26.92 -1.5 -4 0 0 0

0 0 0 0 0 1 0 0 0 0
0 0 0 0 -3.27 2.8 -2 -4.6 -0.24 0 0 0

0 0 0 0 0 0 0 1 0 0

0 0 0 0 -4.1 -2 0 4.4 -3 -2.9 0 0

0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 -4.2

e

e e

AL e3 e e4

e e e5

e6

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

,  (35) 

0 1 0 0 0 0 0 0 0 0

0 -2.33 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0

0 0 0 -2.3 8.42 -4.28 -1.5 -3 0 0 0

0 0 0 0 0 1 0 0 0 0
1 0 0 0 -3.3 0.18 -1 -4.6 -0.32 0 0 0

0 0 0 0 0 0 0 1 0 0

0 0 0 0 -0.44 -1 0 2.4 -2 -2.3 0 0

0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 -3.2

e5

e3 e

AL e4 e e4

e e e4

e5

 
 
 
 
 
 
 
 
 
 
 
 
 

 




.  (36) 

System matrices AL0 and AL1 were calculated for the system with feedback, as in 
Fig. 3. For this example, the following was adopted:  = 2.5,  = 3, and  = 200 

ms. With the use of equation 0 0 1 1( )T T

L L L LA A A A I     , it was calculated that 

matrix  is a positive definite matrix, i.e.  >0. The eigenvalues of the matrix 
were denoted as () = {1,,10}. 

The eigenvalues of the system were calculated using equation (37) 

     

0

0 1 0 1det det

det( ) ( )
1

L j

s
L L L LA A e CK sE A A CK sE

N
A KC sE K s s

j





      

   
 ,                          (37) 

where  0 1A A AL L L  is a decomposition of matrix AL. After calculation, it was 

obtained: () = {8.3, 2.8e5, 7.2e5, 1.2, 6.4e5, 1245, 12,4, 2.4e5, 4234, 4.1e6 }. 

It can be seen that max() = 4.1e7. Now it is possible to calculate condition (23) 
and to estimate Test - time after the system is stable under the influence of control 

feedback.  max(1 )
t

e
    (1+0.2)emax()t < 1.2. For this specific case, it was 

calculated that system (21) with control feedback (20) would obtain and maintain 
stability after Test  = 3.9e-8. 
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Figure 8 

Trajectory and square norms of the representative state trajectory for the controlled and uncontrolled 

system 

Fig. 8 represents the result graphically. The figure shows the trajectory and norm 
of the trajectory for controlled and uncontrolled systems. The norm of the 
representative state trajectory was presented to depict its convergence to the stable 
zero state during the time interval of interest. 

Conclusions 

In this article, a mathematical modeling procedure of the robotic system with time 
delay was presented. This procedure includes the mathematical model of the 
actuators, and it can be used for any robotic system in the open kinematic 
configuration. The time delay was included in the mathematical model. A time 
delay controller capable of system stabilization under the influence of the time 
delay was developed. The novel stability conditions were derived for the 
investigation of the stability of the system. These conditions were used to evaluate 
the proposed controller under the influence of system latency. The comparative 
results for both the PID and the time delay controller were presented. The 
proposed control methodology resulted in a stable dynamic behavior of the 
system. It was observed that the proposed controller could nullify the latency 
presented in each link. Consequently, the time delay did not influence the overall 
system performances. The performance investigation of the system using novel 
stability conditions showed the full compliance of the system behavior with the 
desired system dynamics. The future work of this study will include further 
rigorous dynamic analyses and the influence of the specific value of time delay on 
the system, and it will also define the stability boundaries for such a system. 
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Abstract: Data centers are built to provide a highly available and scalable infrastructure 

on which the applications run. As enterprises grow, so do their application need, along 

with resources required for additional application-specific services. This increase in 

bottom line expense heightens the overall resource requirement. This paper provides 

solution to mitigate the impact of these expenses by proposing a file replication and 

consistency maintenance mechanism that enhances the manageability, scalability, and high 

availability of resource in these environments. To keep files consistent, changes made at 

one replica of the file are reflected on other replicas in minimum possible time. File replica 

is updated on-demand by only propagating the required partial updates. The results show 

that as compared to Google File System (GFS), the proposed partial write rate shows an 

improvement of 38.62% while updating the stale replicas. Time required for invalidating 

the replicas decreases by 34.04% and the time required to update the replica on FRS 

reduces by 61.75%. Process algebraic approach has been used to establish the relationship 

between the formal aspect of the file replicating server and its architectural model. 

Keywords: Cluster Computing; Consistency; File Replication; Process algebra 

1 Introduction 

Data centers are emerging and finding acceptability due to convergence of several 
trends including the high performance microprocessors, high speed network, 
standard tools and availability with economical commodity-off-the-shelf compo-
nents. This comprises of several servers and networking infrastructure. The server 
portion of the infrastructure is now far down the road of commoditization, and 
low-cost servers have replaced the high-end enterprise-class servers. Driven by the 
PC commoditization economics, the operating theme is “scaling out instead of 
scaling up”. Thus, data centers seem to gain popularity day by day. Data center 
based distributed systems provide a cost-effective solution to applications intend-
ed for High Performance Computing (HPC) [1]. It leads to the evolution of power-
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ful Computer Supported Cooperative Working (CSCW) [2] environment that ena-
bles improving availability of resources and load sharing. 

Replication is a practical and effective method to achieve efficient file access, and 
increasing the file availability. File replication is done to achieve high availability 
of resources. It is achieved by replicating the file and redirecting the requests of 
busy nodes to lighter ones. Optimal performance is achieved by replicating the 
resource among different clusters. This helps in reducing file access latency, and 
network congestion in order to enable the system to handle more requests. Repli-
cation of files and replica placement demand an effective and optimized replica-
tion approach so that neither remote nor local file request is dropped. Replicating 
critical data serves as the basis for disaster recovery. 

The proposed File Replication approach tries to resolve the following issues: (1) 
Prevent the creation of file replica if a copy of the requested file is available on the 
other node. (2) In case of node failure, file request is redirected to other FRS, 
without any user intervention. (3) Limit the number of queries for a particular file 
below the threshold. (4) New request for a particular file will never be served, 
once the threshold value for that particular file has been reached. (5) Avoids un-
necessary file replication. (6) Maintains consistency of replicated files. 

Every node has an optimal capability of handling file requests. If the file request 
count for a particular file on any FRS reaches the threshold value, it replicates the 
file on other FRS’s. The location of new replica is intimated to the requesting 
node. This maximizes the resource utilization by minimizing the message ex-
changes overhead, thus increasing the overall system performance. 
Replication becomes mandatory in cluster computing, whenever there is an in-
crease in number of requests (that a system can handle), for a particular resource. 
Buyya [4], discusses the major performance issue in large-scale decentralized 
distributed systems, such as grids, along with mechanisms to minimize latency in 
the presence of resource performance fluctuations. Buyya [5] addresses the prob-
lem of transferring huge amount of data among federated systems, thus facilitating 
a better way to support critical applications while minimizing the total number of 
rejected requests. Google’s MapReduce [6] system runs on top of the Google File 
System [7], within which data is loaded, partitioned into chunks, and each chunk 
is replicated. Google by default replicates the data at three locations. The Google 
File System (GFS) enables the files to be moved transparently in order to balance 
the load that is in line with the proposed File Replication. Unlike GFS, proposed 
approach avoids the creation of redundant replicas on the same node and con-
sumes less raw storage than GFS. By default GFS stores, three replicas of a file, 
but proposed approach creates replicas as and when demand arises. Proposed 
approach reclaims the physical storage only when the need arises, in case there is 
not sufficient storage space to store a file being replicated. GFS does this lazily 
during regular garbage collection. In contrast to the system like xFS [8], AFS [9], 
Intermezzo [10] and Frangipani [11], GFS and the approach proposed in this pa-
per, does not provide any caching below the file system interface. Unlike GFS, in 
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order to increase reliability and gain flexibility proposed approach does not main-
tain any centralized master replica for maintaining file consistency and manage-
ment. Rather it uses a distributed architecture that manages the assignment of the 
role of master replica to the latest updated replica dynamically and propagates the 
same to the secondary replicas on-demand. This overcomes the issue of single 
point failure. Scalability and high availability (for read) are achieved by adding 
new servers as and when the need arises without affecting the current ongoing 
processing. Like proposed approach, GFS also addresses a problem similar to 
Lustre [12] in terms of delivering aggregate performance to a large number of 
clients. Bigtable [13] relies on a highly-available and persistent distributed lock 
service called Chubby [14]. A Chubby service consists of five active replicas, one 
of which is elected to be the master and actively serve requests. The service is live 
when a majority of the replicas are running and can communicate with each other. 
Chubby uses the Paxos algorithm [15], Lamport [16] to keep its replicas consistent 
in the face of failure. Each directory or file can be used as a lock, and reads and 
writes to a file are atomic. The Chubby client library provides consistent caching 
of Chubby files. Each Chubby client maintains a session with a Chubby service. A 
client's session expires if it is unable to renew its session lease within the lease 
expiration time. When a client's session expires, it loses any locks and open han-
dles. Chubby clients can also register callbacks on Chubby files and directories for 
notification of changes or session expiration. The master is responsible for assign-
ing tablets to tablet servers, detecting the addition and expiration of tablet servers, 
balancing tablet-server load, and garbage collection of files in GFS. Bigtable cli-
ents do not rely on the master for tablet location information; most clients never 
communicate with the master. As a result, the master is lightly loaded in practice. 
Primary-copy (master-slave) approach for updating the replicas says that only one 
copy could be updated (the master); secondary copies are updated by the changes 
propagated from the master. There is only one replica, which always has all the 
updates. Consequently the load on the primary copy is huge. Domenici [17] dis-
cusses several data consistency solutions, including Eager (Synchronous) replica-
tion and Lazy (Asynchronous) replication, Single-Master and Multi-Master Mod-
el, and pull-based and push-based. Guy [18] proposes a replica modification ap-
proach where a replica is designated either a master or a secondary. Only master 
replica is allowed to be modified whereas secondary replica is treated as read-
only, i.e., modification permission on secondary replica is denied. A secondary 
replica is updated in accordance with the master replica if master replica is modi-
fied. Sun [19] proposes two coherence protocols viz., Lazy-copy and Aggressive-
copy. Replicas are only updated as needed if accessed by the Lazy-copy protocol. 
For the aggressive-copy protocol, replicas are always updated immediately when 
the original file is modified. Compared with Lazy-copy, access delay time can be 
reduced by Aggressive-copy protocol without suffering from long updating time 
during each replica access. However, proposed approach has simplified the prob-
lem significantly by focusing on the application needs rather than building a 
POSIX-compliant file system. Most of the replication strategies are capitalized by 
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GFS, but there are some areas that leave ample scope for future work as discussed 
in this work. The next section discusses the proposed approach. 

In order to ascertain architecture and framework of the proposed model, modeling 
and evaluation is necessary, before implementing a system to a large scale. The 
dynamic but complex behavior of the proposed model is analyzed by underlying 
communication protocol and characteristics of their components. The proposed 
model is verified through Calculus of Communicating System (CCS). 

CCS [3] is a formal language for describing patterns of interaction in the concur-
rent systems. It allows the description of system in terms of sub processes that 
include primitives for describing composition and interaction among these, 
through message passing. Therefore, the motivation for using process algebra is to 
simplify the specification part and to verify the design structure of model while 
meeting its ultimate goal, i.e., file replication. 

2 Proposed Approach 

A scenario of three participating Cluster is considered. These clusters could be 
part of one organization or three different private clusters of a different organiza-
tion. It is assumed that the nodes in these different clusters trust each other. The 
same is illustrated in Fig. 2. The proposed architecture is discussed below. 

2.1 Architecture 

A scenario is presented, though on a smaller scale where geographically disparate 
clusters interact with each other for information sharing through replication. One 
node in each cluster is designated as File Replicating Server (FRS). FRS can also 
be replicated on some other node in the cluster for backup and recovery. It consists 
of loosely coupled systems, capable of providing various kinds of services like 
replication, storage, I/O specific, computation specific and discovery of resources. 
Based on the application requirement, the resources are made available to other 
nodes. 

2.2 Architecture Description 

Fig. 1 shows a mini data center where each server is catering its services to the 
connected workstations. These workstations can be reorganized so as to form a 
cluster of nodes as shown in Fig. 2; it shows a network of three clusters that are 
connected to each other via intercommunication network. Each cluster consists of 
a group of trusted Requesting Nodes (RN) and a File Replicating Server (FRS) 
assigned to these nodes. Each node can presume the role of FRS. A FRS can be 
local or remote. 
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A file Replicating Server (FRS) assigned to a cluster having some nodes is known 
as local FRS, and FRS positioned outside that cluster, will be called as remote 
FRS. Each subset of nodes (denoted as requesting nodes) receives the list of IP-
address of remote FRS’s from the local FRS, but the nodes of a cluster will send 
the file request only to the local FRS. In case, if the local FRS fails to serve the 
request, it is automatically routed to a remote FRS in a transparent manner, and 
the remote FRS fulfills the request of the requesting node. This makes the model 
robust and capable of handling crashes in case local or even remote FRS fails. 
Each FRS maintains two tables: (1) File request count table with the following 
attributes: <file_id, file_name, request_count, metadata>. (2) FRS table with the 
following attributes: <FRS_IP, FRS_PORT>. 
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An abstract view of data center 
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Figure 2 

Architecture of file replicating server 

Each FRS is informed whenever a new FRS is added to the network, so as to up-
date its FRS table. FRS does not monitor the status of remote FRS periodically, 
instead FRS requests for the current status of remote FRSs on-demand. FRS status 
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can either be busy, ready or File not available. Busy signifies that the request 
count is greater than file threshold value. Request count is described in section 3.5. 
Ready signifies that the request count is less than file threshold value. File not 
available indicates that the requested file is not available on the cluster. Number 
of thread a server can handle, and the server load balancing aspects are left on the 
application developer and deployment environment. 

2.3 Description of File Replication Mechanism 

Each local FRS is responsible for accepting the file request from the Requesting 
Node (RN). Local FRS checks its status against the requested file and redirects the 
request depending on its status in the following manner: (1) If the status of local 
FRS is ready, the local FRS will fulfill the request. (2) If the status of local FRS is 
file not available, the local FRS looks for remote FRS that can fulfill the file re-
quest as discussed below in 2(a) & 2(c). Otherwise, (3) In case, status of local FRS 
is busy, it looks for a remote FRS that can handle the request, by one of the fol-
lowing manner, described as under: 

(a) Local FRS sends a message only to those FRSs that are present in the replica 
location field of the data structure for file request count table (Table 1) and re-
quests for their status against the requested file. The local FRS redirects the re-
quest to the remote FRS having the status as ready. This remote FRS fulfills the 
request of the RN. (b) If not so, the local FRS contacts those remote FRS’s on 
which the requested file is not available. In this case, file replication will be initi-
ated, by the local FRS of the cluster and the file replica is created on the remote 
FRS having the status as file not available. (c) For both the cases mentioned 
above, IP address of the remote FRS that can handle the request will be sent by the 
local FRS to the requesting node. Now, the request is redirected to the remote FRS 
and RN shall receive the file, without any user intervention. Thus, the overhead of 
polling and broadcasting is reduced. 

2.4 File Replication Strategy 

Fig. 3 shows each FRS as a part of different cluster. To differentiate between the 
remote FRS and local FRS, dotted and solid lines are used. All FRS are logically 
interconnected with each other and update their FRS table as soon as a new FRS is 
added. Node N1 is the Requesting Node (RN) that sends the file request to FRS. 
Fig. 3 shows the replication scenario for a file replicating server S1. 

FRS S1 on successfully connecting to N1 sends the list of remote FRS (S2, S3, S4 
….Si-1, Si) to node N1. Now, node N1 sends file request to the local FRS, i.e., S1. 
As FRS S1 has reached the threshold, it cannot handle this request. FRS S1 looks 
for a remote FRS that can handle the request. While looking for a FRS that can 
fulfill the request, some FRS’s send their status as busy, and the rest of the FRS 
may not hold the requested file, i.e., file not available (fna). Now, local FRS will 
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initiate the replication process for the requested file on the remote FRS. Replica 
will always be created on the FRS that does not contain the requested file. On 
successfully creating the replica of the requested file on a remote FRS, local FRS 
will send the IP-address of remote FRS to N1 and request gets redirected and ful-
filled by remote FRS. 
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Figure 3 

Replication scenario of a file replicating server 

2.5 Data Structures Used 

Each node maintains Table 1 to handle dynamic on-demand file replication and 
consistency mechanism. Table 1 keeps the following information about the files 
requested by the requesting nodes: (1) File ID: uniquely identifies the requested 
file. (2) Filename: name of the file requested by the node. (3) Request Count: is 
the number of request for a particular file that the FRS is currently handling. This 
count is incremented by one, whenever the FRS initiates the file transfer operation 
that is intended for the requesting node. As soon as the request is fulfilled this 
count is decremented by one. (4) Metadata: stores the data that identify the vari-
ous file attributes. (5) Valid: It is a Boolean variable that signifies whether the file 
is stale or updated. (6) Lock: It is an integer variable that signifies that a FRS has 
acquired lock on the file and the file is being modified. (7) Owner FRS: It is a 
string variable. This field contains the IP address of the FRS that has most recently 
modified the file. (8) Replica Location: It is an integer variable. This specifies the 
node ID (FRS and requesting node) on which the file replica is present. (9) 
Timestamp (tf): It is a string variable. It stores the timestamps of the file that is 
present on the node (FRS and requesting node). 
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Table 2 represents the format of the table maintained by each FRS, which contains 
the <IP address and port number> of FRS. FRS IP denotes the IP address of the 
FRS and FRS PORT denotes the port number of the FRS to which the network 
messages are forwarded. 

2.6 Message Definitions for Proposed Approach 

The proposed approach consists of following messages viz., M1, M2, M3, M4 and 
M5. M1 is request for sending or receiving a file. It consists of three tuples, which 
include the following details: (1) Machine Type (either Requesting Node or FRS) 
(a) Requesting Node requests a file from the file replicating server (FRS). (b) FRS 
uses the head message to initiate the replication request. (2) Request Type (either 
“get” or “put” or “list”), list will provide the IP address of the remote FRS. (3) 
Filename. Message M2 Copies the file or list contents from FRS to Requesting 
Node or other FRS, in accordance with the type of request, i.e., whether file re-
quest is made by FRS for file replication or by requesting node. M3 responds to the 
request based on the local FRS current status, namely: (1) It informs the request-
ing node if the local FRS is ready to serve the request, i.e., Nready. Or, (2) If the 
local FRS is busy, it sends the IP and port address of the remote FRS having the 
requested file. M4 informs the local FRS about the current status of the remote 
FRS, namely: (1) Busy: remote FRS is busy, so it cannot handle the current re-
quest. (2) Ready: file is present and remote FRS is ready to serve the request. (3) 
File Not Available: if the file does not exist on the remote FRS, this remote FRS 
will become the potential node for file replication. M5 is reply acknowledgement 
message, i.e., “RACK” is sent to the local FRS, when file is transferred complete-
ly. M6 is a multicast message for sending a request for the modification file to 
owner FRS. M7 sends the modification file to those FRSs that has the replica of the 
modified file f. M8 is the ACK message send by remote FRSs to FRSi. M9 grants 
permission to node Ni to modify the file. 

File Replication approach discussed in section 3.4, 3.5 and 3.6 ensures that, im-
plicit addressing is used, to fulfill the nodes request, for a logical resource and 
maintains the access, migration and performance transparency of the system. 
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Figure 4 

File replicating server (FRS) model 
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The various states of the file replication model are shown in Fig. 4. Here, the state 
Connected represents the state after the connection has been established between 
the Requesting Node (RN) and FRSi. FRSi can change its state either to Receiving 
or Analyze as follow: (a) In Connected state FRSi accepts the file request, request-
ed by RN and changes its state from Connected to Analyze. Also, FRSi becomes 
the destination FRS if a remote FRS needs to replicate a file on this FRSi. FRSi on 
receiving the replication request changes its state from Connected to Receiving. 
After the state Receiving has been reached, the transition will only be made to 
Final state, which indicates that the connection has been closed. (b) FRSi on 
changing its state from Connected to Analyze, depending on the FRS (local and 
remote) status the transition will take place either to Final state or Replicating 
state. In the state Replicating, if failure signal is received, the transition will be 
made to Analyze state, and other remote FRS will be selected for replication. 
When no failure signal is received, transition will be made to Final state. 

The process algebraic approach is used to verify the correctness of proposed file 
replication model. It is a mathematical technique used for the verification of soft-
ware and hardware systems. This is required, to confirm whether the proposed 
model is meeting the specifications or not. 

2.7 Hybrid Consistency Mechanism Using Partial Update 

Propagation 

The proposed consistency mechanism is called hybrid because the replica of the 
modified file is updated on FRS using partial update propagation and the write 
invalidate message is send to the requesting nodes having the replica of the modi-
fied file, as shown in Fig. 6. A Requesting Node (RNi) requests to modify a file (f) 
present on File Replicating Server (FRSi). It is assumed that the clocks of all FRSs 
are synchronized with each other, and all RNs synchronize their clocks with local 
FRS. In partial update propagation, write update is performed using modification 
file on FRS’s and these FRS’s perform write invalidate on RN’s. During write 
update using modification file, owner FRS sends the modification file only to 
those FRSs that has the replica of the modified file. Now, each FRS on which the 
replica has been updated, will send an invalidate message to those requesting 
nodes that have the replica of the modified file. 

Owner node is any FRSJ that has most recently modified the file (f) and contains 
the latest updated (valid) copy of file f, and FRSJ is not a centralized entity. A 
modification file contains the changes that have been performed on the original 
file. These changes include the line number on which the change has been made 
and the content of that line. 

When a file on any FRSi has to be modified by a RN, this FRSi generates a request 
to acquire the lock on file (f). If FRSi is the owner of file (f), it performs a check 
whether or not file (f) is locked by any other RN on FRSi. If yes, it waits for the 
write operation to get completed. Once the write operation is completed, lock is 
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released and the write permission is granted to the requesting node RNi. If FRSi is 
not the owner of file (f), FRSi multicasts a message for acquiring the lock on file 
(f) called RW(f) message, to other FRSs. FRSi multicasts the message only to 
those FRSs that are present in the replica location field of the data structure. On 
receiving this message if FRSJ has not locked file (f) it sends an acknowledgement 
for acquiring lock to FRSi. If FRSJ has locked file (f), it waits for completion and 
responds by sending modification files. FRSi updates the stale copy of (f) by 
patching it with the modification file. FRSi acquire write lock on file (f) and gives 
write permission to requesting node RNi. After modifying the file, the RN will 
update the file on its local FRSi by sending the modification file. Now FRSi will 
update the file using Hybrid consistency mechanism and becomes the owner of the 
file. Other FRSs makes an entry in the Owner field of the data structure that new 
file owner of file (f) is FRSi. Now, these FRSs in turn send an invalidate message 
to the RN’s having the replica of the modified file. If any of the RN’s have to use 
the file later, these RN update their replica by sending a request for modification 
files to its local FRS as and when the need arises. Flow diagram is shown in Fig. 
5. 
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Figure 5 

Flow diagram for acquiring lock by FRS on the file and replica update & consistency maintenance 

mechanism on FRS using modification files 

As discussed above, in case the file is modified, the replica is updated or invali-
dated on other nodes (FRSs and requesting nodes) using the above discussed hy-
brid consistency mechanism. Depending on the number of FRS on which the rep-
lica is updated, and the number of requesting nodes on which the replica is invali-
dated there arises two cases as follow: Best case: When only few FRS and re-
questing nodes have the replica of the file that has been modified file. Worst case: 
When all the FRSs and the requesting nodes have the file replica of the modified 
file, this is considered as the worst case scenario. 
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Consider a scenario as shown in Fig. 6, in which the file replica is present on 
FRS1, FRS2, FRS3, RN3, RN6 and RN9. Now, RN9 makes a request to modify a file 
present on FRS3. FRS3 checks whether or not the requested file is locked by some 
other RN using the file locking mechanism, as discussed above. Fig. 6 shows the 
hybrid consistency mechanism in which the file is updated on those FRSs having 
the replica of the modified file by using the modification file and these FRSs in 
turn send the invalidate message to the requesting nodes having the replica of the 
file that has been modified. 
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Figure 6 

Hybrid consistency mechanism 

If the owner FRSJ is down, FRSi selects a remote FRS from the Replica location 
field of Table 1 as described in section 3.5 and checks the validity of file on that 
remote FRS. File validity is checked from the Valid field of Table 1. As soon as 
validity of file on the remote FRS is confirmed, that remote FRS becomes the new 
owner of that file. 

3 Stability Analysis 

Stability analysis of File Replication Model (FRM) using a process algebraic ap-
proach is carried out in this section. 
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3.1 Transition System Definition 

Transition systems [20] are considered to perform external and internal actions. 
External actions are defined as observable actions, which are seen by the observer. 
However, an unobservable action is considered as an internal action which the 
observer cannot see. According to Milner [21], an agent C is a cell which may 
hold a single data item. It has two ports; an empty cell may accept an item or value 
from its left hand port labeled in; while it may deliver a value from its right hand 
port labeled [22] as shown in Fig. 7. 

C
in out

 

Figure 7 

Labelled transition 

3.2 File Replication Model (FRM) in Process Algebraic 

Framework 

In the proposed formal model, the components of a system are identified as com-
municating agents. In the flow diagram as shown in Fig. 8, circle represents the 
communicating agents, i.e., Requesting Node (RN), i.e., Nfr and file replicating 
server (FRS). These are considered as communicating agent. The communication 
between agents is represented through transition graph. Transmission line (trans) 
is used to transfer messages from one node to other. The FRS receiving the file 
request (M1) is termed as File Replicating Server (FRS), i.e., Nfrs and is denoted by 
Si. FRS Si

r or Si-1
r is the server on which file replica is either created or previously 

available. The RN, i.e., Nfr raises a file requisition via message M1̅̅ ̅̅  and receives its 
corresponding reply via M2 or M3, depending on the FRSs status. M4/M4̅̅ ̅̅  shows 
the status of FRS as busy (Nbusy) or ready (Nready). Status of FRS depends on the 
number of request a FRS is currently serving for a meticulous file. FRSs having 
the status as busy cannot fulfill the file request. Ready FRS (Nready) represents that 
FRS is ready to handle the file request. In case FRS Si is busy, it requests the status 
information of remote FRSs and redirects the request to the FRS having the status 
as ready (Nready) that can handle the request. If no such FRS is present, replica is 
created on FRS Si

r or Si-1
r that has the status as Nfna, i.e., file not available. 

After the file is replicated on FRS Si
r or Si-1

r an acknowledgement message M5 or M5̅̅ ̅̅   is sent by FRS Si
r or Si-1

r to FRS Si, the file request gets redirected and 
fulfilled by FRS Si

r or Si-1
r. 

The value of file threshold index prohibits the behavior of nodes as busy and 
ready. Similarly, the file availability index gives information about the file availa-
bility on that node. Here arise two scenarios, discussed as below: (1) Replica 
available (2) Replica created. 
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Figure 8 

Flow graph for file replication model in process algebraic approach 

Replica Available: FRS Si, which receives the file request from the requesting 
node, fulfills it if and only if, its status is ready, i.e., Nready. This means that, the 
requested file is present on Si and it can handle the file request. If Si is not able to 
fulfill the request, it looks for any Si

r
 or Si-1

r that has the requested file and status as 
Nready. In this case, there is no need to create a replica of the requested file. Replica 
created: if all FRS, i.e., Si, Si

r or Si-1
r having the copy of the requested file are 

busy, then its replica needs to be created. Replica will always be created, on the 
FRS Si

r or Si-1
r whose status is Nfna, i.e., file not available. The formal specification 

of two scenarios is described below: 

Set of agents can be denoted by ϑ. Hence, 

ϑ∈ {N, Nfr, Nfrs, S, D, FRS} 

Equ. (1) shows different status of FRS: 

Nstatus ≝ (Nbusy | Nfna | Nready)                  (1) 

FRS status depends on the number of requests a FRS is currently serving for the 
requested file known as file request load. If the file request load >= the file thresh-
old value, the requested file is replicated on remote FRS, i.e., Si

r or Si-1
r. 

Equ. (2), a node requesting for a file, hence called as Requesting Node (Nfr) de-
noted by S. Nfr ≝ S                     (2) 

Equ. (3), FRS Si receives file request. Si responds to the requesting node via mes-
sage M3̅̅ ̅̅  or M2̅̅ ̅̅  , depending on the FRSs status, the state transition will take place. 𝑁𝑓𝑟𝑠 ≝ (𝑓𝑖𝑙𝑒_𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑). (𝑓𝑟𝑠_𝑠𝑡𝑎𝑡𝑢𝑠̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + 𝑓𝑖𝑙𝑒_𝑠𝑒𝑛𝑑̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅). 𝑁𝑓𝑟𝑠              (3) 

Equ. (4), FRS that affirms its status as Nready will fulfill file request and is denoted 
by D. 

Nready ≝ D                   (4) 
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𝐷 ≝ 𝑓𝑖𝑙𝑒_𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑. 𝑓𝑖𝑙𝑒_𝑠𝑒𝑛𝑑̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. 𝐷                 (5) 𝑆 ≝ 𝑓𝑖𝑙𝑒_𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑠𝑒𝑛𝑑̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . 𝑓𝑖𝑙𝑒_𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑. 𝑆                  (6) 

According to Robin Milner [21] a labeled transition system can be thought of as 
an automaton without any Initial/Final state. 

3.2.1 Language Specification for Replica Available (FRMra) Scenario 

Now, a scenario of file replication model, i.e., replica available is discussed. Here, 
the file request is fulfilled by the available copy of the requested file on a remote 
FRS. Thus, unnecessary replica creation is avoided. 

3.2.1.1 Language Specification for Local FRS 

The language specification for the local FRS that can be described as follow: (1) 
State transition takes place from one state to the other depending upon the inter-
rupt received by the current state. (2) After receiving the file request from the 
requesting node, the local FRS Si fulfills the request if and only if its’ status is 
Nready. Otherwise, Si checks with the remote FRS, i.e., Si

r or Si-1
r that can handle 

the request. (3) If a remote FRS is busy, it will not accept the file request and 
sends its status as busy to the local FRS Si. (4) If Si status is not marked as ready, 
this means, either Si status is Nfna or Nbusy, refer to equ. (8). In case, those FRSs 
having the replica of the requested file are busy, requested file is replicated on that 
remote FRS having the status as Nfna. (5) State LocalFRS` is reached after the 
connection with requesting node is closed. 𝐿𝑜𝑐𝑎𝑙𝐹𝑅𝑆 ≝ (𝑙𝑖𝑠𝑡_𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑 + 𝑓𝑖𝑙𝑒_𝑟𝑒𝑞𝑢𝑒𝑠𝑡_𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑). 𝐴𝑛𝑎𝑙𝑦𝑧𝑒          (7)  Analyze ≝remoteFRS_status_request̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . Analyzing + send_remoteFRS_list̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. LocalFRS +(all_FRS_busy̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + file_not_available̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + file_send̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅). LocalFRS'                     (8)  Analyzing ≝(remoteFRS_busy̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + remoteFRS_fna̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ). Analyze + remoteFRS_IPaddress̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . LocalFRS'     
                               (9) 

3.2.1.2 Corresponding Language Specification for Requesting Node 

The behavior of the requesting node that sends the request to FRS for a file is 
represented by equ. (10). Requesting node after sending the file request to FRS, 
changes its state from Nfr to Nfr’. In this state, the requesting node will wait for the 
reply from the FRS Si. Once the response is received the transition is made to state 
Nfr

’’. Nfr ≝ (list_request_send̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ + file_request_send̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ). Nfr'                    (10) Nfr' ≝ (list_received + file_received). Nfr + (remoteFRS_IP + all_FRS_busy + file_not_available +remoteFRS_list_not_received). Nfr''                    (11) 
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Nfr'' ≝ (requesting_node_crashes + no_remoteFRS_available). Nfr''               (12) FRM(ra) ≝ RequestingNode ∥ FRS ∥ Destination                      (13) 

3.2.2 Language Specification for Replica Created (FRMrc) Scenario 

Now, second scenario of file replication model, i.e., replica creation will be dis-
cussed. It symbolizes a communicating system that consists of Replicate and Re-
ceiving agents, which represents the replication mechanism of file replicating 
server. Replicate agent is the FRS that creates the replica of the file on remote 
FRS. This remote FRS is known as receiving agent. Replicate (F): A file request is 
sent through the transmission line (Trans) by the requesting node and it is received 
by FRS. On receiving the request, FRS changes its state to Replicate, which de-
notes that the FRS is busy, and the requested file needs to be replicated, refer to 
(14) & (15). Receiving (F): The receiving agent, i.e., remote FRS that receives file 
request through the transmission line (Trans) and reaches the state FRS’, on suc-
cessful completion of file transmission. FRS’: state FRS’ is the final state after the 
file transfer is complete. FRS ≝ replication_request_received. Receiving + file_request_received. Replicate                 (14)  Replicate ≝ replication_request_send̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . Replicating                   (15)  Receiving ≝ replica_created. FRS'                                   (16)  Replicating ≝ replication_failed. Replicate + replica_created̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . FRS'                            (17) FRM(rc) ≝ Replicate ∥ Trans(ɛ) ∥ Replica_created                      (18) 

Where Trans (ɛ) denotes initially empty transmission line and  ∥  denotes restricted 
composition. From equation (13) and (18), it is proved that replication mechanism 
of file replication model meets its specification with FRM(ra) and FRM(rc). Hence, 
FRM(ra)  ≈  FRM(rc). 

3.2.3 Bisimulation Proof for FRM(ra) and FRM(rc) 

The transition graph for local FRS and requesting node, refer to equ. (5) and (6). 
Equation shows the different FRS states (14), Replicate (15), Replicating (16) and 
Receiving (17). Fig. 9 shows the bisimulation graph by linking the related states of 
both the models on a state transition graph. Observations show that bisimulation 
graph represents the one to one transition of different state as per above mentioned 
equations. 
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Figure 9 

Bisimulation graph by linking the related states on a transition graph 

Requesting node (Nfr) sends a file request to the local FRS (Si), refer equ. (10) and 
receives the status from Si followed either by the requested file or the IP address of 
the remote FRS having the copy of the requested file, refer equ. (11). In this case, 
the request is fulfilled by the available copy of the requested file either by the 
local FRS itself (8) or by remote FRS having a copy of that file (9). Remote FRS 
discards the file request in case the status of remote FRS against the requested file 
is Nbusy or Nfna, refer equ. (9). If the status of any FRS is marked as ready, i.e., 
Nready, the request gets redirected and fulfilled by this FRS, equ. (8). 

State ‘Replicate’ represents that, the file replication is required as the status of the 
FRSs that have the replica of the requested file is busy Nbusy. Intermediate state is 
represented by Replicating and FRS’ represents the final state after the replication 
has been done, i.e., file has been transferred completely, and the connection has 
been closed. State FRS represents that the connection has been established be-
tween two nodes. State Receiving represents the intermediate state. The output 
would be sent from the transmission line (Trans). 

4 Simulation and Results 

The proposed model is simulated on JAVA platform. Threshold is fixed in accord-
ance to the constraints and demands, depending on the application requirement. 
Experimental system configuration is illustrated in Table 4. Table 3 shows the 
request completion time in seconds for replicating the file of size 64.1 MB. Table 
3 shows the worst case scenario, in which 100 requesting nodes send request for 
the file f simultaneously. 

The first few requests handled by FRS takes more time because this time is inclu-
sive of replication overhead from FRS1 to FRS2, and FRS1 to FRS3, but subse-
quently the service time taken by FRSs drops from 281.62 seconds to 245.62 sec-
onds. The average request completion time decreases by 12.78%. 
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Table 3 

Average request completion time (seconds) 

Number of FRSs/ 
Number of Request-
ing Nodes   

1-20 21-40 41-60 61-80 81-100 Average 

2 FRS 400.75 265.86 220.67 300.15 220.67 281.62 

3 FRS 292.21 251.55 148.51 252.35 283.51 245.62 

In replication scenario, all available FRS’s are utilized to fulfill the request. As 
shown in Table 3, service time for requesting node 41-60 in case of 3 FRS is very 
less, this is because, by the time FRS receives this request, some of the previous 
requests gets completed, same is shown in Fig. 10. When the local FRS reaches 
the file threshold value and replicates the file on some other FRS, the replication 
overhead is compensated by the following benefits: (1) Avoid retransmission of 
request by the requesting node. (2) Reduces latency in case of load above thresh-
old. 

 

Figure 10 

Request Completion Time for 64.1MB file 

Fig. 11 shows the time taken by the local FRS, to invalidate the replica available 
on the Requesting Nodes (RNs) that are connected to this local FRS. Size of inval-
idate message is 15 bytes. The invalidate message to RNs is sent by the local FRS. 
Two cases are shown in the figure viz., Best case and Worst case. In the best case, 
replica does not exist on all the RNs. It is considered that out of 30RNs connected 
to the local FRS, 70% of the RNs have the replica of the modified file. In the 
worst case, replica of the modified file is available on all the RNs. 

The average time required for invalidating the replicas using hybrid consistency 
approach in the best case is 13.43 msec and in the worst case is 20.36 msec. For 
some RNs, it is observed that there is a delay in the message delivery, due to 
which there is the formation of the crest as shown in the figure. 
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Figure 11 

Time required for invalidating stale replica on requesting node 

Fig. 12 shows the time required to update the replica on the FRS for file size of 
128 kb, 677 kb, and 3.1 mb. Two cases that are shown in the figure are Complete 
File Transfer (CFT) and Hybrid approach. In CFT, complete file that has been 
modified is sent to the FRS having the replica of that file. In case of hybrid ap-
proach, only the modification that has been done is sent to the FRS having the 
replica of that file. Time required for updating replicas using hybrid consistency 
approach reduces from 153.33 msec to 58.64 msec. 

 

Figure 12 

Time required for updating stale replica on FRSs 

4.1 How Proposed Approach Weighs against Existing 

Approaches 

The configuration used by the Google File System (GFS), and the proposed 
scheme in shown in the Table 4. 

Table 4 

Experiment configuration table 

 Processsor Memory Hard Disk Ethernet 
Connection 

Switch 

GFS Dual 1.4 GHz 
PIII 

2 GB Two 80 GB 
5400 rpm 

100 Mb/s 
full-duplex 

1 Gb/s link 

Proposed 3.6 GHz P IV 1 GB 80 GB 5400 
rpm 

- 
100Mb/s 
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In case, N clients write simultaneously to N distinct files. Fig. 13 shows that with 
GFS the average write rate reaches 21.8 MB/s for 10 clients and with the proposed 
Partial Write scheme the average write rate is 35.52 MB/s. The proposed partial 
write rate shows the improvement of 38.62% as compared to GFS write rate.  

 

Figure 13  

Write rate as the number of replicas to be updated increases (MB/s) 

Fig. 14 shows that when N clients read simultaneously from a file, GFS average 
read rate reaches 44.5 MB/s for 10 clients and with the proposed scheme the aver-
age read rate is 14.57 MB/s. GFS read rate is 67.23% better than the proposed 
scheme. This is due to the system configuration as described in Table 4. 

 

Figure 14 

Read rate with an increasing number of readers (MB/s) 

Conclusion 

This paper makes an attempt to propose and establish the threshold based file 
replication approach in the distributed cluster computing environment, having a 
mini data centric view. Proposed file replication and consistency maintenance 
mechanism, autonomously determines the need for file replication based on the 
file threshold and availability of files on the nodes of cluster environment. The 
decentralized architecture for the proposed model eliminates the possibility of 
single point failure. Proposed approach ensures automatic retransmission of re-
quest to the remote FRS, in case the local FRS fails. The hybrid consistency 
mechanism that reduces the time for updating multiple replicas of a file by using 
modification propagation is also proposed. Experimental results show that as 
compared to Google File System (GFS), the proposed partial write rate shows an 
improvement of 38.62% while updating stale replicas. Time required for invalidat-
ing the replicas decreases by 34.04% and the time required to update the replica 
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on FRS reduces by 61.75%. The replication overhead is compensated by the bene-
fits like avoiding retransmission of request by the requesting node, and reducing 
file access latency. 

Finally, a relationship between the formal aspect of file replication server and its 
architectural model, i.e., proposed file replication model is established through 
process algebraic approach. The stability and reliability analysis ensure that the 
system will run in the finite sequences of interaction and transitions. On the basis 
of these properties, a transparent, reliable and safe file replication model is built. 
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Abstract: This paper deals with the metallurgical phenomena occurring in aluminium-

killed low carbon steels during industrial batch annealing process. The formability of these 

steels is strongly influenced by the nitride precipitation – recrystallization interaction 

during the batch annealing stage of the production technology. The accurate precipitation 

kinetics of nitrides is not clearly described yet because of the difficult evaluation of 

precipitated fraction of nitrides in cold rolled state steels. The aim of this study is to present 

a methodology for measuring the precipitated nitride fraction in cold rolled state, moreover 

to investigate the precipitation – recrystallization sequence during batch annealing 

process. Another purpose of this study is to give the conditions of the development of good 

deep-drawable microstructure. The nitride precipitation process in cold rolled and 

annealed state is measured using a special thermoelectric power test based methodology. 

On the basis of the experimental work, it is concluded that good formable microstructure 

develops if the precipitated nitride fraction reaches at least ~40% at the beginning of the 

recrystallization. This condition can be satisfied if the heating rate is held between 30 and 

45 °C/h during the industrial batch annealing process. 

Keywords: Al-killed low carbon steel; nitride precipitation; thermoelectric power 

1 Introduction 

1.1 Basics of Industrial Processing of Al-killed Low Carbon 

Steels 

Aluminium killed low carbon steels are widely used for deep-drawing purposes 
due to their excellent formability. These grades of steels consist of elements in 
w.t. %: 0.02…0.05 C, 0.15…0.3 Mn, ~ 0.01 Si, 0.03-0.06 Al, 0.004…0.006 N, 
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0.015…0.02 Cr, 0.01…0.03 Cu, and low amount of Ti, Mo, Ni, Nb. In the 
manufacturing process of these steels it is essential to control the nitrogen content 
in liquid as well as in solid state [1]. It is recommended to avoid alloying with Ti 
and Nb. In this case, there is no possibility to form stable TiN particles, moreover 
the NbC particles will not increase the yield strength. Additionally, it is 
advantageous, if the Mn content of the steel is held around 0.17…0.2 w.t. %. 
Steels with larger Mn content exhibit lower deep-drawability. Some other 
important condition exists for producing good formable sheet, which can be 
satisfied with the proper thermomechanical processing of the steel. The time-
temperature diagram of the production technology is shown in Fig. 1. 

 

Figure 1 

Production technology of Al-killed low carbon steels for deep-drawing purposes [1] 

The production technology starts with the reheating of the slab to 1270 °C. It is 
followed by hot rolling in the austenite region with 890 °C average finishing 
temperature. At this point the strip is cooled down with water sprays to the coiling 
temperature. In order to keep the nitrogen in solid solution, the cooling rate after 
hot rolling must be fast enough and the coiling temperature must be low. 
Therefore the usual temperature range is 550-580 °C for coiling. The hot strip coil 
cools very slowly, with about 15-30 °C/hours cooling rate, depending on the 
position in the coil. The next step in the production technology is the cold rolling 
to around 70% thickness reduction, and it is followed by 3-4 day long batch 
annealing. According to the practical experience, if the free nitrogen precipitates 
in the form of aluminium and complex nitrides during the heating-up stage of the 
batch annealing process, then a good deep drawable microstructure develops [2]. 
Since the nitrides forming in cold rolled sheets are not only aluminium-nitrides 
but complex nitrides [3], moreover they can transform into other nitrides during 
heating [4], the term “nitride” will be used in this study. There are two 
advantageous effects of nitrides in the cold rolled sheet [5]: 

1) If small, disperse nitride precipitates are present in the vicinity of dislocations 
and grain boundaries, the so-called pancake type microstructure develops, which 
decreases the sensitivity of the sheet to thinning. 
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2) During the recrystallization process, if small nitride precipitations are present in 
the cold rolled microstructure, then a good deep-drawable {111} texture will 
form. 

It is not entirely clarified either complete or partial nitride precipitation should 
occur before the recrystallization starts. A possible change in the heating rate 
during the heating up stage of the batch annealing process largely influences the 
formability of the end product. The heating rate could be different even due to the 
large dimensions of the coil, so, in an indirect manner the formability and the 
mechanical properties could change significantly along the length of the strip. The 
knowledge of the nitride precipitation process in cold rolled state would be 
advantageous for the optimization of the batch annealing process. 

The nitride precipitation in steels can be measured using different methods 
(chemical dissolution techniques [6], internal friction [4], resistivity [5], and 
numerous other methods [3]), but most of them provide inappropriate results if 
small, disperse nitride precipitations are present [3]. It was demonstrated that the 
measurement of thermoelectric power can be successfully applied to follow the 
nitride precipitation even in the case of small precipitates. Therefore in this study 
a special thermoelectric power test was used for determining the precipitated 
nitride fractions. 

1.2 The Thermoelectric Power of Metals 

The measurement of thermoelectric power (TEP) is a powerful method to quantify 
the microstructural changes occurring in metals. It can be used for investigating 
the effect of cold working [7], recovery and recrystallization [8], precipitation and 
dissolution processes [9-11]. It can provide the quantitative evaluation of free 
interstitial content of steels [12], so, in an indirect manner nitride- and carbide 
precipitation processes can be evaluated. The general set-up for measuring 
thermoelectric power of materials is shown in Figure 2 [4, 9]. 

 

Figure 2 

General set-up of a thermoelectric power measuring device 
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The sample under investigation is placed between two blocks made of high 
specific thermal capacity metal (usually copper blocks are used). The temperature 
of one of the blocks is held at 25 °C, whilst the temperature of the other one is 
cooled to 15 °C. Because of the temperature difference (ΔT=10 °C) between the 
two blocks, a temperature gradient develops in the specimen and in this way a 
thermoelectric voltage (U) is arising between the two copper blocks. This voltage 
is measured using a low noise nanovoltmeter. The ratio of the voltage (U) 
generated and the temperature difference (ΔT) is called thermoelectric power 
(TEP) and denoted by S [11]: 

TUS  / . (1) 

The thermoelectric power strongly depends on the microstructural state of the 
given material. It is generally accepted that the larger is the distortion of the 
crystal lattice the smaller is the numerical value of the thermoelectric power [4, 7-
9]. Thus, cold working, dissolution of precipitations into the matrix and cold 
working decrease the value of TEP, whilst recovery, recrystallization and 
precipitation of elements from solid solution increase it. It is necessary to know 
the effect of the amount of elements in solid solution on TEP. The change in 
thermoelectric power (ΔS) due to alloying elements in solid solution is described 
by the Nordheim-Gorter law [13]: 

  iss,i xKS , (2) 

where Ki is a coefficient linking the amount of element i in solid solution (xss,i) 
with the change ΔS in TEP. Coefficients Ki for some elements are given in Table 1 
[4]. 

Table 1 

Values of coefficients Ki in Nordheim-Gorter law for different elements [4] 

Element C N Al Cu Mn 

Ki 

µV/(K.wt%) 
-45 -24 -30 -2 -3 

 

The evaluation of amount of precipitated nitrogen in steels is based either on the 
measurement of the amount of precipitated nitrides or on the estimation of the 
amount of free nitrogen [3]. Using the thermoelectric power method, the latter can 
be applied. The precipitation kinetics in hot rolled (in low dislocation density) 
material can be followed by a special TEP methodology, which will be outlined in 
the next section. 
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1.3 Measurement of Free Nitrogen Content in Hot Rolled 

State 

Massardier et al. [4] have developed a thermoelectric power based methodology, 
by which the free nitrogen content and thus the amount of precipitated nitrides can 
be quantified in soft (low dislocation density) material. Their methodology is 
based on the aging phenomenon occurring in steels. During aging, free interstitials 
are moving from solid solution to the vicinity of dislocations and grain 
boundaries, where they cause less distortion in the crystal lattice, so aging also 
changes the thermoelectric power. On the basis of this phenomenon, the free 
interstitial content (C and N) can be accurately (within 2-3 ppm precision) 
measured. In this way, the amount of nitride or carbide precipitations can be 
evaluated on the basis of the change of the free interstitial content. It was also 
verified by comparison of thermoelectric power and internal friction 
measurements that the effect of free nitrogen and carbon on thermoelectric power 
can be separated [4]. The principle of this methodology is illustrated in Figure 3. 
The aim of the methodology was to evaluate the precipitated nitride fraction after 
heat treatment of steel specimens at temperatures Tp=600…700 °C for different 
times tp. 

 

Figure 3 

Method for measuring the nitride precipitation kinetics in hot rolled state [4] 

It is obvious that after heat treatment at temperature Tp for any time tp the amount 
of dissolved carbon and precipitated nitrogen can be quite different in each 
specimen. In order to ensure equal amount of carbon in solid solution for each 
sample, a low temperature treatment at 270 °C for 3 hours and water quenching 
was performed (Step 2). After this operation only a little amount of carbon (it is 
called residual carbon) remains in interstitial state (usually about 10-15 ppm) and 
according to the earlier studies [4, 12] this amount seems to be equal in all 
samples regardless to the prior treatment temperature (Tp) and time (tp). 
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It is not possible of forming iron-nitride at this low temperature (270 °C) if the 
total nitrogen content of the steel is smaller than 0.01 w.t. % [14]. Moreover the 
precipitation of aluminium- and other nitrides is also unlikely because of the low 
diffusion rate of substitutional elements [3]. Another role of this treatment is to 
precipitate as much carbon from solid solution as possible, and ensure a reference 
state for all samples. The water quenching after the treatment at 270 °C results in a 
supersaturated solid solution of carbon and free nitrogen in steel. The next steps 
are designated to make visible the dissolved nitrogen and carbon. In the third step 
cold rolling has been followed by 75% reduction in thickness, this causes a large 
dislocation density microstructure. In this state the thermoelectric power of the 
samples denoted by Sε was measured. The fourth step is an aging at 120 °C for 45 
minutes, which causes the elimination of carbon and nitrogen from solid solution 
and transfers the interstitials to the vicinity of dislocations. It was proved that all 
of the nitrogen can be eliminated from solid solution by aging if the dislocation 
density is large enough [4]. In order to trap all of the free nitrogen in the vicinity 
of dislocations during aging, the cold reduction in Step 3 should be larger than 
50%. If the nitrogen and carbon atoms are completely eliminated from solid 
solution, then they are invisible by TEP [4, 12]. After the aging operation the 
thermoelectric power of the specimens denoted by Sa was measured. The 
difference between the Sε and Sa (ΔSa=Sa-Sε) gives information about the free 
interstitial content of the steel. Using the Nordheim-Gorter law [13], the difference 
ΔSa can be expressed as: 

NNCCεaa xKxKSSΔS  . (3) 

If all of the nitrogen has been precipitated (after treatment at high Tp temperature 
for long time), only the dissolved carbon atoms move from solid solution to the 
vicinity of dislocations. This means that only the so-called residual carbon 
contributes to the value of ΔSa. In this case the amount of dissolved carbon at 270 
°C can be calculated as: 

CaC /KΔSx  . (4) 

If the nitrogen is not completely precipitated as nitrides, the amount of free 
nitrogen can be expressed as: 

  NCCaN /KxKΔSx  . (5) 

Based on the above concept the precipitated fraction (Y) of nitrides can be 
evaluated as: 

Mt /xx1Y  , (6) 

where xt is the amount of free nitrogen at treatment time tp, and xM is the maximal 
free nitrogen content of the steel. 
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The aim of this study is to present a methodology for measuring the precipitated 
nitride fraction during continuous heating of the cold rolled strip, and to determine 
the general conditions for producing good formable sheets. Another purpose of 
this study is to present the effect of the degree of overlapping between the nitride 
precipitation and recrystallization on the cold formability. 

2 Experimental 

2.1 Material 

The material investigated in this study is an aluminium killed low carbon steel 
having the following composition (in w.t. %): 0.044 C, 0.261 Mn, 0.009 Si, 0.008 
P, 0.009 S, 0.028 Cu, 0.018 Cr, 0.015 Ni, 0.031 Al, 0.006 N, 0.001 Ti. The 
industrial processing of the steel started with the reheating of the slab to 1270 °C, 
which was followed by hot rolling to 4 mm thickness. The average finish 
temperature of hot rolling was 883 °C, whilst the average coiling temperature was 
565 °C. After that the hot rolled strip was cold rolled to 1 mm thickness. Due to 
the low coiling temperature, most of the nitrogen content of the steel is expected 
to be in solid solution [1]. 

The free nitrogen content of the steel was measured in hot rolled state according to 
the concept presented in Fig. 3 and a value of 49 ppm was obtained. 

2.2 Evaluation of Free Nitrogen Content in Cold Rolled and 

Partially Recrystallized State 

To measure the free nitrogen in cold rolled or partially recrystallized state the 
methodology of Massardier et al. has been modified. The modified methodology 
is demonstrated in Figure 5. During the batch annealing process, 20-60 °C/hour 
heating rate is usual [1, 2]; therefore the first step of the modified methodology is 
heating up the cold rolled specimens with constant heating rate (20, 55 and 120 
°C/h) up to temperature Ti = 50…700 °C. Then specimens were cooled down from 
every applied Ti temperatures with 10 °C/min cooling rate. After cooling down, 
the thermoelectric power of the specimens denoted by ST was determined. 
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Figure 5 

Method for measuring the nitride precipitation kinetics in cold rolled or partially recrystallized state 

The specimens are either in cold rolled or in partially recrystallized state after the 
first treatment. In this state almost all of the free nitrogen and carbon in the steel is 
located in the vicinity of dislocations, so, a heat treatment at 270 °C would be 
ineffective for the amount of interstitials in solid solution. 

Therefore an additional step, a heat treatment at 700 °C for 1 min was inserted in 
order to lower the dislocation density of the specimens. During this step, the 
recrystallization finishes completely, but the precipitated fraction of nitrides 
increases only with negligible amount. This fact is proved by measurement of free 
nitrogen content of the steel in hot and in cold rolled state. Approximately the 
same results were obtained in both microstructural states; it means that the rapid 
recrystallization (700 °C, 1 min) does not influence significantly the free nitrogen 
content of the steel. After the rapid recrystallization treatment, the specimens have 
a similar dislocation density as the hot rolled specimens after isothermal treatment 
at temperature Tp for time tp (see Fig. 4). Therefore from this point the evaluation 
of free nitrogen content of the steel is exactly the same as in hot rolled state (see 
Fig. 4). The third step of the modified methodology is a heat treatment at 270 °C 
for 3 h, which was followed by a second cold rolling and aging (the fourth and 
fifth steps). The thermoelectric power of the specimens was measured before and 
after the aging treatment, and the free nitrogen content of the steel was determined 
by the same way as it was outlined in Section 1.3. The method described in this 
study provides the evaluation of the amount of precipitated nitrides 1-2 ppm 
precision, which can be advantageously used for estimating the uncertainty in 
various mathematical models [15]. 

2.3 Investigation of recrystallization process 

In order to investigate the recrystallization process, the Vickers-hardness of the 
specimens was measured at room temperature after Step 1 (see Fig. 5) using a load 
of 70.63 N (7.2 kg). The hardness was measured in the midthickness of the sheet. 
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After the metallographic preparation of the samples, the recrystallized fraction has 
been also determined using the conventional point-counting method in the centre 
of the sheet. 

2.4 Testing of Formability of Heat-treated Sheets 

The formability is characterized with the plastic strain ratio (r-value) estimated 
from tensile tests and using Erichsen cupping tests. The r-value was measured on 
tensile test specimens prepared perpendicular to the rolling direction according to 
ISO 10113:2006 [16]. Square-shaped pieces were prepared to investigate their 
formability with Erichsen tests according to ISO 20482:2003 [17]. The cold rolled 
samples were heated with heating rate 20, 30, 55, 85 and 120 °C/h to 690 °C and 
held at this temperature for six hours. After cooling, three Erichsen and three 
tensile tests were performed on each group of specimens. 

3 Results and Discussion 

3.1 The Change of Hardness during Continuous Heating 

Diagrams in Figure 6 show the change of hardness against temperature after heat 
treatment with different heating rates and final heating temperatures. 

 

Figure 6 

The hardness of cold rolled samples heated with different heating rate 

As it can be seen in Figure 6, the heating rate influences the change of the 
hardness. At 20 and 55 °C/hour heating rate, the hardness increases in the 
temperature interval T=300…450 °C. The hardness change in this temperature 
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interval is found to be 14 (± 2) and 7 (± 2) HV7.2 at heating rate 20 and 55 °C/h, 
respectively. In spite of that, no hardness change was detected at heating rate 120 
°C/h between 300 and 450 °C. The hardness increase could be explained with the 
nitride precipitation process, which can occur at low heating rates (20-55 °/h), but 
it is not able to proceed significantly at large (120 °C/h) heating rate. This 
phenomenon will be explained in Section 3.3. 

In the temperature interval (ΔTR=525-600 °C) recrystallization occurs at all 
heating rate. The temperature range of recrystallization is shown in Fig. 6 and 
denoted by ΔTR, whilst the start temperature of recrystallization is denoted by TR. 
The shift of the temperature at 50 % recrystallized fraction due to the heating rate 
change from 20 to 120 °C/h is approximately 15 °C. The recrystallized fraction 
was measured by the generally used point-counting method after metallographic 
preparation of partially recrystallized samples. The relation between the hardness 
and recrystallized fraction is shown in Fig. 7. 

 

Figure 7 

The relation between hardness and recrystallized fraction 

In order to establish a mathematical relation between hardness and recrystallized 
fraction, a simple power function was fitted on the measured data: 

0.45X12.2-212HV   (7) 

where X is the recrystallized fraction. At the initiation of the recrystallization 
process (X=0) 212 HV7.2 hardness was measured, which equals to the hardness of 
the cold rolled sheet. 

3.2 The Change of Thermoelectric Power during Continuous 

Heating 

The thermoelectric power of specimens after Step 1 (see Fig. 5) denoted by ST was 
measured for each sample. The change of TEP and hardness are plotted together 
against temperature in Fig. 8. 
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Figure 8 

The relation between hardness and recrystallized fraction 

No hardness and TEP change was detected below 200 °C. In temperature range 
200…525 °C the TEP of specimens increases, but the change is more intensive at 
20 °C/h than at 120 °C/h. In the temperature interval of recrystallization 
(ΔTR=525-600 °C) the TEP significantly increases. At the end of the 
recrystallization process, a TEP difference denoted by ΔSR (≈110 nV/K) appears 
between the specimens heated at 20 and 120 °C/h. This difference is attributed to 
the fact that at 20 °C/h heating rate much more metallurgical processes occur, 
which decrease more intensively the distortion of the crystal lattice. As it will be 
presented in the next section, the nitride precipitation process also contributes to 
difference ΔSR. In the temperature range 600…700 °C (after recrystallization), the 
TEP of specimens heated at 120 °C/h increases, whilst at heating rate 20 °C/h no 
TEP change was obtained. The hardness of specimens after recrystallization is 
found to be a little bit larger (~ 105 HV7.2) at 120 °C/h than at 20 °C/h. The 
increase in hardness and TEP in temperature interval 600…700 °C is also 
attributed to the effect of nitride precipitation process. 

3.3 The Change of Free Nitrogen Content of the Steel 

The free nitrogen content of the specimens was measured according to the method 
outlined in Section 2.2 and demonstrated in Fig. 5. The change of the free nitrogen 
content of the steel is shown in Fig. 9. 

In Fig 9, the temperature interval of recrystallization (ΔTR) also indicated. The 
amount of free nitrogen at low temperatures (100-200 °C) equals the amount of it 
in hot rolled state (~ 49 ppm). This means that the rapid recrystallization operation 
(Step 2, 700 °C, 1 min, see Fig. 5) does not change the significantly the amount 
nitrogen in solid solution. 
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Figure 9 

The change of free nitrogen content in continuously heated specimens 

The nitride precipitation process precedes the recrystallization at 20 °C/h heating 
rate. At 55 °C/h, the precipitation and recrystallization occur concurrently, and a 
slight retardation in the recrystallisation can be also observed between 560 and 
575 °C (See Fig. 6). At 120 °C/h the nitride precipitation proceeds mainly after the 
recrystallization finished. The difference ΔSR in TEP after recrystallization (see 
Fig. 8) can be explained by the amount of free nitrogen and substitutionals in solid 
solution. After recrystallization, at heating rate 120 °C/h much more nitrogen (~ 
30 ppm) is remained in solid solution than at 20 °C/h heating rate. Due to the 
crystal lattice distortion caused by the solute atoms, a lower TEP was measured at 
120 °C/h heating rate after recrystallization. This solute nitrogen precipitates in 
the temperature interval 600-700 °C at heating rate 120 °C/h, which causes a TEP 
and a slight (7 ± 2 HV7.2) hardness increase (see Fig. 8). 

For the better understanding, the change of free nitrogen content of the steel is 
plotted together with the hardness change for the experiments performed at 20 
°C/h heating rate in Fig. 10. 

At heating rate 20 °C/h the nitrogen precipitates mainly in cold rolled state in the 
temperature interval 250…520 °C. Between 250 and 450 °C, the third part of the 
free nitrogen precipitates as nitrides, this causes a slight hardness increase (~14 ± 
2 HV7.2). At temperatures larger than 450 °C, the recovery, recrystallization and 
restoration of microstructure lower the hardness, and the effect of precipitates 
disappears. 

In order to study the relation between the formability and recrystallization – 
precipitation sequence, some additional measurements were performed. The free 
nitrogen content of the steel was measured at the beginning of the recrystallization 
(at TR = 525 °C) at heating rates 20, 30, 55, 85 and 120 °C/h. 
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Figure 10 

The change of free nitrogen content in continuously heated specimens 

3.4 Formability test Results 

The formability of heat treated sheets is characterized by the r-value determined 
using tensile tests and by the so-called cupping indices measured applying the 
conventional Erichsen-test. The results are presented in Fig. 11. 

 

Figure 11 

The change of the formability with heating rate during batch annealing 

The formability reaches its maximum between heating rate 30 and 45 °C/h. The 
cupping indices measured at 30 and 55 °C/h heating rate are found to be almost 
the same (11.75 and 11.8). The correspondence between the nitride precipitation – 
recrystallization sequence and the optimal formability can be explained with the 
aid of Fig. 12. In this figure the precipitated nitride fraction was plotted against the 
heating rate at the beginning of recrystallization. 
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Figure 12 

Effect of heating rate on the precipitated fraction of nitrides at the start temperature (TR) of 

recrystallization 

The precipitated nitride fraction at the beginning of the recrystallization depends 
on the heating rate. As it is revealed in Fig. 12, in the interval of the optimal 
heating rate (30-45 °C/h) the precipitated fraction of nitrides is ranging between 
38 and 58%. According to the references [1, 3], the nitride precipitation can occur 
before or during the recrystallization. From the results presented in this section, it 
can be concluded that for ensuring good formability, the nitride precipitation 
should reach at least ~ 40% extent in the cold rolled sheet before the 
recrystallization process begins. On the basis of this observation, the industrial 
batch annealing process can be optimized by the adjustment of the heating rate 
during the heating up stage of the process. 

Conclusions 

The relationship between the formability and nitride precipitation – 
recrystallization sequence was investigated on 75% cold rolled low carbon 
aluminium killed steel. On the basis of the experiments, the following conclusions 
can be drawn: 

1) The recrystallization process of 75% cold rolled sheet occurs in the 
temperature range 525-600 °C at heating rates between 20 and 120 °C/h. The 
shift of the recrystallization temperature is found to be 15 °C at 50% 
recrystallized fraction due to the heating rate change from 20 to 120 °C/h. 

2) During the annealing treatment of the cold rolled strip, the nitride 
precipitation process occurs before the recrystallization at heating rate 
20°C/h, concurrently the recrystallization at heating rate 55 °C/h and after 
the recrystallization at heating rate 120 °C/h. 

3) The precipitation of 15 ppm nitrogen during heating up with 20 °C/h of the 
cold rolled steel results in a slight (~14 ± 2 HV7.2) hardness increase. The 
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possible further hardness increase due to the precipitation of nitrides is 
eliminated by the recovery and recrystallization. 

4) The formability of cold rolled and annealed sheets reaches its maximum, if 
30…45 °C/h heating rate is applied. In this case, r90=2.1 and IE=11.7…11.8 
mm was measured. 

5) In order to obtain an optimal formability, the precipitated nitride fraction 
should reach ~38…58% at the beginning of the recrystallization. 
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Abstract: Localization is a prominent application and research area in Wireless Sensor 

Networks. Various research studies have been carried out on localization techniques and 

algorithms in order to improve localization accuracy. Received signal strength indicator is 

a parameter, which has been widely used in localization algorithms in many research 

studies. There are several environmental and other factors that affect the localization 

accuracy and reliability. This study introduces a new technique to increase the localization 

accuracy by employing a dynamic distance reference anchor method. In order to 

investigate the performance improvement obtained with the proposed technique, simulation 

models have been developed, and results have been analyzed. The simulation results show 

that considerable improvement in localization accuracy can be achieved with the proposed 

model. 

Keywords: RSSI; Wireless Sensor Networks; WSN Localization 

1 Introduction 

The wireless sensor network (WSN) concept was first emerged in early 1980s. 
Since 1990s, it has been an important research area due to the progresses in micro 
electro-mechanic systems (MEMS) and wireless communication techniques. 
Although wireless sensor networks were initially used mainly in military 
applications, they have also been used in various applications in different areas. 
Depending on the hardware configurations, WSNs can be used to acquire data 
about various physical properties such as temperature, humidity, light, pressure, 
movement, soil composition, noise level, existence, weight, dimensions, velocity, 
direction, location [1]. WSNs can be deployed in various environments, where 
wired networks are impossible or impractical to deploy. 
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Due to their features such as reliability, flexibility, self-organization, and ease of 
deployment, WSNs have a wide range of present and possible future application 
areas. In the environment they are used, WSNs can interactively acquire data. 
WSNs have been an attractive research area, and therefore, experienced a rapid 
development, and found a variety of application areas such as military 
applications (C4ISRT) [2], environmental detection and monitoring [3], disaster 
prevention and rescue, medical applications, body network [4], smart house 
systems [5], smart fields [6], the cricket location support system [7], cooperative 
localization and tracking with a camera-based WSN [5] and resources tracking at 
building construction sites [8]. 

One of the important application areas of WSN is localization, on which several 
research studies have been realized, and several techniques have been developed. 
The common problem in localization is the additional hardware requirement and 
power consumption. The additional hardware and the resulting increased power 
consumption do not fit the energy-efficient WSN concept. The most power 
consuming component in a WSN node is the communication unit. Therefore, 
several research studies also investigate the ways to save energy. In addition, the 
environmental conditions make further studies necessary for better performance 
localization. Several studies investigated localization in WSNs with different 
techniques such as range-based [9], range-free [10], use of anchor and recursive 
solutions [11], MDS-based [12], centralized-distributed [9], mobile assisted [13], 
and cluster-based [14, 15]. 

In this study, a new method which uses a fourth anchor node as a measurement 
reference in received signal strength indication (RSSI) technique is introduced. In 
order to investigate the performance of the introduced method, simulation models 
have been designed and the results have been evaluated. According to the 
simulation results, the new method provides considerable performance 
improvement in localization. 

The rest of the paper is organized as follows. In Section 2, a review of localization 
techniques in WSNs is provided. In this section, distance estimation, position 
computation, and localization algorithms are investigated. In addition, the factors 
affecting RSSI measurement and accuracy are also included. In Section 3, the 
simulation model is introduced. In order to compare performance improvements in 
localization, a second simulation model with the traditional method has also been 
designed. In Section 4, the simulation results are investigated and performance 
analysis is realized. The simulation results for the new model and traditional 
model are compared in graphs and tables. Finally, Section 5 provides the 
concluding remarks for the paper. 
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2 Localization In Wireless Sensor Networks 

Localization is one of the main application areas in wireless sensor networks. 
Localization can be used in various applications such as determining coverage 
area of WSN, monitoring location changes, geographical area-based routing, and 
location directory services. Wireless sensor networks may contain hundreds of 
nodes; where it may cause a high cost to use the global positioning system (GPS) 
for each node [16]. Therefore, as stated in the study by Sheu et al (2008), such a 
solution is not suggested. In addition, as GPS receivers require relatively high 
energy, it is not suitable for the fundamental idea of energy-efficient WSNs. 

In applications where only local location information is sufficient, there is no need 
for GPS. In this case, sensor nodes with known locations, called anchors, are used 
to determine the local coordinates of other nodes. In applications requiring global 
localization information, anchor nodes with GPS can be used, or anchor nodes can 
be located at known coordinates [16]. 

Several studies suggest different measurement techniques and localization 
algorithms. WSN localization techniques can be classified into several categories. 
The localization process is generally comprised of three phases. These are 
distance estimation; position computation; and localization algorithm [17]. 

Distance Estimation: In the distance estimation phase, the relative distances 
between the nodes are estimated via the measurement techniques. The four 
common measurement techniques can be classified as the angle of arrival (AoA), 
time of arrival (ToA), time difference of arrival (TDoA), and received signal 
strength indicator (RSSI). These are also known as range-based localization 
techniques. 

Position computation: The coordinates of a node are calculated via the range or 
connectivity information. The main techniques used in localization are lateration, 
multilateration, and angulation. The lateration technique is used to compute the 
location of a node with the distance measurements obtained by three anchor nodes 
[9]. With the range information obtained by four anchors, it is also possible to 
realize three-dimensional localization. Trilateration is the process of lateration 
realized with three anchors. Lateration with more than three anchors is called 
multilateration. In angulation or triangulation method, the localization is computed 
based on the angle information obtained at least via three anchor nodes. In this 
method, the computation is realized by the node itself with the AoA information 
using trigonometric solutions [9]. 

Localization algorithms: WSN localization algorithms can be classified into 
several categories such as: single-hop or multi-hop based on the node connectivity 
and topology; range-based or range-free based on the dependency of the range 
measurement; distributed or centralized position computation [17]. 
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Determining the distance between two communicating nodes is essential for 
localization in wireless sensor networks. In range-based algorithms, localization is 
realized with the distance information between two nodes obtained via several 
techniques such as angle of signal arrival, time difference of signal arrival, and 
received signal strength [9]. Since range-based algorithms require measurement at 
least via one anchor node, these techniques are also known as one-hop techniques 
[18]. 

2.1 Localization with Received Signal Strength Indication 

In this study, the RSSI technique is used as the distance estimation method. The 
RSSI technique is based on the received signal strength indicator to estimate the 
distance between neighboring nodes. In free-space, the RSSI value is inversely 
proportional to the squared distance between the transmitter and the receiver. The 
radio signals attenuate with the increase of the distance. The propagation of the 
radio signals may be affected by reflection, diffraction, and scattering. Especially 
in indoor environments, such effects may impact the measurement accuracy. 
Therefore, this technique is more suitable for outdoor, rather than indoor 
applications. 

This technique has the advantage of requiring no additional hardware since the 
RSSI feature exists in most wireless devices, and there is no significant impact on 
the local power consumption [11]. 

RSSI is affected from some factors that cause localization errors and reduce 
accuracy. These errors can be classified into two groups as environmental and 
device errors. Environmental errors are caused due to wireless communication 
channel. The causes are usually multi path, shadowing effect, and interference 
from other RF sources. Device errors are usually caused due to calibration errors, 
and the important issue here is to keep constant transmit power even under the 
circumstances of device differences and depleting batteries. 

Signal samples, even with the same transmit power, show some standard 
deviations due to atmospheric conditions. Temperature, for example, has a little 
effect on a signal. However, rain can affect the signal considerably. Especially, in 
localization based on the received signal strength method, this will cause less 
accuracy and reliability [19]. 

2.2 Localization Process in the Introduced Model 

In order to realize the localization with the introduced reference anchor node, 
which provides the dynamic coefficient for more accurate distance measurements, 
the following equations are used [20]. First, the RSSI value can be calculated with 
the Equation 1: 
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))log(..10( AdRSSI    (1) 

where RSSI is the Received Signal Strength indicator measured by the receiving 
anchor node. In this case, the receiving node is the base node, and the sending 
node is the reference anchor node. η is the coefficient depending on the 
environmental conditions (which may change between 1.6 and 6). d is the distance 
between the receiving anchor node and the sending node, in this case, the base 
node and reference anchor node respectively, where the distance is already known. 
A is the absolute value of RSSI for the distance of 1 m. given by the producer, for 
example,   A = -51 dBm for CC2420 radio communication chip by the TI. 

Then, in order to compute the coefficient (η), also recomputed in every 
localization process according to the changing environmental conditions, the 
following equation is used: 

)log10( d

ARSSi




  (2) 

The coefficient η is computed with the RSSI value obtained from the reference 
anchor by the base node. As the distance to the reference anchor is already known, 
this distance is used in the equation to compute the η coefficient. Then, the 
computed η is used to estimate more accurate distance values with the RSSI 
values transmitted by other three anchor nodes. In order to compute the distances 
of the anchor nodes to the node to be localized, the following equation is used. 

10
)

10
(




d
ARSSi


 (3) 

After the distances of the anchor nodes to the localized node are computed by the 
base node, the trilateration method is applied to estimate the exact location. As 
this localization process is realized with the dynamically computed η coefficient 
according to the changing environmental conditions for each individual 
localization process, more accurate localization estimates are expected. 

3 Material And Method 

In this study, the RSSI method is applied in the simulation models. Due to the low 
computation capacity on WSN nodes, and the necessity to save energy, relatively 
low mathematical computation requiring circular localization technique is applied. 
The OMNEST 4.1 simulation software is used to develop the system models. 
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3.1 Simulation Model 

The simulation model designed in this study includes mobile, reference, and 
anchor nodes. In the simulation, a square area with the dimensions of 100m x 
100m has been modeled. In the model, a moving node continuously transmits 
existing information, and the anchor nodes located at the four corners of the area 
relay the signal strength information of the moving node to the base anchor node. 
The base anchor node computes the location of moving node. The location 
information produced in this process can be monitored with a computer connected 
to the base anchor. The simulation model components and the RSSI data flow can 
be seen in Figure 1. 

 

Figure 1 

Simulation model functionality diagram 

In this study, trilateration method is applied to compute localization. This is the 
method which requires the least computing power to find the intersection of three 
circles. Due to its computational simplicity, this method is suitable for the 
microcontroller in a WSN node. The trilateration method is depicted in Figure 2. 
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Figure 2 

Trilateration method 

This method finds the localization coordinates via intersection area of three circles 
with known radiuses on a coordinate plane by simplified equations. The equation 
group used in the method to compute the coordinates can be seen in Equation 4. 
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A distance of 100 m between two adjacent nodes is usually described as the 
coverage distance of a node with 10 mW transmit power under free space and 
direct line of sight conditions. Since the model is considered with two dimensions, 
the third dimension z is not required and excluded from computation. 

The system model shown in Figure 3 includes four anchor nodes, where one node 
is added as a reference anchor to the traditional three anchor method. 
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Figure 3 

Four anchor measurement 

In order to evaluate the performance improvement achieved with the introduced 
reference-anchor model, a traditional three anchor model has also been designed 
as seen in Figure 4. 

In the proposed model, the moving node realizes periodic transmissions, and the 
signal strength indication (RSSI) information is produced separately at each 
receiving anchor node. Each anchor node transmits its RSSI information to the 
base node. At the base node, first three RSSI values are used to find coordinates of 
the moving node. Although the trilateration method is used for localization, a 
coefficient value obtained from the fourth anchor node is also used in localization 
process. The main contribution of the introduced model is that the fourth anchor 
node is used as a distance reference. The base node also acts as a dynamic 
distance coefficient producer. Since the fixed distance between the base station 
and the reference node is already known, the received signal strength from the 
reference node can be used to produce a distance coefficient at the base node. The 
coefficient value is determined dynamically according to changing environmental 
effects, such as atmospheric conditions, for every measurement. In this way, 
measurement errors originating from environmental effects, which result in 
varying RSSI values, can be eliminated considerably. 
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Figure 4 

Three anchor measurement 

The base station receives the RSSI values of the moving node from any three 
anchor nodes, and the fourth signal received from the last anchor is used to 
produce its RSSI value, which also determines the coefficient to be used in 
localization process. It can be argued that the coefficient value can also be 
produced from the received signal strength of an anchor node in the traditional 
three anchor model. In this concept, the fourth anchor node means an additional 
cost to the system. However, the fourth node also provides some advantages, such 
as more coverage and fault tolerance. If the moving node is outside the coverage 
area of one anchor, the other three anchors may still provide enough coverage. 
Especially in the case of one anchor node failure, the remaining three anchor 
nodes will still continue to function, and therefore, the system will also have fault 
tolerance. In this case, the coefficient is still produced by the base node with the 
last received signal of the three remaining nodes. 

The main idea in this study is to investigate the performance improvement 
obtained with the reference anchor model against the traditional three anchor 
model. Since the focus is on the evaluation of the improvement provided by the 
new method, both model nodes are considered to be under the same environmental 
conditions. Performance improvement is based on the dynamically computed η 
environmental coefficient, in contrast to the constant η coefficient used in the 
traditional model. In order to evaluate the performance improvement, only the 
measurements with different fixed locations are covered. However, similar results 
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can be expected for moving nodes since the measurements are considered to be 
realized under the same conditions for both models. Figure 5 illustrates the 
simplified flow chart for the functionality of the system. 

 

Figure 5 

Simplified functionality flow chart diagram 
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4 Simulation Results And Performance Analysis 

The simulation models have been operated with three different distance scenarios. 
In the first scenario, the moving node is located at the center of the area having 
(50;50) coordinates which have equal distances to all anchor nodes. In the second 
scenario, the moving node is located at the (28;37) coordinates which have 
different distances to the anchor nodes. The third scenario has the coordinate 
values of (75;50) for the moving node. These three different coordinates have 
been applied to both the traditional three anchor model, and the introduced fourth 
reference anchor model. Figure 6 and Figure 7 show the simulation models of 
three anchor nodes, and four anchor nodes respectively. These models aim to 
present the performance improvement obtained with the fourth node used as the 
measurement reference anchor. In the introduced model, before applying the 
trilateration method, the dynamic distance coefficient is used for scaling. 

In the simulation studies, the localization processes have been realized repeatedly 
100 times for all three coordinates. In every localization process, the coordinate 
values are kept constant in order to obtain the distribution of localization values 
for one point. 

 

 

Figure 6 

Simulation model for trilateration 
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Figure 7 

Simulation model for reference anchor 

Simulation results for the coordinates of (50;50) can be seen in Figure 8. In this 
figure, the results for the both models are shown together for better comparison 
purposes. Table 1 provides the statistical minimum, maximum, average, and 
standard deviation values of the obtained measurements for both models. From the 
figure and table, it can be seen that although the traditional three anchor model 
provides a very close average value to the real point for the x axis, the y axis has a 
measurement error of about 2.88 meters. On the other hand, although the standard 
deviation value is slightly higher for the reference anchor model in y axis, the 
average values almost reach the exact coordinate values with only about 58.9 cm, 
and 61.9 cm differences on the x and y axes respectively. On the basis of the 
minimum and maximum measured values, although the y axis has more minimum 
measurement error for the introduced model, the other measurement values show 
better results. Moreover, as can be seen in Figure 8, the exact location coordinates 
are located in the center of the measured values with the reference anchor model. 
On the other hand, the traditional model values are scattered around a center 
beyond the exact location. These results show that the introduced new model 
produces better measurement results and has a higher performance over the 
traditional three anchor model. 

 



Acta Polytechnica Hungarica Vol. 11, No. 8, 2014 

 – 115 – 

 

Figure 8 

Measurement result for 50-50 coordinates 

 

Table 1 

Statiscial values for 50-50 coordinates 

(50;50) 
3 anchor Reference anchor 

x y x y 

Mean 49.240 52.878 50.589 50.619 

Maximum 62.572 60.936 60.289 60.106 

Minimum 38.097 45.359 40.347 40.251 

Standard Dev. 6.1650 3.362 4.905 4.5923 

The simulation results of the both models for the (28;37) coordinates are also 
shown together in Figure 9. This location is chosen to be closer to the anchor node 
A1. As can be seen from the figure, for this location, the area of some scattered 
measurement results of the both models overlap. However, the exact location 
point is again in the center of the results obtained for the reference anchor model. 
Table 2 also shows the statistical results for both models. According to these 
results, it can be seen that the average measurement results for the reference 
anchor model show much better performance with the measurement differences in 
the order of centimeters (x: 0.073 m, y: 0.261 m), while the three anchor model 
produces measurement errors in the order of meters (x: 6.482 m, y: 3.199 m). 
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From the point of maximum and minimum measurement values, and standard 
deviation values, the proposed model mainly produces better results. These results 
show that the reference anchor model provides improved performance for also this 
location. 

 

Figure 9 

Measurement result for 28-37 coordinates 

 

Table 2 

Statiscial values for 28-37 coordinates 

(28;37) 
3 anchor Reference anchor 

x y x y 

Mean 21.517 33.800 28.073 37.261 

Maximum 32.240 47.457 35.852 42.079 

Minimum 10.128 18.346 16.510 28.925 

Standard Dev. 5.726 7.035 4.276 3.263 
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Figure 10 

Measurement result for 75-50 coordinates 

Table 3 

Statiscial values for 75-50 coordinates 

(75;50) 
3 anchor Reference anchor 

x y x y 

Mean 82.510 54.105 75.765 50.624 

Maximum 97.675 63.725 85.964 63.694 

Minimum 69.729 44.505 64.390 35.498 

Standard Dev. 6.803 4.298 5.4186 6.109 

Finally, the model performances are compared for the location coordinates 
(75;50), and the results are shown in Figure 10 and Table 3. From the figure, once 
more, it can be seen that the exact location point is in the center of distributed 
values obtained for the proposed model. The table shows that the average 
measurement values for the proposed model almost give the exact location 
coordinates with differences only in the order of centimeters (x: 76.5 cm, y: 62.4 
cm), while the traditional model presents 7.51 meters, and 4.1 meters errors on the 
x and y axes respectively. From these results, it can be seen that the new model 
provides considerably better measurement performances. 
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Figure 11 shows all the statistical results together for comparison purposes. As 
seen in this figure, in all three cases the coordinates of exact points are located on 
the central point of value lines obtained for the proposed model. In some studies, 
averaging a few consequent measurements is used to obtain closer values to the 
exact location. From the simulation results, it is clear that a simple averaging 
process will produce very close values to the exact location with the proposed 
system. 

 

Figure 11 

Measurement graphs 

Conclusions 

In this study, a new technique in RSSI localization method for wireless sensor 
networks has been introduced. The technique proposes a distance reference anchor 
node which provides a dynamic correction coefficient for every measurement. The 
distance reference anchor node provides a continuous feedback about the RSSI 
changes due to environmental effects. The base node uses the RSSI information 
from the reference anchor node to produce a correction coefficient. The 
coefficient is applied to the trilateration computation to find the location of a 
moving node. In this study, the reference node is arranged as a fourth anchor 
which is an additional node to the traditional trilateration model, which needs 
three anchor nodes for localization process. It has been explained that although 
adding a fourth anchor node to the system may cause an additional cost, it 
provides some benefits, such as more coverage area and fault tolerance. 

In order to evaluate the performance improvement achieved with the proposed 
model, a three node traditional localization model has also been developed. Both 
models have been simulated for three different locations and statistical results 
have been obtained. The simulation results have been evaluated and the 
performances of the both models have been compared in graphs and tables. The 
simulation results showed that the proposed model with the reference anchor 
produced better measurement results than the traditional localization model. This 
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is because the proposed technique introduces the use of a correction coefficient in 
the localization process. The coefficient is produced dynamically according to the 
environmental conditions. As distance correction is realized dynamically for every 
localization process, the localization error is kept to a minimum. Therefore, 
environmental effects, such as atmospheric conditions, causing distance 
measurement errors, are eliminated considerably, and better localization results in 
WSN systems can be achieved. From the simulation results obtained in this study, 
it can be concluded that the proposed new technique provides considerable 
performance improvement in RSSI localization. 
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Abstract: As modern distributed and cloud architecture keep gaining their popularity, web 

services have become the programmatic backbones of more and more systems. Developing 

web services requires gathering information from different aspects. Model-driven 

engineering promises to ease the burden of development and promote reuse of web services 

by focusing more on a higher level of abstraction. Current approach of modeling web 

services using UML is not well-suited since UML is created for multiple disciplines and is 

not specific for web service development. With current growing scale of distributed 

systems, the challenge is not only in development but also integration and maintenance of 

web services. Introducing a domain specific language (DSL) for modeling of web services 

promises to become a novel approach and could be the solution to the current problem with 

web service modeling and development. This article outlines the analysis as well as the 

current state of the problem domain and introduces an approach to model-driven 

development of web services by implementing a domain specific language called SWSM 

(Simple Web Service Modeling). This approach aims to solve problems that UML could not 

effectively resolve and promote efficiency with a non-complex language facility for 

modeling and code generation of web services. Our best practices and observation during 

the design of SWSM are also presented. 

Keywords: web service; model-driven development; DSL; SWSM 

1 Introduction 

Cloud computing and distributed systems continue to gain more mainstream 
adoption as more companies move into the cloud. With mobile gradually taking 
over the desktop experience, cloud computing continues to accelerate and have 
more significance [17]. Model-driven Engineering methodologies have been 
applied (as a solution) for better reaction to market trends and aims to increase 
efficiency as well as bring more agility to the development life-cycle of cloud and 
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distributed systems. However, since there are many different applicable domains 
in web applications and distributed systems, it is unattainable to finalize a method 
or approach that would fit in every situation. This article is an effort towards the 
solution for this issue by analyzing the concepts involved in key aspects of web 
service design and introduces an approach to the development of web services by 
using model-driven techniques with domain specific language. As a result, a DSL 
for modeling of web services named SWSM (Simple Web Service Modeling) was 
developed and introduced. To demonstrate this approach, a case study of web 
service development from modeling to code generation is also illustrated with the 
associated techniques. 

This article is structured as follows: In the next section, we review some 
knowledge of Model-driven Development (MDD) and domain specific language 
as background information. The subsequent section discusses the current state of 
web services development using model-driven techniques. We also highlight the 
features of the DSL that we aim achieve when designing a new DSL for modeling 
of web services. In the next section, we introduce SWSM (our designed DSL) for 
modeling and development of web services and how to apply it at a specific point 
during design phase. In the last section, we present some conclusions on web 
service development using SWSM and also related works of our research in the 
field of Model-driven Engineering. 

2 Background 

2.1 Model-driven Engineering 

Model-driven engineering (MDE) is a software development methodology, which 
focuses on creating and exploiting domain models. Models can be perceived as 
abstract representations of the knowledge and activities that govern a particular 
application domain. Models are developed though-out various phases of the 
development life cycle with extensive communication among product managers, 
designers, developers and users of the application domain. MDE aims to increase 
productivity by maximizing compatibility between systems, simplifying the 
process of design and promoting communication between individuals and teams 
working on the system [16]. 

The Object Management Group’s (OMG) initiatives on MDE contain the Model-
driven Architecture (MDA) specification. MDA allows definition of machine-
readable applications and data models that enable long-term flexibility with 
regards to implementation, integration, maintenance, testing and simulation [14] 
[15]. There are two main modeling classes in MDA: 
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 Platform Independent Models (PIMs): these are models of the structure or 
functionality, which are independent of the specific technological 
platform used to implement it. 

 Platform Specific Models (PSMs): these are models of a software or 
business system, which are bound to a specific technological platform. 

In the MDA, models are first-class artifacts which are later integrated into the 
development process through the chain of transformations from PIMs through 
PSMs to coded application. The mapping and transformation between PIMs and 
PSMs are based on meta-model concepts. These concepts can be described by 
technologies such as Unified Modeling Language (UML), Meta Object Facility 
(MOF) or Common Warehouse Meta-model (CWM) [22, 16]. These languages 
are considered as general-purpose modeling languages. 

Currently, there are many challenges in implementing MDD due to the lack of 
standardization and tools. There are specific desired aspects for each application 
within its domain and this makes it difficult to design a tool that fits all. 

2.2 Web Services 

With the growing demands in recent years, distributed computing and cloud 
processing systems are made possible by adopting a new paradigm of Service-
Oriented Computing (SOC). SOC integrates networks of connected business 
applications from many different locations. In the SOC paradigm, web services 
are currently considered one of the most dominant technologies. Web services are 
software systems designed to support interoperable machine-to-machine 
interaction over a network. The important components of web services know-how 
include XML technology, Web Services Description Language (WSDL), 
Universal Description, Discovery and Integration (UDDI) [21]. There are two 
popular classes of web services: REST-compliant web services and Simple Object 
Access Protocol (SOAP) web services [16]. Currently, the development of web 
services in MDD involves using UML to specify services precisely and in a 
technology-independent manner. However, UML is by far not the optimal way for 
modeling of web services. The efficiency could be improved by using a specific 
language to address the detailed nature of web services. Introducing a new DSL 
can set up the stage for automatic generation of a part of the XML and code, such 
as Java code, that implements the services. It also makes it easier to re-target the 
service(s) to use different web technologies when required. 

2.3 Domain Specific Language 

In software development and domain engineering, a domain specific language is a 
programming or specification language dedicated to a particular problem domain, 
a particular problem representation technique, and/or a particular solution 
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technique. The concept is not new. Special-purpose programming languages and 
all kinds of modeling or specification languages have always existed, but the term 
has become more popular due to the rise of domain specific modeling [19]. 
Adoption of domain specific language can be a solution to several problems 
encountered in various software development aspects. A DSL can reduce the costs 
related to maintaining software [5]. 

In comparison to other techniques, DSL is considered as one of the main solutions 
to software reuse [9]. On the other hand, using DSL also promotes program 
readability and makes its understanding easier, because it is often written at a 
good abstraction level. It enables users without experience in programming to 
create the models or programs as long as they possess knowledge of the targeted 
domain. Another advantage of a DSL for modeling is the ability to generate more 
verification on the syntax and semantics than a general modeling language. This 
can reduce errors (and burden) on the debugging process. DSL for modeling 
however also has several drawbacks. There is a long learning curve for a new 
language, even though as a specific language, it would be a lot easier to learn than 
a general programming language. Another disadvantage is the lack of capable 
human resources. Since a general language is adopted by more people and staff, it 
could be much easier to find staff capable of solving the problem using their 
language knowledge, rather than DSL. 

2.4 Current Approaches in Web Services Development 

Currently development of web services falls into two main categories associated 
with the order in which models are developed: bottom-up and top-down. In 
bottom-up development, the design process starts with a given prototype or 
presentation of a class. Other web service artifacts are generated from the given 
prototype. This means part of the implementation must be designed at the first 
stage. This approach implies that changes made during the first stage will 
propagate and require changes on all model artifacts. This can bring benefits only 
when there is an existing system that has a similar business logic, which was 
already implemented. 

In top-down approach we first design the abstraction and description of a web 
service. After that, we add detail implementation(s) and business logic to it. In 
top-down process, modeling is a crucial part. A good design in this phase is very 
important to the overall quality of the web service. The UML approach during this 
phase has some drawbacks. UML is a tool for generic design, it is not conducive 
for addressing all aspects of web service. Besides, creating XML/WSDL is a 
complicated process with a lot of detail information. In contrast, modeling process 
at the first place is intended to abstract away unnecessary details and makes it 
easier to understand the system. Hence, there is a need to create a better 
mechanism to solely support the design of web services. Adopting a dedicated 
DSL for this purpose can turn into a promising approach in this situation. 
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3 Challenges 

Advances on programming languages still cannot cover all aspects of the fast-
growing complexity of web platforms. In a wide range of systems, especially 
distributed ones, more and more middle-ware frameworks are developed in 
languages such as Java or .Net, which contain thousands of classes and methods as 
well as their dependencies. This requires considerable effort to port systems to 
newer platforms when using these programing languages [17]. Therefore, general 
programming languages cannot be considered as first-class languages to describe 
system-wide and non-functional aspects of a system. There is a need to raise the 
level of abstraction while still providing specific domain attributes for modeling of 
such systems. 

With mobile technology adoption continuing to gain momentum, in the next few 
years more cloud based and software-as-service (SaaS) systems will grow. As 
more systems migrate to the cloud, there is a big space for web services to 
continue gaining popularity. SaaS, and recently Platform-as-a-Service (PaaS), as 
different layers of cloud computing, require different approach to web service 
development and deployment. In these infrastructures, the so-called multi-tenancy 
becomes an essential factor. The multi-tenant architecture (as depicted in Fig. 1) 
ensures the customization of tenant-specific requirements while sharing the same 
code-base and other common resources. In this figure, four customizations of 
different tenants are built based on the shared service implementation and 
infrastructure. Web services in multi-tenant platforms need a way of abstracting 
away the configuration and make it possible for every part of the service to be 
customized for a specific tenant. These platforms are often built from the meta-
data driven solution. This therefore means that the application logic can be based 
on meta-data which later can be customized [17]. 

 
Figure 1 

Multi-tenancy architecture: customizations of 4 tenant-specific requirements sharing the same base 

service implementation and infrastructure 
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The challenge in this architecture is to adopt or develop a modeling language at 
the appropriate abstraction level to separate the logical models from its technical 
aspects. This detaches the definition of service architectures independently from 
the used specific platforms. A modeling language raising the level of abstraction 
allows us to reuse models and keeps platform-specific artifacts at a separated tier 
in the development workflow. Having a modeling language based on services 
aspects with the ability to set aside technical concerns and still be able to tackle a 
problem in a specific platform is hard to come across. 

There are existing general purpose modeling languages such as UML. UML is 
often used as a standard language for software systems modeling. It is able to 
represent various kinds of software systems, from embedded software to 
enterprise applications. In order to achieve this flexibility, UML provides a set of 
general elements applicable to any situation such as classes or relationships [1]. 
However, in the SaaS or PaaS architecture, the class systems in UML often force 
applications to be represented or surrounded by classes, this could make the 
models difficult to understand and use. In an effort to improve this, UML provides 
facilities to specialize for a specific domain, so-called UML profiles. 
Nevertheless, these mechanisms are not able to represent the semantics behind the 
domain concepts [1]. The challenge therefore remains in defining a domain 
specific language that can be suitable for the modeling and development of this 
infrastructure. In the case of modeling web services, the creation of a high-level 
DSL turns into a necessity for software reuse, higher development speed and 
better cost-effectiveness. 

4 Features of a DSL as a Modeling Language 

Introducing a new DSL with the support for modeling at a good abstraction level 
is crucial. This DSL can later be used for automatic generation of the model 
artifacts and code that implement the services. In theory, a general modeling 
language could also be used for this purpose but an appropriately designed DSL 
will perform the same job much more effectively. We define a set of features that 
are essential to the DSL design in model-driven development of web services. All 
of these features should be considered during the creation of a DSL to ensure the 
quality of the language. 

Effectiveness: The language needs to be able to deliver useable output without 
having to re-tailor based on specific use case while being easy to read and to 
understand. This means that the language is able to bring up good solution on 
specific domain and focus on solving the particular range of problems. 
Effectiveness also needs to guarantee the unambiguity feature of language 
expressions and capability to describe the problem as a whole from a higher level. 
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Automation and Agility: As the modeling language can raise the level of 
abstraction away from programming code by directly using domain concepts, an 
important aspect is the ability to generate final artifacts from these high-level 
specifications. This automatic transformation has to fit the requirements of the 
specific domain. Agility ensures that models can adapt to changes efficiently. This 
changes from models described by the language are also propagated to the next 
phase of development automatically. 

Support Integration: The DSL has to be able to provide support via tools and 
platforms. The DSL needs to be able to integrate with other parts of the 
development process. This means that the language is used for editing, debugging, 
compiling and transformation. It should also be able to be integrated together with 
other languages and platforms without a lot of effort. 

When designing and implementing DSLs as executable languages, there is a need 
to choose the most suitable implementation approach. Related work from Mernik 
et al. [12] identifies different implementation patterns, all with different 
characteristics. These patterns provide another perspective to consider when 
making the design decisions of DSL. These options can be broken down to the 
following categories: 

 As interpreter: In this method, DSL constructs are recognized and 
interpreted using a standard ‘fetch-decode-execute’ cycle. With this 
pattern no transformation takes place. The model is directly executable. 

 As compiler/application generator: DSL constructs are translated to base 
language constructs and library calls. People are mostly talking about 
code generation when pointing at this implementation pattern. 

 Using pre-processor: DSL constructs are translated to other constructs in 
an existing language (the base language). Static analysis is limited to that 
done by the base language processor. 

 Embedded design: DSL constructs are embedded in an existing general 
purpose language (the host language) by defining new abstract data types 
and operators. A basic example is application library. This type of DSL is 
mostly called an internal DSL. The good side of this is that grammar, 
parsers and tools are immediately available. However, the challenge with 
an embedded DSL is to tactfully design the language so that the syntax is 
within the confines of what the host language allows, while still 
remaining expressive and concise [17]. 

 Using extensible compiler/interpreter: A general purpose language 
compiler/interpreter is extended by domain specific optimization rules 
and/or domain specific code generation. While extending interpreters is 
usually relatively easy, extending compilers is hard unless they were 
designed with extensibility in mind. 
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 Commercial off-the-shelf: existing tools and/or notations are applied to a 
specific domain. In this approach, it is not needed to define a new DSL, 
editor and implement them. One only needs to make use of a Model-
driven Software Factory. One example is using the Mendix Model-driven 
Enterprise Application Platform targeted at the domain of Service-
Oriented Business Applications. 

 Hybrid: a combination of the above approaches [17]. 

The choice of the approach is very important because it can make a big difference 
in the total effort to be invested in DSL development. With the success of open 
source projects like Xtext, development of DSL is made affordable and the 
development is focused on building the grammar, while support for static analysis 
and validation of models are possible out of the box. 

We aim to maintain the set of features defined in this section while designing 
SWSM. This allows us to provide automatic transformation, agility and 
integration to the development cycle. This ensures that the process of model-
driven development of web services using SWSM is efficient. 

5 Model-driven Development of Web Service using 

SWSM as a Domain Specific Language 

Web service technologies depend on the use of XML, SOAP, WSDL. These 
standards are important, but they do not effectively support automation of code 
evolution at different phases in the development cycle. A DSL for modeling web 
services is therefore useful because it can effectively support automation in 
model-driven development. In the process of designing a suitable DSL for this 
purpose, we consider some valuable lessons described in the work of Wile [20]: 

Lesson T2: You are almost never designing a programming language. Most DSL 
designers come from language-design backgrounds where the admirable 
principles of orthogonality and economy of form are not necessarily well-applied 
to DSL design. One must be careful not to embellish or over-generalize the 
language. 

Lesson T2 Corollary: Design only what is necessary. Learn to recognize your 
tendency to over-design [17]. 

Keeping these principles as an effective approach during design, we created 
SWSM as a modeling language for web services at the appropriate abstraction 
level. As a proof of concept, this language aims to increase the efficiency of the 
development process by letting users focus only on modeling of the essential 
aspects that comprise the web service. 
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The syntax needs to be simple, yet expressive and concise. The possible set of 
simplified syntax diagrams for the components of this DSL can be depicted as 
follows: 

 
Figure 2 

Simplified syntax diagram of web services with SWSM 

To describe the service as an aggregation of several ports, the keyword webservice 
is used for modeling web services. Below is the syntax diagram for this model 
declaration: 

 

Figure 3 

Web services syntax with SWSM 

The semantics of the language expressions starts with the web service definition 
identified by its name (ID). There could be a number of ports associated with a 
web service and this mapping is described by the port keyword followed by a 
string identifier of a port. ID is a term representing the name (identification) of an 
element. The value of the target namespace is a string followed by 
targetNamespace keyword. This enables developers to specify the relationship 
between a port and a particular web service. In many cases, the association is a 
one-to-many mapping. The syntax diagram of ports can be depicted as follows: 



V-C. Nguyen et al. Domain Specific Language Approach on Model-driven Development of Web Services 

 – 130 – 

 

Figure 4 

Port syntax with SWSM 

A port is identified by a name (ID term). It consists of one or many operations, 
each operation is then defined by input and output. This structure can be seen in 
the syntax diagram of an operation: 

 

Figure 5 

Operation syntax with SWSM 

Each input and output of an operation is of the type message. The keywords input 
and output make the semantics of an operation signature easy to comprehend by 
describing the parameters for the operation with its returning type. The message 
element defines the data elements of an operation. Each message can consist of 
one or more fields (parts). These fields play the role of the parameters of a 
function call as in a traditional programming language. All modeled fields form 
the method signature for each operation. 

Given a collection of operations O1…On with associated input and output 
messages, we define the mapping to web services and ports: 

 One or more operations (O1…On) are mapped to a port P1 to describe one 
function of a web service. 

 P1 defines the connection point to a web service, one or more web 
services (W1…Wn) are modeled within an SWSM file. 

The message format and protocol details for a web service are modeled via 
binding. A binding is identified by its name (ID on the diagram) and the mapping 
to a port is described by port attribute. The binding style is represented by 
bindingStyle attribute. Value of transport attribute has the direct semantics of 
defining which transportation protocol to use. For example, in the case of HTTP, 
we can simply assign “http” to transport. This is more convenient than the 
approach currently used in WSDL where "http://schemas.xmlsoap.org/soap/http" 
is assigned. To define the operations that the port exposes, the mapping 
operationBinding is used. For each operation binding, the corresponding SOAP 
action is described with its encoding type of input and output. 

 

Figure 6 

Binding syntax with SWSM 
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The best way of illustrating the syntax is to start modeling web services in a case-
study. The first step in model-driven development of web services is designing the 
models. The output of this phase are models that conform to a web service meta-
model, which can be represented in a textual format complying to the grammar of 
a DSL. Model artifacts are later used as input for the generation process. One of 
the important influencing factors is that any changes in the models will propagate 
changes in other stages. SWSM has a mechanism to support change propagation. 
To start modeling web services with SWSM, the process begins with representing 
the principal elements of a web service in the modeling language: 

 Types: used to define the abstract elements in the description of the web 
service. They can be of a simple or complex type. They are identified by 
the keyword type. 

 Messages: are units of information exchanged between the web service 
and the customer application (logically they are input/output messages 
and sometimes also fault messages). Each operation provided by a web 
service is described by at most, one input message and one output 
message. These messages relate to the parameters of the operation. In 
SWSM messages are identified by the message keyword. 

 Interfaces (or portTypes in WSDL1.0): they constitute aggregations of 
operations provided by the service. In SWSM interfaces start with the 
keyword interface. 

 Bindings: they specify in particular the protocol used to invoke the 
methods of an interface. In SWSM bindings start with the keyword 
binding. 

 Services and ports: the service can constitute an aggregation of ports. A 
port is an endpoint enabling access to an interface through an URI 
address. Services are identified by the keyword webservice in SWSM. 
We can define multiple web services within one single design [18]. 

Utilizing MDD principles, web service development using SWSM can be 
decomposed into four steps: 

1. Modeling the web service using SWSM language. 

2. Enhancement and automatic validation of web service models. 

3. Generating Java code using built-in code generation feature of SWSM. 

4. Code refinement, refactoring and testing. 
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Figure 7 

Stages in development of web services using SWSM language 

To demonstrate the modeling syntaxes, we can see how SWSM is used to 
represent various essential elements of web services in an example. To model the 
service as an aggregation of several ports, the keyword webservice is used. The 
code bellow shows how the keyword webservice is used to define a service called 
DictionaryService: 

webservice DictionaryService { 

 port LookUpPort 

 targetNameSpace "http://ws.mydictionary.net/lookUp" 

  } 

end 

The semantics of the webservice block indicates a web service, which can consist 
of one or many ports. This can be seen from the syntax diagram described above. 
However, on this dictionary look-up example, there is only one port named 
LookUpPort declared. In the next step, the ports associated to the service also 
need to be defined: 

port 

 LookUpPort { 

 op LookUp 

 } 

end  

In a port, there are operations involved, LookUp operation is the one in this case. 
A port is associated with an interface by the association binding. The meta-class 
interface constitutes an aggregation of several operations. 

binding LookupBinding { 

 portType  LookUpPort 

 operationBinding  OpBinding 

 transport http  

 soapBindingStyle rpc 

} 

end 
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Each operation (identified by the keyword op) consists of message(s) which 
define(s) its inputs and outputs. A message naturally refers to a meta-class 
indicating its simple or complex type: 

op LookUp {   

 input Input 

 output Output 

}   

message Input { 

 username : String 

 word: String 

} 

 

message Output { 

 meaning : String 

 wordType : String 

 related : Integer 

} 

In addition, we can also define the action associated with an operation by using 
the keyword opBinding: 

opBinding OpBinding { 

 soapAction "http://ws.mydictionary.net/lookUpAction" 

 inputSoapBody literal 

 outputSoapBody literal 

} 

For the HTTP protocol binding of SOAP, the value of soapAction is required. For 
other SOAP protocol bindings, this value could be omitted. The inputSoapBody 
and outputSoapBody indicate whether the message parts are encoded using some 
encoding rules. 

Putting all the pieces together gives us the information needed to model a simple 
web service. These models are later used as input for code generation. SWSM 
makes it possible to design web services by using simple and fast syntaxes.  In 
contrast to other approaches, SWSM is uncomplicated, rapid and easy to adapt. 
The syntax used in SWSM is simple and more intuitive in comparison to the 
complex structure of UML. The order in which aspects of a web service are 
defined is the same as the logical order, when we design a web service. This 
makes the designing process more natural and perceptive. Using SWSM enables 
us to focus only on the essential aspects of the web service. This approach 
promotes model-driven development principles and makes the web service 
development process more efficient. 
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All of the SWSM language infrastructures can be packed as a plug-in for the 
Eclipse integrated development environment. This includes a text editor with 
autosuggestion and validation capabilities. This enables the development phase to 
be carried out seamlessly. We also built a code generation feature (Java language) 
based on a code template engine and embedded it into SWSM. Textual models 
created using SWSM are used as input for the generation of Java web services. 
Code generation can be executed right within the editor [18]. 

The role of MDA in this development process is to raise the level of abstraction in 
which we develop systems. This is aimed to improve productivity similarly as 
when we moved from assembly language to third-generation languages. At first, 
third-generation language compilers did not produce code as optimal as hand-
crafted machine code. Over time, however, the productivity increase justified the 
changeover, especially as computers speeded up and compiler technology 
improved [7]. SWSM is similarly used at a different level of abstraction to third-
generation programming languages, to tackle overall productivity. 

6 Related Work 

Model-driven development of web services is still evolving to address the problem 
of increasing complexity and fast-changing technologies in the software industry. 
Model-driven development of web-services is discussed in the work of Benguria 
et al. [1]. This approach focuses on building platform independent models for 
service oriented architectures. The solution provides a platform independent meta-
model and a set of transformations that link the meta-model with specific 
platforms following the MDA approach. There are also existing UML-based 
approaches to modeling services. UML collaboration diagrams have been used 
extensively to model behavioral aspects, such as service collaboration and 
compositions in the work of Bezivin et al. [2]. In this approach, the Platform-
Independent Model is created using UML. This PIM is transformed using Atlas 
Transformation Language (ATL) to generate the Platform-Specific Model based 
on three target platforms: Java, Web Service and Java Web Service Developer 
Pack (JWSDP). This approach showed that UML profiles allow the extension of 
the UML meta-model. However, UML profiles make the creation of 
transformation rules difficult. 

The support for SaaS and Services Modeling has also been addressed by providing 
lightweight extensions to UML through Profiles. These approaches can be seen in 
the work of Fensel and Frankel et al. [6, 7, 3]. UML-profiles for services and SOA 
are proposed by Heckel et al. [8]. This effort developed a suitable syntax for this 
domain by sketching a UML profile for SOA based on UML 1.x standards with a 
direct mapping between WSDL 1.1 elements and their model elements. Once the 
profile is properly defined, its semantics can be given in terms of a graph 



Acta Polytechnica Hungarica Vol. 11, No. 8, 2014 

 – 135 – 

transformation. This approach has an advantage of UML generality, it can be used 
to model just about any type of application, running on any type and combination 
of hardware, operating system, programming language, and network. However, 
since UML is large and complex, using multiple models/diagrams makes it 
difficult to keep them consistent with each other and more code has to be added 
manually. 

There are also other efforts to provide domain specific languages for modeling of 
web services and service-oriented architecture. A qualitative study that provides 
some analysis of a number of such approaches through a series of three 
prototyping experiments, in which each experiment has developed, analyzed, and 
compared a set of DSLs for process-driven SOAs, can be seen in the work of 
Oberortner et al. [13]. 

Maximilien et al. [11] developed a DSL for Web APIs and Services Mashups. 
This effort describes a domain specific language that unifies the most common 
service models and facilitates service composition and integration into end-user-
oriented Web applications. A number of interesting design issues for DSLs are 
discussed including analysis on levels of abstraction, the need for simple and 
natural syntax as well as code generation. 

On the track of non-UML-based modeling approaches, there are efforts also 
supporting modeling of services. The Web Services Modeling Framework 
(WSMF) [6] defines conceptual entities for service modeling. It is an effort to 
build the Web Service Modeling Framework (WSMF) that provides the 
appropriate conceptual model for developing and describing web services and 
their composition. Its philosophy is based on the following principle: maximal de-
coupling complemented by a scalable mediation service. Web-Service Modeling 
Ontology (WSMO) [10] provides a conceptual framework and a formal language 
for semantically describing all relevant aspects of Web services in order to 
facilitate the automation of discovering, combining and invoking electronic 
services over the Web. It has its foundations in WSMF but it defines a formal 
ontology to semantically describe web services. The Web Services Modeling 
Language (WSML) [4] provides a formal syntax and semantics for the WSMO 
based on different logical formalisms. 

In general, approaches utilizing UML such as in [1], [2] and [8, 7, 3] make the 
creation of transformation rules challenging. On the other hand, non-UML-based 
modeling approaches as in [10, 6, 4] provide the conceptual models for web 
services but have limitation for code generation support. Existing DSL approaches 
such as [11] is rather complex. For model-driven development of web services, 
there is the need for simple and natural syntax that provide the support for code 
generation. Language such as SWSM is an effort aiming at making this possible. 
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Conclusions 

MDD approach can be applied to web services in order to increase the resilience 
of implementations, as web services technologies change and evolve. The result of 
this research brings up the design theory and methodology for implementing and 
utilizing a domain specific language for model-driven development of web 
services. Adopting domain specific languages, such as the one we introduce, can 
increase productivity and ease the burden of development of web services as the 
backbone on SOA systems. SWSM also reduces the cost implied in maintaining 
the systems and provides a solution to software reuse. 

SWSM was written at a good abstraction level. This improves code readability 
and makes program integration easier. SWSM enables users without experience in 
programming at a higher level to focus only on knowledge of their concerned 
domain. Hence under this approach, it is possible for different stakeholders such 
as business experts and IT experts to model web services during early stages of 
web services design. Another advantage of SWSM for modeling is the ability to 
generate more verification on the syntax and semantics than a general modeling 
language. This can reduce errors on the testing or debugging process. However, 
we also need to point out that this approach has several drawbacks. There is an 
extended learning curve for a new language, even though SWSM as a domain 
specific language proves to be a lot easier to learn than a general programming 
language. Additionally, as a general language is adopted by more people, it could 
be more feasible to find staff capable of solving the problem using their language 
knowledge. There are also spaces for improvement in the syntaxes of SWSM. 

In practice, approach using SWSM can be applied to the web service development 
process in various environments. As members of our team are working with 
companies in the top global Fortune 500 dealing with large-scale web services for 
financial services and telecommunication industries, the outlined approach has 
started to gain adoption and initially has been applied successfully. Our future 
work will continue on the enhancement of SWSM and introduce a suitable model 
transformation for both SOAP and Representational State Transfer (REST) web 
services. 
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Abstract: This paper proposes a method for multi-modal perception of human-friendly 

robot partners based on various types of sensors built in a smart phone. The proposed 

method can estimate human interaction modes by fuzzy spiking neural network. The 

learning method of the spiking neural network based on the time series of the measured 

data is explained as well. Evolution strategy is used for optimizing the parameters of the 

fuzzy spiking neural network. Several experimental results are presented for confirming the 

effectiveness of the proposed technique. Finally, the future direction on this research is 

discussed. 

Keywords: Robot Partners; Multi-modal Perception; Computational Intelligence; Human 

Robot Interaction 

1 Introduction 

Recently, the rate of elderly people rises in the super-aging society in many 

countries. For example, the rate is estimated to reach 23.8% in Tokyo in 2015 [1]. 

In general, the mental and physical care is very important for elderly people living 

home alone. Such elderly people have little chances to talk to other people and to 

perform daily physical activity. Human-friendly robots can be used as partners in 

daily communication to support the care of elderlies. Furthermore, various types 

of human-friendly robots such as pet robots, amusement robots, and robot partners 

have been developed to communicate with people [2-4]. However, it is difficult 

for a robot to converse with a person appropriately even if many contents of the 

conversation are designed beforehand, because the robot must have personal 

information and life logs required for daily conversation. Furthermore, in addition 

to verbal communication, the robot should understand non-verbal communication, 

e.g., facial expressions, emotional gestures, and pointing gestures. We have used 
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various types of robot partners such as MOBiMac, Hubot, Apri Poco, palro, miuro, 

and other robots for information support to elderly people, rehabilitation support, 

and robot edutainment [5-9]. In order to popularize robot partners, the price of a 

robot partner should be as low as possible. Therefore, we have also been 

developing on-table small sized robot partners called iPhonoid and iPadrone 

[10,11]. In this paper, we focus on how to use sensors that a smart phone or a 

tablet PC equipped with.  

Various types of concepts and technologies on ubiquitous computing, sensor 

networks, ambient intelligence, disappearing computing, intelligent spaces, and 

other fields have been proposed and developed to realize information gathering, 

life support, safe and secure society [12-17]. One of the most important issues in 

the concepts and technologies is the structuralization of information. The 

structuralization of information means to give qualitative meaning to data and 

quantitative information in order to improve the accessibility and usability of 

information. We can obtain huge size of data through sensor networks, however 

useful, meaningful and valuable information should be extracted from such data.  

We have proposed the concept of informationally structured space to realize the 

quick update and access of valuable and useful information for people and robots 

[18,19]. The sensing range of both people and robot is limited. If the robot can 

obtain the exact position of the robot itself, people, and objects in an environment, 

the robot does not need any sensors for measuring such information. As a result, 

the weight and size of the robot can be reduced, since many sensors can be 

removed from the robot. The received environmental information is more precise 

because the sensors equipped in the environment are designed suitable to the 

environmental conditions. Furthermore, if the robot can share the environmental 

information with people, the communication with people might become very 

smooth and natural. Therefore, we have proposed methods for human localization 

[20,21], map building [22], and 3D visualization [23]. Various types of estimation 

method of human state have been proposed. We applied spiking neural network 

[24,25] for localizing human position, estimating human transportation mode [26], 

and learning pattern of daily life of elderly people [27]. 

In this paper the sensors of a smart phone is used for estimating human interaction 

modes. As the computational power of a smart phone is not so high compared to a 

standard PC, we should reduce the computational cost as much as possible. 

Computational intelligence techniques are able to find good compromise between 

computational cost and solution accuracy. In this paper fuzzy spiking neural 

network is proposed for estimating human interaction modes. Additionally, 

evolution strategy is used for optimizing the parameters of the fuzzy spiking 

neural network. The performance of estimation is analyzed by several 

experimental results.   

This paper is organized as follows. Section II explains the hardware specification 

of robot partners applied in this study, the interaction modes, and the sensory 
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inputs from a smart phone. Section III proposes the method of estimating human 

interaction modes. Section IV shows several experimental results. Finally, Section 

V summarizes this paper, and discusses the future direction to realize human-

friendly robot partners. 

2 Robot Partners using Smart Phones 

2.1 Robot Partners 

Recently, various types of smart phone and tablet PC have been developed, and 

their price is decreasing year by year [28]. Furthermore, the embedded system 

technology enables to miniaturize such a device and to integrate it with many 

sensors and other equipments. As a result, we can get a mechatronics device 

including many sensors, wireless communication systems, GPU and CPU 

composed of multiple cores with low price. Furthermore, elderly people 

unfamiliar with information home appliances have started using tablet PC [29], 

because touch panels and touch interfaces have been popularized at ticket 

machines and information services in public areas. Therefore, we started the 

development project on on-table small sized human-friendly robot partners called 

iPhonoid and iPadrone based on smart phone or tablet PC to realize information 

support for elderly people (Figs.1 (a) and (b)). Since iPhone is equipped with 

various sensors such as gyro, accelerometer, illumination sensor, touch interface, 

compass, two cameras, and microphone, the robot itself is enough to be equipped 

with only cheap range sensors. The mobile base is equipped on the bottom, 

however the mobile base is not used on the table for safety’s sake. In order to 

control the actuators of a robot partner from the smart phone or tablet PC, wireless 

LAN and wireless PAN (Bluetooth) can be used in addition to a wired serial 

communication. 

 

(a) iPhonoid                                          (b) iPadrone 

Figure 1 

Robot partners using a smart phone and a tablet PC 
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(a) Voice recognition                (b) A gesture 

Figure 2 

Robot behaviors for social communication with people 

Basically, human detection, object detection, and voice recognition are performed 

by smart phone or tablet PC. Furthermore, touch interface is used as a direct 

communication method. The robot partner starts the multi-modal interaction after 

a smart phone is attached to the robot base. We use touch interface on the smart 

phone or tablet PC as the nearest interaction with the robot partner. The facial 

parts are displayed as icons for the touch interface on the display (Fig.2). Since the 

aim of this study is to realize information support for elderly people, the robot 

partner provides elderly people with their required information through the touch 

interface. The eye icon and mouth icon are used for providing the visual 

information and text information, respectively. 

 

 

Figure 3 

Interaction with robot partners from different view points 

The ear icon is used for direct voice recognition because it is difficult to perform 

high performance of voice recognition in the daily communication with the robot 

partner. If the person touches the mouth icon, then the ear icon appears, and the 

voice recognition starts. The voice recognition is done by Nuance Mobile 

Developer Program (NMDP). NMDP is a self-service program for developers of 

iOS and Android application [30]. In this way, the total performance of multi-

modal communication can be improved by combining several communication 
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modalities of touch interface, voice recognition, and image processing. The 

conversation system is composed of (A) daily conversation mode, (B) information 

support mode, and (C) scenario conversation mode [5-9]. 

2.2 Interaction Modes 

We can discuss three different types of robot partners using a smart phone or a 

tablet PC from the interactive point of view: a physical robot partner, a pocket 

robot partner, and a virtual robot partner (Fig.3). These modes are not independent, 

and we interact with the robot partner based on several modes. Interaction modes 

mean the ways how we interact with the robot partner. We can interact with a 

physical robot partner by using multi-modal communication like with a human. 

The interaction is symmetric. The other one is a virtual robot partner. The virtual 

robot partner exists in the virtual space in the computer and can be considered as a 

computer agent, but we can interact with it through the virtual person or robot by 

immersing him or her in the virtual space. Therefore, the interaction is symmetric. 

The pocket robot partner has no mobile mechanism, but we can easily bring it 

everywhere and we can interact with the robot partner by touch and physical 

interface. Furthermore, the pocket robot partner can estimate the human situation 

by using internal sensors such as illumination sensor, digital compass, gyro, and 

accelerometer. The advantage of this device is in the compactness of integrated 

multi-modal communication interfaces in a single device.  

Each style of robot partners is different, but the interaction modes depend on each 

other, and we interact with the robot partner with the same knowledge on personal 

information, life logs, and interaction rules.  

In this paper, since we use the facial expression on the display for human 

interaction (see Figs.1 and 2), the robot partner should estimate the human 

interaction mode: (a) the physical robot partner mode (attached on the robot base), 

(b) the pocket robot partner mode (having removed from the robot base), or (c) 

other mode (on the table, in the bag, or others). In this paper 7 interaction modes 

are defined which will be detailed in the experimental section and depicted in Figs. 

9 and 10. 

2.3 Sensory Inputs from Smart Phones 

We can use several sensory data measured by a smart phone. As depicted in Fig. 4,  

since iOS 4.0 there has been a Core Motion framework to deal with obtaining 

sensory data. The acceleration of human movement is calculated by using a high-

pass filter for the measured data by the accelerometer. The angular velocity is 

calculated by using a low-pass filter for the measured data by the gyro sensor. The 

iPhone’s attitude is calculated by the measured data of accelerometer, gyroscope, 

and magnetometer. The specification of the measured data is presented in Table 1. 

The data are updated in every 100 ms. 
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Table 1 

Specification of iPhone’s sensors 

Sensor Name Accelerometer Gyro Attitude 

Acquired data ax, ay, az 𝜔x, 𝜔y, 𝜔z pitch, roll, yaw 

Range of data -/+2.3G -/+90, -/+180, -/+180, -/+90, -/+180, -/+180, 

Time interval 100ms 100ms 100ms 

                     

                                    Figure 4              Figure 5 

    iOS Core Motion Framework for obtaining sensory data            Acceleration data of iPhone 

             

                                     Figure 6           Figure 7 

                       Angular velocity data of iPhone                                           iPhone’s attitude data 

The acceleration can be calculated as (Fig. 5): 

𝑎 𝑡 = 𝑎!(𝑡)
! + 𝑎!(𝑡)

! + 𝑎!(𝑡)
!,     (1)

 
where ax(t), ay(t), and az(t) are the components of the acceleration in the unit 

directions at time t. 

The angular velocity is computed as (Fig. 6): 

𝜔 𝑡 = 𝜔!(𝑡)
! + 𝜔!(𝑡)

! + 𝜔!(𝑡)
!,     (2)

 

where 𝜔x(t), 𝜔y(t), and 𝜔z(t) are the angular velocities at time t in the X-axis, Y-

axis, and Z-axis, respectively. 

The iPhone’s attitude is (Fig. 7):  
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where θx(t), θy(t), and θz(t) are the pitch, roll, and yaw Euler angles at time t, 

respectively. 

Since the measured data includes noise, we have to use some smoothing functions. 

Although there are many methods for decreasing the noise, in our application the 

computation complexity is an important issue. We realize our system in a smart 

phone which has limited computational power compared to a PC. Therefore, two 

simple weighted moving averages are applied as presented in Eqs. (4) and (5), 

where d is the window length. In Eq. (4) the weights increase from the smallest 

weight at time (t-d+1) to the current data point at time t. In Eq. (5) the weights 

increase first, from the smallest weight at time (t-d/2) to the current point at time t, 

after that they decrease till time (t+d/2-1). In Eqs. (4) and (5) j indicates the input.   
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3 Fuzzy Spiking Neural Network for Estimation of 

Human Interaction Modes 

3.1 Fuzzy Spiking Neural Network 

We estimate the human interaction modes by fuzzy spiking neurons. One 

important feature of spiking neurons is the capability of temporal coding. In fact, 

various types of spiking neural networks (SNNs) have been applied for 

memorizing spatial and temporal context [31-33]. A simple spike response model 

is used in order to reduce the computational cost. In our model the SSN has fuzzy 

inputs, it is a fuzzy spiking neural network (FSNN) [25-27]. Figure 8 illustrates 

the FSNN model. We use evolution strategy to adapt the parameters of the fuzzy 

membership functions applied as inputs to the spiking neural network. Figure 9 

depicts the detailed structure of the FSNN model. The inputs of the FSNN are the 
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sensory data, the outputs are the interaction modes. We use 7 interaction modes as 

presented in Fig. 9. 

 

Figure 8 

Fuzzy spiking neural network 

 

 

Figure 9 

Detailed structure of fuzzy spiking neural network 

On the sensory input fuzzy inference is performed by: 

  

µ
A

i , j

(x
j
) = exp −

x
j
− a

i, j( )
2

b
i, j

⎛

⎝

⎜
⎜

⎞

⎠

⎟
⎟

      

(6) 

yi = vi, j
j=1

m

∏ ⋅µAi , j
(x j )                     (7) 
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where ai,j and bi,j are the central value and the width of the membership function 

Ai,j and vi,j is the contribution of the j-th input to the estimation of the i-th human 

interaction mode. The result of fuzzy inference, yi, will be the input of the spiking 

neurons. 

The membrane potential, or internal state hi(t) of the i-th spiking neuron at the 

discrete time t is given by: 

  
h

i
(t) = tanh(h

i

syn(t)+ h
i

ext (t)+ h
i

ref (t)),       (8) 

where hi
syn(t) includes the pulse outputs from the other neurons, hi

ref(t) is used for 

representing the refractoriness of the neuron, hi
ext(t) is the input to the i-th neuron 

from the external environment. The hyperbolic tangent function is used to avoid 

the bursting of neuronal fires.  

The external input, hi
ext(t) is calculated based on the fuzzy inference in Eqs. (6) 

and (7), and it is equal to yi as illustrated in Fig. 9, thus: 

hi
ext
(t) = vi, j ⋅exp −

(x j − ai, j )
2

bi, j

⎛

⎝
⎜

⎞

⎠
⎟

j=1

M

∏
     

(9) 

Furthermore, hi
syn

(t) indicates the output pulses from other neurons presented by 

dashed arrows in Fig. 9 in the output layer: 

  

h
i

syn(t) = w
j ,i
⋅h

j

PSP (t −1)
j=1, j≠i

N

∑ ,

     

(10)

 

where wj,i is a weight coefficient from the j-th to the i-th neuron; hj
PSP

(t) is the 

presynaptic action potential (PSP) approximately transmitted from the j-th neuron 

at the discrete time t; N is the number of neurons. When the internal state of the i-

th neuron is larger than the predefined threshold, a pulse is outputted as follows: 

  

p
i
(t) =

1 if h
i
(t) ≥ q pul

0 otherwise

⎧
⎨
⎪

⎩⎪       

(11) 

where q
pul

 is a threshold for firing. The outputs of FSNN are the pi values as 

presented in Fig. 9. Thus, the output is the interaction mode i which for pi=1. If 

there are more than one neuron with output pulse 1 (i.e., ∃i, j i ≠ j p
i
= p

j
=1 ), 

then the output will be that one which fired in the previous step, t–1. If none fired, 

then the output neuron will be selected randomly. 

Furthermore, R is subtracted from the refractoriness value as follows: 

  

h
i

ref (t) =
γ ref ⋅h

i

ref (t −1)− R if p
i
(t −1) = 1

γ ref ⋅h
i

ref (t −1) otherwise

⎧
⎨
⎪

⎩⎪     (12) 

where γ
ref

  is a discount rate and R>0.  
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The spiking neurons are interconnected, and the presynaptic spike output is 

transmitted to the connected neuron according to the PSP with the weight 

connection. The PSP is calculated as follows: 

  

h
i

PSP (t) =
1 if p

i
(t) = 1

γ PSP ⋅h
i

PSP (t −1) otherwise

⎧
⎨
⎪

⎩⎪      (13) 

where γ
PSP

 is the discount rate (0< γ
PSP

 <1.0). Therefore, the postsynaptic action 

potential is excitatory if the weight parameter, wj,i is positive, and inhibitory if wj,i 

is negative. In our case we set wj,i=-0.2 in order to suppress the firing chance of 

other neurons when a given neuron fires. 

In the equations describing the three components of the internal state simple 

functions are used instead of the differential equations proposed in the original 

model of spiking neural network [33]. By the proposed simple spike response 

model we can keep the computational complexity at low level.  

3.2 Evolution Strategy for Optimizing the Parameters of 

FSNN 

We apply (µ+λ)-Evolution Strategy (ES) for the improvement of the parameters 

of fuzzy spiking neural network in the fuzzy rules. In (µ+λ)-ES µ andλindicate 

the number of parents and the number of offspring produced in a single generation, 

respectively [34]. We use (µ+1)-ES to enhance the local hill-climbing search as a 

continuous model of generations, which eliminates and generates one individual in 

a generation. The (µ+1)-ES can be considered as a steady-state genetic algorithm 

(SSGA) [35]. As it can be seen in Equations (6), (7), (9) and Figure 9, a candidate 

solution will contain the parameters of the fuzzy membership functions which 

play role in the input layer of the spiking neural network. These parameters are the  

central value (ai,j), the width (bi,j), and the contribution value (vi,j): 

gk = gk ,1 gk ,2 gk ,3 ... gk ,l⎡⎣ ⎤⎦

= ak ,1,1 bk ,1,1 vk ,1,1 ... vk ,n,m⎡⎣ ⎤⎦      

(14) 

where n is the number of human interaction modes; m is the number of inputs; 

l = n ⋅m  is the chromosome length of the k-th candidate solution. The fitness 

value of the k-th candidate solution is calculated by the following equation: 

fk = fk ,i
i=1

n

∑
       

(15) 

where fk,i is the number of correct estimation rates of the i-th human interaction 

mode. We compare the FSNN’s each output in the time sequence with the 

corresponding desired output. If the FSNN’s output is the same as the desired 

output, then we count this as a matching. The number of matchings for the i-th 
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interaction mode is fk,i. Thus, the evaluation of the individual and consequently the 

learning process is performed in supervised manner. 

In (µ+1)-ES, only one existing solution is replaced with the candidate solution 

generated by crossover and mutation. We use elitist crossover and adaptive 

mutation. Elitist crossover randomly selects one individual, and generates one 

individual by combining genetic information between the selected individual and 

the best individual in order to obtain feasible solutions from the previous 

estimation result rapidly. The newly generated individual replaces the worst 

individual in the population after applying adaptive mutation on the newly 

generated individual. In the genetic operators we use the local evaluation values of 

the human interaction mode estimation. The inheritance probability of the genes 

corresponding to the i-th rule of the best individual is calculated by: 

pi =
1

2
⋅(1+ fbest ,i − fk ,i )

       
(16) 

where fbest,i and fk,i are the part of the fitness value related to the i-th rule (i-th 

genes) of the best and the randomly selected k-th individuals, respectively. By Eq. 

(16) we can bias the selection probability of the i-th genes from 0.5 to the 

direction of the better individual’s i-th genes among the best individual and the k-

th individual. Thus, the newly generated individual can inherit the i-th genes (i-th 

rule) from that individual which the better i-th genes has. After the crossover 

operation, an adaptive mutation is performed on the generated individual: 

 gk,h ← gk,h +αh ⋅(1− t /T ) ⋅N(0,1)                (17) 

where N(0,1) indicates a normal random value; αh is a parameter of the mutation 

operator (h stands for identifying the three subgroups in the individual related to a, 

b, and v); t is the current generation; and T is the maximum number of generations. 

4 Experimental Results 

This section shows comparison results and analyzes the performance of the 

proposed method. In the spiking neural network there are 5 inputs in the input 

layer: acceleration, angular velocity, and attitude of pitch, roll yaw. In the output 

layer there are 7 outputs related to the following 7 robot interaction modes (Fig. 

10): (1) TableMode(front), (2) TableMode(back), (3) RobotMode, (4) HandMode, 

(5) BreastPocketMode, (6) JacketPocketMode, (7) TrouserPocketMode. The 

parameters of the neural network are as follows: the temporal discount rate for 

refractoriness (γ
ref

) is 0.88, the temporal discount rate for PSP (γ
PSP

) is 0.9, the 

threshold for firing (q
pul

) is 0.9, and R is 1. Fourteen training datasets and 4 test 

datasets are used in the experiments. When obtaining the training set, in the case 

of BreastPocketMode, JacketPocketMode, and TrouserPocketMode the person 
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was walking for about 2 minutes, then standing for about 2 minutes. In the 

TableModes, RobotMode, and HandMode there was no motion. 

            

Figure 10 

Robot interaction modes 

Figure 11 illustrates the experimental example of the measured smart phone mode. 

The cyan line is the high-pass filtered data measured by the accelerometer. The 

green line depicts the angular velocity calculated by the low-pass filtered data 

measured by the gyro sensor. The red line is the attitude of pitch data. The blue 

line is the attitude of roll data. The pink line is the attitude of yaw data. The 

second part of Fig. 11 shows the target output (blue line) and the estimated output 

by FSNN (red line). The number of spiking neurons is 5. These neurons are used 

for measuring the 7 robot interaction modes. 

In the first experiment the sensor’s raw data are used as input to the FSNN. Figure 

11 shows experimental results by using the raw data of the second training dataset. 

In this case the phone is put on the table by the front side (a), and the person takes 

it in hand (b). Thereafter he/she puts the phone in jacket pocket (c) and takes out 

the phone putting it on the robot base (b,d). After that the person puts the phone in 

trouser pocket (b,e). Then he/she takes out the phone putting it on the table by the 

back side (b,f), and finally he/she takes the phone putting it in breast pocket (b,g). 

The number of fitting data is 16911 from 19213 training data in the case of second 

dataset. There are 14 training datasets, the total number of fitting data is 64936 

from 72638 training data, and the running time is 4410 ms. The fitting rate is 

89.4%. Figure 12 shows experimental results by using the raw data of second test 

dataset. The number of fitting data is 5966 from 7974 test data. There are 4 test 

datasets, the total number of fitting data is 31377 from 40096 test data, and the 

running time is 1688 ms. The fitting rate is 78.3%. 
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Figure 11 

Experimental results by using the raw data for training dataset 2 

 

Figure 12 

Experimental results by using the raw data for test dataset 2 

In order to reduce the noise we have to use some smoothing functions as 

mentioned in Section 2. We apply two different kinds of weighted moving 

averages. In the second experiment we present results by using smoothing 

function described in Eq. (4). Figure 13 depicts the result for second training 

dataset. The number of fitting data is 18234 from 19213 training data. The total 

number of fitting data using all training datasets is 63659 from 72638 training data, 

the running time is 4445 ms, and the fitting rate is 87.6%. Figure 14 shows 

experimental results by using smoothing function in Eq. (4) for test dataset 2. The 

number of fitting data is 6911 from 7974 training data. The total number of fitting 

data using all test datasets is 34327 from 40096 test data, the running time is 1609 

ms, the fitting rate is 85.6%. 
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Figure 13 

Experimental results by using the smoothing function in Eq. (4) for training dataset 2 

 

 

Figure 14 

Experimental results by using the smoothing function in Eq. (4) for test dataset 2 

In the third experiment, we present experimental result by the other smoothing 

function defined by Eq. (5). Figure 15 illustrates the results for second training 

dataset. In the case of second training dataset the number of fitting data is 18507 

from 19213, and for all training datasets the total number of fitting data is 69356 

from 72638, the running time is 4438 ms, the fitting rate is 95.5%. Figure 16 

shows experimental results by using smoothing function in Eq. (5) for test dataset 

2. The number of fitting data is 7499 from 7974 test data. The total number of 

fitting data for all test datasets is 36842 from 40096 test data, the running time is 

1610 ms, the fitting rate is 91.9%. 
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Figure 15 

Experimental results by using the smoothing function in Eq. (5) for training dataset 2 

 

Figure 16 

Experimental results by using the smoothing function in Eq. (5) for test dataset 2 

In the fourth experiment we use evolution strategy for optimizing the parameters 

of FSNN. The population size is 100, the number of generations is 6000, and the 

evaluation time step is 1000, αa=0.01, αb=0.005, αv=0.05. Figure 17 illustrates the 

best results by ES for the raw data of second training dataset. The total number of 

fitting data using all training datasets is 68933 from 72638. The application of ES 

has an additional computational cost. The running time is 684259 ms, the fitting 

rate is 94.9%. Figure 18 shows the result for second test dataset after using 

evolution strategy for optimizing the parameters of FSNN based on training 

datasets. In the case of test datasets the total number of fitting data is 34842 from 

40096 test data. The running time is 1810 ms, the fitting rate is 86.9%. 
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Figure 17 

Experimental results by using ES for parameter optimization for training dataset 2 (for raw data) 

 

Figure 18 

Experimental results by using FSNN for test dataset 2 after parameter optimization (for raw data) 

Figure 19 depicts the best results by ES for training dataset 2 when using 

smoothing function in Eq.(4). The total number of fitting data using all training 

datasets is 69441 from 72638. The running time is 683293 ms, the fitting rate is 

95.6%. Figure 20 shows the result for second test dataset when using smoothing 

function in Eq.(4) after using evolution strategy for optimizing the parameters of 

FSNN based on training datasets. In the case of test datasets the number of fitting 

data is 35805 from 40096 test data. The running time is 1743 ms, the fitting rate is 

89.3%. 

Figure 19 

Experimental results by using ES for parameter optimization for training data set 2 (using smoothing 

function in Eq. (4)) 

 

Figure 20 

Experimental results by using FSNN for test dataset 2 after parameter optimization (using smoothing 

function in Eq. (4)) 

Figure 21 presents the best results by ES for training dataset 2 when using 

smoothing function in Eq.(5). The total number of fitting data using all training 

datasets is 70604 from 72638. The running time is 654505 ms, the fitting rate is 

97.2%. Figure 22 shows the result for second test dataset when using smoothing 

function in Eq.(5) after using evolution strategy for optimizing the parameters of 

FSNN based on training datasets. In the case of test datasets the number of fitting 
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data is 37730 from 40096 test data. The running time is 1586 ms, the fitting rate is 

94.1%. 

 

Figure 21 

Experimental results by using ES for parameter optimization for training data set 2 (using smoothing 

function in Eq. (5)) 

 

Figure 22 

Experimental results by using FSNN for test dataset 2 after parameter optimization (using smoothing 

function in Eq. (5)) 

Table 2 summarizes the experimental results. The best results were obtained by 

evolution strategy. 

Table 2 

Summary of experimental results 

Sensor Name Experiment 
Number of 

data 

Number 
of fitting 

data 

Fitting 
rate 

Running 
time(ms) 

Raw data 

traning 72638 64936 89.4% 4410 

test 40096 31377 78.3% 1688 

Smoothing function Eq.(4) 

traning 72638 63659 87.6% 4445 

test 40096 34327 85.6% 1609 

Smoothing function Eq.(5) 

traning 72638 69356 95.5% 4438 

test 40096 36842 91.9% 1610 

ES for raw data 

traning 72638 68933 94.9% 684259 

test 40096 34842 86.9% 1810 

ES for Smoothing function Eq.(4) 

traning 72638 69441 95.6% 683293 

test 40096 35805 89.3% 1743 

ES for Smoothing function Eq.(5) 

traning 72638 70604 97.2% 654505 

test 40096 37730 94.1% 1586 
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5 Summary 

In this paper, we proposed a method for estimating human interaction mode using 

accelerometer, gyro, and magnetometer. First, we introduced the robot partners 

applied in this paper. Next, we proposed an estimation method of human 

interaction modes using evolution strategy and fuzzy spiking neural network 

based on a simple spike response model. In the experimental results we showed, 

that the proposed method is able to estimate human interaction modes based on 

iPhone’s sensors.  

As a future work, we intend to improve the learning performance according to 

human life logs, and extend the method by combining it with the estimation of 

human transport modes which has been presented in [26] . 
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Abstract: Fairly presented financial statements are factual, free from bias and any material 

misstatements, and reflect the commercial substance of the financial transactions at a 

company. These statements have a standardized format and should be prepared in 

accordance with the applicable financial reporting framework. External audits provide 

reasonable assurance to the owners of the business’s on to what extent financial statements 

are free of material misstatement whether due to error or fraud. There is always a risk 

(control risk) that the business’s internal control system cannot prevent, detect or correct 
misstatements. The necessary sources of the financial data are handled nowadays by ERP 

(Enterprise Resource Planning) systems, triggered out the manual handwork. The applied 

ERP systems are different in companies according to the size and the business flows of the 

company. When it comes to a small or middle sized company, many of them use one generic 

system, which operates both the OLAP (analysis) and the OLTP (transaction processing) 

functions. There is a common risk to overwrite the master data, which can influence the 

reliability of financial statements. Lot of control procedures assure that the contained data 

are valid and show the true and fair state of the business. In this paper, we review how 

control procedures in an ERP system can influence the level of control risk and thus the 

scope and quantity of the audit procedures performed by the financial auditor. 

Keywords: financial audit; control risk; ERP; master data management; data migration; 

data consistency check 
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1 Introduction 

In the audit of financial statements there is always a risk that a misstatement 
appears at the assertion level which is material either individually or when 
aggregated and could not be prevented, detected or corrected by the internal 
control of the company. This type of risk is called control risk and it plays an 
important role in the risk assessment of financial auditors. 

The accuracy and relevance of master data and master files are essential for the 
fair presentation of financial statements. Today the application of ERP systems is 
quite common in business. It also means that ERP provides the platform where 
master data and master files are managed and maintained. There are transactions 
which increase the risk of misstatements in the financial statements. Such 
transactions are e.g. data migration, or unauthorized change of data in master files. 
These can have an adverse impact on the level of risk perceived by auditors who 
have to maintain the overall audit risk at an acceptable level. 

The article is structured as follows. First, the authors define the risk assessment 
procedure of the financial auditors and then give a thorough literature review on 
the impact of information technology applications on the financial audit procedure 
and on risk assessment. Secondly, they prove the importance of master data 
management in the accuracy of financial statements and demonstrate an available 
tool in Microsoft Dynamics AX environment for checking the integrity and 
consistency of master data across all relations. In the conclusion section they 
investigate the interrelation between consistency check and the financial audit 
procedure. 

2 The Risk1 of Auditing Financial Statements 

There is always a risk that the auditor expresses an inappropriate audit opinion 
about the financial statements, this is called audit risk. Risk assessment procedures 
are conducted by the auditor to understand the entity and its environment, 
including its internal control, to identify the risk of material misstatement either 
due to error or fraud. Audit risk is made up of two components: the material 
misstatement risk and the detection risk. 

Material misstatement risk can be split to inherent risk and control risk (Figure 1). 
Inherent risk is the susceptibility of an assertion to a misstatement that could be 
material, either individually or when aggregated with other misstatements, 
assuming that there were no related internal controls. Control risk arises in an 
assertion that could be material, either individually or when aggregated with other 

                                                           
1
 Definitions are based on ISA 200 [8] 
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misstatements that will not be prevented, or detected and corrected on a timely 
basis by the entity’s internal control. Detection risk is the risk when the 
procedures conducted by the auditor will not detect a misstatement. This derives 
from the fact that the auditor does not, and cannot examine all available evidence. 
The control risk and the inherent risk are the risks of business and exist 
independently from the audit procedure. 

 
Figure 1 

The components of audit risk 

ISA 200 [8] states that in order to provide reasonable assurance the auditor should 
gather appropriate and sufficient audit evidence to keep audit risk at an acceptable 
level. 

Our study investigates the control risk, which is one of the three above mentioned 
risk factors. Control risk depends on the effectiveness of internal control designed 
and implemented by the management of the entity. Efficient internal control, 
however, can only decrease but not totally eliminate the existence of control risk. 
This means that a certain level of control risk will always exist. The most common 
examples are human errors and mistakes, and examples when the management 
and those charged with governance override control. 

Based on ISA 315 [8] definition, internal control is the process designed, 
implemented and maintained by those charged with governance, management and 
other personnel to provide reasonable assurance about the achievement of an 
entity’s objectives with regard to the reliability of financial reporting, 
effectiveness and efficiency of operations and compliance with laws and 
regulations. Through a financial statement audit the auditor should acquire a 
reasonable understanding of the relevant aspects of the client’s internal control 
system. This covers the identification of potential misstatements, the consideration 
of the factors that affect the risks of material misstatement, and based on the first 
two the design of the nature and timing of further audit procedures. 

2.1 The Impact of Information System Applications at the 

Level of Control Risk 

Companies can gain substantial benefits from using IT systems, however, this can 
also bring significant risks. The financial statement can be prepared based on IT 
systems which inaccurately process data or process inaccurate data, or in certain 
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cases both at the same time. If users have unauthorized access to data it might 
result in improper changes in data or in the record of unauthorized or non-existent 
transactions, or inaccurate recording of transactions. 

ISA 315 [8] says that the auditor should understand the information systems 
applied by the company and all the related issues relevant to financial reporting. 
ISA 315 also says that the auditor shall overview the related accounting records, 
supporting information and specific accounts that are used to initiate, record, 
process and report transactions. It is also important for the auditor to understand 
the way the information system captures transactions and events that are 
significant to the financial statement. 

Furthermore the auditor should understand how the company responds to the risks 
arising from the application of IT systems. The expected control an entity shall 
conduct can be split into two categories: 1) General IT controls and 2) Application 
controls. General IT controls are those policies and procedures which support the 
appropriate operations of an information system. General IT controls cover the 
following: 1) data centre and network operations, 2) system software acquisition, 
change and maintenance, 3) program change, 4) access security and 5) application 
system acquisition, development and maintenance. Application controls are 
procedures, either manual or automated, that run at business process level. The 
purpose of these controls is to maintain the integrity of accounting records. They 
are either preventive or detective. Most common application controls are: 1) 
controls over input: completeness, accuracy and authorization, 2) controls over 
processing, 3) controls over master file and standing data. The application of 
general IT controls and application controls are strictly interrelated in a way that 
they can either support or undermine each other. The strength of general controls 
can increase or decrease the reliability of application controls. For example the 
weaknesses in general control procedures, e.g. system development or software 
maintenance, or the authority of system users to sensitive data or system functions 
might result in a higher control risk as it can deteriorate the efficiency of 
application controls. 

The level of control risk depends on the nature and characteristics of the 
company’s information system. The company must manage the risk of using IT 
applications by setting up effective controls in respect of the nature of the 
information system. 

2.2 The Response of Auditors to Increased Control Risk 

As stated in ISA 200 the auditor is responsible for maintaining the audit risk at an 
acceptable level. As the audit risk is the function of the risk of material 
misstatement and the detection risk, if the internal control system fails to operate 
efficient and effective controls over the IT system it necessarily results in 
increased control risk and thus in increased material misstatement risk. In order to 
maintain the acceptable level of audit risk the auditor should outweigh this effect 



Acta Polytechnica Hungarica Vol. 11, No. 8, 2014 

 – 165 – 

by reducing the risk of detection. In this part we review what ISA 330 says about 
the auditor’s required responses. 

Based on ISA 330 [10] the auditor must design and apply appropriate responses to 
the assessed risk of material misstatement at the financial statement level. If the 
auditor reveals that the risk of material misstatement (including the control risk) is 
high, substantive procedures that respond to the assessed risk shall be conducted. 
The auditor can respond the assessed risk of material misstatement by means of: 

- maintaining the professional scepticism in the engagement team, 

- more experienced staff with more sophisticated skills should be appointed, 

- the use of the work of experts, 

- higher supervision over the audit process, 

- higher unpredictability in the selection and application of audit procedures, 

- general changes in the nature, timing and scope of the audit procedures. 

The response of the auditor to the assessed risk highly depends on the auditor’s 
opinion of the control environment. If the control environment is effective the 
auditor might put higher confidence in the internal control and the audit evidence 
gathered internally. Inefficiencies of the control environment, however, have the 
opposite impact on the procedures conducted by the auditor. The auditor’s 
responses to the ineffective control environment are as follows: 

- more audit procedures shall be conducted, 

- gathering more audit evidence from substantive procedures, 

- greater number of locations shall be included in the audit. 

Any material misstatement revealed by the auditor is an indicator of the weakness 
in the internal control system. The auditor may decide to: 

- perform only substantive analytical procedures as they are sufficient to 
reduce audit risk to the required level, 

- conduct test of details only, 

- use a combination of substantive analytical procedures and test of details. 

As the assessment of the risk of material misstatement considers the 
characteristics and reliability of the internal control system, the extent of the 
substantive procedures should be increased if internal control turns to be 
inefficient. 

However, it should be highlighted that the auditor’s risk assessment is a matter of 
professional judgement, so might not take into consideration all risks of material 
misstatement and there are inherent limitations to internal control, i.e. 
management can override controls. 
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3 Literature Review 

Both the function of audit and the required audit procedures (analytical and 
substantive) went through significant changes as a consequence of more intensive 
ERP system application among businesses. The research conducted by Wright and 
Wright (2002) [18] evidenced the fact that the application of ERPs significantly 
increases the control risk. They also stated that many of the risks come from 
inadequate training of personnel. However, efficient internal control procedures 
can outweigh the risk arising from the application. The companies must manage 
the control procedures properly as it costs approximately 50 to 100 times more to 
add functionality or to correct an error post-implementation that it would have 
cost to provide the proper functionality during the implementation (Goldberg and 
Godwin 2003) [6]. 

Bae and Aschroft (2004) [2] stated in their article that external auditors shall focus 
on two issues, on control activities and on information and communication, out of 
several components of an internal control system. Control activities are procedures 
to protect the company’s assets and prevent the manipulation of accounting 
records. Information and communication are the timely identification, collection, 
processing and reporting of relevant data in a useful format, such that employees 
can effectively meet their responsibilities. It is essential for an external auditor to 
understand and document how the ERP system collects and processes data and 
what are the controls implemented in relation to the ERP system. 

The research conducted by Messier et al. (2004) [14], surveying the six biggest 
public accounting firms in Norway, investigated the impact of IT on the audit 
procedures performed by external auditors. The research also examined whether 
the origins of misstatements revealed by the audit are different for computerized 
and non-computerized business processes. They found that control procedures 
were missing more often in computerized rather than non-computerized business 
processes and there is an increase in the cause of misstatements resulting from 
missing and poorly designed controls and audit test. They also found that as IT 
emerged in business, a deterioration of the control environment and excess 
workload of accounting staff could be observed. The authors identified that the 
main reason auditors could not rely on the internal control was their belief that 
substantive testing was more effective. 

Some earlier researches indicated (e.g. Hunton et al., 2004 [7]) that financial 
auditors recognize the risk associated with the ERP systems differently than IT 
auditors. Only certified public accountants were included in the research and the 
survey found that financial auditors were less concerned then IT auditors with the 
increased risk of the ERP implementation (e.g. business continuity, database 
security, application security). Financial auditors had a higher belief in their 
capabilities to evaluate risk in both computerized and non-computerized 
information systems. Financial auditors need the expertise of IT auditors and a 
strong cooperation between them is required. A study conducted by Brazel and 
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Agoglia in 2007 [3] showed that auditors having a higher information system 
expertise assessed higher control risk in the case of new information system (e.g. 
ERP) implementation than those not having previous IT experience and when 
internal control and computer assurance specialist competence was low, financial 
auditors planned more extensive substantive testing. As we evidenced above the 
relevant standard on auditing (ISA 315) requires the financial auditors to change 
their audit procedures and strategies in response to changes in the audit clients’ 
information systems. However, some researches indicated (e.g. POB 2000 [16]) 
that the level of and the change in control risk sometimes are not reflected in the 
audit procedures performed by financial auditors. 

As the consequence of using IT applications and ERP systems in businesses, the 
auditors were forced to cope with the challenges of providing audit in IT 
environment. Many professional bodies (IFAC – International Federation of 
Accountants, ISACA – Information System Audit and Control Association, 
AICPA – American Institution of Certified Public Accountants) have issued 
standards in this area. The survey of Yang and Guan in 2004 [19] examines the 
importance and advantages of using these standards in financial statement audits 
and emphasizes the importance of having a thorough understanding of these 
guidelines, standards by the auditors. Vendrzyk and Bagranoff in 2003 [17] 
investigated the impact of information system audit on the work of financial 
auditors. They found that in the last couple of decades the role of IT audit has 
shifted from a support tool towards an important pillar of financial audit. They 
also revealed that financial auditors found the test of general and application 
controls very important and the weaknesses of these controls have an impact on 
the scope of the audit procedures performed by financial auditors. 

Based on reviewing all relevant literature Kanellou and Spathis 2011 [11] stated 
that ERP systems exert a significant impact on financial audit and internal audit. 
According to Kuhn and Sutton 2010 [12] in ERP environment errors might be 
undetected if there are no sufficient audit procedures performed, so internal 
control procedures shall be improved. Several risks appear and the most 
significant ones are related to information integrity, transaction errors, 
transparency of data and fraud. 

4 Master Data Management 

One of the first steps of keeping the system data validation is to secure the 
integrity and consistency of the Master Data. If Master Data records can be 
overridden, like the legal entity, this could lead to a serious problem. The area of 
the Master Data has to be first identified, and rules must be declared on how the 
change process will look like in this area. The area which will be called Master 
Data can be described on its way by interacting with other data areas. In ERP 
systems, the generally called Master Data is usually involved in each transaction 
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[5] [13]. For instance a customer can buy a product; a vendor can sell an 
accessory. Between the master data and the transactional data, these relationships 
can be examined. These are the main areas, which can be covered by this 
definition: 
- Vendor and customer core data 

- Global Address Book 

- General Ledger 

- Inventory 

- Fixed Assets 

- Open Financial Transactions (e.g. open purchase order, open sales orders 
etc.) 

- Warehousing and transportation data 

- Production data 

There is another way of defining Master Data by its life cycle. These functions 
describe the following operations: create, read, update, delete, search, generally 
called SCRUD. When we define the Master Data this way, it will slightly change 
from company to company. It is a common experience that Master Data generally 
tends to be more volatile than transactional data, which means that it is important 
to keep the validity. The key usage of Master Data is reusability; we want to use 
the valid data as a basic of the transactions entered in the system. ERP’s role is 
becoming more and more complex and the need is common for storing the Master 
Data only in one place and reuse it via a common channel. Proper Master Data 
Management could be vital (Figure 2), for instance a typing mistake in an invoice 
ship-to or bill-to address may cause loss of money. But we also mention the 
possibility of a mistyped price in the item master, an incorrect account number in 
account master – these actions can lead to even fraud-like actions. So maintaining 
the Master Data, and keeping the validity and consistency is very important to 
avoid these kind of issues when operating an ERP system. 

 

Figure 2 

Data flow in the area of Master Data Management 
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Suppose that the current status of the Master Data does not contain any error. In 
this case, we should secure, that only one used entity exists, and no one uses local 
copies from cache, etc. An older and not up-to-date version of Master Data could 
cause exactly the same issues as mentioned in the previous section. 

There are many companies, which are growing through mergers and/or 
acquisitions. Each time they acquire a company, the following problem occurs: the 
acquired company has its own Master Data and transactional data. This fact can 
lead to issues at merging: the structure of the data is different, sometimes came 
from different ERP, and there are possible duplicates. When the company 
acquired comes from a corresponding area of business, which is a possible 
situation, they likely to have the same customers, vendors. Transactional data have 
to be checked one by one for all of these vendors and customers. Items, attributes 
and inventory Master Data could be even harder to reconcile, when the 
corresponding parts were supplied by the same vendor, but probably with different 
item and vendor identifiers. Handling these kind of problems can be a part of the 
company’s change management process (Figure 3). 

Common data cleansing issue is to consolidate the different versions of the same 
data element. Let’s get an example, the same vendor, who can have several 
business names, site addresses, phone and fax numbers. The name of the business 
responsible can be written as Mátyás Gábor, Gábor Mátyás, Gabor Matyas, 
Matyas Gabor, and in a lot of other versions. The data cleansing in this case needs 
a lot of manual handwork, because normal database data update queries cannot 
resolve this issue correctly [15]. 

 

Figure 3 

Change management structure 
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At this stage it is important to estimate the amount of fully or partly invalid data. 
There are only limited tools for this estimation, only fot the syntax issues. Right 
now the exact estimation needs a lot of handwork beacuse of the hardnesses in 
semantic comparison automatization. 

There are a lot of advantages, when a company has a clean, up-to-date and valid 
Master Data: 

- can improve customer satisfaction, 

- could save time and money in business operations, 

- could reduce the danger of loss of revenue, 

- could reduce the possibility of legal issues when preparing financial 
statements, 

- reduces the time need of the database maintenance, 

- minimizes the possible impact of having a corrupt database. 

It is clear about these reasons, that having a real consistent and valid set of Master 
Data is vital for every ERP systems. All the policies, processes and systems, 
which are needed to achieve this is known as Master Data Management. 

If Master Data Management is well defined, we should note, that it is just partly a 
technological problem, but the most difficult things to solve in this area are related 
to business processes and internal data flows. 

Standardizing the data is often the most difficult part of making the right Master 
Data. On the technical side, at first the data structure has to be normalized to 4th 
normal form. After normalization the missing values have to be inserted, for 
instance the default values and the initial setups. Often there is a next step when 
standardizing the values, e.g. convert all dimensions to metric, all prices to a 
common currency. In this case at multinational companies there is a need to have 
a solution for cross-converting. 

The future research direction will focus on the validation of Master Data. What 
kind of algorythms can be used to automatize the validation process, and how can 
the human factor be minimized? Future research efforts are needed on how can be 
determined the amount of invalid data, how can it be estimated? 

5 Consistency Check, a Proposed Methodology to 

Reduce Control Risk 

Consistency Check is one of the strongest tools in Microsoft Dynamics AX to 
secure the validity and consistency of the transactional data. Technically it is a 
batch processing tool, which validates every transactional data in the system, and 
checks the connections between the other transactions and Master Data as well. 
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The running time of this tool can be extremely long, depending on the number of 
the transactions in the system. 

Tables in Dynamics AX can be divided into three categories: 1) master data tables 
like Customers, Ledger Accounts, Vendors, etc.; 2) transaction headers like Sales 
Orders, Purchase Orders and 3) transaction details like Sales Lines, PO Lines, etc. 
When a transaction is entered into Dynamics AX, the necessary indexes and keys 
are updated for connecting Sales Orders and Lines. 

Sometime these records can be abandoned, which means, that the parent record 
was deleted while the child records still exist. These are called orphan records2, 
because the transaction still exists, but either the parent or the child does not exist 
anymore. 

If we have numerous orphan records, it can slow down the performance. To avoid 
these situations, AX2012 has a tool, which is called consistency check. The basic 
idea behind this tool is to go through the whole database and scan for orphan 
records. Keeping the transactional data up-to-date is vital for every ERP system, 
no matter what was the scenario because these records remained orphaned. 

The ConsistecyCheck framework is the core of the Dynamics AX data migration 
process. If we want to use it as a whole integrity check for the database, more 
tables and rules can be inserted into the validation process. These modifications 
should be derived from the SysConsistencyCheck base class, and should make the 
following methods: executionorder(), run(), description(), helptext() (Figure 4). 
All the derived classes should overwrite these methods to specify the related 
tables and methods. The kernelCheckTable and kernelCheckRecords methods 
check the relation between these tables. The modifications are essential, because 
the standard consistency check which comes out of the box with dynamics AX 
does not contain the necessary areas for a specific implementation. 

These customizations enable for example an Independent Solution Provider (ISV) 
to include their data area in the consistency and integrity check. This also prevents 
users from false positive checks. 

There are standard tools for maintaining transaction integrity in Dynamics AX, 
like ttsLevel (SQL transaction level) checking and forUpdate checks within data 
manipulation codes. Although these are low level tools, we should mention them, 
as the right usage of them makes the consistency check cleaner on the technical 
side. If we check the functionality of forUpdate, we can see that it ensures that a 
record can be deleted or updated only if it was first selected for update. 

                                                           
2
 Orphan records are records of data that have no longer connection to other data. 
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Figure 4 

LedgerConsistencyCheck.run() method 

The ttsLevel check works similarly, ensures that a record can be updated or 
deleted only in the same transaction scope as it was selected for update. The 
transaction scope is bordered by the ttsBegin and ttsCommit. The first marks the 
beginning of the scope, and guarantees that all updates are consistent which are 
performed until the transaction ends. The second marks the successful end of a 
transaction, and commits all the changes. If there are any circumstances which 
deny the transaction to be consistent, the ttsAbort can discard all the changes and 
rolls back the database in the previous state. Maintaining referential integrity is a 
vital point for any ERP applications. In Dynamics AX 2012, we can model table 
relations with rich metadata content and express referential integrity. Dynamics 
AX 2012 does not represent table relations as SQL foreign table key constraints, 
because of the huge performance overhead in the SQL server. The application 
code can also violate referential integrity. In this case, referential integrity 
maintenance means that the data manipulating operations have to be performed in 
correct order. This is most vital when records are deleted and created. The parent 
record must be created first, before the child records can get the correct foreign 
key. And the following is also true; the child records must be deleted first before 
the parent records. Ensuring this from code can be hardly maintained, especially 
with the strongly normalized data structure of Dynamics AX 2012. That is the 
reason, why Dynamics AX 2012 provides a new programming concept, which is 
called Unit Of Work. This is basically a set of data manipulation methods, which 
are performed on the related data. The application code establishes the connection 
within the data in memory, modifies them, registers the modifications and then 
requests the Unit Of Work to perform the necessary operations in the correct 
sequence. For example, if the RecId of the header comes as a foreign key to the 
lines, we cannot insert lines first because we need the RecId of the header record. 
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Also we cannot insert the header first, if we need SUM from the lines. If we use 
the Unit Of Work class, all these are handled by the AX kernel itself. 

Troubleshooting these data consistency issues during upgrading to a newer 
version of Dynamics AX or migrating to / from a different ERP system is vital 
part of the Data Migration process. In the first test after the migration, it is natural 
to have consistency errors both during and after the process. There are some 
guidelines to follow which can help quickly to find the root cause of the issues. At 
first, one has to check the generate mapping form to see if there are any mapping 
errors. After this it has to be determined if the issue is on the source or the target 
side of the process. Data Consistency Check can help this decision. There are two 
options:  

- The data looks corrupt: which means that the issue occurred in the source 
side. We have to determine the source table and the transformations made 
on this table. If the table is part of a transformation, one has to be sure 
which tables were populated and with what kind of outcomes? 

- The data is ok: the issue is on the target side. If the data were copied 
correctly during the bulk copying, the script, which was used during the 
data migration, has to be determined. From this point, we can debug the 
script to determine the critical operation. It is also useful to check the 
dependencies of the script. 

After this decision, the data migration process has to be corrected, rerun, and the 
consistency should be checked again. After the check, we can quickly determine if 
there are any modifications needed for the process. 

The most important usage of the Data Consistency Check is carried out after a 
successful import of data, thus after the Data Migration. It assures that data are 
consistent through different relations and cross references. It prevents the system 
from becoming corrupted, and can warn for the underlying problems under the 
hood. If we cannot pay enough attention to these issues, they can seriously 
jeopardize the stability of the system. 

There are some challenges with customizing complex business rules in integrity 
checks but the need for avoiding the manual checks is always stronger. Using 
Consistency Check with Data Migration is an essential step for a successful 
migration (Figure 5). 

This tool provides a wide range of information, which needs to be evaluated by 
the data steward or master data track lead, because of the complexity of the field. 
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Figure 5 

Data Migration Framework entities 

Conclusion 

The aim of the Data Consistency Check is similar in every ERP system. With this 
tool, the system can guarantee that the master data is valid in all respects. If we 
develop the necessary parts for the customized code, it will also be true for those 
parts as well. The outcome of this function is a report, which contains all the table 
records with issues. If the report is empty, than it is a theoretically perfect 
database. Based on practical experience usually it is not the case, so after a 
migration cycle there are always consistency issues arising, so data inaccuracies 
and corruptions can be fixed immediately before transactional records start to use 
the corrupt data. 

The application of Data Consistency Check is optional but not mandatory after 
data migration. Data migration carries the risk of data corruption and 
inconsistencies in master data and transactional data. In the absence of effective 
control procedures the reliability of the data from which the amounts in the 
statements are calculated is highly questionable. As a consequence, auditors 
should perform more extensive substantive procedures to check master data and 
transactional data accuracy in order to detect material misstatements at financial 
statement level. As many researches proved that it is 50 to 100 times more 
expensive to correct mistakes than to prevent them, the usage of control 
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procedures becomes more important. If effective general and application IT 
controls are in place, after these controls having been tested, financial auditors can 
rely on them. So the application and proper documentation of Data Consistency 
Check and other similar control procedures would decrease the control risk and as 
a consequence would result in: 

- lower level of audit risk, 

- less extensive substantive procedures, 

- lower sample sizes, 

- shorter audit procedure. 

We can also conclude that the current methodology of the consistency check in 
Dynamics AX is useful for providing necessary information about the validity of 
transactional data, but it needs to have a broader validity area to be useful enough. 
We need to make a detailed description of the validity of a business rule, not just 
white and black. When it comes to enhancing the possibilities of this tool, we need 
to focus on advanced machine learning and intelligence techniques, e.g. fuzzy 
logic [4] [1]. Master Data management needs extensive standardization as it is 
heavily dependent on the methodology of the project. 
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Abstract: A significant theme in data envelopment analysis (DEA) is the stability of returns 

to scale (RTS) classification of specific decision making unit (DMU) which is under 

observed production possibility set. In this study the observed DMUs are public postal 

operators (PPOs) in European Union member states and Serbia as a candidate country. 

We demonstrated a sensitivity analysis of the inefficient PPOs by DEA-based approach. 

The development of this analytical process is performed based on real world data set. The 

estimations and implications are derived from the empirical study by using the CCR RTS 

method and the most productive scale size concept (MPSS). First, we estimated the RTS 

classification of all observed PPOs. After that, we determined stability intervals for 

preserving the RTS classification for each CCR inefficient PPO under evaluation. Finally, 

scale efficient inputs and output targets for these PPOs are designated. 

Keywords: data envelopment analysis; returns to scale; stability; scale efficient targets; 

public postal operators 

1 Introduction 

Data envelopment analysis (DEA) is a non-parametric technique for evaluating 
the relative efficiency of multiple-input and multiple-output of a decision making 
units (DMUs) based on the production possibility set. DEA method is introduced 
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by Charnes et al. 1 and extended by Banker et al. 2. There are various DEA 
models that are widely used to evaluate the relative efficiency of DMUs in 
different organizations or industries. Additionaly, DEA is recognized as a 
powerful analytical research tool for modeling operational processes in terms of 
performance evaluations, e.g. 3, competiteveness, e.g. 4 and decision making 
e.g. 5. A taxonomy and general model frameworks for DEA can be found in 6, 
7. 

The stability of the classifications of returns to scale (RTS) is an important theme 
in DEA and was first examined by Seiford and Zhu 8. There are several DEA 
approaches considering this topic. One approach is the stability analysis of a 
specific DMU which is under evaluation see 9, 10. Another approach is the 
stability of a specific DMU which is not under evaluation see 11, 12. 
Additionally, some authors used free disposal hull (FDH) models (unlike the 
convex DEA models, FDH models are non-convex) for estimating RTS see 13, 
14, 15. 

The stability of RTS and the methods for its estimating in DEA provides 
important information on the data perturbations in the DMU analysis. These 
information provide discussions that can be developed in performance analysis. 
This enables to determine the movement of inefficient DMUs on the frontier in 
improving directions. In 8, 16, the authors developed several linear 
programming formulations for investigating the stability of RTS classification 
(constant, increasing or decreasing returns to scale). These authors considered data 
perturbations for inefficient DMUs. The authors of 17 indicated that sometimes 
a change in input or output or simultaneous changes in input and output are not 
possible. In the papers of Jahanshahloo et al. 10 and Abri 18 developed an 
approach for the sensitivity analysis of both inefficient and efficient DMUs from 
the observations set. 

The current article proceeds as follows: In Section 2, the determination of RTS in 
the CCR models is reviewed. Additionally, in this Section are introduced output-
oriented RTS classification stability and scale efficient targets inputs and outputs 
of DMUs. In Section 3, we applied methods from Section 2 on real world data set 
of public postal operators (PPOs). Finally, conclusions are given in Section 4. 

2 Methods 

2.1 RTS Classification 

In the DEA literature there are several approaches for estimating of returns to 
scale (RTS). Seiford and Zhu in 19 demonstrated that there are at least three 
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equivalent RTS methods. The first CCR RTS method is introduced by Banker 
20. The second BCC RTS method is developed by Banker et al. 2 as an 
alternative approach using the free variable in the BCC dual model. The third RTS 
method based on the scale efficiency index is suggested by Fare et al. 21. The 
CCR RTS method is based upon the sum of the optimal lambda values in the CCR 
models of DEA, and is used in this study to the RTS classifications of observed 
PPOs. 

The CCR is original model of DEA for evaluating the relative efficiency for a 
group of DMUs proposed by Charnes et al. 1. The CCR stands for Charnes, 
Cooper and Rhodes which are the last names of this model creators. Suppose there 

are a set ( A ) of DMUs. Each DMUj ( Aj ) uses m  inputs ijx  

( mi ,...,3,2,1 ) to produce s  outputs rjy  ( sr ,...,3,2,1 ). The CCR model 

evaluates the relative efficiency of a specific DMUo, Ao , with respect to a set 

of CCR frontier DMUs defined oE { 0| jj   for some optimal solutions for 

DMUo}. One formulation of a CCR model aims to minimize inputs while 
satisfying at least the given output levels, i.e., the CCR input-oriented model (see 
the M1 model). Another formulation of a CCR model aims to maximize outputs 
without requiring more of any of the observed input values, i.e., the CCR output-
oriented model (see the M1' model). The CCR models assume the constant returns 
to scale production possibility set, i.e. it is postulated that the radial expansion and 
reduction of all observed DMUs and their nonnegative combinations are possible 
and hence the CCR score is called overall technical efficiency. If we add 

1
 oEj

j  in the M1 and M1' models, we obtain the BCC input-oriented and the 

BCC output-oriented models, respectively proposed by Banker et al. 2. The 
name BCC is derived from the initial of each creator's last name (Banker-Charnes-
Cooper). The BCC models assume that convex combinations of observed DMUs 
form the production possibility set and the BCC score is called local pure 
technical efficiency. It is interesting to investigate the sources of inefficiency that 
a DMU might have. Are they caused by the inefficient operations of the DMU 
itself or by the disadvantageous conditions under which the DMU is operating? 
For this purpose the scale efficiency score (SS) is defined by the ratio, 






BCC

CCRSS



. This approach depicts the sources of inefficiency, i.e. whether it is 

caused by inefficient operations (the BCC efficiency) or by disadvantageous 
conditions displayed by the scale efficiency score (SS) or by both. 

M1 model 

 min
 (1) 
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Subjec to: 

mixx io

Ej

ijj

o

,...,3,2,1, 


  

sryy ro

Ej

rjj

o

,...,3,2,1, 


  

oj Ej ,0  

M1' model 

 max
 (2) 

Subject to:  

mixx io

Ej

ijj

o

,...,3,2,1, 


  

sryy ro

Ej

rjj

o

,...,3,2,1, 


  

oj Ej ,0  

If AEo  , then the M1 model is original form of the input-oriented CCR model. 

The DMUj ( oEj ) are called CCR efficient and form a specific CCR efficient 

aspect. These DMUj ( oEj ) appear in optimal solutions where 0j . The 

fact that 0j for all oEj  in the M1 model when evaluating DMUo enables 

performing the CCR model in form of M1 model or M1' model. By using the M1 
or M1' model, we can estimate the RTS classification based on the following 
theorem by Banker and Thrall 22: 

Theorem 1. Let 

j  ( oEj ) be the optimal values in M1 or M1' model, returns 

to scale at DMUo can be determined from the following conditions: 

(i) If 1




oEj

j  in any alternate optimum then constant returns-to-scale (CRS) 

prevails. 
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(ii) If 1




oEj

j  for all alternate optima then decreasing returns-to-scale (DRS) 

prevails. 

(iii) If 1




oEj

j for all alternate optima then increasing returns-to-scale (IRS) 

prevails. 

Seiford and Thrall in 23 derived the relationship between the solutions of the M1 

model and M1' model. Suppose 

j  ( oEj ) and 

  is an optimal solution to 

M1 model. There exists a corresponding optimal solution 

j  ( oEj ) and 

  

to the M1' model such that 


 




 j

j  and 
 


 1

. 

A change of input levels for DMUo in the M1 model or a change of output levels 
in the M1' model does not change the RTS nature of DMUo. These models yield 
the identical RTS regions. However, they can generate different RTS 
classifications. In this study we chose the M1 model to determine the RTS 
classification. 

2.2 Stability of the RTS Classifications 

The stability of the RTS classifications provides some stability intervals for 
preserving the RTS classification of a specific DMUo. It enables to consider 
perturbations for all the inputs or outputs of DMUo. Input-oriented stability of 
RTS classifications allows output perturbations in DMUo, and output-oriented 
stability of RTS classifications enables input perturbations. 

In this study stability intervals of each CCR inefficient PPO under evaluation are 
derived from output-oriented RTS classification stability because we aim to 
consider input increases and decreases for each CCR inefficient PPO. Lower and 
upper limit of stability intervals determined by using two linear programming 

models (see the M2 and M2' models) where 
  is the optimal value to the M1' 

model when evaluating DMUo. 

M2 model 




 

oEj

j

o 


min

1
 (3) 
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Subjec to: 

mixx io

Ej

ijj

o

,...,3,2,1, 


   

sryy ro

Ej

rjj

o

,...,3,2,1,  


   

oj Ej ,0  

M2' model 




 

oEj

j

o 


max

1
 (4) 

Subjec to: 

mixx io

Ej

ijj

o

,...,3,2,1, 


  

sryy ro

Ej

rjj

o

,...,3,2,1,  


   

oj Ej ,0  

By using the M2 and M2' models, we can define lower and upper limit of stability 
intervals of DMUs based on the following theorems by Seiford and Zhu 8: 

Theorem 2. Suppose DMUo exhibits CRS. 

If      oo

CRS
R  ,1max,1min: . The CRS classification 

continues to hold, where   represents the proportional change of all inputs, 

ioio xx ˆ  ),,...,3,2,1( mi   and 

o  and 


o  are defined in the M2 and M2' 

models, respectively. 

Theorem 3. Suppose DMUo exhibits DRS. The DRS classification continues to 

hold for  1:    o

DRS
R , where   represents the proportional 

decrease of all inputs, ioio xx ˆ  ),,...,3,2,1( mi   and 

o  is defined in the 

M2 model. 
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Theorem 4. Suppose DMUo exhibits IRS. Then the IRS classification continues to 

hold for  1:    o

IRS
R , where   represents the proportional 

change of all inputs, ioio xx ˆ  ),,...,3,2,1( mi   and 

o  is defined in the 

M2' model. 

2.3 Scale Efficient Targets 

Scale efficient targets (inputs and outputs) for DMUs can be derived by using the 
most productive scale size concept proposed by Banker 20. This concept in DEA 
is known as acronym MPSS (see the M3 and M3' models). Both models are based 
on output-oriented CCR model. The M3 model produces the largest MPSS targets 
(MPSSmax), and the M3' model the smallest (MPSSmin). 

M3 model  




 
0

min
Ej

j  (5) 

Subject to: 

mixx io

Ej

ijj

o

,...,3,2,1, 


  

sryy ro

Ej

rjj

o

,...,3,2,1,  


   

oj Ej ,0  

M3' model 




 
0

max
Ej

j  (6) 

Subject to: 

mixx io

Ej

ijj

o

,...,3,2,1, 


  

sryy ro

Ej

rjj

o

,...,3,2,1,  


   

oj Ej ,0  
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The largest MPSS for DMUo ( iox , roy ) are 

io

io

x
x


 and 


ro

ro

y
y


, and 

the smallest MPSS for DMUo are 

io

io

x
x


 and 



ro

io

y
y


. Seiford and 

Thrall in 23 demonstrated that MPSSmax and MPSSmin remains the same under 
both orientations. 

3 Results and Discussion 

In this study we observed the sample of 27 DMUs. The observed DMUs are 
public postal operators (PPOs) in the countries of European Union (Austria, 
Bulgaria, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Germany, 
Great Britain, Greece, Hungary, Ireland, Italy, Latvia, Lithuania, Luxembourg, 
Malta, Netherlands, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, 
Sweden) and the PPO in Serbia. We employed 3 inputs (the number of full-time 

staff ( 1x ), the number of part-time staff ( 2x ) and total number of permanent post 

offices ( 3x )) and one output (the number of letter-post items, domestic services 

( 1y )) for evaluating the stability of the RTS classifications and scale efficient 

targets of PPOs. There are two types of reasons for selecting these particular input 
and output. The first and essential reason is that chosen input parameters (human 
capital and infrastructure) imply the largest part of the total costs for public postal 
operator functioning. On the other hand, the output that refers to the letter post 
produces the largest part of revenue. The second reason lies in the fact that we had 
an intention to use available data from the same database which was a constraint 
in the selection of input and output. Input and output data are listed in Table 1. 

Table 1 

Data of 27 public postal operators
1
 

PPO No. PPO Name 
1x  2x  3x  1y  

PPO1 Austria 17233 3882 1880 6215000000 

PPO2 Bulgaria 8689 3796 2981 19159655 

PPO3 Cyprus 714 1034 1082 58787116 

PPO4 Czech Republic 28232 8020 3408 2574778260 

PPO5 Denmark 12800 6200 795 800000000 

                                                           
1
 source: Universal Postal Union (2013), 

http://pls.upu.int/pls/ap/ssp_report.main?p_language=AN&p_choice=BROWSE 



Acta Polytechnica Hungarica Vol. 11, No. 8, 2014 

 – 185 – 

PPO6 Estonia 2290 502 343 25837400 

PPO7 Finland 20077 7508 978 837000000 

PPO8 France 204387 25900 17054 14900000000 

PPO9 Germany  512147 0 13000 19784000000 

PPO10 Great Britain 117206 38558 11818 18074291171 

PPO11 Greece 9060 28 1546 446505500 

PPO12 Hungary 28592 5368 2746 857056665 

PPO13 Ireland 7825 1584 1156 614320000 

PPO14 Italy 133426 11025 13923 4934317901 

PPO15 Latvia 2438 2055 571 28886614 

PPO16 Lithuania 2336 4226 715 36599075 

PPO17 Luxembourg 950 547 116 110800000 

PPO18 Malta 490 123 63 35123154 

PPO19 Netherlands 13141 46590 2600 3777000000 

PPO20 Poland 77548 16534 8207 822176000 

PPO21 Portugal 11608 315 2556 868548000 

PPO22 Romania 32630 1319 5827 292635204 

PPO23 Slovakia 9650 5081 1589 425743495 

PPO24 Slovenia 6344 161 556 1013027273 

PPO25 Spain 65924 0 3183 5123200000 

PPO26 Sweden 19222 2918 1924 2231000000 

PPO27 Serbia 14659 280 1507 243130583 

Given data were obtained from Universal Postal Union for the year 2011. 
Considering the 27 European Union member states, there is only one PPO that 
was not included in the research. It is PPO in Belgium for which there were no 
official data on the website of Universal Postal Union in the moment of this 
research. Beside that PPO in Serbia as a candidate country was included in 
observed production possibility set consisting of PPOs in European Union 
member states. 

By reviewing the literature on Thomson Reuters Web of Science2, considering 
years from 1996 to 2014, we have not found the examples of using a RTS in DEA 
in postal sector. This was an inspiration for the authors to demonstrate the 
applicability of this analytical process in this field. 

All calculations in the study are performed by using the software DEA Excel 
Solver developed by Zhu 24. It is a Microsoft Excel Add-In for solving data 
envelopment analysis (DEA) models. 

                                                           
2 http://apps.webofknowledge.com/ 

http://apps.webofknowledge.com/
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By using the M1 and the Theorem 1 we derived RTS classification of observed 
PPOs. The M1 model evolved according to the selected input and output and 
applied to the sample from Table 1, e.g. the PPO in Czech Republic is: 

 min
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0,,,, 27321 λλλλ   

The optimal solution for this PPO is: 

25288.0 
CCR  

95444.3
25288.0

111





CCR
  
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,41428.01 
  other 0

j   


 
27

1

1
j

j   the PPO in Czech Republic 

exhibits IRS. Since ,01 
  the reference for this PPO is the PPO in Austria. 

The BCC score (

BCC ) is obtained by adding the following condition in the M1 

model: 

127321  λλλλ   

The BCC score for this PPO is: 

26107.0
BCC  

In the same manner, the M1 model should be evolved for all other 26 PPOs. The 
CCR, BCC and returns to scale characteristics of each PPO are listed in Table 2. 

Table 2 

Analytical results derived from the M1 model 

PPO 
No. 

RTS 
Region 

BCC CCR Scale Score 
( SS ) 






BCC

CCRSS

  

Score 
( 

BCC ) 
Score 
( 

CCR ) Reference 




oEj

j  
Input-

oriented 

RTS 

PPO1 II 1.00000 1.00000  1.00000 Constant 1.00000 

PPO2 I 0.05639 0.00611 PPO1 0.00308 Increasing 0.10842 

PPO3 I 0.77607 0.22830 PPO1 0.00946 Increasing 0.29417 

PPO4 VI 0.26107 0.25288 PPO1 0.41428 Increasing 0.96862 

PPO5 I 0.36212 0.30440 PPO1 0.12872 Increasing 0.84059 

PPO6 I 0.24353 0.03182 PPO1, PPO24 0.00445 Increasing 0.13067 

PPO7 I 0.30549 0.25888 PPO1 0.13467 Increasing 0.84744 

PPO8 III 0.80392 0.30588 
PPO1, PPO24, 

PPO25 
2.70674 Decreasing 0.38048 

PPO9 III 1.00000 0.94551 PPO25 3.86165 Decreasing 0.94551 

PPO10 III 1.00000 0.46263 PPO1 2.90817 Decreasing 0.46263 

PPO11 I 1.00000 0.56198 PPO24, PPO25 0.16556 Increasing 0.56198 

PPO12 VI 0.11309 0.09707 PPO1, PPO25 0.13869 Increasing 0.85834 

PPO13 I 0.28302 0.23249 PPO1, PPO24 0.12627 Increasing 0.82146 

PPO14 III 0.20119 0.17023 PPO1, PPO24 2.93233 Decreasing 0.84611 

PPO15 I 0.20098 0.03285 PPO1 0.00465 Increasing 0.16346 

PPO16 I 0.21147 0.04344 PPO1 0.00589 Increasing 0.20543 

PPO17 I 0.73492 0.32340 PPO1 0.01783 Increasing 0.44005 

PPO18 I 1.00000 0.19875 PPO1 0.00565 Increasing 0.19875 

PPO19 I 0.80875 0.79696 PPO1 0.60772 Increasing 0.98543 
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PPO20 VI 0.03610 0.03069 PPO1, PPO25 0.13263 Increasing 0.85018 

PPO21 VI 0.48475 0.46344 PPO1, PPO24 0.84328 Increasing 0.95604 

PPO22 VI 0.08887 0.05130 PPO1, PPO24 0.25133 Increasing 0.57726 

PPO23 I 0.16045 0.12233 PPO1 0.06850 Increasing 0.76245 

PPO24 II 1.00000 1.00000  1.00000 Constant 1.00000 

PPO25 II 1.00000 1.00000  1.00000 Constant 1.00000 

PPO26 VI 0.41553 0.40714 
PPO1, PPO24, 

PPO25 
0.70363 Increasing 0.97983 

PPO27 VI 0.34138 0.11897 PPO24, PPO25 0.21345 Increasing 0.34851 

Average  0.51441 0.34991    0.64940 

Based on the results in Column 2 of Table 2 the PPOs are located in four RTS 
regions I, II, III and VI as shown in Figure 1. The regions IV and V are empty. 

 
Figure 1 

PPOs locating within the RTS regions 

The results from Table 2 show that there are three PPOs which have the CCR 
score equal to 1. This score indicates overall technical efficiency when evaluated 
on the constant returns to scale assumption. These are PPOs in Austria, Slovenia 
and Spain. PPO in Austria is one of three best performers, and furthermore it is the 
PPO most frequently referenced for evaluating inefficient PPOs. 

The BCC score provide efficiency evaluations using a local measure of scale, i.e. 
under variable returns to scale. In this empirical example four PPOs are accorded 
efficient status in addition to the three CCR efficient PPOs which retain their 
previous efficient status. These four PPOs are in Germany, Great Britain, Greece 
and Malta. For example, it can be concluded that PPO in Greece has the efficient 

operations ( 1
BCC ). Additionally, it can be considered that all PPOs having 
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the BCC score above average (0.51441) have the efficient operations. These are 
PPOs in Austria, Cyprus, France, Germany, Great Britain, Greece, Luxembourg, 
Malta, Netherlands, Slovenia and Spain. 

Based on the results of scale scores from Table 2 the following PPOs operate in 
the advantageous conditions: Austria, Czech Republic, Denmark, Finland, 
Germany, Hungary, Ireland, Italy, Netherlands, Poland, Portugal, Slovakia, 
Slovenia, Spain and Sweden. Their scale scores are higher than average value 
(0.64940). Some of them although working in the advantageous conditions have 
the inefficient operations. We can notice the examples of PPOs in Czech 
Republic, Poland and Portugal. There are the opposite cases where PPOs work in 
the disadvantageous conditions but their operations are above average, for 
example PPOs in Cyprus and Luxembourg. Further there are PPOs operating in 
the disadvantageous conditions and having the inefficient operations such as PPOs 
in Bulgaria, Estonia, Latvia, Lithuania, Romania, Slovakia and Serbia. 

By using the M2 and M2' models and the Theorem 2, 3 and 4 we derived lower 
and upper limit of stability intervals of PPOs. For example, the PPO in Czech 
Republic exhibits IRS, therefore it needs to use the Theorem 4 and the M2' model 
should be evolved: 
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95444.32574778260243130583
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0,,,, 27321 λλλλ   

Inputs lower limit of stability interval of this PPO is .6104066.0
o  

According to Theorem 4, inputs upper limit of stability interval of this PPO is 
equal to 1. Analogously, we can define stability region for inputs of all other 26 
PPOs. The analytical results are shown in Table 3. 

Table 3 

Stability region for inputs of PPOs 

PPO No. Stability interval PPO No. Stability interval 

PPO1 (1.0000000, 1.0000000) PPO15 (1.0000000, 7.0684988) 

PPO2 (1.0000000, 1.9833122) PPO16 (1.0000000, 7.3771404) 

PPO3 (1.0000000, 24.1358543) PPO17 (1.0000000, 18.1400000) 

PPO4 (0.6104066, 1.0000000) PPO18 (1.0000000, 35.1693878) 

PPO5 (1.0000000, 2.3647799) PPO19 (1.0000000, 1.3113918) 

PPO6 (1.0000000, 7.1535973) PPO20 (0.2313787, 1.0000000) 

PPO7 (1.0000000, 1.9222904) PPO21 (0.5495740, 1.0000000) 

PPO8 (0.1130049, 1.0000000) PPO22 (0.2041303, 1.0000000) 

PPO9 (0.2448462, 1.0000000) PPO23 (1.0000000, 1.7858031) 

PPO10 (0.1590794, 1.0000000) PPO24 (1.0000000, 1.0000000) 

PPO11 (1.0000000, 3.3943407) PPO25 (1.0000000, 1.0000000) 

PPO12 (0.6999022, 1.0000000) PPO26 (0.5786327, 1.0000000) 

PPO13 (1.0000000, 1.8412285) PPO27 (0.5573724, 1.0000000) 

PPO14 (0.0580535, 1.0000000)   

The results from Table 3 indicate that PPOs in Austria, Slovenia and Spain do not 
need input perturbations. PPOs in Czech Republic, France, Germany, Great 
Britain, Hungary, Italy, Poland, Portugal, Romania, Sweden and Serbia should 
consider decreasing inputs. PPOs in Bulgaria, Cyprus, Denmark, Estonia, Finland, 
Greece, Ireland, Latvia, Lithuania, Luxembourg, Malta, Netherlands and Slovakia 
should consider increasing inputs. 
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By using the M3 and M3' models we derived scale efficient inputs and output 
targets for each CCR inefficient PPOs. Thus, the M3 and M3' models for PPO in 
Czech Republic are: 

M3 model  M3' model 

27321min     27321max     
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The optimal solution for this PPO is: 

41428.0    
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The smallest inputs for the PPO are: 

17233
41428.095444.3

282321
1 


 

ox
x


 

4895
41428.095444.3

80202
2 


 

ox
x


 

2080
41428.095444.3

34083
3 


 

ox
x


 

The largest output for the PPO is: 

6215000000
0.41428

25747782601
1  

o

o

y
y


 

Analogously, the M3 and M3' models should be evolved for all other 26 PPOs. 
The analytical results are shown in Table 4. 

Table 4 

Analytical results derived from M3 and M3' models 

PPO 
No. 

PPO Name 
1x


 1x


 2x


 2x


 3x


 3x


 
1y


 1y


 

PPO2 Bulgaria 8689 17233 3796 7529 2981 5912 19159655 6215000000 

PPO3 Cyprus 714 17233 1034 24956 1082 26115 58787116 6215000000 

PPO4 Czech R. 17233 28232 4895 8020 2080 3408 2574778260 6215000000 

PPO5 Denmark 12800 30269 6200 14662 795 1880 800000000 6215000000 

PPO6 Estonia 2290 16382 502 3591 343 2454 25837400 5808328848 

PPO7 Finland 20077 38594 7508 14433 978 1880 837000000 6215000000 

PPO8 France 23097 204387 2927 25900 1927 17054 5504774313 14900000000 

PPO9 Germany  125397 512147 0 0 3183 13000 5123200000 19784000000 

PPO10 GB 18645 117206 6134 38558 1880 11818 6215000000 18074291171 

PPO11 Greece 9060 30753 28 95 1546 5248 446505500 2696882321 

PPO12 Hungary 20012 28592 3757 5368 1922 2746 857056665 6179865198 

PPO13 Ireland 7825 14408 1584 2917 1156 2128 614320000 4865235527 

PPO14 Italy 7746 133426 640 11025 808 13923 1682726646 4934317901 

PPO15 Latvia 2438 17233 2055 14526 571 4036 28886614 6215000000 

PPO16 Lithuania 2336 17233 4226 31176 715 5275 36599075 6215000000 

PPO17 Luxem. 950 17233 547 9923 116 2104 110800000 6215000000 

PPO18 Malta 490 17233 123 4326 63 2216 35123154 6215000000 

PPO19 Nether. 13141 17233 46590 61098 2600 3410 3777000000 6215000000 

PPO20 Poland 17943 77548 3826 16534 1899 8207 822176000 6199142219 
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PPO21 Portugal 6379 11608 173 315 1405 2556 868548000 1029965235 

PPO22 Romania 6661 32630 269 1319 1189 5827 292635204 1164358279 

PPO23 Slovakia 9650 17233 5081 9074 1589 2838 425743495 6215000000 

PPO26 Sweden 11122 19222 1688 2918 1113 1924 2231000000 3170687665 

PPO27 Serbia 8171 14659 156 280 840 1507 243130583 1139031351 

Considering the results from Table 4, PPOs that need to perform input 
perturbations can be divided in three groups. The first group contains of PPOs 
with the input excess and the output deficit. Based on the results from Table 4 
these PPOs are in Czech Republic, Hungary, Poland, Portugal, Romania, Sweden 
and Serbia. For example, PPO in Serbia has the input excess of the number of full-
time staff, the number of part-time staff and total number of permanent post 

offices, 648811  xx


, 12422  xx


, 66733  xx


, respectively. 

Additionally, this PPO has the output deficit of the number of letter-post items, 

domestic services, .89590076833  yy


 In the second group there are PPOs 

having the input excess. This means they could achieve the current output level 
with less inputs. The examples of this kind of PPOs are in France, Germany, Great 
Britain and Italy. The rest of PPOs are in the third group. The main characteristic 
of these PPOs is the possibility of increasing output by increased inputs. These 
PPOs are in Bulgaria, Cyprus, Denmark, Estonia, Finland, Greece, Ireland, Latvia, 
Lithuania, Luxembourg, Malta, Netherlands and Slovakia. 

Obtained values from Table 4 should be considered conditionally having in mind 
the public expectations about postal systems, first of all the obligation to provide 
postal services on the whole territory of a state. Thus, in order to implement the 
proposed model further research should be performed for each specific country 
considering the legal limitations. 

Conclusions 

Many DEA researchers have studied the sensitivity analysis of efficient and 
inefficient decision making unit classifications. This study develops a RTS in 
DEA and the methods to estimate it in the postal sector. The sensitivity analysis is 
conducted for the CCR inefficient public postal operators in European Union 
member states and Serbia as a candidate country. The development of this 
analytical process is performed based on the public data obtained from the same 
source from Universal Postal Union. 

The focus of this study was on the stability of the RTS classifications and scale 
efficient inputs and outputs targets of observed PPOs. It has been carried out by 
using the CCR RTS method and the MPSS. In order to determine lower and upper 
limit of stability intervals of the CCR inefficient PPOs we used output-oriented 
RTS classification stability when input perturbations occur in PPOs. 
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In order to implement the obtained results, PPOs should have in mind their legal 
obligations specific for the postal sector in their countries. This could be one of 
the possible guidelines for future research. 

In this paper we used cross-section type of data. As a possible direction for the 
future research panel data could be used involving the efficiency measurement 
over time. This should be carried out in order to confirm the obtained results. 
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Abstract: As a consequence of an increasing need for energy-efficiency, there is a growing 

interest on buildings with reduced energy consumption all over the world. Windows 

generally account for much higher proportion of the transmission losses through the 

building envelope, than their area fraction. Therefore, more attention is to be paid to the 

enhancement of the thermal insulation of fenestration products. In this article, the authors 

investigate the effect of the thermal performance of the glazing on the frame and edge-of 

glazing behaviour in a wooden-frame window commonly used in Central Europe. 

Windows’ inside surface temperature with respect to condensation risk, as well as 
components of the total product U-factor according to both the European standard  

(ISO EN 10077-1 and -2) and the National Fenestration Rating Council (NFRC) were 

assessed by using THERM and WINDOW software packages to simulate respective  

U-factor and temperature distribution throughout the structure. 

Keywords: U- factor; heat mirror; modelling; finite element model 

Nomenclature 

b Dimension of the glass perpendicular to the direction of heat flow (mm), 

C1 Coefficient (according to EN ISO 10077-2, 0.025 [W/(m·K]), 

C3 Coefficient (according to EN ISO 10077-2, 1.57 [W/(m2·K)]), 

C4 Coefficient (according to EN ISO 10077-2, 2.11 [W/(m2·K)]), 

d Cavity length in the direction of heat flow [m], 

emis1 Infrared (long-wave) emissivity of the shade material, exterior-facing 

side, 

emis2 Infrared (long-wave) emissivity of the shade material, interior-facing 

side, 

ha Convective heat transfer coefficient [W/(m2·K)], 
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hr Radiative heat transfer coefficient [W/(m2·K)], 

Keff Effective conductivity [W/(m·K)], 

RS Equivalent thermal resistance of the cavity [m2·K/W], 

SC Shading coefficient, 

SHGC Solar heat gain coefficient, 

Tsol Solar transmittance of the shade material, 

Tvis Visible transmittance of the shade material, 

Uc Centre-of-glass U-factor [W/(m2·K)], (NFRC), 

Ue  Edge-of-glass U-factor [W/(m2·K)], (NFRC), 

Uf Thermal transmittance of the frame [W/(m2·K)], (ISO EN), 

UfEN Frame U-factor determined according to EN ISO 10077-2 [W/(m2·K)], 

Ut Total product U-factor [W/(m2·K)], (NFRC), 

Uw Thermal transmittance of the window [W/(m2·K)], (ISO EN), 

λeq  Equivalent thermal conductivity of the cavity [W/(m·K)], 

Ψ Linear thermal transmittance [W/(m·K)]. 

1 Introduction 

From the point of view of energy efficiency, windows are perhaps the most 
critical parts of a building, since the thermal performance of even a well-insulated 
window is inferior to the rest of the façade. Moreover, as a consequence of their 
structural complexity, and the environmental impacts they are exposed to, 
windows may be easily damaged over their service life resulting in significant 
degradation of their thermal performance. 

One of the urgent tasks in our days is to find new possibilities for more efficient 
and rational energy consumption. The energy-efficiency of the existing stock of 
buildings in Hungary is rather low; the consumption index is twice as high as the 
average of the EU-15 countries [1]. The continuous decline of supplies of energy 
and the increase of their price justify the progression towards better thermal 
insulation of buildings. The European Union regulates the energy consumption of 
buildings through directives. From this follows the decree of 7/2006 that contains 
the requirements on the heat transfer coefficient (referred to as thermal 
transmittance in the standard EN ISO 10077-1) of fenestration products [1, 2]. 
Currently the allowable upper limit of the overall heat transfer coefficient  
(U-factor) for a wood-frame or PVC-frame window is Uw=1.60 [W/(m2·K)]. Apart 
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from the ever more severe stipulations, the users of a building are interested in 
consuming the least possible energy, while sustaining the occupants’ comfort. As 
shown in Figure 1, roughly 80 % of the energy consumption is due to heating; 
windows are responsible for a significant part of this, even if  heat not only 
escapes, but a significant gain through the windows is generally realised. 

 

Figure 1 

Energy consumption of households, according to use [3] 

The primary objective of our investigation was to clarify the effect that 
modernisation of glazing may have on the components of the overall product  
U-factor and glazing indoor surface temperature in the case of a custom European 
wooden-frame windows of 68 mm profile depth. 

Plenty of studies relating to the effect of glazing properties (gas type, gap 
thickness, coatings and films) on thermal performance were published during the 
last two decades. Apart from enhancing the performance of glazing, window 
design improvements over that period focused on spacer bar technology and frame 
details, including edge sealants. However, relatively little information can be 
found in the literature about the interaction of frame details and glazing properties 
and their contribution to thermal bridging and other additional effects; likewise, 
their consequences with regard to condensation are not fully explored. 

2  Theoretical Background, Review of Literature 

The resultant heat transmittance of a window is influenced by a number of factors: 
the glazing system, the material and profile of the frame and sashes, the way of 
fitting the sash to the frame, and by the method of joining the window to the wall. 
The heat flow directed outwards through a window is composed of the heat 
transfer by conduction, convection and radiation due to temperature difference 
(generally termed as transmission), and the convective flow due to air leakage. 
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A window’s operation cannot be conceived without the presence of fitting 
surfaces with their inherent imperfectness, leading to gaps, through which air 
filtrates due to the pressure difference between the inside and the outside. This 
pressure difference results from the difference between the inside and outside air 
temperature and from the effect of wind; thus it can be purposefully influenced by 
the orientation of the windows with respect to the prevailing wind directions. Air 
filtration through a window is increased when due to environmental effects the 
sealing profiles (weather-strips) used for the frame-sash fitting become aged and 
get brittle, or wear in some other way, so that they cannot provide their function 
properly anymore. Further, locks and hinges wear in the course of use and their 
adjustment may be spoiled, leading to imperfect closing of the sash to the frame, 
hence increase of filtration heat loss [4]. 

As far as the thermal transmittance through the cavities of double or triple glazing 
is concerned, besides heat transfer by convection of the gas fill, which is slightly 
influenced by the thickness of the gap, an important part may happen due to 
radiant heat exchange between the warmer glass surface and the cooler one on the 
two sides of a cavity. Therefore, overall transmittance is largely influenced by the 
emissivity () of those surfaces. Purposefully designed coatings applied to the 
glass surfaces reduce their emissivity in the long-wave infrared range, lowering 
thereby the heat transfer by radiation substantially. 

A general method of calculating the net energy flux through the glazed area of a 
window has been worked out in the 1980s already [5]. Within the model, natural 
convection of the gas fill and emitted energy fluxes are calculated. The two-
dimensional finite-volume analysis of vertical gaps, developed by Wright and 
Sullivan [6] proved to be capable of realistically modelling fill gas flow and heat 
transfer. The method of analysis was extended to simulate heat flux patterns and 
temperature profiles for a number of glazing systems [7]. Simulation results 
agreed well with guarded heater plate measurements. In a publication by wright 
[8] a method has been presented for the extension of the two-dimensional frame 
and edge-glass numerical analysis to account for fill gas convective motion. The 
method requires computational fluid dynamics (CFD) calculation. Simulation 
results indicate the dominance of the influence of edge-seal conductance and gas 
motion over low-e coating and argon filling with respect to minimum indoor glass 
surface temperature. Three-dimensional CFD simulations were conducted and 
validated for window frame cavities by Gustavsen & al. [9]. Wright and 
McGowan [10] develop modifications to the “conventional” modelling concept 
used in the USA and Canada to determine the total product U-factors for 
windows. Modifications include modelling the convective motion of the fill gas 
and local variation of the indoor heat transfer coefficient at recessed corners. In 
order to be in line with highly insulating IGUs, Fang & al. [11] experimented with 
multi-material frame design consisting of skeleton framework and cavities filled 
with insulating material. Their simulations by two-dimensional finite element 
models, including evacuated glazing with low-emissivity coatings resulted in 
about 80% heat loss of that in a window of single material solid frame. 
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In a research project aimed at the improvement of thermal performance of light-
weight construction wooden buildings, a resultant heat flow close to the value 
calculated in standing air was attained in the air cavity of the wall system. That 
was achieved by dividing the cavity in a number of parallel layers of small 
thickness with the use of thin aluminium foil [12]. This was possible because 
convection was almost non-existent in thin air layers; besides, due to the low 
emissivity of aluminium in the infrared range, heat transfer by radiation was also 
minimised. 

3 Model Building, Material and Method 

Product overall U-factor and the distribution of indoor glazing surface temperature 
was simulated for a 1230 mm by 1480 mm typical Central-European single 
casement, tilt-and-turn window with double thermal glazing. The 68 mm deep 
frame and sash profiles were made of laminated Scots pine wood  
(Pinus sylvestris). Taking the maximum available depth for glazing (24 mm) in 
the sash profile, a number of different configurations of glazing build-up analysed 
beforehand were selected for simulation (see Figure 2). The optimal cavity 
thicknesses in the case of the different gas fills can be identified in these curves. In 
the case of air and argon fill there was no significant difference between the 
optimum and the value at 16 mm, used in our model. With krypton as filling gas, a 
smaller cavity is justified. Xenon was shown the best and most insensitive to 
cavity thickness in these analyses; however, our study was not extended to that 
type of cavity fill, because it has an adverse effect on sound insulation. 

In order to study the effect of the glazing build-up on the window’s overall  
U-factor and on its components (frame U-factor, glazing edge U-factor), as well as 
on the inside glass surface temperature, we constructed three pairs of different 
models with air, argon and krypton fill respectively. In all three cases, in one of 
the two models the cavity thickness was divided in half by a film (0.08 mm thick 
heat mirror diaphragm). To allow studying the effect of glazing configuration 
only, total glazing thickness of 24 mm was used throughout the six resulting 
models, with a gas cavity thickness of 16 mm, or 7.96 mm + 7.96 mm, depending 
on the case. The 16 mm gas gap thickness was chosen in order to allow for 
reasonable cavity size when divided. It should be noted that in practice, 12 mm 
gap thickness is regarded as ideal in the case of air and argon fill, and 7 mm to  
8 mm for krypton fill, as also reflected by the curves in Figure 2. It can be seen, 
that the change in thermal performance is small in the range of 12 mm to 16 mm 
gap thickness for all three fill types studied; however, air and argon exhibit more 
pronounced change when going down to 8 mm gap size. Table 1 summarises the 
glass and foil properties used in the models. 
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Figure 2 

Change of U-factor of double glazing as a function of the gap size and the type of the fill [13] 

 

Table 1 

Properties of the components of the glazing with heat mirror 

  
Thickness 

[mm] 
Tsol Tvis emis1 emis2 Cond 

Float glass (7194) 4.00 0.84 0.900 0.837 0.837 1.000 

Heat mirror (1518) 0.08 0.38 0.760 0.760 0.045 0.140 

Low-E glass (7110) 4.00 0.59 0.890 0.037 0.837 1.000 

Analysis of the window sections was performed by using THERM and WINDOW 
freeware packages developed at Lawrence Berkeley National Laboratories. 
THERM is based on Finite Element Method; WINDOWS uses Computational 
Fluid Dynamics (CFD) as a computation tool [14]. THERM was used by Hantos 
in a study to optimise a lightweight construction building [15]. In his case 
windows were taken into account with an average heat transfer coefficient, 
without analysing their effect in detail. In our case the calculation models were 
graphically defined; an AUTOCAD drawing of the window section was made 
(Figure 3) and used in THERM as an underlay for reproducing the geometry. 
Material properties could be assigned either by using library materials or defining 
custom materials with known thermal conductivity and surface emissivity. 
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Figure 3 

Horizontal section of the window studied (sizes in mm) 

Thermal calculations were performed in two ways. First, we followed the 
procedure specified in the standard EN ISO 10077-2: 2004. Accordingly, we 
replaced the glazing unit in the model by an insulation panel with the prescribed 
thermal conductivity of λ = 0.035 [W/(m·K)], and calculated the thermal 
transmittance of the frame, UfEN [W/(m2·K)] from the simulation results as 
stipulated in the above-mentioned standard. Then, after reinserting the glazing unit 
in its place, the linear thermal transmittance, Ψ [W/(m·K)] due to the combined 
thermal effects of glazing, spacer and frame, used in EN ISO 10077-1: 2006 was 
calculated from the simulation results as given in EN ISO 10077-2: 2003 [16, 17]. 
These two calculation results, along with the known U-value of the central area of 
glazing, allowed us to compute the window’s overall thermal transmittance,  
Uw [W/(m2·K)]. Thereafter, the same model was also used for determining the 
values of frame and edge-of-glazing thermal transmittances, Uf  [W/(m2·K)] and  
Ue [W/(m2·K)] respectively, as described in the international standard ISO 15099 
[18]. This modelling concept is used by the National Fenestration Rating Council 
(NFRC) and is described in detail in the THERM6/WINDW6 NFRC Simulation 
Manual [18]. 

For all simulations performed, glazing units were prepared and values of the 
centre-of-glazing U-factor, Uc [W/(m2·K)] were calculated using the software 
package WINDOW. In Table 2, properties of the glazing unit with krypton fill and 
heat mirror diaphragm are shown as calculated by WINDOW. 

Table 2 

Properties of the glazing unit with krypton fill and heat mirror 

  

Thickness 
of glazing 

[mm] 

U-factor 
[W/(m2·K)] 

SC SHGC 
Rel. Heat 

Gain 
[W/m2] 

Tvis 
Keff 

[W/(m·K)] 

Glazing 24 0.829 0.4 0.346 258 0.62 0.0157 
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For a correct modelling of the conductance of frame cavity (formed along the 
frame and sash joining area), this cavity was divided according to the standard  
EN ISO 10077-2: 2004, see Figure 4. This division also met the criterion set in the 
NFRC 100-2001 document for the Nusselt numbers. 

 

Figure 4 

Division of the non-ventilated air cavity formed by the frame and sash profile in the exterior-facing 

side 

Equivalent thermal conductivity values for the divided air gaps were calculated by 
using the equations below [17]: 

  (1) 

 (2) 

  (3) 

 (4) 

For cavity 1, see the calculation below: 
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





























Km

W
hr 2

2

52.2
01.0

025.0

01.0

025.0
1111.2








 








W

Km

hh
R

ra

S

2

244.0
52.257.1

11










Km

W

R

d

S

eq 102.0
244.0

025.0  

Calculations in the case of cavity 2 are next shown: 










Km

W

d

C
ha 2

1 50
0005.0

025.0































Km

W
hr 2

2

134.4
012.0

0005.0

012.0

0005.0
1111.2








 








W

Km

hh
R

ra

S

2

018.0
134.450

11










Km

W

R

d

S

eq 027.0
01847.0

0005.0  

After specifying the boundary conditions on the inside and outside boundaries in 
the model as shown in Table 3, the calculations were performed. 

Table 3 

Boundary conditions according to EN ISO 10077:1 and EN ISO 10077:2 

Inside temperature: Θi 20 °C 

Outside temperature: Θe 0 °C 

Inside surface resistance: (Rsi) 0.13 [m2·K/W] 
Outside surface resistance: (Rse) 0.04 [m2·K/W] 

4 Results 

The frame U-factor and the linear thermal transmittance, Ψ [W/(m·K)] due to the 
combined thermal effects of glazing, spacer and frame, defined in  
EN ISO 10077-1 and 2 are summarised in Table 4 for the individual models. 
Table 5 shows thermal transmittance values of frame, edge-of-glazing and central 
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glazing area, as well as total product U-factor calculated according to the NFRC 
model. The last column in table 5 contains the ratio of NFRC to EN ISO results 
for the windows in question. 

Table 4 

Thermal calculation results according to EN ISO 10077-1 and 2 

Glazing 
type 

EN ISO 10077 
Uf(EN)       

[W/(m2·K)] 
Ψ           

[W/(m·K)] 
Uw            

[W/(m2·K)]  

1 
Air 

Normal 1.375 0.0862 1.8706 

2 HM 1.375 0.0902 1.7508 

3 
Ar 

Normal 1.375 0.0915 1.7253 

4 HM 1.375 0.0951 1.5988 

5 
Kr 

Normal 1.375 0.0931 1.6651 

6 HM 1.375 0.1003 1.4328 

Table 5 

Thermal calculation results according to the NFRC model 

Glazing 
type 

ISO 15099 
Uf        

[W/(m2·K)] 
Ue         

[W/(m2·K)] 
Uc        

[W/(m2·K)] 
Ut          

[W/(m2·K)] 
Ut/Uw    

1 
Air 

Normal 1.8160 2.3481 1.792 1.8734 1.0015 

2 HM 1.8103 2.1703 1.602 1.7438 0.9960 

3 
Ar 

Normal 1.8074 2.1417 1.559 1.7159 0.9946 

4 HM 1.8019 1.9586 1.360 1.5810 0.9889 

5 
Kr 

Normal 1.8040 2.0589 1.465 1.6523 0.9923 

6 HM 1.7930 1.7320 1.097 1.4043 0.9801 

It should be noted that the simulation model does not contain hardware parts; 
isotherms obtained in the frame and sash profile would be somewhat different in 
reality for that reason too. Because of the changing geometry of hardware 
components along the frame length, their contribution to thermal bridging could 
only be truly assessed by three-dimensional modelling. Temperature distributions 
in the modelled section exhibit themselves similar with all three fill gases. Figures 
5 to 7 demonstrate the isotherms and colour IR visualisation for air, argon and 
krypton fill respectively. It should be noted that these isotherms in a window will 
be different depending on whether the section modelled is a head, sill or jamb 
part, and will change depending on the cavity height, which is by default 1 m in 
THERM. 
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Figure 5 

Isotherms and continuous temperature distribution diagram in the window section in the case of air fill. 

(Temperature in °C) 

 

Figure 6 

Isotherms and continuous temperature distribution diagram in the window section in the case of argon 

fill. (Temperature in °C) 
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Figure 7 

Isotherms and continuous temperature distribution diagram in the window section in the case of 

krypton fill. (Temperature in °C) 

Division of the cavity by heat mirror film resulted more favourable values in all 
three cases (Figures 8 to 10). 

 

Figure 8 

Isotherms and continuous temperature distribution diagram in the window section in the case of air fill 

and heat mirror. (Temperature in °C) 
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Figure 9 

Isotherms and continuous temperature distribution diagram in the window section in the case of argon 

fill and heat mirror. (Temperature in °C) 

 

Figure 10 

Isotherms and continuous temperature distribution diagram in the window section in the case of 

krypton fill and heat mirror. (Temperature in °C) 

It is apparent in the figures that there are no important differences in the resulting 
temperature distributions. The point of interest for us was how condensation risk 
is influenced by improving glazing insulation with unchanged frame. We took the 
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dew-point temperature corresponding to a room temperature of 20 ºC and relative 
humidity of 65% as a basis for comparison, which turns out to be 13.2 ºC. On the 
basis of the location of the 13.2 °C isotherm on the interior glass surface, it can be 
established that the extension of the edge effect caused by the steel spacer 
considerably was reduced by the application of the heat mirror diaphragm. The 
observed values of the distance of the 13.2 °C isotherm from the inside edge of the 
sash are summarised in Table 6. 

Table 6 

Distance of the 13.2 °C isotherm from inside edge on the glass surface 

Type of gas fill 
Normal double 
glazing [mm] 

Double glazing with 
heat mirror [mm] 

Improvement 
[%] 

Air 30 23 13 

Argon 21 18 14 

Krypton 20 14 30 

As a result, the distance of the 13.2 °C isotherm from the inside edge reduced 
from 14 mm to 7.2 mm with a resultant thermal transmittance of the window of 
1.27 [W/m2·K]. 

5 Discussion 

A summary of the simulation results is given in Tables 4 to 6. Table 7 summarises 
the ratios of the total product U-factors and glazing U-factors, as well the 
improvement of U-factors due to heat mirror for the different glazing types 
investigated. In terms of the thermal transmittance of the window as a whole, it 
could be expected that values higher than those determined for the central area of 
glazing (column Uc in table 5) will result. In the case of a normal double glazing 
window with argon fill the increase is 10% to 16%, while with krypton fill it 
attains almost 13% to 28% depending on the lack or presence of heat mirror. On 
the contrary, with air fill, this increase was only 4.5% to 8.9%, due to the 
comparatively higher thermal transmittance of the glazing unit. 

When the cavity is divided by a heat mirror diaphragm, results are more 
remarkably different with different gas fills. The most pronounced improvement 
of thermal transmittance was observed in the case of krypton fill; that can be 
explained by the fact that the optimal thickness of krypton-filled cavity is 6 mm to 
8 mm (as our divided cavities) rather than 16 mm, see Figure 2. From this, it 
follows that the window’s resultant U-factor in the case of krypton fill exceeds 
glazing U-factor more (by 28%), than with other glazing configurations 
investigated. The effect of heat mirror can also be evaluated through the ratio of 
UtHM to Utnormal, see the last column is Table 7, where the subscript HM refers to 
heat mirror. The values in the table tell us, that the gain attained by the application 
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of heat mirror is enhanced with the use of thermally superior fill gas. This is the 
good part of using high-performance glazing with unchanged frame systems; the 
bad part being the fact, the higher the thermal performance of the glazing, the less 
remains the rate of its exploitation in the total product U-factor. 

As an effect of the application of heat mirror, the distance of the 13.2 °C isotherm 
from the frame’s inner edge (in other words the spread of low surface 
temperature) was reduced by nearly 14% in the case of argon fill, while with 
krypton fill an improvement of 30% could be justified, as can be read in table 6. 
The trend is similar to that of the ratio of UtHM to Utnormal. 

Table 7 

Ratios of U-factors for glazing and total product and with and for windows with and without heat 

mirror 

Glazing 
type 

Description 
Uc        

[W/(m2·K)] 
Ut          

[W/(m2·K)] 
Ut/Uc UtHM/Utnormal 

1 
Air 

Normal 1.792 1.873 1.045 
0.931 

2 HM 1.602 1.744 1.089 

3 
Ar 

Normal 1.559 1.716 1.101 
0.921 

4 HM 1.360 1.581 1.163 

5 
Kr 

Normal 1.465 1.652 1.128 
0.850 

6 HM 1.097 1.404 1.280 

Conclusions 

Thermal transmittance of the glazing not only defines thermal transmittance of the 
window with a given frame system, but influences the spread of the low surface 
temperature zone along the inside glazing perimeter. Among the available low-e 
coated glazing types those with krypton fill provide the best results that also 
depend on gas cavity thickness. Further improvements can be attained by the use 
of heat mirror diaphragms within the glazing system. 

However, higher cost of glazing units of extremely low emissivity and or those 
equipped with heat mirror, as well as and an important decrease of visible light 
transmittance with their use obstacle the spread of such glazing units. On the other 
hand, these low-e glazing systems with gas fills of increased thermal resistance, 
when used with current framing systems, seem to approach the upper limits of 
attainable thermal performance. Major improvements in the thermal performance 
of window framings, and/or new concepts of fitting together movable and fix parts 
in window systems may become necessary in the future. In other words, the less 
we can approach the thermal resistance of glazing around the glazed area of a 
window, the less the enhancement of the glazing’s thermal properties can be 
exploited. 
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Abstract: The stress-strain state of road covering in the course of operation is considered. 

It is assumed that the cross section of the covering has arbitrary number of rectilinear 

cracks. Force interaction of the wheel (roller) and road covering with rough upper surface 

is investigated. Using the perturbation method and the method of singular integral 

equations the contact problem of the pressing of the wheel (roller) in the road surface was 

solved. The stress intensity factors for the vicinity of the cracks vertices are found. 

Keywords: road covering; elastic base; rectilinear cracks; stress intensity factors; rough 

surface 

1 Introduction 

Timely detection of various damages of road covering is of particular importance 
for providing reliable and safe functioning of road transport. In this connection the 
defects as cracks are of significant interest. Setting of the norms of admissible 
presence of defects, choice of the methods and periodicity of defectoscopic 
control of road is an important problem for increasing durability of road covering. 
While evaluating durability of road covering of motor roads it is necessary to 
proceed from possibility of presence of the most dangerous unrevealed defects in 
coverings. In this connection, the initial defects should be accepted to be equal to 
sensitivity limit of the used defectoscopic device. 

Real surfaces of roads differ by the presence of roughnesses that are the 
unavoidable consequence of technological process. In spite of smablness of 
geometric distortions in the form of surface roughness, their role in friction, wear 
and fracture and etc. is very great [1-3]. Therefore, investigation of the roughness 
geometry itself for strength and the relation of roughness with the characteristics 
of physical-technical phenomena (friction, wear, fracture) generated by it are very 
significant. In this connection development of design models of investigation of 
parameters of road covering fracture is a very urgent problem [4-12]. 
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2 Formulation of the Problem 

Consider the stress-strain state of road covering during operation process. Let the 
cross section of the road covering have N rectilinear internal cracks of length 2lk 
(k=1,2,...,N) (Fig. 1). It is assumed that the cracks are open and not filled. 

For calculating the stress-strain state of the road covering near the rolling surface, 
in this case we arrive at the following contact problem of fracture mechanics. 

Let us consider force interaction of the wheel and covering. Taking into account 
that the sizes of the contact area while contacting with covering are small 
compared with typical linear size of road covering in the plan, in the statement and 
solution of the contact problem the covering may be replaced by an elastic strip of 
thickness h situated on an elastic base in the form of elastic half-plane. 

We model the material of the covering by an elastic medium with mechanical 
characteristics E1 (elasticity modulus), 1 (Poisson ratio). Accordingly, we model 
the elastic base by elastic medium with mechanical characteristics E2, 2. As a 
rule, the external surface of road covering has roughnesses of rolling surface. 

Let us consider the following contact problem for an elastic strip with elastic base 
in the form of a half-plane. A wheel under the arbitrary system of forces is pressed 
into an elastic strip with internal cracks and rough upper surface. We can assume 
that normal force Pk (clip force) and moment M is applied to each unit of the 
length of the contact area. The base of the hard wheel is characterized by a rather 
smooth function f(x). 

It is required to determine the laws of contact stress and stress intensity factors 
distribution in the vicinity of the cracks tips. 

Denote by q(x) and (x) normal and tangential stresses, respectively, applied to the 
boundary of the half-plane (base of the covering). Denote the wheel’s pressure on 
the covering by p(x), the segment [a1,a2] will be the contact area. In addition to 
normal forces (pressure) )0,()( xxp

y
 , the tangential stresses xy(x,0) 

connected with contact pressure by the Amonton-Coulomb law 

 xpf
xy
  

where f is the friction factor of the pair wheel-road covering, are also act in the 
contact area a1  x  a2. 

Consider some realization of the roughness of the external surface of the road 
rolling 1L . Represent the boundary of the external contour 1L , in the form 

 xy   

We will assume the contour 1L  close to the rectilinear form assuming only small 

deviations of the line L1 from the straight line у = 0. 
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Figure 1 

Calculation scheme of a contact fracture mechanics problem 
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On the base what has been said above, we write the boundary conditions of the 
considered contact problem of fracture mechanics in the form 

for  y = (x)        n = 0,   nt = 0      exterior to the contact area                        (1) 

for  y = (x)    vn = f(x) + x + C,    nt = fn     on the contact area                 (2) 

for y = – h           
III

)()(
xyyxyy

ii   ,   
III

)()( ivuivu                         (3) 

 n = 0;   nt = 0   on the cracks faces 

Here it is accepted that in the external surface area of the covering where the 
wheel is pressed, the dry friction forces occur; exterior to the contact area the 
surface of covering is free from external forces. The cracks faces are free from 
external loads. Stresses and displacements (perfect coupling conditions) are equal 

on the interphase of medium (covering and elastic base); 1i  is an imaginary 

unit; C is the translation of penetration (wheel), α is a turning angle of the 
penetrator; )()()( xxfxf   . Furthermore, the following additional conditions 

hold: 

 
2

1

a

a

k
dttpP ,          

2

1

a

a

dttptM                                                                         (4) 

3 The Case of One Crack 

As it was accepted that the functions (x) and (x) are small quantities, we can 
write the equation of the upper contour of the covering as follows: 

y =  (x) = H(x)                                                                                                    (5) 

where  is a small parameter for which we can accept the greatest height of the 
roughness of the upper surface of the road covering related to the thickness of the 
covering. 

Expand the stress tensor components x, y, xy in series in small parameter of  

 )1()0(

xxx
 ,  )1()0(

yyy
 ,  )1()0(

xyxyxy
           (6) 

Expanding in series the expressions for the stresses in the vicinity y = 0, we find 
the values of the stress tensor components for y = (x). 

Using the perturbations method, allowing what has been said, we get the 
following conditions: for the covering in a zero approximation 
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for    y = 0      0)0( 
y

 ,  0)0( 
xy

      exterior to the contact area                           (7) 

)()0()0(
xp

y
 ,   )()0()0(

xfp
xy

     on the contact area 

0)0( 
n

 ,   0)0( 
nt
       on the cracks faces                                                            (8) 

for    y = – h    )()0()0(
xq

y
 ,  )()0()0(

x
xy

                                                           (9) 

for the covering in a first approximation 

for    y = 0    N
y
)1( ,     T

xy
)1(      exterior to the contact area                       (10) 

)()1()1(
xpN

y
 ,   )()1()1(

xfpT
xy

    on the contact area 

0)1( 
n

 ,    0)1( 
nt
      on the cracks faces                                                            (11) 

for    y = – h    )()1()1(
xq

y
 ,    )()1()1(

x
xy

                                                         (12) 

for elastic base in a zero approximation 

for    y = – h     )()0()0(
xq

y
 ,    )()0()0(

x
xy

                                                       (13) 

in a first approximation 

for    y = – h      )()1()1(
xq

y
 ,     )()1()1(

x
xy

                                                      (14) 

Here        
y

H
dx

d
N

y

xy 






)0(

)0(2


 ,      
y

H
dx

dH
T

xy

yx 



)0(

)0()0(


 ,              (15) 

the quantities N and T are known on the base of zero solution )0(

x
 , )0(

y
 , )0(

xy
  and 

the function H(x) describing the rough contour of the upper surface of road 
covering. 

Because of smallness of the small parameter , in what follows we will be 
restricted in expansions (6) by the terms to the first order of smallness inclusively, 
with respect to . 
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Knowledge on the stress intensity factor allowing in the considered case to 
investigate the ultimate state of road covering and their durability on their base is 
of significant interest for predicting fracture. 

According to perturbations method, the stress intensity factors for the vicinity of 
the cracks tip are found as follows 

 )1(

I

)0(

II
KKK  ,   )1(

II

)0(

IIII
KKK   

Here )0(

I
K , )0(

II
K  are the stress intensity factors for a zero approximation, )1(

I
K , 

)1(

II
K  for a first approximation, respectively. 

In the center of the rectilinear crack locate the origin of the local system of 
coordinates x1O1y1 whose axis x1 coincides with the linear crack and forms the 
angle 1 with the axis x (Fig. 1). The stress-strain state of road covering, at each 
approximation satisfies the system of differential equations of plane theory of 
elasticity. 

Use the superposition principle. Then we can represent the stress and strain state 
of a two-layer body with a crack in the form of the sum of two states. The first 
state will be determined from the solution of contact problem (1)-(3) for a two-
layer body in unavailability of a crack. The second state is determined from the 
solution of a boundary value problem for a cracked covering with forces on the 
faces determined by the first stress state. The first state for each approximation in 
unavailability of a crack is known [13]. 

The boundary conditions of the second problem are of the form: 

in a zero approximation 

for   0
1
y      )( 1

)0()0(

1
xp

y  ,    )( 1

)0(

1

)0(

11
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11 lx                           (16) 

for   0y       0)0( 
y

 ,   0)0( 
xy

  

for   hy       0)0( 
y

 ,       0)0( 
xy

        x                                       (17) 

in a first approximation 

for    0
1
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)1()1(

1
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y  ,   )( 1

)1(

1

)1(

11
xp
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       

11 lx                          (18) 

for    0y       0)1( 
y

 ,     0)1( 
xy

  
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for    hy      0)1( 
y

 ,      0)1( 
xy

          x                                          (19) 

Here )(
1

)0(
xp , )(

1

)0(

1
xp  and )(

1

)1(
xp , )(

1

)1(

1
xp  are normal and tangential stresses 

arising in continuous covering along the axis x1 in zero and first approximations, 
respectively, from the application of the given loads relieving stress on the 

covering boundary. The quantities )(
1

)0(
xp , )(

1

)0(

1
xp  and )(

1

)1(
xp , )(

1

)1(

1
xp  are 

determined from the relations of [13]. The boundary conditions of problem (16)-
(17) are written by means of Kolosov-Muskheleshvili formulas [14] in the form of 
a boundary value problem for finding two analytic functions )(z  and )(z  

for   y = 0         0)()()()(
0000

 zzzzz                                           (20) 

for   y = –h       0)()()()(
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 zzzzz  
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1
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101011010
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1

)0(
xipxpxf   . 

We will seek the complex potentials )(
0

z  and )(
0

z  in the form [15] 
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where  0

k

i

k
zteT k   ,   0

k

i

k
zzez k    ,  0
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0
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0
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Satisfying by functions (21) boundary conditions (20), after some transformations 
we get the system of three integral equations 
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The quantities 
nk

K , 
nk

L  (k,n=0,1,2) are not cited because of their bulky form. 

From the system of three singular integral equations (22)-(24) we exclude the two 

functions )(0

0
tg  and )(0

2
tg . Substituting the functions )(0

0
xg  and )(0

2
xg  found 

from the solution of integral equations (22) and (23), after some transformations 

we get one complex singular integral equation for the unknown function )(0

1
xg  
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1lx                        (25) 

We don’t cite expressions for the functions  xtR ,11
 and  xtS ,11

 because of their 

bulky form (they have the form similar to (V. 41) in the book [16]). 

To the singular integral equation (25) for the internal crack we add the additional 
condition 





1

1

0)(0

1

l

l

dttg                                                                                                    (26) 

providing the uniqueness of displacements in tracing the contour of the crack in a 
zero approximation. 
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Under additional condition (26), the complex singular integral equation (25) is 
reduced to the system of M algebraic equations with respect to approximate values 

of the desired function )(
1

0

1
xg  at the nodal points. For obtaining the system of 

algebraic equations at first in integral equation (25) and condition (26) we reduce 
all the integration intervals to one interval [–1, 1] by means of change of variables 


1
lt  , 

1
lx    

11, lxlt  . Look for the solution of the singular integral 

equation in the form 
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



g

g                                                                                                   (27) 

where )(*

1
g  is a function bounded in the interval [-1,1]. 

Using the quadrature formulae of Gauss type [16, 17], the singular integral 
equation (25) with condition (26) reduces to the system of M algebraic equations 

for defining the M unknowns  
m
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For the stress intensity factors in a zero approximation, we have 
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In a first approximation 

     )(,)(,)(
1

1

1

*

1

*

11 r

M

m

rmmrmm
xflxltStglxltRtgl

M




                                          (30) 



Sh. Hasanov et al. Modeling of Stress-Strain State of Road Covering with Cracks 

 – 224 – 





M

m

m
tg

1

*

1
0)( ,         

2

*

1

1

1 



 g
g  

For the stress intensity factors in a first approximation we have 
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where    
M

m
tg

M
g

m

M

m

m

4

12
cot)()1(

1
1 1

1

1


 



      

  
M

m
tg

M
g

m

M

m

mM

4

12
tan)()1(

1
1 1

1

1


 



   

Knowing the stress intensity factors, by means of brittle fracture criterion [18, 19], 
for the generalized normal discontinuity 

c
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IIII

2

2
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where the 
c

K
I

 is a characteristic fracture toughness of the material and is 

determined experimentally; the sign “+” corresponds to the values of 0
I
K , the 

sign “-” to the values of 0
I
K . 

Find the limit values of the external load by attaining of which the crack will be in 
limit-equilibrium state. 

While solving algebraic systems by the Gauss method with the choice of the 
principal element, the number of Chebyshev nodal points was assumed to be equal 
to M=30. 

Asphalt concrete covering of road of type 1 was accepted in place of an example 
of calculation. Calculations on definition of stress intensity factors were carried 
out. The graph of dependence of stress intensity factors on dimensionless length of 
the crack were represented in Figs. 2-3. Here the curve I corresponds to the 

smooth contour of road; curve 2 for   






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4
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2
x
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A

p


, 

where A1, A2 are the amplitudes of the constituents of two-hump roughness, 
Vtx  , V is the velocity of motion in road with the components of length Lp and 

joining roughnesses, t is time; the curve 3 for 
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 , where An, Bn are non-correlated random 

variables satisfying the conditions 0
n

A , 0
n

B , 
nnn

DBDAD  . 

At calculations it was accepted E1=3.2103 МPa, 1=0.16, 1=/4, and the crack’s 
center at the point О1 (0.05h; – 0.25h). 

The results of calculations of stress intensity factors for the crack of opening mode 
(mode I) 0

1
 from dimensionless length of the crack for different combinations 

of materials of covering and base are represented in Fig. 4. The road’s surface is 
assumed to be smooth. 

 

Figure 2 

Dependences of the stress intensity factor KI, on dimensionless length of the crack l1/h 

The analysis of calculations allow to make the following conclusions: a) if 

1
21
GG  (G is shear modulus of the material), then for constant external load Pk 

and for the fixed values of other parameters of the problem, the stress intensity 
factor KI increases according to increase of the crack’s length. In this case there 
may happen fracture of the covering if the external load is such that the critical 
length of the crack is less than the length of the crack of the layer containing it. b) 
if 1

21
GG , then under constant external load and fixed values of other 

parameters of the problem, the dimensionless stress intensity factor  hPK
k


I  

at first increases according to increase of the crack’s length, and then beginning 
with some value hl

1
, it slowly decreases. 
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Figure 3 

Dependences of the stress intensity factor KII, on dimensionless length of the crack l1/h  

 

Figure 4 

Dependence of the stress intensity factor KI, on dimensionless length l1/h of the longitudinal crack 

In this case, there may happen retardation or arrest of the crack. The indicated 
event happens when the crack’s vertex is close to the interface of media since in 
this case the influence of elastic base shows itself. 
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4 The Case of Arbitrary Number of Cracks in the 

Road Covering Cross Section 

In the center of cracks (Fig. 1) locate the origin of local systems of coordinates 
xkOkyk whose axes xk coincide with the lines of cracks and from angles k with the 
axis x. It is accepted that the cracks faces are free from external loads. The 
boundary conditions for the case under consideration are of the form (1)-(4). The 
stated problem is reduced to the sequence of boundary value problems in zero and 
first approximations. 

At each approximation we use the superposition principle. We can represent the 
stress-strain state of a two-layer body with cracks in the form of the sum of two 
states. The first state will be determined from the solution of a wear contact 
problem on pressing out of a wheel into the road covering surface at unavailability 
of cracks. The second state is determined from the solution of a boundary value 
problem for a strip weakened by an arbitrary system of rectilinear cracks with the 
forces on the faces determined by the first stress state. 

In a zero approximation, the boundary conditions of the second problem have the 
form 
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k

y  )()0()0(

kky
x

k
  ,       )()0()0(

kkyx
x

kk
    (k=1,2,…,N)               (33) 

for  0y  0)0( 
y

 ,      0)0( 
xy

  

for  hy   0)0( 
y

 ,      0)0( 
xy

  

in a first approximation 
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Here )()0(

kk
x  and )()0(

kk
x  are normal and tangential stresses arising in the 

continuous strip along the axis yk in a zero approximation from the application of 

the given loads; )()1(

kk
x  and )()1(

kk
x  also arise in the continuous strip along the 

axis yk in a first approximation from the given loads on road covering. 

The quantities )()0(
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x  and )()1(

kk
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x  are found from the 

relations of [13]. 

Consider zero approximation (33). We look for the complex potentials in the form 
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where   0
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i

k
zteT k   ,   0
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k
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Having defined the stresses on the axis xn from Kolosov-Muskheleshvili formula 
[14], and substituting them into boundary conditions (33), after some 
transformations we get the system of N + 2 integral equations 
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For convenience, in (37), (38), (39) and in what follows the index xn is omitted. 
From the system of N+2 singular integral equations we exclude the two unknown 

functions )(0

0
tg  and )(0

1
tg

N . 

After some transformations we get a system N singular integral equations of the 
problem under consideration in a zero approximation 
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After substituting functions M0,k(u,x),  N0,k(u,x),  MN+1,k(u,x),  NN+1,k(u,x) into (43), 
the kernels ),( xtr
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 will be represented by triple integrals. After 

integration these expressions may be represented by one-fold integrals. 
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Note that the functions ),( xtr
nk

 and ),( xts
nk

 are regular. They determine the 

influence of the boundaries of the strip on stress state near the cracks vertices. To 
the system of singular integral equations (41) for the internal cracks we should add 
the following additional conditions 
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Using the procedure for converting a system to an algebraic [16, 17], the system 
of singular integral equations (41) with conditions (46) is reduced to a system of 

NM algebraic equations for determining the NM unknowns )(0
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If in (47) we pass to complexly conjugate values, we get one more NM algebraic 
equations. 

For the stress intensity factors in the vicinity of the cracks tips, in a zero 
approximation we find: 

at the right vertex of the crack 
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at the left vertex of the crack 
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Now consider the solution of problem (34) in a first approximation. 

Behaving as above, we get a system of singular integral equations of a first 
approximation 
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To the system of singular integral equations (50) we should add the additional 
equalities 
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As in a zero approximation, the system of complex singular equations (50) with 
conditions (51) by means of the algebraization procedure [16, 17] is reduced to the 

system of NM algebraic equations with respect to NM unknown )(1

mk
tg  

(k=1,2,…,N; m=1,2,…,M): 
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If in (52) we pass to complexly conjugate values, we get one more NM algebraic 
equations. 

For the stress intensity factors in the vicinity of the cracks tips in a first 
approximation we get 

at the right vertex of the crack 
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at the left vertex of the crack 
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Finally, for the stress intensity factors we have 
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Conclusions 

Experimental data of practice of exploitation of the pair “road covering-elastic 
base” convincingly shows that by designing new constructions of motor roads it is 
necessary to take into attention the cases when in road covering there may arise 
cracks. The existing methods of strength analysis of road coverings ignore this 
circumstance. Such a situation makes impossible to design road coverings of 
minimal specific consumption of materials under guaranteed reliability and 
durability. In this connection, it is necessary to realize the limiting analysis of the 
pair “road covering-base” in order to establish that the presupposed initial cracks 
located unfavorably will not grow to catastrophic sizes and will not cause fracture 
during the rated service life. The size of the initial minimal crack should be 
considered as a design characteristics of the covering material. 

Based around the suggested design model taking into account crack-like defects in 
road covering, a method for calculating the fracture parameters of road covering 
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with regard to real roughness surface of the road is developed. The elaborated 
calculation method, by means of definition of stress intensity factors, allows to 
predict the growth of available cracks in road covering, to take into account not 
only separately each realization of the roughness profile (deterministic approach) 
and also to carry out statistic description of surface roughnesses of the road by 
realization of a random function, to evaluate different factors (constructive, 
technological, operational) for road covering strength. 

Numerical realization of the obtained dependences allows to solve the following 
practically important problems: 

1) definition of critical sizes of a crack under known loads, stresses and fracture 
toughness. These informations may be used by developing requirements to 
decision abilities of the used methods of defectoscopy. 

2) definition of critical level of stresses depending on external loads and 
parameters of brittle strength. 

These informations may be used by developing technological processes for 
lowering the level of residual stresses. 
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Abstract: A proportional integral derivative (PID) controller is the most commonly used 

controller in controlling industrial loops due to its simple structure, robust nature and easy 

implementation. Tuning a PID controller is an important task. The conventional methods 

for tuning a PID controller have certain limitations. These limitations can be taken care by 

tuning the PID controller using intelligent techniques. This paper presents the intelligent 

methods based on fuzzy logic, artificial neural network (ANN), adaptive neuro fuzzy 

inference system (ANFIS) and genetic algorithms (GA) for tuning a PID controller. The 

controller tuned by the given methods has been used for concentration control of a 

continuous stirred tank reactor (CSTR). Simulation results reveals that intelligent methods 

provide better performance than the conventional Zeigler Nichols (ZN) method in terms of 

various performance specifications. 

Keywords: PID controller; Fuzzy logic controller (FLC); ANN; ANFIS; GA; CSTR 

1 Introduction 

PID controllers are the most commonly used controllers in process industries. 
About 90% of industrial loops use PID controllers. This is because of its simple 
structure, easy implementation, robust nature and less number of tuning 
parameters [1]. The control signal provided by PID controller is dependent upon 
three terms and is given by [2]: 

dt

tde
KdtteKteKtu

t

diP

)(
)()()(

0
                                           (1) 
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)(tu is the control signal, )(te  the error signal which is the difference between 

the reference signal )(tr  and the system output )(ty . pK , iK and dK are the 

proportional gain, the integral gain and the derivative gain respectively. These are 
the parameters to be tuned. There are various conventional methods for PID 
controller tuning. One of them is the Ziegler–Nichols (ZN) method [3]. In this 
method the parameters of the PID controller are determined by finding out the 
proportional gain at which the output becomes oscillatory corresponding to a step 
input. This gain is called as the critical gain and the frequency of oscillation as 
critical frequency. The downside of the ZN method is that it results in high value 
of maximum overshoot. In processes such as plastic glove manufacturing it is 
undesirable to have high overshoot. Therefore, the ZN method cannot be used for 
such systems. The other tuning method that appears in the literature is the Cohen–
Coon technique [4], where the main design criterion is related to disturbance 
rejection but it can only be used for first order models including large process 
delays. The relay auto-tuning method [5] eliminates the possibility of driving the 
plant close to the stability limit. But the method is difficult to apply in case of 
processes with large time delays [6]. Morari [7] proposed the internal model 
control (IMC) based method for tuning a PID controller but it is hard to 
implement for systems with first order plus dead time. Tunings methods based on 
optimization has been discussed by Astrom [3]. In these methods the design 
criterion is based on minimization of certain performance criterion such as integral 
of square error (ISE) or integral of time multiplied by absolute error (ITAE). 
Another method for tuning a PID controller is the pole placement method [3] in 
which the tuning is based on keeping the closed loop poles at desired locations. 
However the method is not suitable for higher order systems. 

In this paper the intelligent methods based on fuzzy logic, ANN, ANFIS and GA 
for tuning a PID controller have been compared. The controller tuned by the 
various methods has been used for concentration control of a CSTR. The 
intelligent methods provide better performance in terms of various performance 
specifications than the conventional Zeigler Nichols method while the steady state 
error remains same at zero. 

This paper is organized in 4 sections. Section 1 gives the general introduction of 
the paper. Section 2 represents the problem formulation. In Section 3 the tuning of 
PID controller using various intelligent methods such as fuzzy logic, ANN, 
ANFIS and GA has been discussed. The results, comparison and discussion are 
given in Section 4. At the end conclusion and brief list of references is given. 
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2 Problem Formulation 

The aim of this paper is to tune a PID controller using various intelligent methods 
for concentration control of a continuous stirred tank reactor. The input output 
transfer function of the reactor is given by [4]: 

3821.56429.4

1472.31170.1
)(

2 



ss

s
sG                                 (2) 

The reactor transfer function is a second order system with right half plane (RHP) 
zero. The control objective is to keep the various performance specifications such 
as rise time tr, settling time ts, maximum overshoot Mp, maximum undershoot Mu 
and steady state error ess within desirable limits. 

3 Intelligent Methods for Tuning a PID Controller 

3.1 Fuzzy Logic 

Conventional PID controller does not give acceptable performance for systems 
with uncertain dynamics, time delays and non-linearity [8]. Hence it is necessary 
to automatically tune the PID parameters for obtaining satisfactory response. The 
automatic tuning of PID controller has been done using fuzzy logic. Based on 
expert knowledge a fuzzy logic system transforms a linguistic control strategy into 
an automatic control strategy [9]. Figure 1 shows the block diagram of a fuzzy PID 
controller. The fuzzy PID controller has been implemented using fuzzy logic 
toolbox in MATLAB [11]. 

PID Controller Plant

Fuzzy self-

tuning

controller

Reference +

_

 

d t

d

 
PK  

iK  
dK

Output

 
Figure 1 

Block diagram of a fuzzy-PID controller [10] 
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The inputs to the controller are the error (e) and the rate of change of error (Δe) 
while the outputs are controller gain PK , iK & dK . The structure of fuzzy-PID 

controller is a two input-three output structure as shown in Figure 2. For finding 
the range or the universe of discourse of the input and output membership 
functions the PID controller has been tuned using the conventional Zeigler 
Nichols method. From there the range of the input as well as output membership 
functions have been found. The membership functions of these inputs fuzzy sets 
are shown in Figure 3. The linguistic variable levels are assigned as: negative big 
(NB), negative small (NS), zero (Z), positive small (PS) and positive big (PB). 

Similarly, the fuzzy set for error change  e  is presented as NB, NS, Z, PS, PB. 

The ranges of these inputs are from -1.44 to 1.56 and -15.7 to 4.3 respectively. 

 

Figure 2 

Two input three output FLC structure 

 
(a) 
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(b) 

Figure 3 

 Input fuzzy sets (a) error (e) (b) Change of error (Δe) 

The output membership functions are shown in Figure 4. For the output fuzzy sets 
the scaling of range has been done corresponding to the formulas given below [10-
12]: 
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KK
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  
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ii

ii
I

KK

KK
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


  

minmax

min'

dd

dd

d
KK

KK
K





                              (3)

 

The minimum and the maximum values of various gains have been obtained by 
analyzing the step response of the given process using Zeigler Nichols method. 

 

Figure 4 

Output fuzzy sets 
''' &, diP KKK  

The rule base for the fuzzy-PID controller is shown in Table1 [12] which can be 
implemented for tuning the PID controller. 
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Table1 

Rule base for fuzzy-PID controller 

 

The simulink blockset for fuzzy PID controller implemented for concentration 
control of a CSTR is shown in Figure 5. 

 

Figure 5 

Fuzzy-PID controller implementation in MATLAB Simulink 

3.2 Artificial Neural Networks 

An ANN is a computational model comprising of artificial neurons 
operating as a unit for processing information from input to output. [13]. 
Figure 6 shows the block diagram of PID controller tuning using neural 
network. The ANN structure used is a single neuron structure [14]. 
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Figure 6 

Closed loop control system with single neuron ANN structure [14] 

The neuron weights 321 &, www will act as the gains of the PID controller. With 

the help of some learning algorithm the weights of the neural network are 

modified to attain the desired goal. The proportional error )(1 kx , the integral 

error )(2 kx and the derivative error )(3 kx  are given by: 

)1()()(1  kekekx  

)()(2 kekx    

)2()1(2)()(3  kekekekx                                                     (4) 

These error signals are multiplied with their corresponding weights and act as the 
input to the single neuron. 

The neuron output is given by [14]: 

)()()1()(
3

1

kxkwKkuku i

i

i


                        (5) 

K is a constant for speeding up or slowing down the closed loop response, 

The various steps in tuning a PID controller using ANN are as follows: 

Step 1: Choose random values for the weights. 

Step 2: Calculate the error which is the difference between the reference input and 
the output. 

Step3: The gains of PID controller are decided by supervised delta learning 
method, using the error signal. 

Step 4: The output of the single neuron i.e. Δu is multiplied with a gain K to 
obtain a better closed loop response. 
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Step 5: The updated weights will act as the proportional gain, the integral gain and 
the derivative gain respectively. 

Supervised delta learning algorithm for updating the weights has been given by 
[14]: 

)1()1()1()( 11  kukekwkw P  

)1()1()1()( 22  kukekwkw I  

)1()1()1()( 33  kukekwkw D                (6) 

P , I and D are the proportional, integral and the derivative learning speeds. 

Based upon the above steps ANN with single neuron has been implemented on 
CSTR for tuning of PID controller. 

3.3 Adaptive Neuro Fuzzy Inference System (ANFIS) 

ANFIS is a special type of neural network which combines the features of both 
neural networks and fuzzy logic. ANFIS develops a Takagi Sugeno fuzzy 
inference system (FIS) with the help of an input output data set [15-16]. By using 
error back propagation algorithm the membership functions of the ANFIS are 
developed. The inputs to the proposed adaptive neuro fuzzy controller are the 
error (e) and the rate of change of error (de/dt) while the outputs are the 

proportional gain PK , the integral gain iK and the derivative gain dK . The input 

output data set has been taken from a PID controller tuned using conventional 
method. The proposed approach has been implemented using ANFIS editor in 
MATLAB as shown in Figure 7. The ANFIS model structure is a two input single 
output feed-forward structure having three hidden layers as shown in Figure 8 
[17]. The simulink implementation of the given method is shown in Figure 9. 
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Figure 7 

ANFIS Editor 

 

Figure 8 

ANFIS structure 
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Figure 9 

Adaptive neuro fuzzy controller implementation using MATLAB simulink 

3.4 Genetic Algorithms 

GA is a derivative free random optimization technique based on the ideas of 
natural selection and evolutionary processes. The fundamental components of GA 
are encoding, reproduction, crossover and mutation [13]. GA encodes a number 
into a binary string called chromosomes. Depending upon the value of evaluation 
function also called the fitness function the parents are selected from a group of 
binary strings to perform the operations of crossover and mutation. Figure 10 
shows the block diagram for tuning of PID parameters using GA [18-19]. 

PID Controller Plant

GENETIC

ALGORITHM

Reference +

_

 
PK  

iK  
dK

Output

ISE

 

Figure 10 

 Block diagram of PID controller tuning using GA [17] 

Auto-tuning of the PID controller has been done using GA by minimizing the 
integral of square error (ISE). The ISE criterion is defined as 

dttytrISE
2))()((  . The various steps in finding the parameters of a PID 

controller are: 
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Step 1: Define the Plant transfer function. 

Step 2: Initialize diP KKK &,  and calculate ISE. 

Step 3: Obtain pbest and gbest values. 

Step 4: Calculate new population using mutation. 

Step 5: Obtain pbest1 and gbest1. 

Step 6: Compare pbest and pbest1. 

Step 7:  Compare gbest and gbest1. 

Step 8: Obtain the new values of diP KKK &,  and find out the step 

response for the closed loop system. 

4 Results, Comparison and Discussions 

The closed loop response of the reactor transfer function subjected to a step input 
with the different methods has been shown in Figure 11 to Figure 14 using 
different tuning methods. 
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Figure 11 

 Step response using Fuzzy based PID controller 

Due to RHP zero the system shows inverse response behavior. 

TIME (Sec) 
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Figure 12 

 Step response using ANN based PID controller 
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Figure 13 

 Step response using ANFIS based PID controller 
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Figure 14 

 Step response using GA based PID controller 

The comparison among different tuning methods in terms of various performance 
specifications such as rise time, settling time, overshoot, undershoot and steady 
state error using the intelligent and conventional tuning methods has been shown 
in Table 2. 

Table 2 

Comparison among different methods for tuning a PID controller 

  

 

 

 

 

 

From Table 2 it can be concluded that: 

 The various performance specifications have been improved greatly using 
the intelligent methods except the rise time which is less in case of ZN 
method. 

 The best performance in terms of settling time and overshoot has been 
given by ANFIS. Moreover undershoot in case of ANFIS method is less 
than the ZN and fuzzy PID methods. This is due to the fact that ANFIS 

 

Parameters 

Tuning Methods 

ZN Fuzzy ANN ANFIS GA 

Rise time tr (sec) 1.789 1.865 2.98 2.578 4.84 

Settling time ts (sec) 3.745 5.624 6.85 3.425 7.12 

Overshoot MP (%) 20.05 17.95 10.47 1.0149 0 

Undershoot Mu (%) 44.46 39.98 2.948 21.2 7.2923 

Steady state error ess 0 0 0 0 0 

TIME (Sec) 
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uses the combined features of neural networks and fuzzy logic in a 
single structure. 

 The performance of ANN based PID controller is better than the ZN, 
fuzzy and GA based PID controller in terms of overshoot and 
undershoot. The maximum undershoot in case of ANN is even less than 
ANFIS based method. 

 The steady state error remains zero in all the tuning methods. 

Conclusion 

In this paper the intelligent methods for tuning a PID controller have been 
compared. The different methods include fuzzy logic, artificial neural network, 
adaptive neuro fuzzy inference system and genetic algorithm. The controller tuned 
by the different methods has been used for concentration control of a continuous 
stirred tank reactor (CSTR) which is a second order system with right half plane 
zero. Simulation results show that the best performance has been achieved by 
ANFIS in terms of settling time and overshoot while the moderate performance 
has been given by ANN tuned PID controller as it reduces the overshoot and 
undershoot to a great amount in comparison to the Zeigler Nichols method. 
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