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2010
has been our second year since the launch of Infocommunications Journal, an international com-
panion publication of a 65 years old Hungarian language journal “Communications Technology”,
published by the Hungarian Scientific Association for Infocommunications, a Sister Society of IEEE.

I would like to express my sincere gratitude to our Hungarian Editorial Board and in particular to the International
Advisory Committee for their continuing support throughout these two years. May I also commemorate one of the
Committee members, Professor Yoram Ofek, a recognized expert in broadband communications and networking
and a dear colleague, who passed away in 2010. 

In 2010 we published three outstanding special issues and it is my pleasure to thank the Guest Editors for their
dedicated work. In January, we had a Special Issue compiled from selected and peer-reviewed papers of the “First
Hungarian–Japanese Joint Conference on Future Information and Communication Technologies”, our Guest Editors
were Werner Klaus (NICT, Japan), Gábor Magyar and Robert Szabó (Budapest Univ. of Tech. Econ., Hungary). In April
a “Special Issue on Telecommunications Network Strategy and Planning” was put together by Tibor Cinkler (Buda-
pest Univ. of Tech. Econ., Hungary), Oscar Gonzalez-Soto, (ITU, Spain), Gyula Sallai (Budapest Univ. of Tech. Econ.,
Hungary), Rati C. Thanawala (Alcatel-Lucent, USA) and Andy Valdar (University College London, UK). Our Special
Issue in July was dedicated to “Novel Solutions for the Next Generation Services” edited by Maja Matijasevic (Univ.
of Zagreb, Croatia) and Sandor Imre (Budapest Univ. of Tech. Econ., Hungary)

The quality of our journal is determined to a great extent by the diligent and rigorous work of the reviewers, let
me thank them too by including the list of our reviewers in 2010 on the inner back cover.

It is not easy to get a new journal accepted and recognized by the international research community. One of the
almost necessary conditions to achieve that is to get listed and indexed by one of the international indexing ser-
vices. We submitted applications to Scopus, EI/Compendex and Inspec which are currently under review, let me
hope that I can report on a positive outcome soon. 

So much about the past, and after two really interesting years we will be facing new challenges in 2011. We
had very useful discussions with IEEE COMSOC leaders earlier this year and obtained their advice on how to
further improve the quality of the journal, one of their Sister Society publications, which is also linked from COM-
SOC portal. We are starting to move along a roadmap that would eventually lead to a technical sponsorship by
IEEE and inclusion of our content in XPlore. As a first step of this roadmap, we are going to have a new interna-
tional editorial board from 2011. We will also publish the papers in IEEE format, so I kindly ask our prospective
authors to submit their manuscripts and final papers according to the formatting instructions available on http://
www.ieee.org/publications_standards/publications/authors/authors_journals.html#sect2, where you can find a do-
cument “Template and Instructions on How to Create Your Paper”.

The technical quality of our journal is primarily depends on the quality submissions. I would like to invite re-
searchers from our Central and Eastern European region, but of course also from all over the world to submit their
results to our journals. Topics of interest include:

Theoretical and experimentation research results achieved within the framework of European ICT projects are
particularly welcome. From time to time we publish special issues and feature topics so please follow the an-
nouncements. Proposals for new special issues and feature topics are also welcome.

Finally, let me wish to our readers, authors, reviewers and committee members a happy and prosperous New
Year! 

Csaba A. Szabó, Editor-in-Chief
Budapest University of Technology and Economics, Department of Telecommunications, 

Hungary
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1. Introduction

In large communication networks, scalability issues oc-
cur as (1) traditional routing algorithms perform ineff i-
ciently in the presence of large numbers of nodes, and
(2) distributing a large amount of routing advertisement
might be infeasible due to the concerning instabilities
[1] and convergence criteria of certain routing protocols
[2]. 

In order to assure a scalable networking operation,
nodes are grouped into smaller domains (sub-networks),
and the topologies of these domains are aggregated to
simpler structures with domains only distributing (rout-
ing) advertisements concerning only their aggregating
representation. By applying such a technique, a scal-
able multi-domain network can be obtained which is ac-
tually a hierarchical structure consisting of a lower lay-
er meant by the original network with an upper layer of
the aggregating topologies1.

Although topology aggregation assures scalability,
it also has an unpleasant side-effect as it introduces
certain inaccuracies in the routing advertisements2.
Eventually, these inaccuracies might result in inefficient
path selections due to the loss of information which the
routing itself is executed on. As the premises suggest,
a general property of applying topology aggregation is
that the amount of advertisement information gets trad-
ed with routing efficiency.

Although there have been important researches done
on topology aggregation and its effects on multi-domain
routing, the direct relationship of scalability and routing
efficiency is yet to be examined. As routing efficiency is
related to the accuracy of aggregating information, cont-
ributions relevant to our concentration have been al-
ready made. An earlier study shows that, given the in-
accuracy of aggregating representations, finding paths

that are likely to satisfy requirements for parameters
of additive metrics is NP-hard [3]. For a directed graph,
[4] presents a compact aggregating representation that
bounds the aggregation-induced inaccuracies by a worst-
case distortion factor in case of a single additive para-
meter. Either for a single additive or for a restrictive pa-
rameter, [12] presents a distortion-free representation
applying full mesh and spanning tree, respectively.

Although [5] demonstrates that even though topolo-
gy aggregation reduces the routing information to a large
extent, it does not necessarily diminish routing efficien-
cy as considerably. In [6] and [15], a line-segment app-
roach is introduced for topology representation by which
the possible bandwidth and delay values are represent-
ed by a single linear approximation. Further improve-
ments to this method apply estimations by poly-lines and
(higher-degree) curves instead of single lines [7,8], a-
mong which poly-lines proved to be the most efficient.
Another approach of aggregation captures the statisti-
cal properties of the original network by histograms with
probabilities in order to handle uncertain parameters [9].
Study [10] employs a spanning tree method by which
the topology is aggregated incrementally according to
the histogram consisting of measurement data, while [11]
applies partial link-based advertisement which is cont-
rolled by monitoring only the portion of the physical with
the largest contribution to link-state variation.

In this paper, we suggest a novel threshold-based sta-
tistical aggregation model which is actually a measure-
ment-driven extension of the poly-line segment method
which has proven to be a highly efficient method [8]. For
the purpose of evaluation, scalability and routing eff ic i-
ency are evaluated in the case of four different aggre-
gation methods. On the basis of the efficiencies achiev-
able by them, we make comparisons by means of simu-
lation.
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In order to cope with scalability issues, large networks are often divided into several domains where routing is performed only
on the basis of their aggregating structures. Although scalability can be assured this way, further inaccuracies are introduced
in the routing information affecting eventually the efficiency of routing. In our paper, a novel statistical threshold-based 
aggregation model is suggested with which we compare existing routing methods on the basis of the efficiency they provide. 
The method itself is a statistical extension of the standard poly-line segment method where re-aggregation is triggered 
on the basis of measurement data. According to the simulation results, our statistical method outperforms existing methods.

1  Due to the simpler topology (i.e. sharing less sensitive information), an increased level of confidentiality is an additional benefit of aggregation.
2  Although the stochastic nature of traffic introduces further inaccuracies, that particular aspect is out of our study’s scope.
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The rest of the paper is organized as follows. In Sec-
tion 2, we present the multi-domain network model, the
aggregation method and the routing model, while Sec-
tion 3 introduces functions for evaluating the scalabil-
ity and routing efficiency. In Section 4, we evaluate these
efficiency quantities by means of simulation, and finally,
Section 5 summarizes the paper.

2. Topology aggregation 
and routing model

Aggregation models provide more accurate aggregat-
ing representation for a larger amount of information.
Consequently, scalability is expected to be traded with
routing efficiency. In this section, we give a formal found-
ation of the applied aggregation and routing models.

2.1 Modeling multi-domain networks
In this paper, we use similar basic assumptions in

the network modeling as there have been in [6]. A multi-
domain network is regarded as several interconnected
domains where the terminating nodes of an intercon-
necting edge are called border nodes. We represent a
domain’s graph by a tuple (V,B,E) where V denotes the
set of nodes, B the set of border nodes (B ⊆ V) while E
denotes the set of edges.

Two traffic attributes are considered in this paper:
bandwidth and delay, which are of restrictive and addi-
tive metrics, respectively. The operation by which the re-
sultant value of a path p is to be computed determines
the metrics of attributes, which are in our case

where b[e] and b[p] denote the bandwidth of edge e
and path p, respectively, and we use d for denoting de-
lay. Fig. 1 illustrates the operations according to restric-
tive and additive metrics.

Figure 1. Resultant path values for restrictive (bandwidth)
and additive (delay) attributes

2.2 Aggregation models
In this section, on the basis of their resulted efficien-

cies, we compare our Statistical Threshold-based Model
(STM) with the classical Poly-line Segment Method (PLSM)
for topology aggregation and the rather extreme Best
point (BP) and Worst point (WP) approaches. These mo-
dels provide aggregating topologies which are simpli-
fied abstractions of the physical topologies as they con-
tain only the border nodes with aggregating edges (“lo-

gical links”) running between them (V,B,E)⇒(B,Eaggr). This
way, a two-layer network representation can be obtain-
ed as being illustrated in Fig. 2.

Poly-Line Segment Method (PLSM): This method [7,8]
estimates the delay-bandwidth function by fitting (by least
squares method) line segments onto such points on the
bandwidth-delay plane that consist of the minimum de-
lays for all possible bandwidth values. These points are
called representatives and they form a staircase on the
bandwidth-delay plane [8]. The bandwidth axis is then
divided into L disjoint intervals and a single line is fit to
the representatives within each of these intervals.

Best Point (BP) and Worst Point (WP) approaches:
These are used for benchmarking purposes as they
mean the two extremities of aggregation policies: BP us-
es the maximum bandwidth and the minimum delay
values, while WP uses the maximum bandwidth and the
maximum delay of all representatives [6,8].

Statistical Threshold-based Model (STM): Contrarily
to PLSM, it follows a different concept as – instead of
the representatives – the line segments are fit onto the
average (measured or estimated) delay values, trigger-
ed by predefined (aggregation) thresholds. The model
addresses bandwidth intervals

[0,lL], [l1,lL], [l2,lL], ..., [lL–1,lL] 

by (bandwidth) levels
0< l1< l2<...< lL

The resulting aggregating topologies are denoted by

(B,E1), (B,E2), ..., (B,EL)

where in order to support connection requests with
the maximum possible bandwidth requirements (i.e. the
maximum bandwidth link capacity), lL=max{b(e):∀e ∈ E}
should hold.

More detailed (thus more accurate) representation
can be made by involving more levels in the aggrega-
tion. In case of a certain pair of border nodes, for interval
lj,lj+1, the aggregation method consists of two steps:

1) Determining topology (B,Ej):
All the edges with insufficient bandwidth values get

filtered out according to criterion b(e)< lj (∀e ∈ E). There is
an aggregating edge between two border nodes only if
there exists a path between them after the edge-filtering.

Fig. 2. Topology aggregation of domains: 
an il lustration (two-layer model)



2) Determining the linear delay-bandwidth function:
A linear function is fit (by least squares method) on

the actual delay values of all the connection requests with
bandwidth demand lj ≤ b ≤ lj+1 that have traversed them3.
Each domain is assumed to store the actual (outcome)
bandwidth request-delay data points of previous con-
nection requests for each pair of border nodes in a sim-
ple First-In First-Out (FIFO) storage of length KFIFO. Agg-
regation (line fitting) is performed once the number of suc-
cessful connection requests exceeds predefined thres-
hold Kaggr so that

k mod Kaggr = 0

is satisfied. The initial data points are determined by
PLSM (i.e. based on static values).

In Fig. 3, STM is illustrated. Note that bandwidth is
represented through the intervals, implicitly.

2.3 Routing model
Bandwidth and delay are taken into consideration

s eparately by the following steps:
1) Composing the aggregating view of the network:

Selecting the aggregating topology for each do-
main that corresponds to the minimum bandwidth
level in accordance with the current bandwidth
request: min{j : lj ≥ r, j =1,...,L}⇒(B,Ej). In case of BP
and WP, L=1 holds formally.

2) Logical routing: Routing on the basis of the network
consisting of the selected aggregating topologies.
Dijkstra’s algorithm is performed on the graph ac-
cording to the selected level with its correspond-
ing aggregating (advertised) edge delay values.

3) Actual (physical) routing: Routing by Dijkstra’s al-
gorithm by each selected domain on the basis of
their physical topologies and link delay values be-
tween its selected pair of border nodes.

As a feedback, each domain is assumed to get noti-
fied of the outcome values of all the transfers that have
been initiated by it.

3. The efficiency of multi-domain routing

In order to compare different aggregation schemes, there
should be functions defined for “measuring” the eff ici-
ency they provide. This section applies two concepts
for efficiency evaluation: the first one aims to measure
the information saving due to aggregation, while the se-
cond one is to express the optimality of path selections.
Section 3.1 and 3.2 discuss the former and latter ones,
respectively.

3.1 Aggregation efficiency
The amount of information to be advertised is close-

ly related to scalability. Upon this fact, it is important to
represent the (relative) amount of advertisement infor-
mation that can be saved by applying topology aggre-
gation. We use the following definition for expressing
aggregation efficiency:

(1)

where Iorig and Iaggr denote the amount of information
meant by the original and aggregating topologies, res-
pectively. Since a graph can be described by its edge set,
assuming that each of the two attributes means a unit
of information per edge, the following expressions hold:

By evaluating them into (1),

we obtain

(2)

INFOCOMMUNICATIONS JOURNAL
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Fig. 3.  Statistical approximation via the threshold-based model by fitt ing l ine segments on measurement data 
for different bandwidth intervals (the case of three bandwidth intervals)

3  Consequently, this model requires the deployment of such a monitoring method along with a database which keeps track of the observed
traffic data. In this paper, however, we do not consider the realization of such requirements.
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Note that, on the one hand, due to inequality Iaggr ≥ 0,
upper bound ηAGGR ≤ 1 holds. Also note that by applying
refined aggregation models (e.g. star topology instead
of meshes), the aggregation gain can be further increas-
ed, however this issue is out of our study’s scope. Note
that this result applies to both PLSM and STM since
they only differ in the input data the aggregations are
executed on.

3.2 Routing efficiency
Besides scalability, another important aspect is to

evaluate the efficiency of routing. For that purpose, we
introduce a routing eff ic iency function for both band-
width and delay. We define these functions to be of nor-
malized values for the range [0,1] and to be measure-
able by a domain on the basis of advertised and outcome
values.

In the case of bandwidth (i.e. bandwidth sufficiency),
we define success ratio as: 

(3)

In the case of delay – as an inverse quantity of de-
lay deviation [9] – we consider delay efficiency as the
distance of the outcome (i.e. actual) values from the ad-
vertised values for the selected paths:

(4)

where aadv(n) and aout(n) denote the advertised and
outcome summarized values along the path selected at
the n-th routing occasion, respectively. Since both aadv(n)
and aout(n) are normalized for interval [0,1], bounds 0 ≤
ηd ≤ 1 hold as well.

4. Simulation studies: 
Evaluating aggregation and 
routing efficiencies

In this section, we examine scalability and routing effici-
ency in case of PLSM and STM by evaluating the eff i-
ciency functions presented in Section 3.1 and 3.2. For
the simulation testbed, we apply a combination of real-
life approximating generated networks.

4.1 Simulation testbed
The simulation testbed is a two-layer multi-domain

network whose inter-domain topology is generated by
the power-law model [13] and the intra-domain topolo-
gies are generated based on the Waxman model [14].
The power model determines the number of degrees of a
domain (i.e. the number of connected inter-domain links)
according to formula

(5)

where P(k) denotes the probability of a node having
k degrees and c is a normalizing constant that ensures
∑k=1

D–1P(k)=1, where D is the number of domains (there is
no domains with zero degree (i.e. isolated domains)). On

the other hand, Waxman model determines the probabili-
ty that nodes u and v are connected by a physical link:

(6)

where the (physical) distance of nodes u and v is de-
noted by d(u,v), while L denotes the minimum distance
of any two nodes and b is a constant for normalization.
The network consists of 20 domains with 30 nodes per
domain. The parameters are set as been in [6], where
parameters β = 0.6 and y = 2.2 are applied. Values from
the normalized interval [0,1] are randomly assigned to
each edge as bandwidth capacity (i.e. max. bandwidth)
and delay: b(e), d(e) ∈ [0,1], ∀e ∈ E.

In this paper, we apply a uniform distribution for the
bandwidth demands of connection requests on the inter-
val [0,1]. A dynamic traffic shape model is employed in
which arriving times and holding times are distributed

Fig. 5.  Bandwidth intervals vs. delay eff ic iency

Fig. 4.  Bandwidth intervals vs. success rat io 
and aggregation eff ic iency



uniformly. For each number of bandwidth intervals and
aggregation schemes, 1000 connection requests have
been generated and averaged. In case of the two agg-
regation models PLSM and STM, for the sake of simpli-
c i ty, the bandwidth levels (thus the intervals themsel-
ves) are distributed uniformly on the bandwidth axis.
We use one up to ten different bandwidth levels L =
0,1,...,10. For STM, the value of the aggregation thresh-
old is set to L ⋅ 20 and FIFO storage sizes (see Section
2.2) are set to L ⋅ 10.

4.2 Simulation results
Our simulation results for BP, WP, PLSM and STM

are presented in Fig. 4 and 5. Fig. 4 shows the evalua-
tion of aggregation efficiency and success ratio for the
four different aggregation schemes, while Fig. 5 shows
the corresponding delay efficiencies depending on the
number of bandwidth intervals. All efficiency values are
computed as the average of efficiencies achieved by
all domains. Note that in case of BP and WP, all these
efficiencies are independent from its value (see Sec-
tion 2.2) as their concerning aggregation models do not
consider multiple bandwidth intervals.

Our results reveal the tradeoff that is between the ef-
f ic iencies of aggregation and routing either when PLSM
or STM is applied. Given the uniform distribution of edge
and bandwidth level values, the aggregation efficiency
shows a linear decrease in all cases. On the other hand,
success ratio and delay efficiency show a considerable
improvement as the number of bandwidth intervals in-
creases especially for lower numbers, as the length of
the bandwidth intervals decreases more significantly
at smaller numbers of bandwidth levels.

Our results also show that STM outperforms the re-
sults that can be achievable by BP, WP and PLSM. It is
also important to recognize that STM has a load bal-
ancing feature which helps keeping the blocking ratio
low (thus the success ratio high). The reason for this
property is the fact that the more heavily an aggregat-
ing edge is utilized, the higher average delay values its
corresponding actual (physical) paths have. STM deals
with this problem as it re-aggregates paths on the basis
of measurement data, once the given aggregation thres-
hold is exceeded. The extensive study of this property
is a matter of further investigations. As a consequence,
between scalability and routing efficiency, better com-
promises can be made by applying STM comparing to
the cases when other methods are applied.

5. Conclusions

In our study, multi-domain routing has been discussed
with focusing on the effect that topology aggregation
has on different efficiency-related quantities. The quali-
ties of scalability and routing efficiency have been con-
sidered through the evaluation of functions characteriz-
ing them. A Statistical Threshold-based Model (STM) has
been introduced for topology aggregation which has out-

performed the – otherwise highly efficient – Poly-line
Segment aggregation Method (PLSM). Our simulation re-
sults show that there is indeed a tradeoff between sca-
lability and routing efficiency, which can be be impro-
ved by applying our aggregation model.

There is a number of important advantages of STM:
– more accurate representation thus higher routing

efficiency can be achieved,
– the computational time of the re-aggregation can

be reduced significantly as the representatives
do not need to be computed, and

– the method is flexibly tunable by setting 
the values of threshold parameters and the length
of the FIFOs.

However, it also has a few drawbacks:
– additional storage requirements (FIFOs), and 
– novel management tasks are necessary

to implement.
Future directions of research should consider the op-

timal threshold values and size of data storage for such
measurement-based statistical aggregation models. Ex-
amining the possible adaptation of this model within
the framework of real networks and protocols is also of
fundamental interest.
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1. Introduction

The 4G mobile telecommunications systems are inspir-
ed to treat raising user demands in terms of data rate in
3G standards. The key advantages of 4G systems lie on
the background of the physical layer access; OFDM (Or-
thogonal Frequency Division Multiplexing) modulation
means an efficient and robust technique which is capable
to combat fast variations and the frequency selectivity
of the radio channel. OFDMA (Orthogonal Frequency Di-
vision Multiple Access) provides further advance in terms
of spectral efficiency through location dependent multi-
user-diversity [1], and represents the most efficient multi-
ple access technique based on OFDM modulation [2]. 

Applying MIMO (Multiple-Input and Multiple-Output) an-
tenna solution within a radio communication link is – in
principle by the fruition of certain channel properties –
able to multiple the attainable data rate by a factor which
is determined by the number of transmit and receiver
antennas. Hence, the combination of OFDMA and the
MIMO antenna solution could step forward to be the key
element of 4G radio telecommunication systems physi-
cal access, as it is mentioned in WiMAX [3] and LTE [4].

In the current work we are dealing with adaptive
downlink radio resource allocation in MIMO-OFDMA sys-
tems. The subcarriers defined by the OFDMA scheme
are shared among multiple users within the system,
aiming maximal system channel capacity along such
contradicting requirements like user fairness and maxi-
mal available transmit power, while the potential of mul-
tiple antennas was also taken into account. The optimi-
zation possibilities for a typical MIMO-OFDMA schedul-
ing algorithm are the subcarrier allocation, the adaptive
transmit power control over subcarriers, antenna selec-
tion at the transmitter side, transmit power control for
antennas on selected subcarriers [5,6]. The optimization
task is similar to OFDMA physical resource management,
except the appearance of additional dimensions in the
optimization task, generated by the transmitter and re-

ceiver antennas. The multiple antenna transmission en-
hances the efficiency of the communication, and pro-
vides further exploitable optimization gain in the over-
all transmission rate with the possibility of antenna se-
lection. However, the appearance of a new dimension,
the MIMO-OFDMA optimization task becomes to a more
difficult problem than ‘simple’ OFDMA optimization, which
is an NP-hard computational problem in itself [7].

A suboptimal transmit power control (scheduler) al-
gorithm addressing the described problem, published
in [6] was taken as a basis. As the new technical content
of this paper, we came up with improvements in terms
of transmit power control for previously selected ac-
tive transmitter antennas on selected subcarriers. The
scheduler algorithm outputs transmit power values for
each subcarriers and active antennas. Simulation re-
sults show that in high SNR (Signal-to-Noise Ratio) range
about 10% gain can be achieved in channel capacity by
extending the power control to antennas. Furthermore
adaptive M-QAM modulation per subcarrier for Rayleigh-
fading channel model was introduced allowing better
prediction of realistic channel capacity.

Along this paper a brief summary of OFDM and OFDMA
downlink transmission is presented, a draft of the so cal-
led water-filling (or water-pouring) transmit power allo-
cation algorithm and its complexity is shown. The MIMO
radio access technique is examined regarding the over-
all system capacity and its optimization tasks in Sec-
tion 3. The MIMO-OFDMA system model is proposed for
locating partial tasks in transmission architecture. A
reference MIMO-OFDMA RRM (Radio Resource Manage-
ment) solution is introduced in Section 4, which allocates
radio resources in case of MIMO-OFDMA transmission,
providing proportional fairness among users. Practical
improvements on the reference algorithm described
above are presented in Section 5, where adaptive power
control for antennas is discussed in details in Section 6.
Section 7 deals with simulation results followed by the
conclusion in Section 8.
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2. Multiple antenna transmission

The multi-antenna transmission- and receptions schemes
have the name MIMO in the related literature. MIMO
schemes can be characterized into three main groups:
beam forming solutions, frequency- and space-diversi-
ty schemes and spatial multiplexing (SM). Spatial multi-
plexing is often referred as MIMO in itself. In this paper
we will be consider spatial multiplexing exclusively.

2.1 Spatial multiplexing
During the spatial multiplexing mode, different data

symbols are transmitted on the radio link by different
antennas on the same frequency and time interval. Multi-
path propagation is assumed for the efficient operation
of spatial multiplexing, i.e. rich multipath scattering in-
creases the capacity of the MIMO channel, and LOS (line
of sight) propagation degrades strongly the performance
of MIMO [8]. The MIMO transmission can be characteriz-
ed with a time-variant channel matrix according to (2.1)

where hnT,nR (τ,t ) represents the complex time-vari-
ant channel transfer function at the path between the
nT-th transmitter antenna and the receiver antenna nR.
NT and NR represent the number of transmitter and re-
ceiver antennas respectively.

2.1.1 Capacity of MIMO channel
Derived from Shannon’s law, the following expres-

sion was proven in [8] and [9] for the capacity of a MIMO
channel

(2.2)

where H denotes the channel matrix defined in (2.1),
HH denotes the transpose conjugate of H, I represents
an identity matrix with a flexible size, and let denote  Rs s
the covariance matrix of the transmitted signal vector
s. However, (2.2) has a considerably uncomfortable form
for practical applications. Hereinafter, we will investi-
gate the transformation of the MIMO channel into par-
allel SISO (Single Input, Single Output) channels in or-
der to apply a similar expression to calculate the equi-
valent capacity like Shannon’s formula.

2.1.2 Capacity of parallel equivalent SISO channels
As it is shown in [10], if singular value decomposi-

tion (SVD) [11] is applied to MIMO channel matrix, ex-
pression (2.2) can be transformed into a more conve-
nient form, which is equivalent to calculate the aggre-
gate Shannon-like transmission rate (in bit/s) of multi-
ple independent SISO channels.

(2.3)

In the expression above B and N0 represent the chan-
nel bandwidth and the spectral power density of the ad-
ditive white Gaussian noise (AWGN) respectively. εi de-
notes the i-th singular value of the H channel matrix,
where i ∈ {1,2,...,M }. The εi

2 values are equivalent to the
eigenvalues of the matrix H ⋅ HH, often referred in litera-
ture as λi (=εi

2). M = min(NT,NR) denotes the number of in-
dependent SISO channels and pi represents the trans-
mit power allocated on the i-th equivalent SISO channel.
The (real) values of εi

2 contain both the effects of the aver-
age channel gain, and the spatial correlation of the chan-
nel paths within the MIMO constellation. Note, if the MIMO
channel paths are independent, and the capacity will be
maximal, and εi

2= εj
2, for ∀i ≠ j.

Figure 1.  MIMO-OFDMA System Model



3. MIMO-OFDMA system model

In this section, a model will be provided for MIMO-OFDM
radio transmission, a MIMO-OFDM block scheme and the
optimization potentials will be summarized.

3.1 MIMO-OFDMA
A system model of downlink MIMO transmission com-

bined with OFDMA multiple access is illustrated at Fig. 1.
A subcarrier- and power allocation algorithm is perform-
ed at the transmitter side (assuming the availability of
CSI information). Each of the transmitter and receiver
antennas are assigned to individual OFDM transmitters
and receivers.

3.1.1 MIMO-OFDMA channel model
For the characterization of a multiuser MIMO radio

channel, some transformations should be performed on
a channel model given in section 2.1. Since the radio
channel has a frequency selective feature along the sub-
carriers, and different users have channel paths with
different conditions toward the base station, the MIMO
channel – defined in (2.1) – needs to be distinguished
along each N carriers and K users. Completed with the
assumption, that the radio channel will be considered
constant in time and frequency within the scheduling
time intervals, and along the bandwidth of the different
subcarriers. 

Expression (3.1) describes the the channel matrix –
according to (2.1) – for subcarrier n, and user k.

(3.1)

where nT ∈ {1,2,...,NT} and nR ∈ {1,2,...,NR} are the in-
dexes of transmitter and receiver antennas, and H (k ,n)

NT,NR
denotes the complex channel samples according to the
scheduling period for the different antenna-paths. 

During a MIMO-OFDMA transmission it can be eas-
ily shown, that for characterization of the overall radio
channel, the introduction of a 4-dimensional Htot hyper-
matrix is needed with the size of K × N × NT× NR, accord-
ing to

(3.2)

where Hk,n elements are arisen from (3.1).

3.2 MIMO-OFDMA system capacity optimization
The capacity optimization task of a MIMO-OFDMA trans-

mission can be generalized as follows (3.3)

where ρk,n represents the elements of the K ×N sub-
carrier assignment matrix, where ρk,n =1, if subcarrier n
is assigned to user k , and ρk,n =0 otherwise. A require-
ment has to be set for the transmit power allocation: 

∑N
n=1

pn ≤ Pmax, pn ≥ 0 for all k and n, where Pmax de-
notes the maximal transmit power of the MIMO-OFDMA
transmitter. The value of λk,n

(i) represent the eigenvalue
i of Hk,n Hk ,n

H matrix, where i =1,...,rank(Hk,n).

3.2.1 Subcarrier allocation
In case of MIMO-OFDMA access, in terms of maximi-

zation of the overall system capacity, user k is assign-
ed to subcarrier n, for which the following expression
will be maximal

(3.4)

The method above follows the simple OFDMA sub-
carrier allocation, since subcarrier to be allocated are
characterized with a scalar value, however kn values
contain λk,n

(i) eigenvalues, which are determined both by
the gains of the MIMO path of the MIMO channel index-
ed by k and n, and the degree of linear independence
of MIMO paths on the same k and n indexes.

The capacity of OFDMA access can be – in princi-
ple – multiplied with a factor, which can be expressed
a s

(3.5)

Note that, in case of MIMO-OFDMA there exist K × N
pieces of channel matrices, and the singular value de-
composition and transformation into parallel SISO chan-
nel (as seen in 2.1.2) are executed K × N times.

The practical realization of subcarrier allocation above
follows to a computationally complex task. The follow-
ing two criterions are suggested in [12] to simplify sub-
carrier allocation, which lead to suboptimal resource
allocation

(3.6)

(3.7)

called product- and sum criterions. Product criterion
is more efficient in high SNR domains than sum criteri-
on, and vice verse. However, application of MIMO tech-
nique is usually relevant by high SNR values, hence pro-
duct criterion has greater importance in MIMO resource
management.

3.2.2 Transmit power control
A further requirement to maximize the overall sys-

tem capacity is the allocation of pn transmit power val-
ues for subcarriers, which are the roots of the follow-
ing equation system

(3.8)
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where kn is the index of user, which owns the carrier
n, α satisfies the requirement ∑N

n=1 pn = Pmax. The me-
thod above is referred as the multi-dimensional water-
fill ing algorithm, namely for Mk,n=1. we get the form of
‘common’ water-filling solution [13].

3.2.3 Antenna selection
In MIMO systems the antenna RF (radio frequency)

circuits can also be considered as a resource factor
during the capacity optimization. The market rates of RF
chains do not follow the general rules in computer stu-
dies (Moore’s law). Thus, by the manufacturing of MIMO
radio devices is a main aspect to reduce the number of
necessary RF circuits. This consideration gives the rea-
son of existence of so called antenna selection algo-
rithms if a MIMO device has multiple transmitter anten-
nas, but there are only L ≤ NT available RF chains. The
task of a transmitter side antenna selection algorithm
is to select L pieces of antennas, on which the most ef-
ficient radio transmission can be realized, based on chan-
nel properties on selected chain paths [14]. 

In optimal case, the expression of the channel ca-
pacity is needed to be calculated for (N

L) cases before
each symbol transmission however, this optimal tech-
nique can lead to an unacceptable computational comp-
lexity likewise. A common algorithm for antenna selec-
tion produces near optimal results for transmit side an-
tenna selection with linear operations called Gorokhov’s
method [15].

4. MIMO-OFDMA RRM solution

A reference method [6] will be proposed in this section,
which provides a suboptimal solution for the maximiza-
tion of MIMO-OFDMA capacity expression (3.3) by pro-
viding proportional fairness. Subcarrier allocation and
power control is realized for selected subcarriers. List-
ed partial tasks are handled separately to give a treat-
able computational complexity and thus, suboptimal re-
sults. The performance (spectral efficiency) of the algo-
rithm is evaluated by Shannon’s formula, giving a loose
upper bound for system capacity, which is not feasible
for analyzing the performance of the algorithm in a
standardized telecommunication network.

4.1 Objectives of the reference algorithm
Product criterion – defined in (3.6) – is used for sub-

carrier allocation purposes. Proportional fairness is en-
sured among users, which means, that a defined quo-
tient {γk }Kk=1 /Rk should be equal for each user, where
{γk }Kk=1 represents a vector, containing the transmission
rate relations between different users, and Rk denotes
the actual transmission rate of user k , which can be
calculated according to (3.3) with the Shannon’s for-
mula.

(4.1)

The partial tasks of the proposed algorithm will be
detailed in the following subsections.

4.2 Subcarrier pre-allocation
During this phase, the Nk number of allocated subcar-

riers will be calculated for each user based on {γk }Kk=1.
This pre-allocation step will be executed according to
a calculated Hk average channel gain values for each
user according to

(4.2)

where Hk,n is already defined in (3.1). Equal power
distribution is assumed on subcarriers in order to re-
duce complexity, and an approximated average trans-
mission rate can be calculated for each user

(4.3)

An iterative Nk calculation will be executed. In each step 
Rk is updated, and the user with the lowest {γk }Kk=1/Rk
quotient will obtain a new subcarrier.

4.3 Subcarrier assignment
After determining the number of subcarriers for each

user, the effective subcarrier assignment will be exe-
cuted. Users are divided into two groups according to
their  Hk average channel gain values.

(4.4)

At first, users with low average channel gain have
the possibility to choose the ‘best’ subcarriers charac-
terized with the kn lambda product values (3.6). This step
allows the compensation of low channel gains for a sub-
carrier which has high lambda product value, since ei-
genvalues of MIMO paths are carrying the degree of
linear dependency of antenna paths as well. Therefore
a reliable transmission can be kept up by a relative
low channel gain, the degree of the linear dependency
among MIMO paths is relatively low. The subcarrier allo-
cation happens as described in section 4.2, refreshing
Rk according to expression (4.1), till each user obtains
the Nk number of subcarriers calculated beforehand.
After allocation of subcarriers, the transmit power allo-
cation will be performed on selected subcarriers based
on (3.8).

5. Improvements on MIMO-OFDM RRM

In this section, extensions will be proposed to enhance
the efficiency of the reference algorithm, in terms of
systems’ transmission rate and to make the results to
be interpretable for a practical telecommunication sys-
tem (LTE, WiMAX, etc.). Adaptive M-QAM modulation is
realized on the selected subcarriers, based on the ins-
tantaneous channel state information. Antenna selection
and power control for selected antennas will be per-
formed over the subcarriers.



5.1 Adaptive M-QAM modulation in Rayleigh-fading channel
For analyzing the operation of a MIMO-OFDMA re-

source management algorithm in a real communication
system, a capacity calculation of a specific modulation
method is needed. In 3GPP LTE and WiMAX M-QAM adap-
tive modulation is performed on groups of neighboring
subcarriers. However – in principle –, there is a possibi-
lity to perform adaptive modulation for each subcarrier.

The task of adaptive modulation can be summarized
as the definition of signal-to-noise-ratio (SNR) domains,
in which the performance of the selected modulation
method (or level) will be maximal in terms of spectral ef-
ficiency. For solving the problem above, we calculate
the channel capacity for different M levels of QAM modu-
lation based on analytical bit error results on Rayleigh-
fading channel.

5.1.1 Error rates of M-QAM in Rayleigh-fading channel
Analytical bit error probability expression for M-QAM

modulation in Rayleigh-fading channel is available ac-
cording to [16] and [17]:

where (5.2)

represents the moment generating function (MGF) of
l-th branch of applied diversity method in case of Ray-
leigh-fading channel, and

(5.3)

denotes the MGF for Rician channel.

5.1.2 Channel capacity
For a given bit error probability, the capacity of the

radio channel for a given SNR can be calculated in
closed form pursuant to the following steps. We invoke
the expression of the conditional entropy according to
[18] and [19]. The spectral efficiency of a binary chan-
nel (in bit/s/Hz) expressed with the conditional entropy
function, can be calculated as

(5.4)

where

(5.5)

denotes the conditional entropy function.

5.1.3 Adaptive modulation on subcarriers
The task of adaptive modulation is the calculation

of SNR levels for switching between modulation levels.
The essential parameter for bit error probability calcu-
lation is the SNR. 

Let us denote it with γn, and expressed for subcarrier
n as

(5.6)

where Pn denotes the allocated transmit power (in W),
Esn and Ebn represent the received symbol- and bit ener-
gy for subcarrier n respectively, N0,n, ∆ƒc and Mn nomi-
nates the spectral power density of the AWGN, the sub-
carrier spacing (in Hz) and the modulation level on sub-
carrier n.

After that, the modulation levels can be determined
obviously for each SNR (or transmit power) domain. At
Fig. 2, the capacity curves of QPSK (4-QAM), 16-QAM
and 64-QAM are plotted for different Ebn /N0 levels, and
the intersections of the curves determine the modula-
tion switching points, to provide the maximal spectral
efficiency.

5.2 Antenna selection at the transmitter side
As it was exposed in section 3.2.3, L = min(NT,NR)

number of transmitter antennas should be assigned to
available transmitter RF devices transmission for maxi-
mizing capacity, if NT≥ NR. For realizing computational-
ly efficient antenna selection method, antenna specific
channel state information is needed as the input of the al-
gorithm. Similarly to expression (4.2), the average chan-
nel gain values can be derived from Hk,n matrices given
in (3.1). 

At the first step, let define an NT×NR average Haver
channel gain matrix according to

(5.7)

A further transformation will be accomplished on
Haver to obtain NT pieces of scalar values, characteriz-
ing transmitter antennas. Haver will be transformed into a
hnT vector with

(5.8)
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Figure 2.  M-QAM levels for adaptive modulation 
by different Ebn/N0 leve ls
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with that, the antenna selection algorithm selects
the first L largest elements from hnT in each scheduling
interval

(5.9)

realizing statistical antenna processing gain in terms
of spectral efficiency compared to the random selec-
tion of transmitter antennas. (See simulation results in
Section 7.)

6. Adaptive power control for antennas

The reference method – presented in Section 4 – stops
at the power control for subcarriers, and assumes equal
power distribution along the transmitter antennas. How-
ever, the allocated power values for subcarriers can be
divided further, based on the eigenvalues of Hk,n matri-
ces. Since the rank of Hk,n equals with the number of se-
lected NT antennas, eigenvalues can be ordered to the
corresponding transmit antennas. The power control task
could be naturally contracted, however in order to hold
the optimization task in computational complexity, it is
practical to separate the two power control tasks after
all. In this case, the elements of a βn

(i) vector shall be
calculated during the following formalized task accord-
ing to Shannon’s formula (6.1)

so that
and for While βn

(i)

values are independent over the carriers, the optimiza-
tion problem can be separated into N pieces of maxi-
mization tasks. It is noticeable, that the optimization

task defined in expression (6.1) is very similar to the
general water-filling problem with the modification, that
subcarriers’ channel gain vector is transformed into
SISO λk ,n

(i) eigenvalues, and the number of subcarriers
will be represented by Mk,n. At Fig. 3, the capacity of a 3
antenna scenario is illustrated along different βn

(i)

power distributions. The reason of existence of antenna
power allocation can be well observed, because the ma-
ximum of capacity is not located at βn

(1)= βn
(2)= βn

(3)=1/3.
The water-filling solution is available, and is forma-

lized in Equation (3.8). After the appropriate transforma-
tions mentioned above, the antenna power allocation
algorithm can be formalized as follows

(6.2)

The defined method has the advantage, that the com-
putation can be parallelized, resulting significant acce-
leration in calculation. Let note, that maximizing Shan-
non’s capacity does not provide the optimal solution in a
communication system, which operates with real M-QAM
modulation. Realization of so-called bit loading water-fil-
ling [13] exceeds the confines of this paper.

Table 1.  Simulation parameters

7. Simulation results

The performance results, and plots are mainly based on
analytical calculations (Shannon’s capacity and M-QAM
capacity), however some of the system parameters –
like user’s position within cells, complex Rayleigh-fading
channel coefficients, and users’ fairness vector – were
randomly generated.

7.1 System Parameters
For analyzing performance of scheduler algorithm LTE

radio access, parameters were considered in Table 1.

7.2 Illustration of operation
Fig. 4 illustrates a scheduling cycle in case of  K = 6

users. Channel gain parameters are randomly generat-
ed (first row). For the sake of simple illustration, fairness
parameters are set to γ = (1,1,1,1,1,5). The allocated carri-
ers to users can be observed at the third row, to provide

Figure 3. Capacity function of 3-antenna system by
di fferent power allocation



achievable transmission for users. The fulfill-
ment of fairness requirements is visible, even
if channel gain distribution has a large devia-
tion for certain subcarriers.

The results of the multi-dimensional water-
filling (defined in section 3.2.2) are illustrated
on Fig. 5. The proper operation of the algorithm
can be checked with equal α ‘water level’ for
each subcarrier.

The results of the subcarrier allocation –
based on lambda product values – are depict-
ed at Fig. 6. At the upper diagram, the lambda
product values are shown for each subcarrier
and user (in logarithmic scale). User 5 (which has
the largest distance from base station) has the 

minimal average value (row 5).

Lower part of Fig. 6 contains the illustration of
the subcarrier allotment. It seems that user 6
(which has the largest proportional fairness pa-
rameter) has obtained the main part of subcar-
riers. In addition, user 5 (which has equal fair-
ness parameter with first 4 users) have receiv-
ed more carriers than first 4 users to balance the
penalty resulting from its lower average channel
gain values.

7.3 Performance analysis
In the following steps, the performance ana-

lysis will be summarized of the reference me-
thod completed with new elements, discussed
in Section 5. We have illustrated the spectral
efficiency as a function of the Es /N0 quotient at
the transmitter-side. The set-up and the random-
ly generated channel coefficients implied a path
attenuation of approximately 100 dB, which the
transmitted signal was exposed to in our simu-
lations.

7.3.1 User distances and System capacity
In Section 4.1, the overall system capacity

and fairness were presented as contradictory
aspects. At Fig. 7, at first equal (100 m) user di-
stance were set as an input of the scheduling,
resulting 81.82 Mbit/s of overall system trans-
mission rate. However, this situation can be con-
sidered fairly infrequent in real conditions. On
the right side of the figure, the first user’s lo-
cation were set to 400 m from the base station.

In this case (maintaining fairness) the sche-
duler has allocated almost all of the subcarri-
ers for that user, resulting significant degrada-
tion in overall (76.61 Mbit/s) transmission rate.

7.3.2 Fairness analysis
The widely used Jain’s index [20] means a

feasible method for analyzing the degree of fair-
ness. Jain’s index provides a value between 0
and 1.
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Figure 6.  Illustration of MIMO-OFDMA singular value products, 
and subcarrier assignment

Figure 4.  I l lustration of a scheduling cycle

Figure 5.  Adaptive Transmit Power Control over subcarriers
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(7.1)

where φk could be an amount of money, which user
k pays for the service, proportional to its desired trans-
mission rate. At Fig. 8, the Jain’s fairness index is i l-
lustrated by growing number of users.

Curves were calculated by fixed distances, but dif-
ferent channel coefficients. It can be observed, that grow-
ing antenna number produces decreased fairness, even
by extended system bandwidth (20 MHz) and transmit
power (20 W). A reason for lower fairness values by grow-
ing antenna numbers can be that the effect of the dis-
tances has a greater influence on lambda products.

7.3.3 MIMO performance
Fig. 9 illustrates the spectral efficiency of MIMO by

different transmit power levels and antenna arrangements.

In literature of MIMO technology a common statement
holds, that performance of MIMO transmission grows
with SNR, and application of MIMO is worthy by high SNR
values. Two kind of propagation environments (rural and
urban) are simulated in terms of propagation loss (diffe-
rences between two environments in terms of compli-
cated scattering environment is not modeled). In terms
of propagation loss, rural (dotted lines) environment pro-
vides better SNR results. The lower part of Fig. 9 illust-
rates the fraction of 4x4 MIMO and SISO channel for the
rural case. The curve of the rural environment is located
on the top for all transmit power values. This can be ex-
plained only with lower propagation loss (higher SNR) in
rural environment. 

In a real scattering environment this effect should be
turned over, because the degree of scattering signifi-
cantly affects the capacity of a MIMO channel. However,
exact modeling of different MIMO environments could be
the subject of a distinct work.

Figure 7. 
Effect of user distances 
on system capacity

Figure 8.
Il lustration of 

fairness by
di fferent MIMO

scenar ios



7.3.4 Adaptive modulation
Fig. 10 shows the spectral efficiency of different MIMO

antenna scenarios calculated from Shannon’s capaci-
t y, and adaptive M-QAM capacities. The application of
M-QAM modulation does not provide any spectral eff i-
ciency gain of course, however it can illustrate the per-
formance of the MIMO transmission (and scheduling al-
gorithm) in a realistic transmission system with adaptive
M-QAM modulation. During the simulation, 50 cycles were
averaged for alternating MIMO channel coefficients. Trans-
mit power was divided equally among subcarriers and
antennas.

7.3.5 Power Control
Fig. 11 contains the results of spectral efficiency of

power control, calculated by Shannon’s formula. Three
cases have been distinguished for each antenna con-
figurations: equal power distribution for subcarriers and
antennas (continual and dashed lines with no marking),
adaptive power control only on subcarriers (cont. and
dashed lines marked with ‘x’), and adaptive power cont-
rol for subcarriers and antennas alike (cont. and dash-
ed lines marked with diamonds). On the left side, two MIMO
configurations are illustrated in lower transmit power
domain, at the right side both configurations seem in
higher domains. In higher SNR domains full (both over
carriers and antennas) power allocation curve accom-
modates to the curve of the equal power distribution,
and it’s visible that power control provides a 10-12% gain
at lower SNR values.

At Fig. 12, the same simulation is illustrated with the
difference, that spectral efficiency has been calculated

according to the capacity expression of M-QAM given in
Section 5.1. The ‘full’ power allocation method provide s
spectral efficiency gain at low SNR values likewise, while
in high SNR domains the performance of power control
will turn over. In a practical realization adaptive power
control should be turned out in high SNR domains.

8. Conclusion

As an improvement of the referenced MIMO-OFDMA RRM
solution defined in Section 4, a new downlink resource
allocation algorithm was developed, which maximizes
the overall spectral efficiency of the system with cer-
tain constraints.

The constraints were selected with respect to prac-
tical applications: proportional fairness is a suitable re-
presentation of QoS the mobile stations can be provid-
ed with. The proposed algorithm results in power allot-
ment over subcarriers which allows the base station to
meet the requirements, while the overall system capa-
city is kept closer to the optimum, than it was in the pro-
posed reference work. Planning phases were interpre-
ted, which separate the complex (NP-hard) optimization
problem into distinct – independently executable – sub-
tasks (i.e subcarrier allocation, adaptive modulation, an-
tenna selection, transmit power control over subcarri-
ers and antennas). Interpreted separation results the ma-
nageability of the proposed optimization problem. Ne-
vertheless, the execution of separated optimization tasks
is only able to result suboptimal radio resource manage-
ment. The current work is not supposed to quantitati-

INFOCOMMUNICATIONS JOURNAL

16 VOLUME LXV. • 2010/IV

Figure 9. 
MIMO performance 
by different propagations
environment



Efficient dynamic resource management...

VOLUME LXV. • 2010/IV 17

vely analyze the measure of how far the resulted po-
wer distribution is from the optimum solution. However
we can declare a couple of things qualitatively. 

Splitting the set of users up into two groups along the
users’ measured channel parameters is a fairly rough
approach, but this step significantly cuts down on comp-
lexity. A refined division of still acceptable complexity

could take closer to the optimum. Our proposed amend-
ment however did not lower the complexity either, in com-
parison with the reference method the additional power
allocation step requires more computational capacity at
each base station.

Introducing antenna selection causes further diver-
gence from optimum, however efficient selection of an-

Figure 10.
M-QAM adaptive modulation’s

capacity compared 
to theoretical capacity

Figure 11. 
Shannon capacity of
MIMO power control



tennas to be cut off could enable significant savings on
RF circuits and power demand. A field of improvement
of the current work is to evaluate algorithms to be used
for antenna selection.

In return for more computational cost with the pro-
posed power control scheme over transmitter antennas
the per user transmit rate can be increased by about 10%.
Since considerable benefits come forward in the lower
SNR region, end user satisfaction can be levered in such
situations where the channel properties are less favor-
able e.g. far away from the base station or in rarely co-
vered area.

The antenna selection and antenna power control
mean additive components to the reference RRM algo-
rithm. In addition, the performance evaluation of the pro-
posed algorithm happens assuming adaptive M-QAM mo-
dulation over the subcarriers, which enables better con-
vergence to Shannon-capacity in multiple SNR domains,
than in a case of applying single M level of QAM modu-
lation, as well as adaptive modulation allows a more re-
alistic performance evaluation in a standardized com-
munications system. Those simulation results showed
which capacity level can be most likely achieved in prac-
tical applications.

Of course the performance and thus the actual chan-
nel capacity is hardly dependent on the accuracy of
Channel State Information fed back to the transmitter.
We did not consider channel estimation and equaliza-
tion methods – inevitable in practical applications – in
order to get more realistic results, which is a possible
direction to head for.
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1. Introduction

Distributed sensor networks were in the focus of re-
searchers since the early 1990s. There was a trend to
move from centralized, highly reliable, powerful but ex-
pensive platforms to a large number of cheap, decent-
ralized and potentially unreliable components that as a
group are capable of far more complex tasks than any
individual super-node. Wireless sensor networks (WSNs)
are formed by one or more base stations (sinks), where
the collected data is sent, and a large number of sen-
sors distributed over the monitored area and connect-
ed through radio links. Sensors are low-cost and low-
power tiny nodes equipped with limited sensing, com-
puting, and radio communication capabilities. They ty-
pically have irreplaceable power sources, designed for
single usage, and are deployed in an unplanned manner.

There is an essential difference in our terminology,
as compared to the usual one, related to cluster defini-
tion. By cluster we indicate a subset of entities that could
be potentially monitored (e.g., a set of coordinates where
sensors could be placed), and not a subset of sensor
nodes; thus, in our terms, cluster formation mainly de-
pends on the environment and the physical phenome-
na in which we would like to find the redundancy. The
nodes can move over those clusters, which are slowly
changing in time. In order to better understand our mo-
del, we introduce some basic definitions. Let F be a set
of entities that could be potentially monitored. Then, ƒi ∈F
is the i-th cluster, i.e., a subset of F in which each of the
entities can be mutually described based on another
arbitrary entity in the same set, within a user specified
error bound. Thus, we need to sample only one of the en-
tities in the cluster, and then can estimate any other en-
tity in the same set. When cluster ƒi is monitored using
k nodes, we call it k-coverage, where the redundancy

is 1: k ; thus, k–1 nodes can be sent to sleep mode. The
number and the topology of the clusters ƒ depend on
several factors such as the monitored physical pheno-
mena, the environment, or the error bound. The clusters
might also dynamically change in time. If we have two
clusters ƒi and ƒj, and we manage in a way to estimate
any of the entities in ƒi based on the readings of any en-
tity in ƒj, the two abstract clusters will merge.

When ∀ƒi ∈F is monitored by one and only one node
ni, we call the coverage perfect. This can be achieved
only if N ≥|ƒ| where |ƒ| is the number of clusters and N
is the number of nodes. Since the structure of the clus-
ters is unknown, we overdeploy the field F in order to
increase the probability P(∀j ∃i :ni→ƒj), where n_i→ƒj
means that node ni measures one of the entities in clus-
ter ƒj. Therefore, the global lifetime of the network GL
(i.e., the time until ∀j ∃i :ni→ƒj holds) can be easily com-
puted:

(1.1)

where Mj is a set of nodes that measure entities in
cluster ƒj, Mj

i is the i-th node’s index in this cluster, Bi i s
the battery capacity of node ni (in [mA/h]), and C is the
power consumption of a particular node in [mA] (i.e., we
suppose that all of the nodes are similar and have the
same power requirements).

In this paper we propose thus a dynamic sleep sche-
duling protocol that aims at maximizing global network
lifetime while ensuring that all clusters are monitored
by at least one awake node all the time. 

This paper is organized as follows. Section 2 discus-
ses the related work, while in Section 3 we show a short
real-world case study to emphasize the linear associa-
tion between temperature measurements; based on the
described properties, we propose a simple model for
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Energy efficiency in wireless sensor networks is a major issue, since the sensors usually have limited and irreplaceable power
sources. Sleep scheduling solutions proved to be exceptionally effective strategies to achieve this goal. Numerous such algorithms
have been proposed and examined, but virtually without any considerable support for dynamic systems. In this paper we propose
and analyze an adaptive, soft-state, fully distributed and robust sleep scheduling method that can easily cope with frequent
node failures. The proposed scheme can dynamically eliminate the redundancy and estimate the deficient data based on learned
relations in a way to ensure low and balanced energy consumption. This is done without the need for offline pre-computations,
dedicated phases, time synchronization, localization, or base station assistance. We compare our technique with deterministic
clustering methods, provide parameter sensitivity analysis and discuss the simulation results.
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the analysis that is done in the next sections. In Sec-
tion 4 we describe and analyze the adaptive regression
method, which is the main component of the Adaptive
Sampling Protocol (ASP) we propose. Then, in Section 5
we present the complete, fully distributed network le-
vel solution. In Section 6 we show the simulation re-
sults, define the deterministic clustering to which we
compare our solution, and investigate the power bal-
ancing capabilities of the protocol. Finally, in Section 7
we conclude the paper.

2. Related work

The early papers on energy efficiency were discussing
fault tolerance [2] or energy-efficient routing [3], but sleep
scheduling, i.e., sparing the energy of the network by
placing a subset of nodes into sleeping mode, is a rela-
tively new approach [4]. It is true that sleep based pro-
tocols are common in wireless networks generally, as
battery energy can be significantly preserved if the mo-
bile device is in sleep mode. However, sleep schedul-
ing in wireless sensor networks is a much more sophis-
ticated problem. Sensors are not standalone devices,
they are responsible together for the monitoring task.
Therefore, a sleep scheduling protocol should enable
sensors to take turns in sleeping and preserve their ener-
gy while ensuring however, that the monitoring quality
is not affected. In the last few years, many papers dis-
cussed a wide range of sleep-scheduling solutions. For
instance [5] discussed localized sleeping algorithms
based on distributed detection for differential surveil-
lance, [4] discussed system issues and focused on pro-
totyping, while [6] focused on the detection of rare events.
However, all of these solutions are based on static, and
not adaptive methods. In this paper we discuss an app-
lication layer approach, as opposed to many other me-
thods and protocols that achieve higher energy eff ic i-
ency operating on lower layers, like the MAC – medium
access control layer [7-9]. Similar ideas to our method
are also explored in [10].

In [11] authors proposed a similar coverage-preserv-
ing node-scheduling scheme which can reduce energy
consumption and therefore increase system lifetime by
turning off some redundant nodes. They presented a ba-
sic model for coverage-based off-duty eligibility rule and
then extended it to several different scenarios. Each
node in the network autonomously and periodically makes
decisions on whether to turn itself on or off, using only
local neighbor information. To preserve sensing cover-
age, a node decides to turn itself off when it discovers
that its neighbors (sponsors) can help in monitoring its
whole working area. To avoid blind points, which may
appear when two neighboring nodes expect each other’s
sponsoring, a backoff-based scheme is introduced to
let each node delay its decision with a random period
of time. This method assumes however that nodes know
their position and sensing range, which in addition is cir-
cular and has the same radius for all nodes. Further, this

method can not fully exploit the linear correlations be-
tween the measurements and it is not able either to ba-
lance the available power levels in the network.

In [12] authors proposed a scheme in which the life-
time of a sensor node is divided into epochs. For each
epoch, the base station computes a minimum set of ac-
tive nodes, based on the current level of coverage re-
quirement, i.e., each sensor samples the field only if it
is chosen by the base station to do so. In [13] the authors’
approach has two phases. The first one is the develop-
ment of models (offline) for predicting the measurements
of one sensor using data from other sensors. The second
is the creation of the maximal number of subgroups of
disjoint nodes so that for each such subgroup the mea-
sured data is sufficient to recover the measurements
of the entire sensor network. For prediction of the sen-
sor measurements, the authors introduced a new opti-
mal non-parametric polynomial time isotonic regression.
To capture the evolving dynamics of the instrumented
environment, they monitor the prediction errors occa-
sionally to trigger adaptation of the models.

These schemes usually assume a static level of co-
verage, but even if adaptivity is ensured, either the pa-
rameters of the adaptive model are computed offline, or
the adaptive algorithm is controlled by a central base
station, or the used model is too restricted. There are
three main disadvantages to an adaptive, but centraliz-
ed approach. First, there is a significant communication
overhead. Second, the response time to dynamic events
might be unacceptably high. Third, if the base station
is temporarily unavailable, the sleep scheduling on the
whole network is disrupted; as a result, the sensor net-
work cannot continue to function efficiently.

Our proposed method differs from existing works,
since the adaptation to dynamic events is online and
continuous; there is no need for dedicated phases, nor
for base station assistance, since the measurements
of sleeping nodes are approximated locally. Also, our
proposed ASP protocol can support mobility, it is fully
distributed, can be gradually enabled on the network,
does not need position information, the model has no
restriction on sensing range and finally it is a robust so-
lution in terms of node failures.

3. Short case study

In this section we will shortly describe the correlation
and statistical properties of temperature and luminosity
samples, in order to support our model.

In a dormitory room we placed five sensors that mea-
sured temperature and luminosity for three days. The
room residents were living their normal daily life with-
out any interruption or alteration. We used identical sen-
sors, deployed as shown by the numbered points in Fig. 1
(left). We can see that node n5 was close to the heater
and to the windows, it had therefore the biggest tempe-
rature interferences. On the same figure we can see the
ceiling fluor lamps and the reading lamps (marked with L)
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as well. We can thus see that node n3 had the largest light
interference caused by a reading lamp. Naturally, the
room residents caused additional interferences. This ar-
rangement ensured real-world measurements. The used
nodes were Crossbow MICA-Z motes [14], running the Tiny
OS [15] operating system with Zigbee stack. Motes were
equipped with an ISM radio transceiver (2.4 GHz IEEE
802.15.4) with a maximum data rate of 250 kbps, and had
4 Kbytes of internal memory. The sensor and data ac-
quisition card plugged into the processor radio board
collected light and temperature measurements with a
one minute sampling rate. In short, we collected tempe-
rature and light samples from five different sensors over
three days, sampled every minute without interruption.

In Fig. 1 (right) we see the correlations between mea-
surements, represented on specific graphs for each pair
of nodes. For instance, let’s take the graph that describ-
es the relations between temperature readings of nodes
n3 (Temp3) and n2 (Temp2). For any given time t there is
a corresponding point on the graph, with the readings on
node n3 represented on the x axis, and the readings of
node n2 on the y axis. As it can be seen, every graph has
its inverse, which does not hold extra information, be-
cause the sub-graphs are symmetric, i.e. [Temp3, Temp2]

is the exact inverse of [Temp2, Temp3]. We can see that
node n2 is well correlated with the measurements of
node n3, because they are close to each other and are
far from the windows. By contrast n3 and n4 are closer to
each other, but n4 is close to the window as well, and it
is thus exposed to significant temperature disturban-
ces (the room residents often ventilated the room). In
our measurements a significant spatial correlation can
be observed, which we exploit (among others) in the
Adaptive Regression procedure our protocol builds on
(details will be given later).

Fig. 2 presents the sampled temperature (the Mote’s
ADC output can be converted to degrees using the Stein-
hart-Hart equation) and luminosity data; superimposed
on the plot is a line joining the first and third quartiles
of the samples. This line is extrapolated out to the ends
of the sample to help evaluate the linearity of the data.
The purpose of a normal probability plot is to graphi-
cally assess whether the data could come from a nor-
mal distribution or not. If the data are normal, the plot will
be linear, while other distribution types will introduce
curvatures in the plot. We can see that our samples app-
roximately follow a normal distribution; thus, we assume
normality of samples originating from short sampling in-
tervals (window size of several minutes).

Since the strong linear correlation in an over-dep-
loyed sensor network is typical, especially when moni-

toring temperature, humidity, light,
etc., we have chosen a simple li-
near regression model. Another
reason is the well known fact that
if the samples are normally dist-
ributed then the relation between
the measurements could only be
linear.

We will generate a number of
artificial samples for two nodes of
different (linear) correlation struc-
ture, in order to observe and com-
pare the adaptation response and
behavior. The first node’s (ni) mea-
surements X ∈N (µ2,σ2) are model-
ed by normal distribution. The sec-
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Deployment (left)

and internode
correlation (right)

Figure 2. 
Two typical normal probabil i ty plots of temperature and 
luminosi ty samples



ond node’s  (nj) measurements Y are modeled through a
linear relation, as follows. Let Z ∈N (µ1, σ1) then:

(3.1)

where a,b are the parameters that affect the linear re-
lation, while k affects the strength of the relation between
X and Y. If (3.1) is true then:

(3.2)

The α and β parameters of the linear regression (Y ≈
αX + β) are as follows:

(3.3)

(3.4)

Further the Pearson product-moment correlation co-
efficient for this model is:

(3.5)

This coefficient is zero (no relationship) if k=1 and
there is an exact linear relationship (Y =aX + b) if k=0:

(3.6)

(3.7)

This model will be assumed throughout the analyti-
cal evaluations of the proposed protocol (or for sample
generation during simulations if not stated differently).

4. The adaptive regression method

In this section we describe the main component of our
Adaptive Sampling Protocol (ASP), the adaptive regres-
sion (AR) method. This method is used to track other

nodes in the network and interpolate the measurements
of those nodes if needed. Thus, the AR method deals on-
ly with two nodes: the local node that executes the AR
method and a distant node being tracked by the local
node. 

The adaptation, i.e., the adaptive regression method
is simple. The main idea is as follows. In each iteration
(when a sample arrives from the distant node) the local
node samples the environment as well and pushes the
sample pair (local and distant measurement) into a sam-
ple FIFO buffer. We use this buffer for estimating the li-
near regression parameters and the expected error. For
each monitored neighboring node, the local node has
separate FIFO buffers, and each newly received distant
sample is pushed into the proper buffer, along with the
latest local measurement. Then, the node recalculates
the parameters of the linear regression when needed. 

The length of the FIFO in an ideal situation is 2 since
this is enough to determine the linear relation. However,
in real world measurements there is a significant noise;
therefore, we need to have more than two samples (typi-
cally 10-30). The optimal number depends on the amount
of noise present (lower bound) and on how fast the cor-
relation structure changes (upper bound). Basically, the
length of the FIFO should be determined empirically;
however, a 20 unit long FIFO is a good trade-off between
correlation detection time and noise immunity in most ca-
ses regarding temperature or humidity measurements. 

The method can dynamically determine if two diffe-
rent clusters fi and fj can be merged together (if there is
a strong linear relation), switch off the redundant node
and therefore prolong the global lifetime GL of the net-
work. In the beginning, we assume that ∀j ∃!i :ni→ƒj; the
coverage is perfect, N ≥ |ƒ| is satisfied. Let x [t ] be a sam-
ple from one of the entities in cluster ƒi (a realization of
X), sampled by node ni at moment t. Similarly, let y [t ] be
a sample from one of the entities in cluster ƒj  (a reali-
zation of Y), sampled by node nj at the same moment.
Two clusters ƒi and ƒj can be merged at moment tk, for a
period tp, if ∃a [tk ],b [tk ] so that:

(4.1)

where Uerr is the user specified mean square error
(MSE). Naturally, we have to know the MSE of our model
before we send nodes ni or nj to sleep mode for a time
interval tp. We continuously estimate the mean square
error of our model, and if (4.1) is satisfied, we presume
that the process is stationary for another time interval
tp. Then, we send one of the nodes to sleep mode for tp,
while the awaken node will regress the sleeping node’s
measurements (based on the estimated regression line)
and send them to the sink, on behalf of the sleeping
node. The parameter estimation in case of linear re-
gression [16,17] is well known, so we only summarize
the equations. 

Let {x [t k],y [t k]},{x [t k+1],y [t k+1]},..., {x [t k+t p],y [t k+t p]}
be the discrete samples from clusters ƒi and ƒj, sampled
by nodes ni and nj.
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If
(4.2)

and

(4.3)

the sum specified in (4.1) will be minimal; thus, the li-
near model is optimally set. In our algorithm we are con-
tinuously pushing the [x ,y] pairs to a FIFO queue, and
with each new learning pair we update the latest a, b,
ainv, binv parameters. For all of the monitored clusters ƒ,
node ni can have separate and independent FIFO que-
ues (as in the ASP protocol described later).

The sum specified in (4.1) is the estimation of the
expected error. For simplicity let {x [t k], y [t k]},{x [t k+1],
y [t k+1]},..., {x [t k+t p ],y [t k+t p ] } be the discrete samples
from clusters ƒi and ƒj, sampled by nodes ni and nj.

(4.4)

Lemma 1: If (4.2) and (4.3) is true then

(4.5)
Proof:

The expected error calculated by the adaptive reg-
ression method is:

(4.7)

As we pointed out earlier, if the expected error is low-
er than the error specified by the user, one of the nodes
goes to sleep mode, depending on which node has less
energy remaining; this will ensure proper power balanc-
ing, which extends the GL (1.1) global lifetime of the net-
work.

5. The Adaptive Sampling Protocol

Each sensor node that executes the Adaptive Sampl-
ing Protocol (ASP) operates in three phases: adaptation,
bargaining, and interpolation. Moreover, the bargaining
phase has three steps: interpolation request, interpola-
tion response, and election. The protocol is composed of
(and can be well described by) three distinct extended
finite state machine (EFSM) models. However, because of
space limitations, we focus only on the overall behavior
of the ASP protocol. Our solution exploits a potential
that we pointed out in Section 3, namely that the nodes
close to each other are usually well correlated. We also
assume that these close by nodes can hear each other
as well.

In Fig. 3.1 we can see the adaptation phase. We will
focus on node X and its neighboring nodes Yn. Each
node in the adaptation phase grabs packets from its
surroundings. In this example nodes Y1, Y2, Y3 can re-
ceive the packets transmitted by node X node and exe-
cute a copy of the adaptive regression method for node
X. On the other hand, let’s say that node Z receives
the packets as well, but it does not monitor node X,
since it does not have enough resources (the maximum
number of monitored nodes has been already reach-
ed). The unlabeled nodes can’t receive the packets of
node X, since they are too far away. With each new sam-
ple that X sends to the base station, the Y nodes adapt
their model as described in the previous sections.

In Fig. 3.2 we can see the interpolation request step
of the bargaining phase. In order to decrease the com-
munication overhead, the interpolation request is imp-
licit; it is thus embedded into the packet which carries
the latest measurement. The nodes are sending inter-
polation requests by uniform distribution. The probabi-
lity of sending the request could be increased based
on the available power levels, gradually enabling there-
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fore the sleep scheduling in the network. Since the in-
terpolation request is included in a packet that carries
the samples, only those nodes can hear the request which
have heard the samples and potentially adapted their mo-
del to node X. An interpolation request does not gener-
ate any unnecessary overhead (since it is embedded),
because if some node replies to it, an interpolation phase
will certainly follow (i.e., one of the nodes will certainly
sleep). 

Since the energy spared during sleeping is much
more than the energy spent for replying the request (ma-
ximum each neighbor can send one single reply, where
the number of neighbors is typically below five to ten),
increasing the probability to send a request results in
more energy savings. When this probability is 1 (const-
antly sending the request), then the ASP protocol spares
as much energy as the user specified quality threshold
and the correlation structure of the measurements per-
mits.

In Fig. 3.3 we can see the interpolation response step
of the bargaining phase. Only those nodes (from the vi-
cinity of node X) answer the interpolation request whose
model’s expected quality of regression is below the us-
er specified threshold of expected quality Teq. Here we
extended the adaptive regression method with a quality
definition. The expected quality is a weighted sum of the
expected error (as described in Section 4) and the aver-
age age of the sample pairs in the sample FIFO queue,
based on which we calculate the parameters of the li-
near regression. In distributed environments this exten-
sion is necessary since we have more than two nodes
in the network and they can constantly move as well. It
can easily happen that the monitored node X moves out
of the receiving range of nodes Yn, and then it moves
back after a while; this would cause the samples to be
fragmented in time in the sample buffer of nodes Yn. In
other words, the samples in the FIFO queue will either
be too old or current ones, but nothing between them;
the samples will not be uniformly distributed, which dis-
torts the regression. We can detect and control the ef-
fects of this distortion since the average age of the sam-
ples is increasing with the dispersion of the age of sample
pairs. 

In this example, let say that the dispersion of the age
of sample pairs in the buffer of node Y1 is too high; thus,
the expected quality of regression is high as well, which
results in node Y1 not answering the request of node X.
Please note that the expected quality metric is inverted
(the lower the expected quality, the better the extrapo-
lation). Since node Z did not monitor the measurements
of node X, it does not answer the request either. Nodes
Y2 and Y3 answer the implicit interpolation request of
node X with an interpolation response that carries the
particular node’s actual power level and its inverse reg-
ression parameters.

In Fig. 3.4 we can see the election step of the bar-
gaining phase. After node X received the actual power
level and inverse regression parameters, of the candi-
date nodes (Y), it selects the node with the minimal po-

wer level (in our example Y2). At this point, we determin-
ed which pair to involve in the regression phase. How-
ever, node X has also to decide which of the two nodes
(X or Y2) will go to sleep. The decision is simple: the node
with less energy remaining. After the decisions, node
X informs the winner candidate, and the selected node
goes to sleep mode for a predetermined time interval Tp.

In Fig. 3.5 we can see the interpolation phase. In our
example node Y2 goes to sleep for a predetermined in-
terval Tp, and during that period node X interpolates its
samples and sends them to the base station on behalf
of node Y2. In order to interpolate the measurements of
node Y2, node X uses the inverse regression parame-
ters that Y2 has sent in the interpolation response step
of the bargaining phase. Nodes X and Y2 are in interpo-
lation and sleeping mode, respectively. During this state,
sleep request from other nodes (in this example nodes
A and B) are ignored.

Since the protocol is soft state and fully distributed,
it can handle frequent node failures as well. If a node
fails during the adaptation or interpolation phase, this is
equivalent with the situation when the failed node doesn’t
have a good model for interpolating the requesting node’s
measurements (i.e., it does not answer the request in any
way). If a node fails in any other phase, the worst case
scenario (when the node doing the interpolation fails)
is that for a single Tp time interval (which is measured in
seconds) we lose the measurements of that cluster (two
nodes). After that, the protocol naturally recovers from
the failure through the next interpolation request.

The ASP protocol takes into account node power le-
vels, in order to ensure proper power balancing, as well
as the expected quality of the interpolation. Since the ex-
pected quality, as a statistical measure, is much less re-
liable, and the power balancing is an important task (to
extend the global lifetime of the network), the protocol
ensures the node that goes to sleep is always the one
which has the less energy remaining, in the vicinity of
node X (including node X itself). In the same time, only
those nodes will answer the interpolation request of node
X for which the expected quality (composed of expect-
ed error, as described earlier, and the average age of
the samples in the buffer) is less than a user specified
expected quality bound. This allows us to influence the
interpolation error. Furthermore, the sleep scheduling
protocol can be gradually enabled on the network, as de-
scribed earlier.

In the ASP the expected quality of the regression is
calculated as a weighted sum of the expected error and
the average age of the samples. Since the expected er-
ror is not symmetric, we have to calculate the expected
quality on both sides of the regression. The average age
of samples is symmetric, since we are calculating the
average age of learning points from the same buffer, for
each side. The symmetry of the average age of samples
is straightforward; however, the asymmetry of the ex-
pected error needs a minor explanation.

Lemma 2: If the standard deviations of the measure-
ments of two nodes X,Y are finite, nonzero, different, and
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the Pearson product-moment correlation coefficient is
not ±1, then the expected error (as we defined it in Sec-
tion 3) is not symmetric (which is usually the case):

(5.1)
Proof:

(5.2)

(5.3)

(5.4)

(5.5)

(5.6)

(5.7)

This is the reason why we need to send the ainv and
binv parameters in the interpolation response phase along
with the battery status.

6. Simulation results

In this section we analyze and compare the Adaptive
Sampling Protocol with the deterministic clustering app-
roach. First we discuss the sample generation process
and its statistical properties. Then, we introduce the re-
ference model to which we compare the proposed me-
thod throughout this paper. We provide then performance
and overhead analysis, and finally we discuss the po-
wer balancing property of our protocol, which significant-
ly extends network lifetime.

A) Sample generation and analysis
We measured the properties of the samples in the

following manner. First we generated 25x10000 sam-
ples for 25 nodes (for each node 10000 samples). The
sampling frequency of the nodes was 1Hz and they were
able to execute 100 logical operations in 1 second (100
state transitions per second in the EFSMs). Thus, for 100
seconds of simulation time, we needed 100x100=10000
samples, where each sample represents 10 ms holdup
in time. The typical sample’s buffer length was 20, there
was thus a 20-entries long FIFO in which we shifted the
samples (pushed one to the top, and discarded one from
the bottom of the FIFO, in each second), while we conti-
nuously computed the statistical properties of the sam-
ples in the FIFO. We have randomly chosen two nodes,
and plotted the result in Fig. 4 as illustration.

As we can see, the covariance, the dispersion and
the expected error on both nodes are continuously chang-
ing (as we discussed in Section 3). The range and pro-
file of the curves are similar between each pair of mea-
surements, but the maximum and the inflection points
are differently situated. What is typical for each pair is
the decreasing determination index (or coefficient). The
reason why we generated such samples needs a short
explanation. The variation of the samples is made up of

two parts: the part that can be explained by the regres-
sion equation (this is the determination index) and the
part that can’t be explained by the regression. The de-
termination index can have many different definitions,
depending on the class of problem. In our case (linear
regression) the determination index (or coefficient) is ex-
actly the square of the Pearson product-moment corre-
lation coefficient.

According to Lemma 1 and the definition of the ex-
pected error (in Section 4):

(6.1)

Since the regression function ƒ(X) in our case is li-
near ƒ(X) = aX +b: 

Therefore, if the determination index is 1, there is no
introduced error by the adaptive regression (there is an
exact linear relation between the measurements of the lo-
cal and the distant node). As the determination index is
decreasing the performance of the adaptive regression
(AR) is declining as well. If the determination index is zero
then the linear regression can’t explain the variance of
the extrapolated node by definition. If the samples are

INFOCOMMUNICATIONS JOURNAL

26 VOLUME LXV. • 2010/IV

Proof:

Figure 4.  Typical stat ist ical propert ies of samples

(6.2)



normally distributed (as we presumed and demonst-
rated in our scenario) they are independent as well.

B) Deterministic clustering
The deterministic clustering approach is (implicitly)

widely used in existing sleep scheduling protocols. The
main idea is that if we form the clusters in an overde-
ployed network based on topological distances (the nodes
that are close to each other form a cluster), then with the
measurements of one node we can approximate the ot-
her nodes in the same cluster (they are measuring app-
roximately the same values, as discussed in Section 3).
We select a cluster head which measures the environ-
ment, and the rest of the nodes are going to sleep mode
until the cycle ends. In each cycle a new node (from the
same cluster) assumes the role of the cluster head, this
node being chosen in a deterministic or probabilistic
manner. These protocols are however unaware of the
current measurements, and the clustering is static; they
do not support dynamic environments, where the cor-
relations between nodes are changing.

Our reference model (referred as deterministic clus-
tering) is as follows. We divide the network into two-node
clusters (if there is an odd number of nodes, then the last
cluster consists of three nodes) in order to be compar-
able with the ASP protocol which dynamically creates
two-node clusters as well. In each cluster one of the nodes
is always sleeping, while the awaken node samples the
environment and sends the measurement to the sink
on behalf of both nodes. In each cycle (sampling period)
the nodes assume reverse roles, in order to sustain the
network’s power dispersion. The error that this model
makes is the squared measurement difference between
the measurements of the awake and the sleeping node.
If we compute the average error in the network for each
cluster, we get the mean squared error (MSE) of the de-
terministic clustering in a given cycle.

In Fig. 5 we can see the comparison between the
MSE obtained for the deterministic clustering protocol
(not aware of measurements) and for the Adaptive Sampl-
ing Protocol, which is aware of the measurements and
the correlation structure. The reason for the high MSE
values between seconds 10 and 40 is that the dispersion
of the measurements between the samples is higher (due
for example to node or event mobility). After 60 seconds
of simulation, the dispersion is significantly smaller,

which means that the nodes are measuring similar val-
ues (that’s why the blind deterministic clustering per-
forms so well). As you can see, the ASP protocol can
adapt to dynamic environments. In the rest of the ana-
lysis we will usually compute the average MSE of the
protocol per simulation run. In this case, for 80 seconds
of simulation (one run) the average error made by ASP
is approximately 27, while the average error made by the
deterministic clustering scheme is approximately 103.

C) Performance of the ASP protocol and comparisons
In this section we compare and analyze the Adap-

tive Sampling Protocol. First we provide a parameter sen-
sitivity analysis for the length of the sample buffer and
the user specified threshold of expected quality; then,
we also discuss the protocol’s overhead.

In Fig. 6 we can see the protocol’s behavior if we
change the length of the sample FIFO (queue) buffer, as
well as its effect on the protocol overhead. As it can be
expected, if we increase the size of the sample buffer,
the response time of the ASP protocol (for correlation
changes) increases. In other words, if the correlation
structure between two monitored nodes changes (rela-
tively) quickly, the expected quality will not decrease
below the user specified threshold (TEq) so rapidly; there-
fore, the interpolation request will be rejected and there
will be thus less sleep cycles (in general), as the figure
shows. The protocol’s overhead is measured in the num-
ber of extra packets sent, which is strongly correlated
with the number of sleep cycles. In order to avoid redun-
dancy, we will discuss this issue in detail later.

If the number of sleep cycles is decreasing then na-
turally the power consumption is increasing. Fig. 7 shows
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Figure 5.  Deterministic clustering versus ASP

Figure 6.  
Sample buffer size sensit ivi ty (sleep cycles)

Figure 7.  
Sample buffer size sensit ivity (power consumption)



the average power consumption per node, for both the
ASP protocol and the deterministic clustering. We simu-
lated both protocols with the following parameters: there
were 25 nodes in the network (5x5 grid), the simulation
time was 1000 seconds, and the speed of the EFSMs was
100 ticks/sec. For a sleeping node we chose the power
consumption to be 0.001 units/tick and for the awake node
0.01 units/tick. Given the parameters, it is easy to com-
pute the average power consumption of a node for the

deterministic clustering: it is 550 units in this scenario
(550 = 500*100*0.01 + 500*100*0.001) since each node
is sleeping in half of the time. Given that the determin-
istic clustering has no sample FIFO, this consumption
is independent of the FIFO length; that’s why in the fig-
ure it appears as a straight line. If we increase the length
of the samples FIFO, the adaptation to correlation changes
is slowing down; many of the old samples are still in the
FIFO, they overweight the new samples, and thus the pro-
tocol can’t exploit short term correlations. This means
that the number of sleep cycles is decreasing (as we can
see in Fig. 7) and, therefore the power consumption is
slightly increasing.

In Fig. 8 we can see that if we increment the user spe-
cified threshold of expected quality, the extrapolation er-
ror is increasing as well. The simulation configuration is
as we described earlier. There are 25 nodes (in a 5x5
grid arrangement) in the network, and they are not mov-
ing. The samples that are fed to the network are as we
described in Section 6/A. Each node can track 8 nodes
and in the 5x5 grid each node has maximum 8 neighbors.
The simulation time is 1000 seconds and the sample buf-
fer length is 15. Like in the previous comparison, in this
static environment the ASP protocol outperforms the de-
terministic clustering roughly 3-4 times regarding the
estimation error. Please note that the samples between
nodes are virtually not correlated in 30% of the simula-
tion time, given that the typical determination index is
decreasing (as we discussed in Section 6/A.).

As we mentioned it earlier, the blind deterministic
clustering scheme results in the theoretically minimal
energy consumption. Fig. 9 indicates how much does the
power consumption of the ASP converge to this mini-
mum. However, as the power consumption is decreas-
ing, the extrapolation error is increasing (Fig. 8).

In Fig. 10 we can see the average number of sleep
cycles per node and the average number of sent messa-
ges per node, as we change the TEq (threshold of expect-
ed quality) parameter. As we pointed it out earlier, if the
TEq parameter increases, the number of sleep cycles in-
creases as well, and thus the power consumption de-
creases. Before each sleep cycle, there is a three step
negotiation, with the first step (interpolation request) be-
ing implicit (carried in the packet along with the sample).
The remaining two steps result in overhead packets, the
average overhead per node (in sent packets) is there-
fore strongly correlated with the number of sleep cycles,
and is increasing as the TEq parameter is increasing. The
number of overhead packets is approximately equal to the
number of sleep cycles times two; however, this relation
is strongly varying from node to node, although in average
(per node) this is a close estimation, as shown in Fig. 10.

This overhead could slightly increase if the neigh-
borhood of nodes is dense, since in this case more nodes
can apply for the competition (send an interpolation re-
sponse). The increase in node density means that a node
will probably have more neighbors. Since the number of
nodes that a particular node can track has a fixed upper
bound, the number of answers to interpolation requests

INFOCOMMUNICATIONS JOURNAL

28 VOLUME LXV. • 2010/IV

Figure 8.  TEq sensit ivity analysis (estimation error)

Figure 9.  TEq sensit ivity analysis (power consumption)

Figure 10.  TEq sensit ivi ty analysis (sleep cycles)

Figure 11.  Power dispersion comparison



in the network has an upper bound as well. When we si-
mulated the network’s behavior, we have set this para-
meter to be equal to the number of neighbors, maximiz-
ing thus the overhead in the described scenario. This
means that if the density of nodes increases with the
number of interpolation requests remaining constant, the
overhead will not be significantly higher. Of course, this
could increase the radio interference on the MAC layer,
but because of the distributed nature of the protocol this
would not affect significantly the overall behavior of the
ASP protocol.

D) Power balancing
In this section we discuss the power balancing ca-

pabilities of the Adaptive Sampling Protocol.
In Fig. 11 we can see the comparison of power bal-

ancing capabilities of the ASP and the deterministic clus-
tering. The deterministic functioning of the cluster bas-
ed approaches assures the detection time of events.
This capability usually infers the constant power dis-
persion in the network through time, which could signi-
ficantly decrease the global lifetime of the network. As
we can see in Fig. 11 the ASP balances the energy re-
serves of the network, and increases thus the global life-
time of the network (1.1).

Fig. 12 is a snapshot of energy reserves in the net-
work in the first second of the simulation time. As we
mentioned it earlier, the nodes were arranged into a 5x5
grid. During this simulation, each node could monitor
maximum 4 nodes and each node had maximum 4 neigh-
bors. The user specified threshold of expected quality
was 0.15, the samples buffer size was 20, and the initial
power dispersion was random (uniform distribution). As
we compare the snapshot from the first second with the
energy snapshot after 45 seconds (Fig. 13) of simulation
time, we can see that the nodes with higher energy re-
serves consume more energy than the others.

In other words, the ASP has the ability to logically trans-
fer energy reserves between nodes so as to extend the
global lifetime GL (1.1) of the network.

7. Conclusion

This paper proposes the Adaptive Sampling Protocol, a
fully distributed WSN protocol. Some of the applications
of the proposed method are target tracking, environmen-
tal monitoring, surveillance, early warning systems, etc.

In ASP the nodes in the network are monitoring each
other’s measurements, dynamically learn the linear re-
lations among them (if any), eliminate (send to sleep) the
redundant nodes, and estimate the deficient data with-
out the need for offline pre-computations, dedicated phas-
es, or base station assistance. There is no need for time
synchronization or localization. The algorithm is based
on continuous correlation monitoring and estimation,
where the extrapolation error can be influenced by a user
specified threshold of expected quality. The ASP proto-
col can be gradually enabled on the network, i.e., from
a deterministic functioning, when the detection time is
guaranteed, to the fully adaptive mode, when ASP spares
as much energy as the correlation patterns and the user
specified threshold permit. Another advantage of the ASP
protocol is the strong energy balancing capability which
could significantly extend the lifetime of the network. 

The ASP protocol is designed to support adaptive en-
vironments and as the survey [1] indicates, it’s a first of
its kind. ASP is a robust protocol and can function even
if the network has broken up to isolated segments; it
can easily cope with frequent node failures as well. Fur-
ther, the protocol overhead is well correlated with the
number of sleep cycles, which can be influenced by the
TEq parameter (as simulations showed). Since the com-
munication is local, the power requirements for the over-
head frames are minimal. Also, there are no network level
interferences introduced, as opposed to the base sta-
tion centralized approaches. If the measurements are not
correlated, then the ASP protocol switches back to de-
terministic mode, but only on that part of the network where
the linear association is under the threshold. The disad-
vantage of our protocol is that the power consumption
only converges to the theoretical minimum, but never reach-
es it. Further, one node can monitor multiple distant nodes
but can interpolate only one at a time. This means that
the protocol can dynamically create only two sized clus-
ters and thus the energy spared is limited to 50%.

The main component of the ASP protocol is the adap-
tive regression core, which we first discussed separate-
l y. We supported our assumptions with a short case study,
discussed the properties of the measurements and bas-
ed on this knowledge, we generated the samples for si-
mulations. The results show that the ASP protocol gene-
rally outperforms the clustering approaches and it con-
verges to the theoretically minimal energy consumption.
We showed that the power balancing capabilities of the
ASP protocol are strong. Furthermore, we showed that
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Figure 12.  Network power level status in the first second

Figure 13.  Network power level status after 45 seconds



with the user specified threshold of expected quality, the
real estimation error can be well influenced. 

In the future we will work on a distributed model which
can predict various occurrences of discrete events in
dynamic environments, based on a fully distributed (neu-
ro) Fuzzy architecture.
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1. Introduction

The most important measured parameters of an anten-
na are the input impedance and the radiation pattern.
Other parameters, for example the reflection coefficient
or the voltage standing-wave ratio can be calculated
from the input impedance, the directivity as well as the
gain can be obtained from the radiation pattern. The si-
mulated input impedance depends on the applied feed
model that is the reason why it is so important to know
the advantages and the disadvantages of the feeding mo-
dels. The most frequently used models are the current
probe model, the voltage gap generator, the magnetic
frill generator and the waveguide port. 

This paper presents the above mentioned approach-
es through a monopole antenna situated above a ground
plane. The Finite Element Method (FEM) has been used
in the numerical field analysis, which is a widely used
technique to solve partial differential equations obtain-
ed from Maxwell’s equations. Here, the Helmholtz-equa-
tion for the magnetic field intensity is studied in two di-
mensions supposing axial symmetry. First, the problem
and the corresponding equations are shown, and then
the four feeding models are described. After the presen-
tation of numerical results, a short discussion and sum-
mary close the paper.

2. Finite Element Method (FEM)
in antenna simulation

The FEM is a widely used numerical technique in com-
puter aided design of electrical engineering problems.
Only a brief introduction can be provided here, a detail-
ed description can be found in [1-3]. 

The basis of the technique is the discretization of the
problem region by simple elements. These finite ele-
ments are the triangle and the quadrangle in two dimen-
sional problems, or the tetrahedral, hexahedral and prism

elements in three dimensional problems. The system of
equations to be solved for the potentials or for the field
quantities can be assembled after obtaining the weak
formulation of the partial differential equations and the
boundary conditions of the problem. The latter equations
can be derived from Maxwell’s equations [1-4].

The problem to be presented here is a monopole an-
tenna situated above a ground plane [1]. The body of the
antenna is the inner wire of a coaxial transmission line
as it can be seen in Fig. 1. The following Maxwell’s equa-
tions must be solved in the domain Ω [4]:

(1)

(2)

(3)

(4)

where H, E, ω, ε, and µ are the magnetic field inten-
sity and the electric field intensity, the angular frequen-
cy of excitation, the permittivity and the permeability,
respectively. The phasor representation has been used,
because of the time-harmonic representation (the excita-
tion is supposed to be sinusoidal), i.e. j = √–1 is the ima-
ginary unit.

Figure 1.  The geometry of the monopole antenna
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The simulation of the input impedance and the radiation pattern of an antenna is very important in the design stage of antennas
when engineers use computer aided design software. Other parameters can be calculated from these data. 
The simulated input impedance depends on the applied feed model that is the reason why it is so important to know the behaviors
of the different feeding models. The most frequently used models are prescribed in the paper in the frame of the Finite Element
Method. The models can be used accurately in other numerical techniques as well.
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It is well known that the electromagnetic field of the
monopole antenna is transverse magnetic (TM) [1,2,4],
i.e. the magnetic field has only one component in the
ϕ-direction, and the electric field has two orthogonal com-
ponents, as it is denoted in Fig. 1. 

The electric field intensity must be normal to the sur-
face of the ground plane and the surface of the antenna,
i.e. the boundary condition

(5)
can be supposed on ΓE. Here n denotes the outer

normal unit vector.
On ΓS, absorbing boundary condition must be pre-

scribed to absorb the electromagnetic energy [1,2], 

(6)

which can be approximated by the first order ab-
sorbing boundary condition

(7)

where k0
2= ω2µε is the wave number in free space

(µ =µ0, ε= ε0). This models the unbounded space. The
calculation domain must be truncated somehow, be-
cause the discretization cannot be performed at infini-
ty, so the condition (7) on ΓS is available to decrease the
domain volume. The efficiency of absorbing the elect-
romagnetic energy along the boundary ΓS can be in-
creased by applying a perfectly matched layer (PML)
which outer boundary has been assigned as the ab-
sorbing boundary [1].

Finally, H x n = 0 must be satisfied along symmetry
planes (along the line r = 0 in axial symmetry situations).

It is evident that the application of the magnetic field
intensity as the primary variable results in the most eco-
nomic formulation. The partial differential equation to
be solved for the magnetic field intensity here is the
following [1,4]:

(8)

and E = (∇xH)/jωε is the electric field intensity from
(1) and (2). After some mathematical manipulations and
using (3), the following partial differential equation can
be obtained for Hϕ:

(9)

which is a scalar Helmholtz-equation of the magne-
tic field intensity.

3. Feeding Models in FEM

The feeding models of antennas are applied to take the
input of the antenna into account. The most widely used
feeding models are shown in Fig. 2 [1,5-7].

3.1 The current probe model 
The most widely used current probe model is a short

current with a delta function, e.g.

(10)

It models a wire with zero diameter, xƒ and yƒ are the
coordinates of the current I0 (xƒ = 0 and yƒ = 0 in Fig. 2/a),

and J has only one component in the z direction. This
infinitesimal dipole can be generalized in any direction
of the space. The electromagnetic field is singular in
the vicinity of the probe [1]. This is the reason why it is
more convenient to prescribe the magnetic field inten-
sity on the surface of the antenna wire as it is represent-
ed in Fig. 2/a. The ϕ-component of the magnetic field in-
tensity can be calculated by

(11)

and a = 1.52 mm is the radius of the antenna. The
length of the probe in the z direction should be as small
as possible, but it can be concluded that d << λ must
be specified, and λ is the wavelength of the electro-
magnetic wave in vacuum, λ = c /ƒ (c is the speed of light
and ƒ is the frequency of excitation).

Once the electric field E is determined by the app-
lied numerical method, the voltage across the probe can
be computed as

(12)

and the input impedance of the antenna is
(13)

The current distribution along the antenna can be
calculated by the following form of Ampere’s law:

(14)

3.2 The voltage gap generator
This model is basically used in the Method of Mom-

ents (MoM) [5], and it is based on the potential difference
U0 between the antenna and the ground plane as it is pre-
sented in Fig. 2/b. The z component of the electric field
can be obtained by

(15)

in the gap (0 ≤ z ≤ d ), and d the length of the gap. The
electric field intensity is prescribed along the line r = a,
and 0 ≤ z ≤ d (see in Fig. 2/b).

The current in the feeding point then can be calcu-
lated by (14) substituting z = 0, i.e. I = 2aπ Hϕ(z = 0), then
the input impedance can be obtained by Z = U0 /I. The
current distribution along the antenna can be simulated
by (14).

Figure 2.  Feeding models
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3.3 The magnetic frill generator 
The magnetic frill generator is a model of the antenna

input fed by a coaxial line [5]. The following electric field in-
tensity can be supposed in the radial direction by assum-
ing purely TEM mode inside the coaxial transmission line
(see in Fig. 2/c):

(16)

where a and b are the inner and outer radius of the
coaxial line (a = 1.52 mm and b = 3.5 mm). The current
distribution along the antenna can also be simulated
by (14), and the input impedance can be calculated in
the same way as presented in Section 3.2.

3.4 The waveguide port
The waveguide port model is more accurate and is a

more efficient approach in general case. This is based on
the weighted sum of TEM, TE and TM waveguide modes,
and the weighting coefficients are collected in tables [1].
This model has been implemented in Comsol Multiphy-
sics [8]. The scattering parameter (reflection coefficient)
S11 can be extracted from the simulated electric field,
finally, the input impedance can be obtained as [1,8]

(17)

whereZ0 = 50Ω is the characteristic impedance of the
waveguide. The reflection coefficient is calculated auto-
matically in Comsol when applying waveguide port.

4. Simulation results

The problem has been solved by the functions of the Ra-
dio Frequency module of Comsol Multiphysics [8]. This
software is a very efficient FEM design environment.
The aforementioned feeding models can be implemented
and tried out in an easy way. The models can be down-
loaded from the author’s homepage [9].

The ϕ-component of the magnetic field intensity has
been simulated by the TM Electromagnetic Waves app-
lication mode, and two dimensional axial symmetry plane
has been analyzed for simplicity, because the aim is
the study of the different models. Second order Lagrange
shape functions have been used to approximate the un-
known field quantity.

After some trials, 55296 triangles have been used
to mesh the geometry (Fig. 3), and it results in 111329 un-
knowns. This is a very dense mesh. The convergence
of the simulated input impedance can be seen in Fig. 4,
where the measured impedance is also shown. Measur-
ed data are from the paper [6]. The variation of input im-
pedance is practically the same when applying finer
and finer mesh. There is a permanent difference between
measured and simulated data. 

The geometry of the antenna has been subtracted
from the calculation domain, because it is supposed to
be made of ideal conducting material, i.e. discretization
is not necessary inside the wire. The same mesh has
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Figure 3.  
Dense FEM mesh, 

the vicinity of antenna is magnified



been used in all the frequency during the frequency
sweep in the range of 1 GHz and 4.5 GHz. A PML layer
has been inserted to improve the absorption of electro-
magnetic field, and the radius of the computational do-
main is 1 m.

Fig. 5 shows a comparison between measured in-
put impedance and simulated ones. The application of
current probe model results in the weakest approxima-
tion, the approximated value obtained from the other
models are practically the same.

The current distribution along the antenna is a very
important input data to calculate other important quan-
tities. 

A comparison between the obtained currents simulat-
ed by the above mentioned feeding models can be seen
in Fig. 6 at the frequencies ƒ= 1.5 GHz, 3 GHz and 4.5 GHz.
The results are practically the same, but a small differ-
ence can be seen in the vicinity of z = 0 (the feeding point),
and it is the effect of the different feeding models.

Fig. 7 shows the simulated field pattern of the mo-
nopole antenna at three different frequencies. The cha-
racteristics have been mirrored to the plane. It is noted
that the characteristics simulated by the different feed-
ing models are practically the same, i.e. the far field
region is not depending on the applied feeding model.
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Figure 4.  
Convergence of the solution 

vs. number of tr iangles

Figure 5.  
Comparison of the input impedance of 
the monopole antenna

Figure 6.  
Normalized current distribution along the antenna 

at three different frequencies

Figure 7.  
The normalized far f ield characteristics 
at three different frequencies



5. Summary

Feeding models of antennas have been presented in
the frame of FEM. The input impedance, the current dist-
ribution and the characteristics of a monopole antenna
on a ground plane have been simulated and compared
with measured data. The next step of the research work
is to apply the feeding models in the case of more com-
plex antennas in 3-dimensional situations, and to com-
pare the results with other numerical techniques, e.g.
with MoM.
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1. Introduction

Today’s electronic device manufacturing factories are
unimaginable without modern automated optical ins-
pection (AOI) systems. Humans are expensive and too
slow to keep up with the frenetic beat rates of today’s as-
sembly lines. Their eyes are not good enough to match
the output of ultra-fine manufacturing processes, and we
have difficulty keeping focused on very repetitive tasks
[14].

Nowadays, the most widespread optical inspection
systems in electronic device manufacturing are based
on analysis of high-resolution gray-scale camera pic-
tures created by monocular matrix camera. (In this ar-
ticle, we focus mainly on system built up on this prin-
ciple, especially on post-soldering inspection systems.)

The images created by AOI devices have a very special
feature which is useful in accurate and reliable quality
measurement systems. Namely, the pictures about the
same component type are either very similar to, or very
dissimilar from each other. Generally, the components
with good quality have very similar appearances; how-
ever the bad images differ in a high degree (Fig. 1). 

This article is about the similarity of AOI images.
First, we illustrate the possibilities and difficulties of si-
milarity measurement in optical inspection. Next, we
explain our novel similarity measurement method bas-
ed on image processing, statistical, outlier detection and
classification techniques. Finally, we show two impor-
tant examples in AOI systems (image database filtering,
decision support system for human operators) where
our algorithm provides an excellent solution.
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Image similarity measurement is one of the most important topics in industrial image processing systems. 
In automated optical inspection (AOI) in electronic device manufacturing, the widely used methods are built mainly on separated
analysis of gray-scale images, and do not apply the high similarity between captured pictures. 
This paper presents a new methodology to measure the relative similarity of AOI images. Our method utilizes and satisfies 
the special conditions and requirements of AOI systems. The need for human intervention (parameter adjustment, calibration) is
almost totally eliminated. As our experiments show, our novel techniques classify more than 98% of images in the perfect classes
which makes the techniques built on this similarity measurement method entirely useful in industrial applications already 
at this stage of our research.
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Figure 1.  
Similari ty of AOI
images



2. Image similarity measurement 
in AOI systems

2.1 Process model of AOI system
First of all, we briefly present a generalized ideal mo-

del of automated optical inspection systems of post-
soldering printed circuit board (PCB) inspection (Fig. 2).
By means of this simplified model we explain the envi-
ronment where our techniques and algorithms can be
placed. We present also several keywords which con-
stitute the basic terminology of this article (marked as
i talic).

After a manufacturing step, the PCB is put in the AOI
device specified to inspect the errors of previous pro-
cesses (1). The AOI device loads the parameter values
according to the type of the actual PCB (2) and executes
the optical inspection procedure (AOI algorithm, AOI mac-
ro). (3): the AOI device creates several images, performs
image processing algorithms and classifies the compo-
nents as “good” or “bad”. The images classified as good
are stored in the “good” part of the image database (4).
If the PCB contains some errors, it is sent to the repair
station with error information like error codes, locations
and error images containing components classified as
bad (5). The human operator at the repair station re-ins-
pects the received errors. If an error is a “real  error”
(namely the AOI device is right), the PCB will be remov-
ed from the manufacturing line (sometimes the human
operator can repair the error) and the image containing
the bad component is stored in the “error” part of the
image base (6). 

If the AOI machine failed (false alarm or false-call),
the image is sent to the “false-call” group in the image
database (7). It is also possible that a bad component is
not recognized by the AOI devices and it will be identi-
fied only at a later manufacturing process or at usage
(“slippage”). The slipped images are also stored in the
“error” part of image base later (8).

If the AOI system does not work with appropriate qua-
lity (i.e. too many false calls occur, or a slippage is iden-

tified), an AOI process engineer optimizes the AOI ins-
pection algorithms (9): he or she tunes the macro’s para-
meters or changes the working process of the algorithm.
To verify the optimization’s result, he runs the adjusted
macro on the old images stored in the image database.
If the new algorithm has better inspection quality than
the old one, the old will be replaced with the new.

2.2 Background
As mentioned in the Introduction, the images contain-

ing good components are very similar to each other, but
the real error pictures differ from them (and also from
each other) to a high degree. This occurrence motivat-
ed us to apply image similarity measurement as clas-
sification method. Our algorithm compares the image
under inspection with a special image database – which
contains good and bad reference images –, and the pro-
posed class is calculated by means of this similarity in-
formation.

At this point, the following important question arises:
when is an image “enough similar” to a set of good ima-
ges? Similarity is only a qualitative mark, but for clas-
sification in AOI system it is necessary to use quanti-
tative metrics. To determine an exact classification thres-
hold, which is valid for all types of components, is a quite
impossible task.

The basis of our technique is that we consider the
similarity as a relative, but quantitative measurement
value. The algorithm calculates a similarity degree for
all images, also for references and also for actual inspec-
tion image. The classification decision can be execut-
ed depending on the actual situation (actual similarity
degrees of reference images). This principle precludes
the mentioned definability question of similarity.

In the following, we present first an overview of the
related work. Next we introduce the requirements about
a similarity measurement system in field of AOI. Fi-
nally, our novel method will be explained how can the
similarity degrees of images in an image-database cal-
culated.

Novel image similarity measurement in AOI
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2.3 Related works
In automated optical inspection systems, the image

similarity measurement is used to find the images con-
taining faulty components. In the literature and industry,
there are two main directions in optical quality measure-
ment.

In the first group, where the most widespread meth-
ods are located, the captured images are separately
analysed by means of image processing and classifi-
cation algorithms using several predetermined parame-
ters. They process only the actual images, and they do
not take into account information about earlier results.

Wang et al. [22] proposed a new approach using ac-
celerated species based particle swarm optimization
for multi-template matching. The method completed the
general PSO algorithm to allow the particles to search
for multiple optima (either local or global) simultane-
ously to overcome the deficiency of the original PSO in
multimodal optimization problems.

The paper written by Mar et al. [17] presented a com-
puter vision system for automatic detection, localisation
and segmentation of solder joints on PCBs under diffe-
rent illumination conditions. After an illumination norma-
lization approach, the PCB image is transformed from
an RGB colour space to a YIQ colour space for the ef-
fective detection of solder joints from the background.
Finally, by thresholding and region filling, the solder joint
are segmented and classified.

An interesting solution was proposed by Kong and
Wang in 2007 [12]. Their paper deals with the reconstruc-
tion of the solder joint’s surface in PCB based on shape
from shading technology which is an important non-
contact measurement method.

The second frequent way in optical inspection of PCBs
is the usage of special computational models like arti-
ficial neural networks. Acciani et al. in 2006 [1,2] deve-
loped a solder joint classification method which uses
multiple neural networks. Five different levels of solder
quality in respect to the amount of solder paste have been
defined. Two feature vectors extracted from the images’
region of interest feed the neural network system for the
classification.

A complete system to detect mounting defects in the
circuits in presented in [5]. The authors processed the
AOI images using wavelet transform and neural net-
works, for low computational cost and acceptable pre-
cision.

An artificial neural network (ANN) was used by Ong et
al and presented in [18]. They combined orthogonal and
oblique gray-level images at pixel level which were then
directly input into an ANN for processing, eliminating
the need to determine heuristic features. Learning vec-
tor quantization architecture was used as the classifier.

These approaches can solve several important prob-
lems in field of automated optical inspection, but they
have also limitations. Namely, there are several fields
of quality inspection in electronic manufacturing where
special requirements need to be considered and the
current approaches cannot satisfy them.

Our novel similarity measurement technique was deve-
loped based on these requirements. In next section, we
will present four general conditions which are very im-
portant in case of optical inspection algorithm. In Sec-
tion 3 (3.1, 3.2), we will propose two new approaches
built on novel similarity metric where we will show the
details of current approaches’ limitations and present
what the proposed method adds to the state of the art.

2.4 Special requirements
Our main goal is to estimate the appropriate class of

an inspection image only by means of a reference image
database using image similarity measurement. To pro-
duce a well usable classification system, our method
needs to satisfy the following requirements:

• Flexibility. The general AOI inspection algorithms
are rigid measurement methods. After adjusting their
parameters, they execute the same steps with same
conditions, and they do not react to the manufacturing
changes directly and immediately. This is one of reasons
of the relative high false call rate. Because our method
aims at reducing this problem, it needs to adapt itself
to the actual conditions and environment continually and
automatically. 

• No parameters. Our method contains image pro-
cessing, outlier detection, clustering and statistical al-
gorithms which have several parameters. Our purpose
is that the values of these parameters would be calcu-
lated by the algorithm during runtime and not by human
experts during implementation time. This is also a pre-
condition of flexibility described in previous point.

• Transparency from image type. An AOI device in-
spects several different components creating very diffe-
rent images. We aimed at developing an algorithm which
can work on several types of images equally well.

• No a-priori information about AOI inspection algo-
rithm. An AOI macro inspects specified region of images
and executes special transformations. Our decision sup-
port algorithm does not consider this a-priori informa-
tion to avoid the dependency on the settings of the AOI
macro.

2.5 Calculation of similarity degree
The basic idea behind our similarity degree calcula-

tion in AOI systems is quite simple. The calculation time
of similarity degree is very critical because of high pro-
ductivity of the modern manufacturing lines. Therefore
to compare all error images with all corresponding ima-
ges is an impossible task in inspection process. This
urged us to develop a novel method which can estimate
the similarity degree without numerous compare calcu-
lations.

To solve this problem, the algorithm creates first a gol-
den template image which represents a general case
of ideal (good) images. The similarity degree is inherited
from the difference between the image and this golden
template.

Behind this simple theory, a complicated algorithm
lies with the following steps:
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1. Iterative translation compensation (pre-processing)
2. Calculation of golden template
3. Split into sub-images
4. Calculation of difference profile
5. Estimation of similarity degree
In the following the details of the algorithm will be pre-

sented. The results of the processing steps will be illust-
rated by means of image database about SOIC (small-
outline integrated circuit) pins. The dimension of images
in image-space is 242x104 pixels, which shows a pin
with size 1x0.5 mm.

2.5.1 Iterative translation compensation
(pre-processing)

The images showing good components contain very
similar features, but unfortunately the location of the im-
portant objects can be varied to some degree (see Fig.
3). The reduction of position disparity makes the clas-
sification methods faster, easier and more accurate, be-
cause similarity measurement can suggest that similar
image-features have similar positions. Therefore, as the
first step, the position disparities of the actual error image
will be compensated.

First, the compensation algorithm looks for the ref-
erence points of the image. This reference point is a spe-
cial feature point on the image: centre of mass of the
whole image; centre of mass of a specified feature etc.
[6]. The choice, which feature point is the best to use, de-
pends on the (component) type of the actual image. (A fu-
ture research could be to determine a general reference
point.) Fig. 4 illustrates an example of the calculated re-
ference points. In this case, the centre of mass of the white
object in the upper part of the image (in green circle) re-
presents the reference point. Therefore the different ap-
pearance of wires does not influence the result.

Novel image similarity measurement in AOI
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Figure 3.
Differences 

in posit ion of
images

Figure 4.  
The posit ions
of the reference
point in SOIC
image base

Figure 5.  Working process of translation compensation



In the ideal case, the reference points have the same
position on each image, but in a real situation their lo-
cations vary to some degree. The goal is to remove these
disparities to get the reference points overlapped, re-
sulting that the features on the images will cover each
other as well.

Next, the algorithm calculates the expected value
of reference points and cuts the sides of each image to
move the image’s references over the position of the
expected value (Fig. 5). This results that the reference
points of all images have the same location. The size of
cutting depends on the distance between the actual re-
ference and the expected value of all points therefore the
bigger this distance the smaller the resulted picture size
becomes. Because the images need to have the same
size after translation compensation, only one outlier re-
ference point, which is very far from the expected value,
produces very small result images losing the most rel-
evant information. Therefore the maximal cutting sizes
in both directions were limited to the average distance
from the expected value.

The determined bound was a good choice to avoid too
small result images while several images’ positions were
compensated. Fig. 6 visualizes the distribution of refer-
ence points’ coordinates. It is interesting to note that the
coordinates are not normally distributed. Our experiments
show that distributions with best fits are the scaled and
translated Student’s t-distribution [11] or logistic distri-
bution [3].

The previous steps (determination
of reference points, calculating the
expected value, cutting image sides
to reduce the disparity) can be repeat-
ed until the disparities of the refer-
ence points fall below a specified li-
mit. Our research showed that after
4 iterations the position improvement
of position optimization stopped.

The graphs on Fig. 7 illustrate the
efficiency of this method. They show
the standard deviation of pixel values
before and after compensation. It is
easy to see that after translation com-
pensation the variance of pixels de-
creased in high degree (most at edges

of objects) because the images become more similar to
each other.

After translation compensation, the differences be-
tween features’ positions of different images are rough-
ly eliminated. Small differences in size and location are
certainly possible, but large variations are only accept-
ed in case of real error images. This characteristic of com-
pensated image base is used to determine the images’
similarity degree.

2.5.2 Calculation of golden template
Next the golden template is calculated which is an

“ideal” good image. By its calculation, only the good (and
false-call) images are taken into account from the refer-
ence image database, because the similarity degree means
how the actual image is similar to the good images.

The images can be considered as the samples of a
random variable matrix:

(1)

where i  and j  are pixel indices, ξ i j is the random va-
riable, Ω is the space of possible gray-scale values,
and RR is the real numbers representing the gray-scale
values (typically integer numbers between 0 and 255).
The distributions of these variables show the probabil-
ities of the pixels’ gray scale values.

The comparison algorithm (as we will introduce soon)
is executed on pixel level, therefore it is a reasonable
choice to use a matrix created from the expected values
of the random variable matrix as golden template [7]:
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(2)

Certainly we have to estimate the expected values
with the sample means therefore the resulted template
image is the mean of all good images (Fig. 8).

2.5.3 Split into subimages
As a next step, the algorithm determines the simi-

larity between the images and the golden template. The
differences between good and bad images can be occa-
sionally very small and hard to detect (see Fig. 9). Using
general techniques by comparing whole images, these
tiny (with size about 4x4 pixels) but very important dissi-
milarities get lost, implying that the class of error image
cannot be found out.

Our new specialized technique splits the images into
several small sub-images and the comparison method
is executed on them separately and independently. The
sub-images’ size is much smaller than the original ima-
ges’ therefore the tiny errors contained only the good
images become detectable on sub-images. The images
are split with four different grids (Fig. 10) to avoid an
important area being always divided between more sub-
images. As our experiments show, the ideal size of a
sub-image is about 8x8 pixels.

2.5.4 Calculation of difference profile
The split of an image results an image matrix which

elements are the created sub-images. Next each sub-
image will be compared with the corresponding area of
the golden template generating the difference profile of
the actual image.

In the simplest case, all pixels are taken into account
with the same weight when computing the differences.
But in a real situation, this assumption would distort the
calculation. At some pixels of the image plane, the gray
scale value of different images varies to a high degree.
This means that several images differ very much from
the golden template (from the expected value) at these
regions. These high differences increase the values of
the difference profile without reason, because the clas-
sification decision cannot be made by means of pixels
where the gray scale value does not depend on the type
of the image (namely it is bad or good).

This diversity of the gray scale values can be repre-
sented by standard deviation (or variance) of pixels’ ran-
dom variable. Large variance means that there are a
lot of images in the actual image base which differ from
the golden template at these regions to a high degree.
Fig. 11 i l lustrates two main places where the pixels’
v ariance has huge value: at the sides of objects and at
unimportant areas (i.e. not inspected by AOI macros).
First instance occurs because the size and position dif-
fers to some degree despite earlier translation compen-
sation therefore around the edges the pixels’ value va-
ries. At an unimportant part (second case) the AOI mac-
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Figure 10.
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ros do not inspect the images therefore at these areas
also the good images can contain various pixel values
causing high variance.

Our algorithm does not have any a-priori information
about the images and about the AOI inspection mac-
ros. Hence it is not possible to remove these unneces-
sary regions before executing the comparing method.
Therefore we used weighted distance metric to calcu-
late the difference profile which considers also the va-
riance of pixels.

Our method eliminates this problem by using weight-
ed Euclidean distance where the weights are derived
from the standard deviation of the actual sub-image.
The greater the standard deviation of a pixel’s random
variables is, the smaller its significance. Therefore the
weight function of i th and j th sub-image is the standard
deviation matrix multiplied by minus 1 and scaled be-
tween 0 and 1:

where σi ,j (x,y) is the standard deviation function (mat-
rix) of the sub-image, Ni,j and Mi,j are the dimensions of the
sub-image. Fig. 12 illustrates the result of this equation.

The scaling depends on the minimal and maximal
level of the local (not the global) standard deviation field
(namely only the actual sub-region of the golden temp-
late is considered). This means that the comparison is
executed on each sub-image independently and the scal-
ing takes the relative differences of a sub-region’s vari-
ances into account.

We have tested several metrics like Euclidean dis-
tance, Manhattan distance, correlation etc. Our experi-
ment shows that best choice is to use Euclidean dis-
tance.

As a result, the i th and j th element of the difference
profile, namely the distances between the sub-image and
golden template, can be calculated as follows:

where gti,j (x,y) is the covered region of golden temp-
late, subimi,j (x ,y) is the sub-image and Wi,j (x ,y) is the
weight function determined earlier. Fig. 13 illustrates two
examples for the created difference profile.

2.5.5 Estimation of similarity degree
Difference profile contains the error values of image’s

sub-regions. We have deduced the similarity degree from
analysing this error field.

We have considered several metrics of difference
profiles, like maximal and minimal values, average va-
lue, variance (standard deviation) etc. Our experiments
show that it is hard to distinguish the sets of good and
bad images by means of only one feature. 

Fig. 14 illustrates that neither maximal error value,
nor the standard deviation of the difference profile, as
the two most relevant metrics, can separate bad images
from good images by themselves. But the simultaneous
usage of both techniques yields a 2-dimensional metric
which combines their advantages and creates a simi-
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for weighting
funct ions

(3)

(4)



larity degree field where the two image groups can be
relatively well separated (Fig. 14). This field gives an ex-
cellent basis for the next classification method.

2.6 Summary
The flowchart in Fig. 15 summarizes the working pro-

cess of our similarity degree calculation. First the posi-
tions are equalized and the golden template is calcu-
lated which is the expected value of good images. Next
the images are split into small sub-images, otherwise
the small but very important errors on images would get
lost by comparing the whole images. At the third step,
we calculate the difference profile which is the weight-
ed Euclidean distance between the sub-regions of the
images and the golden template. The weights are inherit-

ed from the standard deviation of the local region. The
similarity degree of an image is a 2-dimensional vec-
tor derived from the maximal difference value and the
standard deviation of the difference profile.

3. Experiments

In previous section, we explained the calculation pro-
cess of similarity degrees. After computation, a 2-dimen-
sional similarity degree field is generated where all ima-
ges is projected in. Analysing this vector field, impor-
tant AOI problem can be solved without serious addi-
tional work. In this paper, we will present two important
areas where we used our method with significant suc-
cess (see Fig. 16).
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Figure 14.  Examples for similarity degrees (SOIC)
Figure 13.  
Examples for difference profile (SOIC)

Figure 15.  
Working process 
of classif icat ion 

algori thm



3.1 Decision support in re-inspection phase
In Section 2.1, we introduced that, after the AOI in-

spected the PCB, a human operator checks again the
determined errors. This is because of small modifica-
tion in manufacturing process generates false alarms
(namely the AOI device classified a good component
as faulty) which are revised by human experts. This hu-
man-machine cooperation would create a great inspec-
tion system because the devices are very fast and ac-
curate, while the humans are not. But unfortunately, the
need of human factor decreases the reliability and pro-
ductivity of the manufacturing and the inspection pro-
cess. Therefore it is aimed to develop techniques to as-
sist the human operators’ work in re-inspection process.
Our purpose was to create a re-inspection system which
compares the error images (on which a bad component
was found by AOI device) with a reference database, and
by means of the comparing information takes a propo-
sal for the human operator about the appropriate class
of the image (see Fig. 16).

The technique of “learning and recognizing” in AOI
systems appeared already in earlier publications. In ge-
neral, the researchers use neural networks in inspec-
tion systems [1,2,5,18]. In spite of this, we would like to
avoid the utilization of artificial neural networks in auto-
mated optical inspection. Although the neural networks
make exact, repeatable calculations and in general do
not contain any stochastic steps, they are “black boxes”
from the point of view of the engineers who are respon-
sible for quality inspection in the whole factory, because
it is hard or impossible to convert the connection for-
ces (weights) between neurons in a trained neural net-
work to exact physical meaning of optical inspection and
measurement. 

The training of neural networks raises also an inter-
esting question. Our task is to pre-classify the error ima-
ges in two groups: good images (false-calls) and bad ima-
ges (real errors). There are several samples in the first
group, but much less real images exist. Until the false-

call images are relative similar to each other, the real
errors have numerous appearances. Therefore in field
of the training process and working quality, more diff i-
culties and challenges occur.

These facts motivated us to advance in another de-
velopment direction. The similarity degree analysis is
a very good basis of a decision support system. The al-
gorithm is based on the fact that false-call images can-
not satisfy the serious requirements of AOI macros, but
they are very similar to normal (good) and to other false-
call images. Therefore if an error image seems like stor-
ed good images, it is probably also a good image; if the
image is dissimilar, the algorithm suggests that it shows
a real error. By means of the similarity measurement
field it is possible to decide about a new error image, that
it contains a good or a bad component.

At calibration, the golden template and the reference
images’ similarity degrees are calculated. At re-inspec-
tion process, the algorithm determines the similarity deg-
ree of the actual error image (by means of earlier calcu-
lated golden template) and places the value on the 2-
dimensional similarity degree field. The proposed class
of error image is determined by three different factors:
class of nearest image, class of image-group belong to
the smaller average distance, clustering result (details
are explained in Section 3.2). The classification method
calculates all of these metrics and the voting result de-
termines the final class of error image: if already one met-
ric signs that the error image contains real error, the
image is classified as bad.

We will present the most important results in Section
3.2. The decision support system based on our novel
similarity measurement method can separate the good
and bad pictures with very small error rate, indepen-
dent from the type of images. The method does not use
image base specific settings (except the type of refer-
ence point at translation compensation), and it works
without any modification on several AOI image bases
equally well.
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Figure 16.  Model of AOI systems completing with our novel methods



3.2 Outlier filtering in AOI image databases
The presented cooperation between machines and

humans implies special difficulties in the topic of opti-
cal inspection. An interesting and important challenge
is the faulty content of image databases storing previ-
ously created inspection images, namely during image
collection – mainly caused by human factor – some fals-
ely classified images can be put in the image database.
This means that image bases, which normally include
pictures showing only good components, contain also
images with bad components. This occurrence makes, for
example, the optimization process impossible because
it is always assumed that the training image bases are
homogenous. It causes less accurate AOI systems, high-
er optimization cost and prevent the development of fully-
autonomous AOI devices.

The image database filtering algorithm is typical out-
lier detection task [7,8,10]. There are several methods
published in the topic of image processing outlier detec-
tion [13,15,19-21,23]. Most frequently, it is used in medi-
cal imaging and analysis of satellite images, but it has
high significance in other image processing areas as
well. Compared to these methods, the environment of our
algorithm has very special requirements. First of all, the
usage of training samples is entirely intolerable because
creation of training samples and keeping them in good
condition are hard and very time-consuming process-
es in case of manufacturing. Another very important con-
dition is that the whole image – not only some features
– need to be considered by identifying the outliers, be-
cause the AOI images contain very important informa-
tion on the full image plane (except at narrow region of
images’ side). 

The last important difference between this algorithm
and earlier published methods is that our technique does
not know what kind of outliers can occur on falsely clas-
sified images. This means, that our algorithm gets an
image database as input, without any information about
features why an image is an outlier. Our method “finds
out” these differences in case of each AOI image set se-
parately, apart from the component what the images con-
tain. This is a novel aspect in the area of outlier detec-
tion in image processing systems.

The similarity degree field gives a very essential so-
lution for this application. The similarity degree belong
to all the images in the database under filtering will be
calculated and by analysing the produced similarity vec-
tor field, the outliers can be detected.

It was introduced in Section 2.5.2 that the golden
template is really the mean of all good images. Certain-
l y, this creation method is impossible because the us-
age of training samples is excluded. Therefore by cal-
culating the mean image, all the images are considered
as well. The number of outlier images is much less than
the number of well-classified images therefore the mean
image cannot be damaged much by the outlier images.
Fig. 17 shows a mean image created with (a) and with-
out (b) outlier images. It is apparent that the differences
between the images are negligible (c).

After calculating the similarity degree (by means of
the special golden template), it is necessary to separate
the whole set into two subsets (well-classified and out-
lier images). We applied the well-known k-means algo-
rithm [9,16] to cluster the similarity degree field in two
groups. In our method, it is created 5 clusters (k = 5), be-
cause of special locations of well-classified and outlier
points. Because the clustering depends on the starting
parameters of the k-means method, the clustering is exe-
cuted more times with different starting arguments to
find all possible outliers.

In Fig. 18, a clustering result is shown (SOIC). The
graph illustrates that all of the outlier image were found,
and only 7 well-classified images are classified badly,
which is smaller than 0.005% error rate. (The detailed re-
sults are explained in next section.)

3.3 Results
We tested both algorithms on several image data-

bases which were created at an industrial production
line. Each image database contains good (well-classi-
fied) and bad (outlier) images. Table 1 presents the image
databases used.
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Figure 17.  Effect of outlier images in golden template

Figure 18.  
Result of clustering algorithm in case of 5 clusters



We used the same image databases in both algo-
rithms. In case of decision support system, half of images
were the training samples, the other half of them were
the testing elements. The quality factor was that how
many testing image are classified well. In outlier filter-
ing method, all the images in a database were created
the original (unfiltered) image set and the purpose was
to filter only the bad images. It is important to note that
on every image base the same algorithms (with the same
parameters) were executed. There were no special set-
tings or adjustments for single image sets.

Table 2 shows the result of 7 image databases. First
it is important to note that the qualities of two algorithms
are very similar: at same databases both methods have
quite the same results. This is because both techniques
are built on the same basis (on analysis of similarity
degree field) therefore this identity is not surprising.

The results in the table show that both methods were
able to execute their tasks with very small error rate:
the general hit rate is greater than 98%. At decision sup-
port system, in five cases all real error images were
found, in the remaining two image sets only some spe-
cial error could not be identified well. In case of outlier
filtering method, all outliers were found in five databas-
es, in the other two image bases the classification rates
were above 96%.

The best results were noticeable in both cases in
image database of C0805, C1210, SMCTAB and SOIC.
The algorithms could separate the good and bad images
almost perfectly. The result speaks for itself, it is not
necessary to analyse this conclusion further.

At the MELF and SMCTAC image bases, “only” 94-
97% of real errors or outliers were detected. Fig. 19 shows
that very small regions contain the differences, and at
these areas, the pixel’s standard deviation has a rela-
tively high value. In spite of these difficulties, our me-
thod assigns relatively low similarity degree to these pic-
tures, but at those points in similarity degree plane, the
density of good images is higher and the classification
algorithm classifies these pictures in the false group.

In case of R0805, the number of badly clustered good
images is relatively high (~10%). The reason is that in
this image base, the good images are very different from
each other (see Fig. 20). Therefore it is quite hard to de-
termine the regions where the good and bad images dif-
fer which caused the high rate of false positive errors.
Here the question about the usability of the algorithm in
industrial production can occur, but it is important to note
two facts. First, all real error images or outliers were de-
tected, which more important task in case of manufac-
turing. Second, looking at Fig. 20, we can see the high
heterogeneity of the good images which is a very seri-
ous challenge for all classification methods (an also for
human experts). The 10% false positive rate in this ad-
verse environment is an acceptable result, also in in-
dustrial production.

An important feature of this algorithm is that the clas-
sification decision is executed without using any thres-
hold parameters, but it uses a standard clustering tech-
nique. Moreover, the method does not use image base
specific settings (except the type of reference point at
translation compensation), but it calculates the inner
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for testing



parameters automatically only by means of actual image
database without any external information. Therefore it
is hard or impossible to modify the ratio of false posi-
tive and false negative errors only by means parame-
ters, so general experiment methods, like ROC curve
analysis, were avoided. 

One of the most important requirements of the re-
search was to find all real errors or outliers (no or very
small false negative error), during the false positive rate
stays below a quite low limit. The results mentioned above
illustrate, that our general methods based on simila-
rity degree can separate the good and bad pictures with
very small error rates, independently from the type of
images.

4. Conclusions

This paper presented a novel image similarity measure-
ment method for AOI image databases. The algorithm
calculates first a golden template image which repre-
sents the average image of good components. Next the
image under inspection is compared with this golden
template on the level of sub-regions, creating the dif-
ference profile. The analysis of this error field (maxi-
mum value and standard deviation) results the 2-dimen-
sional similarity degree which symbolize how close the
actual image is to the golden template. This means, that
the developed similarity degree is a relative measure-
ment value.
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By means of this measurement method (by analys-
ing the similarity degree vector field), important AOI
problem can be solved without serious additional work.
This article presented two interesting area: decision sup-
port system for human operators at re-inspection pro-
cess; outlier detection method for filtering the AOI image
databases. In the first case, the algorithm uses train-
ing images about good and bad components, and cal-
culates their similarity degree vectors. 

At re-inspection process, the algorithm determines
the similarity degree of the actual error image and de-
termines the appropriate class by means of three dif-
ferent factors (nearest image, smaller average distance,
clustering result). The outlier filtering algorithms esti-
mates the golden template as the mean image of all (bad
and good) pictures in the database, and by means k-
means clustering separates the well-classified and out-
lier images.

We tested our algorithm on seven different image bas-
es which contain different types of components, like SMT
capacitors, resistors, or pins. The experiments show ex-
cellent results: in five cases, all real errors or outliers
were classified perfectly, in the remaining two image
bases the classification rates were 94-97%. The false
classification of good images was below 2% in average.
This means that our novel decision support and filter-

ing methods based on novel similarity degree calcula-
tion are useful also in industrial applications at this stage
of our research already. We would like to emphasize
again, that our algorithms do not apply outer parameters,
they calculate all the stages only by means of actual
image database, and they work without any modifica-
tion on several different types of AOI image bases well.
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Figure 19.  
I l lustration of bad classif ication result

Figure 20.  
False-call images in R0805 image base



References

[1] Acciani, G., Bruneti, G., Fornarelli, G., 
A Multiple Neural Network System to Classify
Solder Joints on Integrated Circuits, 
Int. Journal of Computational Intelligence Research,
ISSN 0973-1873, Vol. 2, No. 4, pp.337–348, 2006.

[2] Acciani, G., Bruneti, G., Fornarelli, G., 
Application of Neural Networks 
in Optical Inspection and Classification of 
Solder Joints in Surface Mount Technology, 
IEEE Transactions on Industrial Informatics, 
Vol. 2., No. 3, pp.200–209, 2006.

[3] Balakrishnan, N., 
Handbook of the logistic distribution, 
Marcel Dekker, ISBN 0824785878, 1991.

[4] Barnett, V., Lewis, T., 
Outliers in statistical data (3rd ed.). 
John Wiley&Sons, ISBN 0471930946, 1994.

[5] Belbachir, A.N., Lera, M., Fanni, A., Montisci, A., 
An automatic optical inspection system 
for the diagnosis of printed circuits based 
on neural networks, 
Industry Applications Conference 2005, 
48th IAS Annual Meeting, Conf. Record of the 2005,
ISBN 0-7803-9208-6, pp.680–684 (Vol. 1), 2005.

[6] Gonzalez, R.C., Woods, R.E., 
Digital Image Processing (3rd ed.), Prentice Hall,
ISBN 9780131687288, 2008.

[7] Grinstead, C.M., Snell, J.L., 
Introduction to Probability, 
ISBN-10 0821807498, ISBN-13 978-0821807491, 1997.

[8] Grubbs, F. E., 
Procedures for Detecting Outlying Observations 
in Samples. 
Technometrics (Vol. 11), pp.1–21, 1969.

[9] Hartigan, J.A., 
Clustering Algorithms. 
John Wiley&Sons, 1975.

[10] Hodge, V., Austin, J.,
A Survey of Outlier Detection Methodologies.
Artificial Intelligence Review, Springer, 
Vol. 22, No. 2, pp.85–126, 2004.

[11] Hogg, R.V., Craig, A., 
Introduction to Mathematical Statistics (5th ed.),
Prentice Hall, 
ISBN-10 0023557222, ISBN-13 9780023557224, 1994.

[12] Kong, F., Wang, Y., 
Reconstruction of Solder Joint Surface Based 
on Shape from Shading, 
3rd Int. Conf. on Natural Computation (ICNC 2007),
ISBN 9780769528755, pp.58–62, 2007.

[13] Lee, C.S., Elgammal, A., 
Dynamic shape outlier detection for human locomotion,
Computer Vision and Image Understanding,
Vol. 113, pp.332–344, 2009.

[14] Lipson, P. R., 
AOI Systems Simulate Human Brain. 
Test & Measurement World, pp.35–42, 2007.

[15] Lu, C. T., Kou, Y., Zhao, J., Chen L., 
Detecting and tracking regional outliers 
in meteorological data. 
Information Sciences,
No. 177, pp.1609–1632, 2007.

[16] MacKay, D., 
Information Theory, Inference and Learning Algorithms,
Cambridge University Press, 
ISBN-10 0521642981, ISBN-13 9780521642989, 2003.

[17] Mar, N.S.S., Fookes, C., Yarlagadda, P.K.D.V., 
Design of automatic vision-based inspection system
for solder joint segmentation, 
Journal of Achievements in Materials and
Manufacturing Engineering, 
Vol. 34. Issue 2, pp.145–151, 2009.

[18] Ong, T.Y., Samad, Z., Ratnam, M.M., 
Solder Joint Inspection with Multi-angle Imaging
and Artificial Neural Network, 
The International Journal of Advanced
Manufacturing Technology, Springer London, 
ISSN 0268-3768 (Print), 1433-3015 (Online), 
Vol. 38, No. 5-6, pp.455–462, 2007.

[19] Petrakis, E.G.M., Faloutsos, C., 
Similarity Searching in Medical Image Databases.
IEEE Trans. on Knowledge and Data Engineering,
Vol. 9, No. 3, pp.435–447, 1997.

[20] Prastawa, M., Bullitt, E., Ho, S., Gerig G., 
A brain tumor segmentation framework based 
on outlier detection. 
Medical Image Analysis, pp.275–283, 2004.

[21] Vellidoa, A., Lisboab, P.J.G., 
Handling outliers in brain tumour MRS data analysis
through robust topographic mapping, 
Computers in Biology and Medicine,
Vol. 36, Issue 10, pp.1049–1063, 2006.

[22] Wang, D.Z., Wu, C.H., Ip, A., Chan, C.Y., Wang, D.W., 
Fast Multi-template Matching Using a Particle
Swarm Optimization Algorithm for PCB Inspection,
Lecture Notes in Comp., No. 4974, pp.365–370, 2008.

[23] Zhan, Y., 
Advanced image analysis methods for the diagnosis
of prostate cancer. (PhD dissertation), 
ISBN/ISSN 978 05493 14134, 2008.

Novel image similarity measurement in AOI

VOLUME LXV. • 2010/IV 49



50 VOLUME LXV. • 2010/IV

1. Introduction

The optimization of network and service resources and
the maximization of end-user experience are not ne-
cessarily conflicting terms. The reason for such belief
lies in the fact that current network operators and ser-
vice providers lack of up-to-date, usable information
on their traffic. The questions of “how much” of “what”
actually are traversed on the various network segments,
where is that traffic “originated from” and where is it “dist-
r ibuted toward” are rarely answered. 

According to the main argument of [1], the users
and the operators suffer from the lack of a serious, pur-
poseful optimization effort in the traditional Internet.
The transparent core has no knowledge about the data
transported, and even if the intelligent edge nodes re-
alize that there is a problem, the core might not be aw-
are of what should be done. The low-level decisions (at
the edge) are rarely relate to the higher-level goal (of
the core). On the user side this results in meeting the
service level agreement only in coarse granularity: it
is measured in long periods and more at a network le-
vel, rather than on a per-service basis.

The solution for gaining knowledge about network
status and traffic characteristics is to gather and pro-
cess such data, which then provide a basis to trigger
corrective actions. The authors of [1] suggest to hand-
le this knowledge in the Knowledge Plane (KP), an ab-
stract entity that completes a triad together with Data
Plane and Control Plane (see Fig. 1).

In the original KPlane concept, the input is taken by
sensors and the output is given by actuators. A practi-
cal variation of this architecture, detailed in [2], splits

the KPlane into monitoring plane and knowledge plane.
The separation of those is an obvious step: the actual
“network monitoring units” (sensors) that capture and
pre-process traffic data represent the “monitoring pla-
ne”, similarly as depicted in Fig. 1. There are further
variations and additions to this architecture; we will re-
view these in the section of Related Works, together
with a short review of decision making methodologies
and practical examples from the field.  Fig. 1 depicts the
relation between the Knowledge, Control, and Data Pla-
nes. The probes/sensors take data from both the con-
trol and data planes, and report pre-processed infor-
mation for the status processing module, where further
analysis takes place. The actuator in the model is the de-

Keywords:  knowledge plane, monitor plane, traffic mix, traffic matrix

Traffic analysis of network segments is an effective method to reveal suboptimal configuration, hidden faults and security threats.
If the analysis results are promptly acted upon, improvements in service quality are experienced by both the network operator
and the end user. The concept of the Knowledge Plane (KPlane), and later the Monitor Plane (MPlane) has been introduced 
to support Autonomous Networking goals. The tasks of processing the network element, service and traffic information belong 
to the MPlane. It feeds the KPlane with valuable information, based on which configuration changes are actuated. 
Although the concept of KPlane is widely used in various levels of network and service management, general traffic analysis is
not yet utilized to support decision making procedures. Traffic mix and traffic matrix analysis results are of major interest 
in the decision making process at the KPlane. In this paper the issues of traffic sensing at the high speed interfaces of 
the Monitoring Plane are covered, followed by a discussion on traffic mix and traffic matrix analysis methods.
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Figure 1.  
Functions of the Knowledge Plane and its connections 

to Control and Data Planes



cision maker module, which provides triggers for the
control plane, completing the self-management cycle.

The main source of “knowledge” is the actual traf-
fic of the Control and Data Planes. Although some traf-
fic characteristics can be gathered by analyzing the
Control Plane messages, many important applications
– such as peer-to-peer (P2P) downloads, video stream-
ing, or interactive voice – hide their control messages,
hence their identification is only possible through Deep
Packet Inspection (DPI) of the traversed traffic. The aim
of Traffic Mix analysis is to determine the distribution of
volumes for services and applications utilizing the net-
work. Similarly, Traffic Matrix analysis provides results
about traffic volumes – and if possible, further charac-
teristics –  broken down by route directions. The second
part of this paper discusses our proposed, unique me-
thod of Traffic Mix and Traffic Matrix analysis.

2. Related work

Kim et al. summarize the research and development
ideas and efforts in management of the Future Internet
in [4], specifically reviewing the research activity in
the EU, USA and Korea. The authors emphasize the com-
mon interest and importance of measurements, moni-
toring, knowledge representation and reasoning. The ori-
ginal idea of introducing a higher level intelligence to
the core about its traffic and general status first appe-
ared in [1], where Clark et al. introduced the concept of
the Knowledge Plane. Besides providing very clear mo-
tivations, this groundbreaking paper suggested to sol-
ve networking issues by using methods devised in the
field of Artificial Intelligence (AI). Since then, experts of
both area – Network Management, and AI – elaborated
various versions of the KPlane concept in great depth.

Li described a layered architecture in [3], where NetKP
– the network layer – organizes agents to gather and
provide valuable information to the higher-level entities,
specKPs, which handle and act upon their own inte-
rest, i. e., routing optimization or intrusion detection.

Another variant of splitting is suggested by [6], mo-
tivated by the need to get to the kernel of self-functions
defined by autonomous networking drives. Hence, the
processes in KPlane are based on two loops: a colla-
borative loop and an adaptation loop. The KPlane itself
includes a knowledge base, a reasoning engine, a know-
ledge sharing process, and a machine learning pro-
cess. In this model, Monitoring functions remain outsi-
de the KPlane.

Dietterich et al. found that the application of distri-
buted, model-based reasoning agents is a feasible and
successful approach for certain fault diagnostics tasks
that involve the KPlane. In their report (see [5]) one of
the main motivations was to involve Machine Learning
in KPlane. Although their findings show that these met-
hods can contribute to the KPlane, they do not suggest
to have machine learning as a key element of KPlane.
Their paper also includes interesting reports on fault
detection case studies, including DNS diagnosis, and
a scenario where a typo in BGP (Border Gateway Pro-
tocol) tables was revealed.

The IST-MUSE project resulted in many ideas and
implementations in relation to KPlane. Besides separa-
ting the Monitoring Plane from the KPlane in [2,7, and
8], they further introduced the Action Plane (APlane).
They also defined a knowledge base that is commonly
reachable by KPlane, MPlane and APlane. Fig. 2 depicts
their connection and relation to the network. The main
motivation in these papers is to eliminate QoS (Quality
of Service) and QoE (Quality of Experience) issues in
the access network for VoIP, IPTV and other multime-
dia services. Instead of gathering knowledge from ove-
rall data plane traffic, these papers rely on designated
protocols (i.e. RTP, Real-time Transport Protocol) and
protocol analysis of the control messages. 

The Monitor Plane is extensively used in [9] as well,
where a complete, “access control list”-based VoIP ser-
vice management system is described and evaluated.
The KPlane in this paper is put in a different context: its
functionalities include Call Data Record generation and
visualization.

Although KPlane was not mentioned in [11] all of its
features appear in the service management framework
described in the paper: measurements, monitoring, da-
ta processing/mining, decision making, knowledge bas-
es and machine learning. The presented framework has
been effectively used for fault detection and elimination
for Ethernet services and for VoIP services [11] as well.

A specialized KPlane is suggested in [12] in order
to handle current QoS problems with protection routing
algorithms in GMPLS over WDM (Generalized Multipro-
tocol Label Switching over Wavelength Division Multi-
plexing) networks. This is a clear example of using a
variation of the KPlane concept to enhance concrete
routing methods’ speed and effectiveness.

It is clear that the concept of Knowledge Plane is
widely used in various levels of network and service
management. Nevertheless, general traffic analysis is
not yet utilized in order to support decision making in
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Figure 2.  
The original Knowledge Plane concept extended 
with Monitor and Action Planes



the KPlane. In the following sections we describe the
suggested management architecture, traffic analysis
concept and two methods to extract valuable informa-
tion about the traffic mix and the traffic matrix.

3. The Monitor Plane

In this paper we follow the architecture suggested in
[8] (see Fig. 2), and closely examine the functions and
requirements of the Monitor Plane. This function is crys-
tallized at the original definition of autonomous net-
works, in [13], defining the foursome of “Monitor-Analy-
ze-Plan-Execute” (MAPE) functions. The core function
of the MPlane is to provide complete and detailed view
of the network and its services. Probes at every element
(access nodes, routers, switches, content servers, links,
etc.) monitor the element status as well as traffic para-
meters.

Although built-in probe modules seem convenient,
passive probing is more desirable. Active network ele-
ments (such as routers or switches) keep their proces-
sing priorities to their main job, occasionally leaving
the Knowledge Base without information. These occa-
sions of degradation in the status reporting function
happen at the worst time from the KPlane’s point-of-
view - for practical reasons. It gets degraded at the ti-
me when the element is getting overloaded. Coinciden-
tally, such detailed reports of overloading would be the
most beneficial for the KPlane. This is why passive
probing is more desirable to gather information on the-
se elements.

After capturing the raw data, processed, grouped,
and filtered traffic information gets inserted into the
Knowledge Base by the probes. Both packet- and flow-
level analysis reveal important characteristics on los-
ses, delays, and jitters in the traffic, routing specialties,
network structure changes and violations of the SLS
(Service-Level Specification).

We are focusing on gathering these characteristics
by passive monitoring. In the following subsections we
briefly describe the basic requirements and mecha-
nisms enabling this method. 

3.1. Basic functions of the probes
The inevitable function of the network monitoring

probes is catching, filtering, and preprocessing the traf-
fic. These tasks should be completed for the whole net-
work. Since installing and maintaining such a monito-
ring network could be an enormous effort for the ope-
rator, introducing the MPlane at the highest aggregation
parts (i.e. monitoring the fastest links) can be a good
decision. Monitoring these relatively few points allows
gathering all packets that traverse the network, although
some locally looping traffic could be left out of the ana-
lysis.

The probes should have the following crucial func-
tionalities:

• Creating timestamps for the packets. Time-stamping
done by hardware (firmware) facilitates much more pre-

cision than by software, since it avoids possible laten-
cies due to the operating system.

• Filtering on hardware level. High-speed traffic (i.e.
currently 10 Gbps or above) presently allows no option
for on-the-fly filtering in software. Clearly defined, low
level filters are very useful: they can dramatically dec-
rease the data to be analyzed. 

• Truncating incoming packets. For the majority of
the network analysis functions, statistics-counting, or
fingerprint analysis, it is not necessary to use the whole
IP packet, only the first portion of it. A practical example
is truncating at 128 bytes, which keeps TCP and IP head-
ers as well as the beginning part of application headers
that are helpful for identification, since it contains fin-
gerprints for P2P or video.  

• Traffic processing. The main traffic processing func-
tionalities are briefed in the next section.

• Encapsulation and presentation of preprocessed
data. The traffic analysis results must be structured and
packed when passed over to the Knowledge Base. 

3.2. Traffic processing
The time-stamped, filtered, truncated packets must

be processed in order to reveal network and service
statuses. Depending on the traffic volume, and the depth
of the analysis, this processing can be fed into one or
many processors. In order to keep up with the ever in-
creasing traffic and the demand for complex analysis,
the processing system must be highly scalable. As di-
scussed earlier, monitoring core links has the advan-
tage of utilizing all through-traffic (that traverses the net-
work), although it requires equipment being able to mo-
nitor high-speed (currently 10 Gbps Ethernet) links wit-
hout frame loss.

For low analysis demand (when one CPU can deal
with the challenges), a highly reliable monitoring card,
such as SGA10GED can be used to capture the traffic.
(This card has been developed as part of the CELTIC
TIGER2 project, partially funding our research.) It fits
into a PCI slot of an industrial grade PC, where it cap-
tures, timestamps, filters, and truncates packets before
passing it to the main CPU where Traffic Analysis is per-
formed. 
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In cases where on-the-fly, complex analysis is re-
quired on highly utilized links, the SCALOPES C-board
is a highly scalable solution. (The C-board has been
developed as part of the ARTEMIS SCALOPES project,
partially funding our research.). It is a standalone, FPGA-
based hardware, equipped with 2x10 Gbps Ethernet in-
terfaces and 16x1 Gbps Ethernet interfaces. When used
as part of the Monitor Plane, it is also preprocessing
the packets, but rather than passing their data to one
CPU, it distributes them among many monitor units thro-
ugh its 1 Gbps Ethernet Interface. The standalone Moni-
tor Units then carry out traffic analysis, and present the
results to the knowledge base. Fig. 3 depicts such a
scenario. Detailed description of this system can be
found in [14]. 

The distinct analysis tasks – such as flow separa-
tion, application identification, QoS-related parameter
calculation per flow/application/route – are managed
by separated modules, so the parallel tasks can be run
on distinct processors in the same time. Moreover, the
inactive modules can be turned off to save power.

The tasks of the monitor units in this architecture are
the following:

– collect and decode all the incoming information
continuously (in 7/24 manner), 

– check filtering rules predefined by the network
operator, execute conditional controlled orders/
commands (conditional packet saving, alarming),

– structured data storage 
(raw data, statistics, assays, alerts)

– generation of packet- and flow-level counters 
on volume, loss, delay, jitter

– generation of specialized traffic reports, 
such as traffic mix and traffic matrix

– database handling, remote access/query 
(Remote Capture, Session/Flow Trace)

4. Methods for retrieving 
traffic-specific knowledge

4.1. Traffic Matrix calculations
Traffic Matrix is a network planning and develop-

ment tool. During Traff ic Matrix analysis, basic QoS
statistics are periodically created on flow-level, and
matched to originating and destination routes, network
segments, or endpoint pairs (such as IP address(-ran-
ge) pairs, MPLS tunnel endpoints, etc.). The first step of
the analysis is determining the flows by an n-tuple (i.e.,
“5-tuple”: from-IP, to-IP, from-port, to-port, protocol), and
building/refreshing the flow-database. Once the target-
ed data structure is clarified, the algorithms of Traff ic
Matrix calculation are of low complexity. Such algo-
rithms are described in [15]. The result of the measure-
ment can be used to display periodical statistics that sup-
port network planning or service marketing activities.

The actual Traffic Matrix can easily contain endpoint-
pairs in the magnitude of 105. It is challenging to dis-
play such huge amount of data in a way that humans

understand. While the raw results should be made ava-
ilable for reference in the Knowledge Base, some kind
of data grouping should also be applied for visual pre-
sentation. One example of a good solution is to group
the matrix elements into network segments, based on
their destination addresses. The aim of the grouping al-
gorithm is never to  display high, invisible amount of seg-
ments (e.g. more than 15). When the operator wishes to
peek inside a segment’s statistics, he/she get it dis-
played as a deeper layer of the matrix. 

This way the calculated QoS parameters show up
in an aggregated manner in the segment-to-segment
relation. If the system allows manual definition of seg-
ment-creation rules, operators can gather valuable in-
formation by grouping their endpoints into various seg-
ments. An example screenshot from a solution integra-
ted in our system is shown in Fig. 4.

4.2. Traffic Mix Statistics
Traffic mix analysis is the classification of traff i c

flows into application types, and then evaluating these
for the service parameters important for the given ap-
plication type. Flows are classified by means of statis-
tical indicators and, if necessary, behavior heuristics.
The most important flow types include video stream,
video conference, or simple download of videos, audio
stream, VoIP, and peer-2-peer.

An application belonging to a traffic-class can be
identified by using static identifiers (e.g. port-based), dy-
namic identifiers (e.g. changing ports, fingerprints) or
by applying packet-level statistics-based evaluation me-
thods (i.e., Naive Bayes). Powerful identification methods
for VoIP, video and p2p applications are described in
[17-19] respectively. We used these methods success-
fully during the CELTIC TIGER2 project – see [20] for
details. 
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Figure 4.  
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Once a traffic flow is identified (i.e., based on 5-tup-
le), various metrics are calculated in order to help iden-
tifying the traffic-class. These metrics are the following:

– throughput: transferred data bytes per second,
– packet loss: the rate of received packets and 

total transmitted packets in a given time interval,
or during the connection,

– packet delay: depending on the network topology
and link load it takes a certain amount of time to
receive a packet after it was sent; there is also
a gap (delay) between packets on the wire,

– jitter: network load is not always static: 
as conditions and usage changes over time,
packet delay changes as well – this is called jitter,

– round-trip-time: interactive applications require
fast replies, which can be characterized 
with this parameter,

– out of order/duplicated packets.
Fig. 5 depicts a partial result of one of our measure-

ments at a major ISP. It visualizes the number of paral-
lel VoIP sessions (upper diagram) and the traffic volu-
me (in kbps). The different kind of VoIP traffic are repre-
sented with different colors, which are – from bottom to
top – a) Skype over UDP, end-to-end; b) Skype over
UDP, end-to-office; c) other type of VoIP, d) Skype over
TCP.

5. Decision Making

Since processing of network status is continuous at the
KPlane, and faults/attacks may happen at any time, so
decisions on corrective actions have to be made on-the-
f ly as well .  The Action Plane should be notified (in-
structed) about these actions for execution. Although
the accuracy of decisionmaking process is the key, it
is limited by the variety of the input information – which
is in this case merely traffic-related. Beside the accu-
racy, speed is also a key factor.

In order to understand the complexity of the deci-
sion making problem, a short review the main challen-
ges are necessary. Clark et al. [1] points out three sig-
nificant issues that need to be addressed by the Know-
ledge Plane.

1. The KPlane needs to operate in the presence of
incomplete and inconsistent information, with the pos-
sibility of even misleading or malicious pieces of data. 

2. The KPlane needs to be able to handle conflicting
or inconsistent high level goals.

3. The KPlane needs to be general and future proof,
i.e., the introduction of new technologies and novel ap-
plications should be possible. Moreover, the environ-
ment in which optimization needs to take place is high-
ly dynamic, where both short and long term changes
are possible in the structure and complexity of the net-
work system.

Such challenges are not uncommon in the research
and applications of the last decades of Artificial Intelli-
gence (AI) literature. In particular, multi-agent systems
(see [21]) are often proposed to handle such challen-

ges. A multi-agent system (MAS) is a system compo-
sed of multiple interacting intelligent agents, where in-
telligent agents, shortly put, mean autonomous deci-
sion making entities with individual information pro-
cessing capabilities and individual goals. Such agents
can naturally incorporate different viewpoints or goals
in a system and also provide a natural way to embody
components with different levels of data access. 

As a consequence, however, the goals and actions
of agents in a multi-agent system may partially be alig-
ned or conflicting. Also, even if conflicts are missing
or resolvable, information may be unevenly distributed
among the agents. Therefore, agents interact and try to
resolve conflicts and collaborate according to various
protocols and methods. A vast body of the recent AI and
MAS literature deals with conflict management, colla-
boration and cooperation, and distributed optimization
in such systems (see [22-24]).

It is worth pointing out that the agent metaphor is a
natural abstraction layer to describe conflicting or in-
consistent goals – independent of the particular pro-
blem at hand. This is also true for matters of trust (cf.,
malicious information). This way, these issues can be
handled by general solution methods and need not be
developed for each particular application domain. In
other words, these challenges of the Knowledge Plane
may be handled by “canned solutions” developed in
other research domains.

Multi-agent systems are often said to provide a so-
lution for the introduction of novel applications as well.
The idea behind this proposal is that if a new applica-
tion or requirement appears, a new agent (or bunch of
new agents) may be introduced to the system at any
point in time. With the general conflict resolution and
collaboration protocols in place, the new goals and re-
quirements represented by the new agents will be se-
amlessly integrated in the system. Similarly, should
some of the goals rendered outdated by time, the sets
of agents can be gracefully eliminated from the multi-
agent system.

Still, in order to proceed towards a decision making
solution in the autonomous networking field, further re-
search is required. Although recent AI-related research
should be exploited in the area of network manage-
ment, currently there are no real-time, scalable solu-
tions available. The canned multi-agent solutions have
not yet broken into the network management field, and
the few prototype systems (e.g. the one described in
[25]) remained prototypes up to now. 

Due to the aforementioned limiting factors, a scala-
ble, high-performing, yet less accurate solution is sug-
gested for decision making: rule-based reasoning. It is
used with success in many areas; see [10] as an ex-
ample. In connection with the KPlane, we continue fu-
ture research in the AI-field, and further developments
and integration toward a scalable, rule-based reaso-
ning engine that is applied in a distributed manner thro-
ughout the KPlane.   
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6. Conclusions

Network efficiency and service quality are required to
be kept at high standards for both the network opera-
tors’ and the users’ point of view. This can be achieved
by keeping the network and service status under con-
tinuous monitoring. When inefficiencies become evi-
dent, or failures appear, corrective actions should be
orchestrated. A recent concept to cover the autonomo-
us loop of “Monitor-Analyze-Plan-Execute” (MAPE) is to
utilize a Monitor Plane to gather and process informa-
tion, introduce a Knowledge Plane to continuously pro-
cess network and service status according to the re-
quirements, and carry out commands for corrective
actions by Action Plane entities.

In this paper we closely examined the tasks of the
Monitor Plane, and suggested a scalable architecture to
gather and process network traffic in a distributed man-
ner. Since decisions at the Knowledge Plane should be
partially made by traffic information, two important traf-
fic analysis methods have been introduced to support
decision making. Traffic Mix analysis requires a flow-
based approach, where flows get classified into appli-
cation types based on their characteristics, and then
evaluated by related QoS metrics. Traffic Matrix analy-
sis is important for both network and service planning,
since it outputs the traffic volumes and characteristics
correlated with the traffic endpoints. This information
can efficiently support status processing and decision
making at the KPlane, since currently these are the
most sophisticated traffic-related analysis methods that
human experts use during network/ service evaluation
and planning.

The brief review of distributed multi-agent systems
suggests that based on their problem statement, such
systems – when available, – should be able to cover
the requirements of the ideal KPlane. Nevertheless, this
field requires further applied research, since a scala-
ble, high-performing, tangible MAS – that could serve
as a KPlane – is still missing.
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