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The following six papers were selected from the
rich content of the ‘FuturICT 2009’ conference that
was held in Budapest, Hungary, on 29-30 June 2009.

The name connotes the First Hungarian-Japanese Joint
Conference on Future Information and Communication
Technologies.

In 2008, two Memoranda of Understandings (MoUs)
were signed, creating a new framework of cooperation
between the Budapest University of Technology and Eco-
nomics, Department of Telecommunications and Media
Informatics (BME TMIT), the National Institute of Informa-
tion and Communications Technology (NICT), and the Yo-
kosuka Research Park (YRP) R&D Promotion Committee.
Concrete information and researcher exchange started
soon thereafter. One highlight of this international co-
operation under the umbrella of the MoUs definitely was
the FuturICT 2009 conference organized in Budapest dur-
ing the Japan-Hungary Jubilee Year 2009. 

2009 was a double anniversary for the Hungarian-
Japanese diplomatic relations. We celebrated the 140th
anniversary of the establishment of diplomatic relations
between Japan and the Dual Monarchy of Austria-Hunga-
ry as well as the 50th anniversary of the resumption of
bilateral diplomatic relations between Japan and Hungary.

The conference in the Jubilee Year was an outstand-
ing opportunity to enhance mutual understanding be-
tween researchers and institutions, as well as strengt-
hening the scientific relations between the two count-
ries. It was jointly organized by BME TMIT, NICT and YRP.
Interested participants working in the field of ICT were
invited from Hungary and Japan. The conference secre-
tariat was provided by the Scientific Association for Info-
communications, Hungary (HTE).

The focus of the conference was on the challenges
in emerging fields such as networks of the future, ubi-
quitous computing, services and applications, and fu-
ture wireless communications networks and technolo-
gies. The Guest Addresses were given by His Excellen-
cy Shinichi Nabekura, Ambassador of Japan to Hun-
gary, Ábel Garamhegyi, State Secretary for International
Economic Relations, Hungary, and Akira Terasaki, Vice-
Minister for Policy Coordination, Ministry of Internal Affairs
and Communications, Japan. 

There were 154 registered participants (from 6 diffe-
rent countries), 24 presentations and 19 posters during
the two days of the conference. Besides two keynote
speeches, the program included three thematic ses-
sions with several invited and short technical presen-
tations. Also posters and demonstrations were on dis-
play during the two days. 

The conference was supported by the National Office
for Research and Technology (NKTH) Hungary, but it att-
racted sponsors (NEC, Panasonic, Sony) from the indust-
ry as well. NEC Eastern Europe Ltd. was a Gold Sponsor
of the event. The program, abstracts, electronic versions
of presentations and conference details are available
on the conference web site: http://www.futurict.org/. A
small photo gallery of the event has also been added.

Each thematic session of the conference is repre-
sented here by a set of two papers written by both Hun-
garian and Japanese authors resulting in a total of six
papers.

“ETOMIC: A next generation experimental facility”
(by István Csabai, Attila Fekete, Péter Hága, Béla Hullár,
Gábor Kurucz, Sándor Laki, Péter Mátray, József Stéger,
Gábor Vattay) describes a network traffic measurement
platform with high precision GPS-synchronized moni-
toring nodes. 

The paper of Fumio Teraoka and Yunsop Han deals
with fast handover and fast failover mechanisms bas-
ed on cross-layer collaboration among the link layer,
the network layer and the transport layer.

Koji Zettsu, Yutaka Kidawara and Yasushi Kiyoki draw
our attention to next generation web as collaboration
media, rather than a traditional content-centered frame-
work of information. 

Tamás Gábor Csapó, Csaba Zainkó and Géza Németh
provide a study of prosodic variability methods in a cor-
pus-based unit selection TTS. 

The paper “Fast-response inter-vehicle communica-
tions” (Sadao Obana, Ryu Miura, Hiroyuki Yomo, Oyun-
chimeg Shagdar, Takashi Ohyama, Hideo Tsutsui, Michio
Miyamoto, Eiji Takimoto, Yoshihisa Kondo, Jun Hasegawa
and Suhua Tang) gives a new perspective of support-
ing safe driving by exchanging information on vehicle
location and status. 

And last but not least, László Toka, László Kovács
and Attila Vidács describe a novel dynamic spectrum
sharing management scheme in which the allocation
and the pricing of radio frequency bands are perform-
ed in a distributed manner.

We hope that the reader finds the contents of these
six carefully selected papers interesting and that with
the publication of this issue a much broader audience
will be made aware of the on-going intensive informa-
tion exchange and collaborative research activities be-
tween Hungary and Japan.

Gábor Magyar (BME TMIT)
Róbert Szabó (BME TMIT)

Werner Klaus (NICT)
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1. Introduction

More than 100 years have already passed since Carl
Benz invented the gasoline automobiles. Automobiles
have become an essential part of our dairy lives today.
However, serious problems such as humans’ death
due to traffic accidents, loss of time due to traffic con-
gestion and environmental pollution due to CO2 emis-
sion, essentially remain unsolved. 

Inter-vehicle communications that promptly exchan-
ges status information such as on the vehicle location,
speed, sudden braking etc. are expected to reduce the
traffic accidents such as coll isions among vehicles,
and to reduce humans’ death. 

For inter-vehicle communications, much research
[1-8] has been carried out and standardizations are
now in process. Especially, IEEE is now going to stan-
dardize as 802.11p. Also in Japan, ITS Info-communi-
cations Forum, under the Ministry of Internal Affair and
Communications of Japan, is now in the process to
standardize specifications of inter-vehicle communica-
tion focusing on safe driving [9]. 

Communication schemes adopted in the most of the
researches and the standardization on inter-vehicle com-
munications, are based on the conventional media ac-
cess control (MAC), i.e. carrier sense multiple access/
collision avoidance (CSMA/CA) [10], which is popular-
ly used in wireless LANs.

However, CSMA/CA has a limit in transmission de-
lay and packet delivery ratio, due to its control scheme
based on the carrier sensing. For satisfying challeng-
ing requirements on supporting safe driving, we have
proposed a new scheme called “Multi-carrier Multi-
code Spread ALOHA (MM-SA)”, which is based on code

division multiple access (CDMA) [11] technology. This
scheme significantly reduces the transmission laten-
cy to millisecond order and improves the packet deliv-
ery ratio among vehicles [12-17]. It also has inherent
robustness to the increase of vehicle density as well
as to the hidden terminal problem [18].

This paper introduces our research on novel com-
munication technologies for safe driving, using wire-
less ad hoc network, that promptly exchanges the sta-
tus information on the vehicles such as on the vehicle
location, speed, sudden braking etc. The later parts of
this paper consist of the following sections: Section 2
introduces the communication scheme of MM-SA; Sec-
tion 3 shows the performance evaluation by computer
simulation; Section 4 refers to the prototyping to eval-
uate the performance in actual environment. Finally,
we summarize future studies.

Figure 1.  
Example of Communication Channel Structure in MM-SA
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Safe driving support is one of the most attractive and important applications of an inter-vehicle communication systems. 
Real-time and reliable exchange of status information on such as vehicle location, speed, sudden braking etc., among vehicles,
is a key to offering prompt warnings to drivers in order to avoid fatal traffic accidents. 
We have proposed a novel media access control (MAC) scheme based on code division multiple access (CDMA) technology,
which offers fast response and high packet delivery ratio to meet the above requirements. This scheme is inherently robust to
the hidden terminal problem and significantly outperforms the conventional MAC scheme, CSMA/CA, in the environment 
with high vehicle density. This paper introduces the proposed scheme, performance evaluation by simulation, and prototyping
for field experiment. It also mentions future studies.
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2. Communication scheme of MM-SA

2.1  Features of MM-SA
MM-SA has the advantages of both FDMA (frequency

division multiple access) and CDMA (code division
multiple access). It allows prompt and reliable commu-
nication, even under the condition of high vehicle traf-
fic density, by means of multiplexing in frequency chan-
nel domain and spreading code domain as shown in
Fig. 1. Transmitted packet can be recovered regardless
of packet collisions by using spreading code. Commu-
nication traffic is diffused to multiple frequencies.

In the MM-SA, in order to reduce signal interference
from other vehicles, frequency channel is autonomous-
ly determined by a vehicle itself, according to the vehi-
c les’ moving direction detected by GPS. Specifically,
as shown in Fig. 2, assuming that four frequency chan-
nels are available, the moving direction in ±45° around
the north is mapped to a channel, e.g., f3, and the mov-
ing direction in ±45° around the west is mapped to a
channel, e.g., f2, and so forth. 

However, this is the simplest case. In actual roads
and intersections, topology or geometry of them is more
complicated and in some cases, the same frequency
channel may unfortunately be assigned to different roads.
In such cases, frequency channels are determined by
an additional control mechanism such as priority cont-
rol etc. 

2.2  Basic communication characteristics of 
CSMA/CA and CDMA

Basic communication characteristics of CSMA/CA and
CDMA on which MM-SA scheme is based, for a single
frequency channel (4.096 MHz bandwidth) in 5.8 GHz
band, which are allocated for ITS wireless communi-
cations, are compared using Qualnet network simula-

tor [19]. The parameters of CSMA/CA scheme are tuned
to the specification defined by ITS Info-communications
Forum. Transmission power (10 mW) and modulation
type (π/4 shift QPSK) of CDMA are the same as the ones
of CSMA/CA. The sensitivity levels of CSMA/CA and CDMA
are -94.41 and -94.5 dBm, respectively. Spreading fac-
tor in CDMA is 7 and the contention window in CSMA/
CA takes value from 1 to 256. 

Figure 3.  Simulation topology

Performance comparison targets the topology illust-
rated in Fig. 3, where vehicles are uniformly distributed
on a 2-lane per direction. In the simulation, each vehicle
(Tx nodes), except the one in the center of the intersec-
tion (Rx node), periodically generates status message
of 140 bytes. Message generation cycle is 100 msec
that are considered to be adequate for keeping track of

INFOCOMMUNICATIONS JOURNAL
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surrounding vehicles’ status. Table 1 shows the com-
parison on the average delay for different number of Tx
nodes. Fig. 4 shows average packet delivery ratio vs.
inter-vehicle space, which indicates the relative posi-
tion of Tx node to Rx node.

Table 1.  Comparison in packet transmission delay

From Table 1 and Fig. 4, CSMA/CA obviously suffers
from performance degradation in terms of transmis-
sion delay and packet delivery ratio, when the number
of vehicles increases. The hidden terminal problem will
further degrade the performance.

In the CDMA, while vehicles experience difficulty in
receiving data from far vehicles, due to the near-far
effect [20] which is the typical characteristic of CDMA,
this feature enables prompt and reliable information ex-
change among near vehicles, without being affected by
the number of vehicles. This implies that the
degradation of the performance due to hid-
den terminals is quite small. In inter-vehicle
collision avoidance, prompt and reliable in-
formation exchange among near vehicles is
very important rather than that among far ve-
hicles.

2.3  Packet forwarding scheme of MM-SA
In MM-SA, in order to enable vehicles to be

aware of existence of far vehicles, packet
forwarding scheme is adopted. In general,

broadcast or flooding for packet forwarding causes, as
known as the broadcast storm problem [21]. In order to
avoid this problem, we have adopted the following stra-
tegies.

(1) To limit forwarding packets over a limited area
determined by the vehicle’s location
(e.g. 100m in front and 10m in sides)?

(2) Not to forward packet with duplicated and/or
outdated information. 

(3) To adequately schedule packet transmissions,
as illustrated in Fig. 5.

The key point of this scheduling is the control of
vehicles’packet transmission time, in such a way that
vehicles concurrently transmitting their own mes-
sages be located as far as possible from each other.
This objective can be achieved by having each vehi-
cle to generate its original message N*∆T later than the
message generation time at its adjacent vehicle in
front. Here, ∆T is the packet transmission time and N is
an integer constant. In our experience, N=3.

Figure 5.  
Packet forwarding scheme of MM-SA

Fast-response inter-vehicle communications
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3. Performance evaluation

3.1  Evaluation strategy
In Japan, the Advanced Safety Vehicle (ASV) pro-

gram [22] assisted by automotive manufacturers and
the Ministry of Land, Infrastructure, Transport and Tour-
ism, has been defining the communication requirements
for various safe driving scenarios. Among the scenar-
ios, an especial emphasis has been put on intersec-
tion collisions that cause a large number of fatalities in
each year. Some of the major scenarios of fatal traff ic
accidents are a head-on collision and a right-turn col-
lision at an intersection. The performance of the MM-SA
is evaluated, comparing with the CSMA/CA by simula-
tion, in case of those collision scenarios based on the
ASV requirements.

3.2  Collision Scenarios and ASV requirements
Fig. 6 (1) shows the head-on collision scenario. A

vehicle V1 is going into an intersection and a vehicle
V2 is going straight through the intersection. In this
scenario, the driver of V1 can not recognize V2, which
is blinded by a building at the corner. Fig. 6 (2) shows
the right-turn collision scenario. In Japan, a vehicle
must keep left on roads. A vehicle V1 is going to make
a right-turn at an intersection and a vehicle V2 is going
straight and through the intersection. In this scenario,
the driver of V1 can not recognize V2, blinded by a large
vehicle such as bus waiting to right-turn on the oppo-
site direction.

In both collision scenarios, ASV requires that the
message of V2 has to be received at V1 with larger
than 80% of packet delivery ratio within 100ms from
any location of V2, in the service area (Tx side service
area) in the figures.

3.3  Simulation Conditions
Fig. 7 shows the simulation conditions. In the simu-

lation, four frequency channels (4.096 MHz bandwidth
for each) in 5.8 GHz band are used for channel alloca-
tion to roads. Locations of all the vehicles, other than
V1 and V2, are determined randomly. Total number of
vehicles around an intersection is 88. The inter-vehi-
cle distance is 19.4 meter on average, assuming vehi-
c les’speed of 70 km/h. Each vehicle periodically gen-
erates status message of 140 bytes with the period of
100 msec. It is assumed that there are walls along with
both road sides, which represent buildings.

By simulations using Qualnet network simulator, the
received power characteristic, the end-to-end packet
delivery ratio and transmission delay from the vehicle
V2 are measured at V1.

3.4  Received power characteristic in case of 
non-line-of-sight

Fig. 8 shows received power characteristic in head-
on collision scenario, which is the case of non line-of-
sight, by a simulation. In the simulation, ray-tracing is
used for radio propagation model. The graph shows the

INFOCOMMUNICATIONS JOURNAL
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estimated signal strength of V2 received at V1,
where the horizontal axis is location of V2 in the
service area. In the figure, signal strength of V2
is partially below the sensitivity level. Obvious-
l y, neither MM-SA nor CSMA/CA schemes can sa-
tisfy the ASV requirements. This results that the
packet forwarding is necessary, so that a vehic-
les’ message can be disseminated over the ser-
vice area. 

3.5  Simulation results
Fig. 9 shows the packet delivery ratio and the

end-to-end transmission delay in case of head-
on collision avoidance. For fair comparisons, the
frequency channel assignment rule and packet
forwarding scheme of the MM-SA are also app-
lied to CSMA/CA. The results show that in 88-ve-
hicle scenario, the MM-SA achieves approximately
100% of packet delivery ratio and shows better
performance than CSMA/CA, and also achieves
significantly smaller end-to-end transmission de-
lay (at most 4 msec). On the other hand, in CSMA/
CA scheme, the end-to-end delay is much larger,
taking approximately 20 to 80 ms. 

Fig. 10 shows the packet delivery ratio and the end-
to-end transmission delay in case of right-turn colli-
sion avoidance. The MM-SA also shows better perfor-
mance.

Fast-response inter-vehicle communications
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Received Power Characterist ic

Figure 9.  
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4. Prototyping and field experiments

4.1 Prototype System
In addition to the evaluation of MM-SA scheme by

simulation above, we have developed the prototype
system shown in Fig. 11. Table 2 shows the specifica-
tion of the system. All the core technologies of MM-SA
such as spread spectrum, frequency control, packet
forwarding and transmission scheduling are imple-
mented in the system. The system achieves the for-
warding delay inside the system below 1 msec. 

4.2  Field experiments
We are carrying out the field experiment, in order to

evaluate the system performance in actual environ-
ment as shown in Fig. 12. Communication performance
usually depends on the radio propagation environment,
which significantly changes due to the surrounding ob-
stacles and weather conditions. In this experiment, we
measured the radio propagation and packet error rate
characteristics under the non line-of-sight condition and
the line-of-sight condition. The obtained data will be ref-
lected to the computer simulation to improve its accu-
racy and reliability.

5. Conclusion

For inter-vehicle communications to assist safe driv-
ing, we have developed a novel scheme “MM-SA,” which
is based on CDMA technology, achieving fast response
in millisecond order and highly reliable transmission
of vehicle’s status information. 

We evaluated the effectiveness of MM-SA scheme by
computer simulation based on Japanese ASV require-
ments, comparing with the existing and popularly used
media access control, CSMA/CA. CSMA/CA suffers from
performance degradation in terms of transmission delay
and packet delivery ratio, when the number of vehicles
increases and can not satisfy the ASV requirements. We
also implemented the prototype system based on MM-
SA and are carrying out the field experiment, to evaluate
the system performance in actual environment. 

In order to further make sure the effectiveness of MM-
SA scheme, we plan to do the followings:

INFOCOMMUNICATIONS JOURNAL
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Figure 10.
Simulation results 

in case of 
right-turn collision

avoidance

Figure 11.
Prototype systems 
of MM-SA
onboard unit

Table 2.  
Specification of Prototype Systems of MM-SA



(1) Field experiment on actual roads.
(2) Further performance evaluation in scalability

(in larger numbers of vehicles) and 
in the other accident scenarios, comparing with
the performance of IEEE 802.11p.

(3) Comparison with the other channel access
schemes, e.g. timing synchronized CSMA and
Distributed TDMA etc.

From the evaluations so far, we are convinced that
MM-SA scheme is quite suitable for safe driving sup-
port by inter-vehicle communications. 
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1. Introduction

The protocol layering model makes it easy to design
protocols in a layer independently from other layers by
concealing the details of a layer to other layers and
providing abstract services to the upper layer. In some
cases, however, a layer requires the information in other
layers for efficient execution. Fast handover in the net-
work layer and fast failover in the transport layer are
typical examples that require the information in other
layers for efficient execution. For fast handover in the
network layer, the network layer requires the link layer
information to predict handover and to select the most
suitable access router to
handover. For fast failover
in the transport layer, the
transport layer requires the
lower layer information to
know the failure event as
soon as possible. Thus, the
processing in a layer us-
ing other layer information
is called cross-layer col-
laboration and the mech-
anism that enables the ex-
change of information be-
tween layers is called cross-
layer architecture.

There are a lot of propo-
sals that utilize cross-la-
yer collaboration such as
CLASS [1], ECLAIR [2], Mo-
bileMan [3], and Hydra [4].
We are proposing a cross-
layer architecture cal led
CEAL (Cross-layer control

information Exchange between Arbitrary Layers) [5] and
a fast handover mechanism in the network layer called
L3-FHOX (L3-driven Fast HandOver mechanism based
on X-layer arhitecture) [6] based on CEAL. In the trans-
port layer, we are proposing a fast failover mechanism
and a fast handover mechanism in SCTP [7]: SCTPfx [8]
and SCTPmx [9], respectively.

This paper describes L3-FHOX as an example of col-
laboration between the link layer and the network layer
and SCTPfx as an example of collaboration among the
link layer, the network layer, and the transport layer.
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This paper describes a fast handover mechanism in the network layer called L3-FHOX and a fast failover mechanism 
in the transport layer called SCTPfx. Both mechanisms are based on a cross-layer architecture called CEAL. CEAL enables 
the control information exchange between layers in a node with keeping the layering structure. L3-FHOX is an example of 
cross-layer collaboration between the link layer and the network layer. SCTPfx is an example of cross-layer collaboration among
the link layer, the network layer and the transport layer. We implemented both mechanisms in FreeBSD. The entire handover time
in L3-FHOX is approximately 10 msec plus the RTT between the mobile node and its location management server while the normal
handover procedure in IPv6 takes more than 1 second. The failover time of SCTPfx is 122 usec plus the RTT between 
the two end nodes while the normal failover procedure in SCTP takes more than 31 seconds.

� INVITED PAPER

Fast handover and fast failover mechanisms
based on cross-layer collaboration among 

the link layer, the network layer and the transport layer
FUMIO TERAOKA, YUNSOP HAN

Keio University / NICT, Yokohama, Japan
tera@ics.keio.ac.jp

hanstone@tera.ics.keio.ac.jp

Figure 1.  Interaction model between layers in CEAL



2. Overview of CEAL

In the OSI layering model, the protocol entity (PE) is
the entity that processes a protocol. For cross-layer
collaboration, the PEs in distinct layers must be able
to exchange information. If a PE in a layer provides
another PE in another layer with the protocol-specific
information, each PE must be able to understand the
information specific to all protocols. Therefore, CEAL
introduces the abstract entity (AE) that transforms the
protocol-specific information to the protocol-independent
information as shown in Fig. 1. An AE is attached to a PE.
CEAL also introduces the inter-layer system (ILS) that
penetrates across all layers. Thus, the protocol-specific
information of a PE is first transformed to the protocol-
independent information by the AE attached to the PE;
the protocol-independent information is carried to the
AE attached to the PE that requires the information via
the ILS.

In CEAL, each layer offers its services in the form of
primitives. Four classes of primitives are defined as
shown in Fig. 2. Request (req) is issued by the AE that
wants to get the services or information from another
AE, and Confirm (conf) is the acknowledgment of the
request. Indication (ind) is the notification of the infor-
mation to the AE that requested the service, and Re-

sponse (res) is the acknowledgment of the indication.
CEAL also defines three different usages of primitives.
Type 1 is to provide the information in a layer to anoth-
er layer immediately and consists of a Request and a
Confirm. Type 2 is to notify another layer of events of a
layer asynchronously. In Type 2, first a Request and a
Confirm are exchanged; when the expected event oc-
curs, an Indication is called. Type 3 is to control actions
of a layer from another layer and consists of a Request
and a Confirm.

CEAL defines nine L2 primitives as shown in Tab. 1.
For example, L2-PoAList is used to acquire the list of
available access points or base stations (i.e., points of
attachment (PoA)). L2-LinkStatusChanged is used to re-
ceive a notification that the link status changed beyond
the specified threshold.

3. L3-FHOX

3.1  Normal Handover Procedure in IPv6
Fig. 3 shows the normal handover procedure in IPv6.

When the link status is getting worse, the link layer (L2)
of the mobile node (MN) executes handover in the link
layer (Fig. 3 (1)). This handover is called the L2 hand-
over. However, the network layer (L3) of the MN does

Fast handover and fast failover mechanisms... 
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Figure 2.  
Four classes of
primitives in CEAL

Table 1.  
L2 pr imit ives



not perceive the L2 handover. In the network layer, the
access router (AR) periodically sends the Router Ad-
vertisement message (RA). Upon receiving the RA, the
L3 detects the L2 handover and starts the L3 handover
procedure (Fig. 3 (2)). This wait time is one of the factors
that make the entire handover time long. Next, the L3
generates a new IPv6 address and executes the dupli-
cate address detection procedure (DAD) (Fig. 3 (3)). Since
DAD makes use of timeout to detect duplicate address-
es, it takes about 1 second. This is also one of the ma-
jor factors that make the entire handover time long. Next,
the L3 executes the L3 signaling, e.g., the exchange of
the Binding Update message (BU) and the Binding Ac-
knowledgement message (BA) between the mobile node
and its home agent (HA) (Fig. 3 (4)). Thus, the entire hand-
over takes more than 1 second.

3.2  L3-FHOX Procedure
L3-FHOX makes use of the L2 primitives defined in

CEAL. Fig. 4 shows the L3-FHOX handover procedure.
First, the L3 of the MN issues L2-LinkStatusChanged.req
and L2-LinkUp.req to the L2 to receive the notifications

that the link status changes beyond the specified thres-
hold and that the link becomes available again, respec-
tively (Fig. 4 (1),(2)). When the link status is getting worse
beyond the threshold, the L2 notifies the L3 of L2-Link
StatusChanged.ind (Fig.4 (3)). The L3 searches for the
candidate access point for handover by exchanging
L2-PoAList.req/conf (Fig. 4 (4)). Upon deciding the next
access router (NAR), the L3 requests the pre-DAD to the
NAR (Fig. 4 (5)). In the pre-DAD, since the NAR knows
the all IPv6 addresses used in its cover area, it imme-
diately responds to the MN. At this point, the L3 finish-
es the handover preparation. Next, the L3 issues L2-
LinkConnect.req to the L2 to make the L2 start the L2
handover (Fig. 4 (6)). Upon finishing the L2 handover,
the L2 notifies the L3 of L2-LinkUp.ind (Fig. 4 (7)). Next,
the L3 starts the L3 signaling (Fig. 4 (8)). 

As shown in Fig. 3, the disruption time due to the
handover is the L2 handover time plus the L3 signaling
time. In our experiment, the former is less than 10 msec
in case of WiFi. The latter depends on the round trip time
(RTT) between the MN and the HA; usually the order of
10 msec.

3.3  Field Experiment of L3-FHOX
We implemented L3-FHOX in

FreeBSD-5.4 and had a field ex-
periment of L3-FHOX. On a cir-
cle road, we arranged eight ac-
cess points / access routers each
of which provides a distinct IPv6
subnet to the mobile node. The
a ccess point has a WiFi interface
for the mobile node. The length of
the circle road is approximately
1 km. The mobile node is on a car
and sends real-t ime streaming
data to the correspondent node
(CN). The car runs at 40 km/h. The
application used in this experi-
ment is DVTS (Digital Video Trans-
fer System) [10]. Although DVTS
consumes approximately 35 Mbps
bandwidth, we selected the half-
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Figure 4.  L3-FHOX handover procedure

Figure 3.
Conventional 

handover procedure



rate mode of DVTS due to the bandwidth limit of WiFi. LIN6
[11] is used as a mobility support network layer proto-
col, which is based on ID/Locator split architecture. As
a result, the entire handover time is approximately 10
msec. Upon a handover, there is almost no bad effect on
the play-backed movie on the CN.

4. SCTPfx

4.1  Normal Failover Procedure in SCTP
SCTP is a new transport layer protocol. It has sev-

eral new features such as multihoming support and par-
tial reliability. For multihoming support, SCTP can have
multiple paths in a single association between two end
nodes. Among multiple paths, SCTP uses a single path
as the primary path for data communication and reser-
ves other paths as secondary paths. If the primary path
fails, e.g., due to crash of a router on the primary path,
one of the secondary paths is engaged as the primary
path. This procedure is called failover. Even if a fail-
over occurs, the association is kept available. Accord-
ing to the specification of SCTP, SCTP detects path fail-
ure by five times of timeout of the ACK for the trans-
mitted data. Similar to TCP, since SCTP employs binary
back off to calculate the timeout value, it takes at least
31 seconds to detect path failure.

4.2  Fast Failover in SCTPfx
SCTPfx detects path failure as soon as possible by

collaboration among the link layer, the network layer,
and the transport layer. There are several possible caus-
es of path failure. For example, the cable is accidental-
ly unplugged from the end node, a
router on the path crashes, and
connectivity to the destination is
lost due to routing change. Due
to the page limit, this paper fo-
cuses only on the case that the
cable is unplugged in an end node
and the case that the connectiv-
ity is lost in the network core.

Fig. 5 shows the failover pro-
cedure in SCTPfx. In this exam-
ple, the end node has two inter-
faces, L2-1 and L2-2. Suppose
that L2-1 is the current primary
path and L2-2 is the secondary
path. In case that the cable is
unplugged in the end node (Fig.
5 (1-a)), the L2 notifies the L3 of
L2-LinkDown.ind (Fig. 5 (2-a)).
Next, the L3 notifies the L4 of L3-
ReachabilityLost.ind (Fig. 5 (3)).
In case that the connectivity to
the destination node is lost, e.g.,
the L3 of the end node receives
the ICMP destination unreach-
able message (Fig. 6 (1-b)), the L3

notifies the L4 of L3-ReachabilityLost.ind (Fig. 5 (3)).
The remaining procedure is the same for both cases.
Upon receiving L3-ReachabilityLost.ind, the L4 (i.e.,
SCTP) issues L3-Route.req to the L3 to find an alterna-
tive route to the destination (Fig. 5 (4)). Upon receiving
L3-Route.req, the L3 issues L2-LinkStatus.req to each
interface and obtains the link information such as avail-
ability and the bandwidth (Fig. 5 (5)). Next, L3 selects
the available routes to the destination and returns this
result to the L4 by L3-Route.conf (Fig. 5 (6)). Upon re-
ceiving L3-Route.conf, the L4 selects the new primary
path. Finally, the L4 of Host-A sends a SET PRIMARY
chunk to the L4 of Host-B to switch the primary path
(Fig. 5 (7)). Although SCTPfx also defines a fast recov-
ery procedure, its description is omitted due to the page
limit.

4.3  Evaluation of SCTPfx
Fig. 6 (on the next page) shows our test network. We

implemented SCTPfx in the FreeBSD-6.1 kernel. We
installed SCTPfx on two machines: Host-A and Host-B,
both of which are IBM ThinkPad X40 with an Intel Pen-
tiumM 1.1 GHz CPU and 512 MB memory. At first, inter-
face-1 of Host-A is the primary path. Next, we unplug
the cable from interface-1, and then the fast failover pro-
cedure is executed. As a result, interface-2 becomes
the new primary path.

In this environment, we measured the failover time.
The result was 122 usec plus the RTT between Host-A
and Host-B. This value is extremely small compared to
the normal failover time (i.e., 31 seconds).
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Figure 6.  Test network of SCTPfx

5. Conclusion

This paper shows effectiveness of cross-layer collabo-
ration among the link layer, the network layer, and the
transport layer by taking the fast handover mechanism
in the network layer (L3-FHOX) and the fast failover
mechanism in the transport layer (SCTPfx) as examples.

As the architecture of cross-layer collaboration, we
are proposing CEAL. The current model of CEAL focus-
es only on cross-layer collaboration within a node. We
plan to extend the current CEAL model so that it can
deal with cross-layer collaboration between nodes.
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1. Introduction

In today’s networked society, knowledge-intensive work
involves communication among communities of people
and the social practices that occur in a particular con-
text. Knowledge-intensive work engages in a large num-
ber of communication, coordination, and cooperation
practices that cross the boundaries of organizations,
countries, cultures, and/or disciplines. Beyond the se-
mantic web era, digital contents are not, by themselves,
the key assets of the web any more. Instead, the know-
ledge acquired from the digital contents plays an im-
portant role for users to know what is going on, make
decisions, and take actions. Considering knowledge as
a key asset, it is worthwhile to renovate the traditional
content-centered framework of web lifecycle as a know-
ledge-centered one. Our intention is to change the na-
ture of the web as an information-based resource to a
knowledge-based resource.

The Global Knowledge Grid [1,2] is an integrated
infrastructure for coordinating knowledge sharing and
problem solving in distributed environments. The con-
cept of knowledge grid was originally introduced as a
parallel distributed knowledge discovery and data min-
ing (PDKDD) environment, which uses the basic func-
tions of a grid and defines a set of additional layers to
implement the functions of distributed knowledge dis-
covery [3]. We extend the original idea of knowledge grid
with particular emphasis on the following concepts.

Harnessing collective intelligence
The web provides a platform for establishing net-

works made up of communities of people (or organiza-

tions or other social entities) connected by social rela-
tionships such as friendship, collaboration, or informa-
tion exchange based on common interests. These web-
supported social networks can be regarded as virtual
communities. 

From a sociological perspective, knowledge is con-
sidered to be socially constructed. Social processes in-
fluence the processes of generating and applying know-
ledge. As a consequence, knowledge can be describ-
ed not as objective truth but as what a social system
considers to be true. On the web, individuals are re-
sponsible for identifying knowledge sources accord-
ing to their own demands on the basis of the collective
intelligence [4] to be harnessed. The unit is shifting from
documents to semantically coherent units of content
representing, for instance, opinions, explanations, and
interpretations. 

A conceptualization provides a context in which know-
ledge elements can be uniformly organized on the ba-
sis of a specific common understanding. A conceptua-
lization is never universally valid, but rather, it is valid
for a limited number of users committing to that concep-
tualization. Web-supported social networks or virtual
communities manage and analyze distributed know-
ledge. It becomes necessary to have a global platform
for sharing and processing heterogeneous knowledge
repositories across community boundaries. The “archi-
tecture of participation” becomes inclusive defaults for
aggregating user data and building value as a side-ef-
fect of the ordinary use of the application. The mecha-
nism that “users select for value” retains knowledge with
a high-reuse rate but discards knowledge with a low re-
use rate. 
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Beyond the semantic web era, digital contents are not the key assets of the web any more, but the knowledge acquired 
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Virtual organizations on grid architecture
The web-based sharing that we are concerned with

is not primarily web document exchange but rather di-
rect access to data, software services, and other re-
sources, as is required by a range of collaborative prob-
lem-solving and resource-brokering strategies emerg-
ing in industry, science, and engineering. Because of
our focus on dynamic, cross-organizational sharing, Grid
architecture complements, rather than competes with,
existing web-based distributed environment. The real
and specific problem that underlies the grid concept is
coordinated resource sharing and problem solving in
dynamic, multi-institutional virtual organizations (VO) [5].

This sharing is, necessarily, highly controlled, with
resource providers and consumers defining clearly and
carefully just what is shared, who is allowed to share,
and the conditions under which sharing occurs. A set
of individuals and/or institutions defined by such shar-
ing rules form a VO.

Service-oriented knowledge
Service orientation is widely acknowledged for its

potential to revolutionize the world of computing by ab-
stracting from all resources as services in a service-
oriented architecture (SOA) [6]. The service-oriented
knowledge utilities model [7] stems from the necessity
of providing knowledge and processing capabilities to
everybody, thus promoting the advent of a competitive
knowledge-based economy. Here, the knowledge ser-

vices are instantiated and assembled dynamically, so
that the structure and location of the knowledge services
are changing at run-time on the basis of the user needs
and issues. In addition, it leads to the idea that a funda-
mental change will be seen in the world of knowledge
base so that knowledge bases move away from the tra-
ditional relational and object models, toward the asso-
ciative model of knowledge elements, such as graph
representations and triple stores.

2. System overview

Knowledge services on the Global Knowledge Grid are
classified into the following categories:

• Knowledge Discovery Service: It provides concept
descriptions of an information source on the basis of the
knowledge discovery approach by data mining, such as
segmentation, classification, summarization, and ontolo-
gical annotations.

• Knowledge Association Service: It produces vari-
ous kinds of associations between multiple information
sources on the basis of their concept descriptions provid-
ed by the corresponding knowledge discovery services.

• Knowledge Delivery Service: It is responsible for
(visual) presentation and navigation of the results from
knowledge discovery services and knowledge associa-
tion services. It also handles user interfaces and inter-
actions.
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An application on the Global Knowledge Grid is rea-
lized by a specific collaboration of the abovemention-
ed services. The Global Knowledge Grid provides the
following service collaboration models:

• Workflow model: It designs a control flow of ser-
vice execution. It is described using web service busi-
ness process execution language (WS-BPEL) [8], a de
facto standard for describing workflow-based service
collaborations.

• Data-centric model: It designs the interests and be-
haviors of services with respect to shared data. It is de-
scribed using Service MeshUp description language,
our original description language for data-driven service
collaborations.

In the rest of this section, we explain only the data-
centric model. To realize the data-driven service colla-
borations, instead of the conventional service mashups
we have proposed a novel approach called Service
MeshUp. 

Fig. 1 shows an example of the Service MeshUp de-
scription. The Service MeshUp description consists of
a set of aspects, each of which defines a single task or
function in an application. Each aspect has its own pro-
perties (aspect properties) to be shared by the servi-
ces. For each aspect, an application developer deter-
mines a set of services to be involved, and then, for each
service, he/she defines precondition, behavior, and post-
condition with respect to the aspect properties. 

Here, the precondition describes the conditions for
activating the service with respect to the aspect proper-
ties. For instance, the precondition becomes true when
a specific aspect property is modified or has a specific
value. Of course, Boolean composition of the conditions
is also specifiable. The behavior defines what the ser-
vice will do when it is activated. Basically, it invokes the
functions of the corresponding service. The postcondi-
tion defines what will be done after the behavior. In most
cases, the data obtained as the result of the behavior
will be set to the aspect properties. 

In contrast to conventional service mashup methods
based on workflow model, our Service MeshUp aims at
realizing service collaborations sharing “common inter-
ests,” each of which is represented by the aspect proper-
ties. While both models are convertible with each other,
our Service MeshUp model is more suitable for self-orga-
nization processes and ever-evolving processes such
as building collective knowledge or monitoring situations
than it is for transactional processes like business work-
flows.

The Global Knowledge Grid consists of three layers:
grid layer, knowledge service layer, and application la-
yer. In the grid layer, a computational grid network is
constructed using de facto standard grid middleware
Globus Toolkit [9]. In contrast with the conventional grid
for building high-performance computer clusters, the
Global Knowledge Grid nodes are distributed all over
the world like traditional web servers. On individual grid
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nodes, the knowledge services are developed indepen-
dently and in parallel, like traditional web pages. The grid
nodes are connected by an extensive secure network.
The knowledge service layer is responsible for imple-
mentation, deployment, search, and collaboration of the
knowledge services. 

Fig. 2 illustrates in detail the knowledge service la-
yer. The knowledge service layer consists of the follow-
ing components:

• Mesh runtime: executes Service MeshUp descrip-
tions to realize collaborations of the knowledge services.

• Mesh repository: stores and retrieves the Service
MeshUp descriptions.

• Service runtime: invokes the knowledge services
on local/remote grid nodes.

• Service repository: creates the catalog of the know-
ledge services, which have the mappings between ser-
vice names (used in Service MeshUp description) and
their end-point-references (used by Service Runtime for
service invocations).

The Mesh Runtime interprets a given Service MeshUp
description, and then resolves the end-point-references
(EPRs) of the service names by looking up the Service
Repository. According to the EPRs, the Mesh Runtime

creates the VO consisting of the grid nodes where the
services are deployed. The dynamically created VO pro-
vides a secure playground for sharing aspect proper-
ties and activating (i.e., invoking) the services. Once the
VO is created, the Mesh Runtime initializes the aspect
properties and starts the MeshUp process. While the
MeshUp process is running, the knowledge services are
invoked through Service Runtime.

The Service Repository is managed in a decentrali-
zed manner. Once a new knowledge service is deplo-
yed to a grid node, the service information is stored in
the local repository of the grid node first and then propa-
gated to the Service Repositories on other grid nodes.

3. Application Example

Fig. 3 shows the application implemented on the Glo-
bal Knowledge Grid. It allows users to browse themati-
cally correlated web contents in a specific subject, ra-
ther than simply traversing hyperlinked web pages [10].

Here, let us suppose that when a user opens a web
page to learn about volcanoes, a question (“What effect
has global climate change had on us?”) suddenly comes
up in his/her mind. The user specifies the question to the
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browser, and then the browser shows a list of know-
ledge association services, each of which provides the
context for leading him/her to a particular answer from
the current page. Supposing that the user selects the
knowledge association service “global warming,” the
browser first collects the relevant information from the
content of current page (i.e., volcanoes) and then tries
to describe the information by using, for instance, na-
tural disaster concepts. It is done by the corresponding
knowledge discovery service. 

As the result, the user will discover concept terms
like “volcanic gas” and “volcanic eruption”. Supposing
that the knowledge asset “global warming” is design-
ed to find the possible effects to healthcare and eco-
system caused by the natural disasters related to glo-
bal warming, the browser tries to discover the health-
care concepts and ecosystem concepts dependent on
the natural disaster concepts, and then searches the
web for information representing those concepts. The
browser shows the causal relationships between the
concepts using the semantic network layout, because
it is considered the most direct way of visual navigation
for causal relationships and is also specified to the know-
ledge asset “global warming” as the knowledge deliv-
ery method. It is done by the corresponding knowledge
delivery service. 

The user explores the causal relationships by follow-
ing the edges of the semantic network. In addition, the
information used for analyzing the causal relationships
can be viewed by the corresponding edges. If the user
clicks on the thumbnail of web information related to the
concept node, the browser jumps to the web page con-
taining the information, and then, the conventional web
page browsing will be resumed.

4. Summary

Towards next generation web as collaboration media,
the key concepts are: 

(1) collaboration on demand 
with collective intelligence, 

(2) grid architecture with emphasis 
on virtual organization, and 

(3) everything as a service. 
Our Global Knowledge Grid is an integrated infrastruc-

ture for coordinating knowledge sharing and problem
solving in distributed environments, where three cate-
gories of knowledge services – knowledge capture, as-
sociation and provision services –, collaborate on glo-
bal-scale grid network. We explained the mechanisms
for data-centric service collaboration, called Service Mesh
Up, and dynamic VO construction to provide multi-insti-
tutional and secure playground for the service collabo-
ration.

Currently, there are more than 400 services running
on the Global Knowledge Grid. Our future work includes
developing a service search engine for better perfor-
mance and scalability.
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1. Introduction

Actual radio spectrum allocation is not efficient due to
rigid regulation: it is access-limited (i.e., big player syn-
drome), and peak traffic planning and spectral re-usage
restrictions cause temporal and spatial under-utilization
since spectrum demands vary in time and space. There-
fore the current radio spectrum allocation regulation re-
sults in sub-optimal spectrum utilization, and excludes
many potential frequency exploitation opportunities. While
new generation radio interfaces support flexible trans-
mission frequencies and the convergence of telecom-
munications services makes actual restrictions seem
out of date, recently presented dynamic spectrum allo-
cation (DSA) solutions also lack the consideration of
some key issues. 

Bounding interactions among frequency leasers (e.g.,
noise, interference) must be taken into account with the

required emphasis reflecting realistic relations, and the
management framework must fulfill the basic require-
ments of general distribution of limited resources. We
propose a distributed spectrum management frame-
work to allocate frequencies for Wireless Service Pro-
viders (WSPs) dynamically with the goal of improving
the efficiency of frequency utilization: we make the case
of spatio-temporal DSA. 

We build a self-organizing scheme in which the par-
ticipants manage the allocation and pricing of spect-
rum, and the central authority only enforces our policies.
The result is efficient frequency utilization while inciting
the deployment of interference-tolerant technologies.
Our framework takes into account the selfishness of
WSPs (in the game theoretic sense) and provides a scal-
able allocation method.

We apply game-theoretic modeling to reflect WSP
selfishness, and we build the mechanism design with
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We present our novel dynamic spectrum sharing management scheme in which the allocation and the pricing of radio frequency
bands are performed in a distributed manner. We focus on a non-cooperative setting where the frequency leasers act for 
their own benefit, and we design the system policies in order to assure that the resulted allocation yields high spectrum utilization.
We provide scalable and incentive-compatible allocation and pricing mechanisms on our physical radio interference model. 
Our evaluations prove that our distributed dynamic spectrum allocation scheme imposes high charges on frequency leasers that
exclude others by their presence in terms of interference; therefore it is a suitable approach to reach efficient and flexible 
spectrum utilization.
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the goal of assuring desirable properties of allocating
limited resources among participants. Our basic prin-
ciples are the following: the overall spectrum utiliza-
tion should be maximal, and in case of “conflict of in-
terest” the frequency bands are allocated to those who
“value” it the most.

2. Related work

In this section we direct the focus on papers that study
the allocation and pricing aspects of DSA from the im-
portant body of research considering the management
of DSA systems.

The seminal paper of Buddhikot [1] initiated a se-
quence of papers focusing on allocation and pricing. Their
models assume a central spectrum broker that alloca-
tes spectrum licenses for short leasing times, and intro-
duce the notion of interference conflict graph. The authors
provide linear programming formulation of the spect-
rum allocation with feasibility constraints: maximal ser-
vice vs. minimal interference, maximal broker revenue
vs. max-min fairness. In [9] fast heuristic algorithms are
proposed to perform the broker’s central allocation by
optimizing these metrics. The same authors give a ge-
neral bidding framework in [8], where the broker strives
to maximize its revenue.

Zheng’s [2] introduces distributed algorithms to allo-
cate spectrum by local coordination and collaborative
sharing among users: selfishness is not taken into ac-
count. In [4] they switch to an auction-based allocation
scheme in which the objective is maximizing the reve-
nue. Their work in [12] highlights the weaknesses of

the widely-employed interference modeling by pairwise
conflict graph, and they show how to derive the latter
from physical interference models. Zheng et al. return
to auction-theory by proposing to implement the Vickrey-
Clarke-Groves (VCG) mechanism [11,3,5] for spectrum
allocation in [13].

The DSA system presented in [6] also performs allo-
cation and pricing by VCG mechanism. The authors pro-
pose a general spatio-temporal model with physical in-
terference modeling. Frequency leasers participate in
one-shot multi-bid auctions and obtain frequency usage
rights for prices that maximize broker revenue or social
welfare.

3. Spectrum allocation model

In our allocation framework the fairness receives new
connotation, i.e., unlike the max-min fairness present-
ed in [1,2] that assures a bit of the spectrum for every
participant, in our model the one who can pay more gets
the frequency band. This approach yields fairness to-
wards the spectrum band itself because this latter is go-
ing to be exploited by the highest added utility-provid-
ing leaser. In this section we review our model’s details:
first, we present a simple way to describe participants’
economic perception linked to spectrum usage, second,
we argue on a general interference model, and at last
our allocation and pricing schemes are introduced.

3.1  Node description
Our model’s system participants are the possible fre-

quency leasers that exploit radio bands within delimit-
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able geographic zones, practically base stations of WSPs,
called nodes. We model each node by its frequency band
demand and its utility that describes its willingness to
pay for acquired frequency shares. The utility is based
on discount estimated incomes from the node’s servi-
ces. In order to model interference tolerance, we also
define the “bearable” interference level for each node,
i.e., the maximum cumulative interference level that the
node can tolerate. Interference may occur if the same
frequency is also used by other nodes, and it is defined
as the maximal measured interference on the node’s
operating area. Details on interference are discussed
in the next section. 

3.2  Interference model
As the majority of related work, we assume that the

radio spectrum can be divided into small, non-overlap-
ping, homogeneous spectrum bands with pre-defined
sizes. Our general physical model considers point-to-
point signal attenuation formulas to take spatial and trans-
mitting power parameters into account in order to es-
tablish the interference values among nodes (i.e., mea-
sured signal-to-interference-and-noise ratio). The cent-
ral authority controls the applied radio technologies (e.g.,
coding), the types of radio transmitters and transmitting
power levels of nodes. We refer the reader to [6] for more
details on the physical interpretation of interference as-
pects.

Many prior works model inter-node coupling by con-
flict graph where nodes represent the frequency leas-
er base stations, and an edge exists between two gi-
ven nodes if they cannot utilize the same frequency
band without facing serious performance diminution
due to high interference. This approach has been shown
to have important drawbacks: as [12] argues, it is un-
able to model aggregated (cumulative) interference,
moreover [6] reasons on the asymmetric nature of in-
terference. With physical interference model, however,
significant complexity is reached when optimizing spect-
rum allocation, which calls for scalable distr ibuted
DSA.

3.3  Distributed spectrum allocation and pricing
Distributing spectrum is harder than dividing other

goods, mainly because of interference and tolerance. We
introduce the notion of one-way buy-outs among nodes:
if necessary because of inter-node jamming, disturb-
ing leaser nodes can be excluded by disturbed nodes.
The buy-outs are performed via auctions: nodes place
bids for required frequency bands, and can bid against
any actual license holder if inter-node interference over-
grows their bearable limits. If multiple bidders are pre-
sent for the same frequency band, a second-price (or
Vickrey) auction is carried out, i.e., the highest bidder
wins and pays the second bid. After nodes have made
their bids to acquire necessary licenses, the winner’s
“second price” is divided between the former leaser and
the authority.

Two different types of spectrum allocation might
occur:

Seamless: if a new node demands the use of a gi-
ven frequency band on which its perceived interference
is low, and it would not cause too much interference to
other nodes. In this case, the node acquires the right to
exploit the frequency, and does not have to pay any-
thing in order to use the frequency.

Exclusive: at any allocation, if the interference ex-
perienced by any node is/becomes too high, then the
disturbed node may buy out the node that causes (a
part of) the interference. Exclusion happens in the form
of a second-price auction: the buyer pays the second
highest bid, the positive difference between the winner
bid and the excluded node’s prior payment, if any, is
paid to the authority and the rest compensates the ex-
cluded node. Any node may voluntarily leave the spect-
rum by auctioning its actually leased spectrum band:
the price of the frequency band is set among the bid-
ders.

3.4  Distributed algorithm
We assume that nodes are autonomous and selfish,

thus they try to maximize their payoffs. The payoff is, by
definition, the realized valuation of the spectrum (the
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difference of incomes and expenses), therefore selfish
nodes strive to allocate the required size and quality
frequency bands for the minimal occurring cost. The cost
one might need to cover is due to the price of exclu-
sion of other, interfering nodes. As the number of other
nodes, that need to be excluded, grows, the cost increa-
ses as well.

In our algorithm, nodes perform two optimization
steps iteratively until stable allocation is reached. At
first, each node checks its allocated frequency band’s
size and the incurred interference against its demand
and tolerance levels respectively. If no inconvenience
is found, the current allocation is held. Otherwise, it pos i-
tions its frequency band on the spectrum, so that, first,
re-buying frequencies at which it has been previously
excluded would cost the least possible, and second,
the cost of exclusion of other nodes to assure that inter-
ference is kept below the required level would be m i-
nimal. Therefore the selfish strategy of each node is to
buy out the cheapest interfering player set possible to
assure own service quality at the cheapest frequency
band.

Finding the optimal allocation of spectrum centrally
is an NP hard problem in general. The main reason for
this complexity is interference, therefore many approach-
es introduce simplifying models and apply heuristics.
In our framework the allocation is optimized in a distri-
buted way. For a brute-force exhaustive search, the al-
gorithm requires a node to evaluate |F|* exp(|G|) values,
where F stands for the number of frequency unit bands
in the spectrum, and |G| denotes the cardinality of the
group consisting such nodes that cause interference
to it. Restricting the focus only to those nodes that cause
significant interference, the algorithm complexity drops,
however, we applied heuristics (greedy, simulated an-
nealing, etc. optimization to find the cheapest band,
conform to demand, with the cheapest necessary buy-
outs) in our simulations in order to further accelerate
the algorithm.

4. Evaluation of distributed DSA

In this section we discuss the advantageous proper-
ties of the DDSA framework.

Our pricing rules incite truthful bidding of self ish
nodes, i.e., nodes report their true utilities when bidding
for spectrum in DDSA [10]. The well-known truthfulness
property of Vickrey auctions makes bidding true utili-
ties to be bidders’ dominant strategies. A more detailed
proof of incentive compatibility and truthful bidding in
second-price auctions is shown in [7].

The DDSA framework supports the fairness idea be-
hind VCG mechanisms in terms of efficient pricing. An
interference-friendly node, that has high interference
tolerance level and causes little interference to others,
pays relatively less for the spectrum [10]. The implica-
tion of our valuation based allocation and pricing frame-
work is that the iteration of re-allocations assures fair-

ness despite the fact that exclusions are only unidirec-
tional. Those nodes that cause important interference
must hold high valuation because interfered nodes try
to buy them out by engaging in auctions for the disturb-
ing nodes’ spectrum bands: service providers that cause
high interference are punished with high costs. Also,
this approach leads to an efficient spectrum allocation,
where frequency bands are allocated to the most valu-
able leasers at the highest possible price.

Our distributed design makes the system more flex-
ible in terms of possible re-allocation of spectrum at any
time without a centrally announced or periodical auction.
Furthermore, no central intelligence is needed for com-
puting allocation and prices. 

Generally, when selfish nodes’ decisions drive the
system, the outcome is suboptimal compared to the re-
sult of a central allocation based on full information.
Since in numeric evaluations we arrived at similar out-
comes (for simple simulations) to those of applying cent-
ral DSA, but much faster, the distributed optimization
seems efficient and scalable.

5. Conclusions

We proposed a general distributed DSA framework that
offers a distributed mechanism design, well suited to
practical employment issues. The applied model hand-
les interference effects without any restricting assump-
tions. Through game theoretic modeling and mechanism
design, we put the emphasis on the economic perspec-
tive. 

We proposed distributed allocation and pricing schem-
es, and heuristic algorithms that provide scalable, eff i-
cient and incentive-compatible spectrum allocation.
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1. Introduction

The European Traffic Observatory Measurement Infra-
struCture (ETOMIC) was launched in 2004 [1,2]. It is tar-
geted to provide the scientific community with an Inter-
net measurement platform that is fully open and recon-
figurable, extremely accurate and GPS-synchronized.

The ETOMIC system has been designed to allow re-
searchers to perform any kind of active network mea-
surement. The users are provided with a web-based
graphical user interface for the definition of the expe-
riments to run. Researchers may either choose from a
number of built-in measurement scripts that cover the
most popular measurement techniques, like traceroute
or packet-pair experiments, or they can provide their
own code for the experiments. To avoid conflicts in re-
source utilization each measurement has to be sche-
duled to exclusively reserve node resources for its exe-
cution. The node reservations are performed through the
web-based user interface. The ETOMIC management ker-
nel takes care of the software upload and experiment
execution in a fully automated fashion. 

After the successful duty of the measurement nodes
since 2004 the renewal of the system components was
necessary. In the Onelab project [3] we have extended
the capabilities of the measurement hardware to match
the current technological level and to incorporate the
software evolution of the last years that are important
from the perspective of network measuerments. The
ETOMIC infrastructure now provides two ways of col-
lecting experimental data. One possibility is when the
researcher reserves and configures the measurement
nodes and sets the parameters of the experiment through
the Central Management System. 

In this case, besides the original ETOMIC nodes,
newly deployed enhanced measurement boxes can
also be used for experimentation. To meet the require-
ments of high precision measurements the nodes are
equipped with a DAG card (for the original nodes) or an
ARGOS card (for the new generation nodes) to provide
nanosecond-scale timestamping of network packets.
Besides these nodes a third type of hardware compo-
ment was also introduced, which is called Advance Prob-
ing Equipment (APE). APE is a low cost hardware solu-
tion developed to serve as a measurement agent for
user applications: it provides a web service interface to
conduct experiments. 

This approach enables autonomic software compo-
ments to automatically collect relevant network data
from the ETOMIC system they rely on for their opera-
tion. As a consequence of a development in the sys-
tem kernel the nodes of the PlanetLab platform [4] can
also be used as measurement nodes by the ETOMIC sys-
tem. The goal of this integration was to enable the fede-
rated usage of the high precision ETOMIC nodes and the
numerous PlanetLab nodes.

To make it easier to handle and archive the huge
amount of data collected by the ETOMIC platform we
have created data repositories. There are two different
interfaces for these data archives. The periodic mea-
surements web interface can be used to poll automati-
cally collected measurement data through pre-defined
queries. As another approach, the Network Measure-
ment Virtual Observatory (nmVO) [5] provides standard
SQL database access to the user community. The nmVO
provides a graphical user interface and a web service
interface for the users to access raw and evaluated mea-
surement. 
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ETOMIC is a network traffic measurement platform with high precision GPS-synchronized monitoring nodes. 
The infrastructure is publicly available to the network research community, supporting advanced experimental techniques 
by providing high precision hardware equipements and a Central Management System. Researchers can deploy their own active
measurement codes to perform experiments on the public Internet. Recently, the functionalities of the original system were 
significantly extended and new generation measurement nodes were deployed. The system now also includes well structured
data repositories to archive and share raw and evaluated data. These features make ETOMIC as one of the experimental 
facitlities that support the design, development and validation of novel experimental techniques for the future Internet. 
In this paper we focus on the improved capabilities of the management system, the recent extensions of the node architecture
and the accompanying database solutions.
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2. System architecture

The ETOMIC infrastructure is constituted of high preci-
sion measurement equipment modules placed hosted
by European universities, research institutes and com-
pany laboratories. The clocks of the measurement nodes
are synchronized via GPS signals, which allow not only
packet round-trip time estimation, but also precise one-
way delay measurements. The ETOMIC platform is very
flexible, since researchers can develop and run any
kind of active experiments.

A Central Management System (CMS) is in charge of
system control, comprising not only the scheduling and
execution of measurements experiments, but also sys-
tem monitoring and configuration. The main software
component of the CMS is called the management kernel

which is running on a dedicated server computer. The
kernel is responsible for scheduling tasks, deployment
of user software to the measurement nodes, node con-
figuration, experiment execution and the collection of
measurement results from the nodes. The CMS provides
a web-based graphical user interface where the research-
ers can configure the system and reserve system re-
sources for their measurements. An internal database
is attached to the kernel where the system and user
level management information are stored. The results
of a finished measurement are also collected and stored
in this database until the user downloads them. The sys-
tem components are depicted in Fig. 1. 

As an important add-on for the original ETOMIC sys-
tem the architecture has been extended with large ca-
pacity data repositories that are publicly available. The
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Figure 1.  ETOMIC system architecture

Figure 2.  Scheduling of experiments and maintenance tasks



system provides several different interfaces for these
repositories through which the users can reach the col-
lected datasets. The interfaces allow the users to run
intelligent queries in order to filter and process the raw
data on the server side.

3. Management kernel

3.1  Central Management System (CMS)
The ETOMIC management kernel constitutes the core

of the Central Management System (CMS). It is in charge
of user management, experiment scheduling and keep-
ing the corresponding results in the temporary data
storage. 

In order to isolate the different measurements and to
schedule experiments and maintenance tasks a calen-
dar is used for each measurement node, as it is shown
in Fig. 2. The management tasks can be divided into
two branches: tasks that correspond to experiment de-
finitions and tasks that correspond to the execution of
the scheduled experiments.

3.2  Scheduling and calendar maintenance
The researcher is expected to book measurement

nodes for a certain time interval and to upload the app-
lications neccessary for the measurement. The web in-
terface is in charge of checking that the timeline for the
experiment does not collide with any other previously

registered measurement. In case of a successful re-
source reservation the CMS inserts the new experiment
information into its internal database. The management
kernel is continuously checking the internal database
for new measurement requests. Once a new experiment
has been defined and the deadline for execution app-
roaches the management kernel uploads the measure-
ment softwares and configures the nodes, executes the
experiment and finally downloads the results to its tem-
porary storage. 

3.3  Web interface to CMS
Users are provided with a graphical interface for set-

ting up the experiment beforehand. Then, the manage-
ment kernel is in charge of experiment execution. An
internal database is used to store all the necessary in-
formation to run the experiments. The stored informa-
tion includes the applied softwares, external data files,
the experiment results, the experiment status and the
measurement node status.

Users can find manuals, the programming API and
example codes here. The users can do the following ope-
rations: add a new program; upload the necessary data
files; define the experiment bundle by scheduling the
start and end times of the measurement; book ETOMIC
time and reserve the measurement nodes; download
the results; define periodic experiments with the repe-
tition period; sharing files with other users. 

ETOMIC advanced network monitoring system 
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3.4  Integration of Planetlab’s nodes
PlanetLab is a global platform for supporting the

development of new network services. This platform is
also used for network experiments. The nodes of the Pla-
netLab platform are accessed interactively via remote
shell. This access method enables the CMS to use the
PlanetLab nodes as its own nodes. Although the main
hardware capabilit ies of the PlanetLab and ETOMIC
nodes significantly differ, the large number of Planet
Lab nodes makes them very attractive to the user com-
munity. 

The capabilities of PlanetLab are not described in
this paper, here we only note that the PlanetLab nodes
are usually up-to-date server PCs without any hardware
components specialized for network measurements. The
slice based management of PlanetLab nodes allows
multiple users to run experiments simultaneously in the
same remote node at the same time, while the CMS takes
care of the unique resource allocation. In spite of the
basic differences of PlanetLab and ETOMIC the federa-
ted usage of the high precision ETOMIC nodes and the
numerous PlanetLab nodes could lead to new ways of
experimentation. 

The software installed on ETOMIC nodes has been
adapted to make the joint usage possible, using a slice
of PlanetLab that is automatically renewed by the CMS.
This makes the whole range of ETOMIC and PlanetLab
remote nodes available through the ETOMIC web inter-
face. The most important challenge for the integration

was the synchronization of the clocks in nodes from
both platforms as they use different reference signals
with highly different precisions. 

4. The measurement nodes

The nodes can be divided into two groups based on their
hardware architecture. The ones that are built on server
PC architecture are called ETOM. These nodes are ac-
cessible via the web-based graphical interface present-
ed in Section 3.3. The ones that are based on a light-
weight programmable board are called APE. The APE
nodes are accessible via a web service interface. GPS
receivers are connected to all types of measurement
hardware to provide the precise time synchronization
between the nodes and to provide the reference clock for
the measurement cards.

Both of ETOM’s and APE’s hardware solutions is high-
precision ones, due to the incorporated precision equip-
ment (DAG and Argos cards) that are specifically de-
signed to transmit packet trains with strict timing, in the
range of nanoseconds. 

APE is built on a development board with Blackfin
processor. The board is manufactured by Analog Devi-
ces Inc. and has a number of different interfaces for host-
ing auxiliary hardware components that are responsible
for specific network measurements tasks. Each mea-
surement node is provided by two network interfaces:
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Figure 4.  Hardware components of ETOMIC responsible for the precision timestamping of the network packets. 
From left to right: the Endace DAG 3.6GE measurement card, 

the netFPGA based ARGOS measurement card and the APE node.

Table 1.  Available measurement nodes in the ETOMIC system *under deployment, **under integration



a standard network interface card for management pur-
poses (maintenance, software upload, data download)
and an additional precision card for the probe traffic.
The main feature of the APE nodes is that they provide
measurement services which can be remotely called
by user applications in an online fashion, without time
slot reservation. 

5. Accessing measurement data

5.1  Data repositories
For network measurements the collected raw data

is traditionally stored in files in some standard (like tra-
ceroute dump, tcpdump) or custom formats. The files
are then processed according to the research ques-
tions to be answered. Detailed analysis of complex net-
works requires large statistical samples. This require-
ment leads to substantial data size in case of mea-
surements in high bandwidth networks, even if just a
few parameters of the packets are recorded (like IP add-
resses, arrival time, protocol, size or delay). 

Practically, measurements can produce dozens of
megabytes at each monitoring node that sums up to
hundreds of megabytes or even terabytes in multi-node
experiment. Keeping only the results of the data analy-
sis and discarding the raw data themselfes is not a
good way to solve the data handling issues: measure-
ment data gathered today cannot be reproduced in the
future. Thus it is preferable to store the original data-

sets to allow further re-analysis and support the study
of the long-term evolution of the network.

For these purposes we have created data reposito-
ries to store measurement data collected by means of
the ETOMIC system. There are two different interfaces
to reach raw and aggregated measurement data. The
periodic measurements web interface can be used to
poll data collected from automatic measurements in the
system. The users can choose from pre-defined que-
ries by selecting a given type of measurement, a set of
nodes on which the measurement was conducted and
a time frame. Long term data sets are available for one-
way delay values, traceroute measurements and Paris
traceroute measurements [6] data between all the ETOM-
IC node pairs. The results of these measurements are
reachable through the periodic measurement reposito-
ry of the ETOMIC website’s Database / Open Repository
menu [1].

5.2  Network Measurement Virtual Observatory (nmVO)
The basic concept presented in [5] is an approach to

efficiently store and share research data. Beyond the
simple data collecting and archiving functions it aims
at providing easy-to-use analysis tools via both human
and machine readable interfaces. 

One of the main features of the nmVO is that it pro-
vides SQL access to the databases that are integrated
under its framework, thus the users can edit and run their
customized queries through either the web-based SQL
interface or the web services interface. The main ad-
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Figure 5.  The web interface of the nmVO



vantage of this solution is that the researchers can fil-
ter out the relevant information from the huge archives
using server side processing. Hence, only the neces-
sary datasets and results have to be downloaded from
the server.

To sketch the nmVO principle through a possible app-
lication, consider a scenario in peer-to-peer overlay net-
works where management information is needed to op-
timize the routing between the peers. It would be un-
thinkable to use gzipped files for such real-time evalua-
tion. On the contrary, the scenario is feasible if one turns
to the nmVO to get the typical loss rate, the average de-
lay on certain routes or the shortest path between the
peers. This means that beyond the data itself, analysis
tools are also needed to perform such data filtering and
transformation queries efficiently. Using these stored
procedures we can move the typical filtering and pre-
processing tasks to server side. 

The majority of the experimental data collected in
the ETOMIC system is inserted into the data reposito-
ries and can be reached through both the nmVO web
graphical user interface and the web service interface.
The developed nmVO API is integrated into the APE
nodes’ software, so that all measurement data from the
APE boxes are automatically copied into the nmVO data
repository. 

In addition to the historical raw data collections and
the evaluated results of periodic measurements, also non-
ETOMIC traceroute logs and topology data [7], one-way
delay values [8], queueing delay tomography data [9],
available bandwidth results [10], router interface cluster-
ing and IP geolocalization data [11] can be found in the
archive.

The nmVO can be accessed through the ETOMIC web-
site’s Database / CasJobs Query Interface menu [1] and
also via Web services for client applications. 

6. Conclusions

In this paper we presented the enhanced ETOMIC net-
work measurement infrastructure. We described the
key components of the architecture and the new fea-
tures of the Central Management System. The improved
system kernel includes support for periodic measure-
ments and the federated usage of the high precision
ETOMIC nodes and the numerous PlanetLab nodes. Be-
sides the kernel development novel hardware compo-
nents have been developed and deployed. New light-
weight measurement equipments have been installed
that provide measurement services which can be re-
motely called by user applications via web services. 

The system now also includes well structured data
repositories to archive and share the experimental data.
Periodic measurement data can be polled with customiz-
able pre-defined queries, while the nmVO framework
gives full SQL access to its archive. The recent develop-
ments make ETOMIC an easy to use experimental facit-
lity with versatile feature for network research.
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1. Introduction

The quality of Text-To-Speech (TTS) systems is judged
on the basis of how successfully the generated synthe-
tic speech approaches the features of human speech.
The intelligibility of synthetic speech is close to that of
human speech in state-of-the-art TTS systems. However,
there seems to be a lack of variability in most speech
synthesizers: they produce deterministically the same
speech output for the same textual input, when it is re-
peatedly given to the system. This contradicts the varia-
bility of human speech.

The variation in human speech has been address-
ed by Chu et al. using a database containing two repeti-
tions of 1000 recorded sentences in Mandarin [1]. They
investigated the differences of prosody (e.g. intonation,
rhythm) in the paired sentences and observed the in-
variant and variable parts of speech. It was measured
that the two repetitions had wide variations in the mean
F0 and durations of syllables, while the meaning was
the same. The rhythmic organization was more stable.
The results show that the variability of human speech
can be as large as half of the dynamic range of a speak-
er, which has to be considered in speech synthesis. 

The common part of the corpus-based prosody gen-
eration approaches is that they try to associate proper-
ties (e.g. F0) of recorded speech with the text to be syn-
thesized. However, there are some differences in the
methods and element sizes that are applied. In [2], a rule-
based prosody model is complemented with a corpus-
based module. In the data-driven part, the F0 templates
are as small as syllables from the corpus. [3] uses a si-
milar method. The most important difference is the length
of the F0 templates: employing flexible-sized segments
allows the modeling of both macro- and microprosody.
In the corpus-based approach of [4], a linear regres-
sion statistical model produces the pitch contour of a

sentence, based on word-sized items. The new feature
of [5] is the use of Case-Based Reasoning. They show
that a data-driven model can work with stress-group
units as F0 templates reasonably well. Besides the afore-
mentioned corpus-based methods, some superpositio-
nal corpus-based intonation generation approaches can
also be found in the literature. 

In the paper of [6], three levels of intonation are de-
rived from the speech database. Sentence-, phrase- and
syllable-level prosody are hierarchically separated. [7]
combines decompositional modeling with corpus-based
pitch contour search. The pitch contours in the corpus
are typically decomposed into phrase, accent and seg-
mental perturbation curves. [8] introduces a corpus-bas-
ed synthesis system by considering several candidate
intonation contours.

The method presented in this paper uses phrase-
long F0 templates without any decomposition. Our prior
work concentrated on the feasibility of a method in in-
creasing the prosodic variability in speech synthesis [9].
As the results were rather promising, this first simple
approach is further developed here. In this paper, Sec-
tion 2 introduces the method that tries to mimic the va-
riable nature of human declarative sentences in TTS
systems. To pair the right pitch contour with the input
text, a database of recorded speech samples is used
in order to find more F0 templates to the input. Variabi-
lity is ensured by the random selection from the avail-
able intonation samples. Our hypothesis is that using
this kind of speech samples, variability of human speech
can be modeled in artificial systems. To prove this state-
ment, the method is applied in a Hungarian corpus-bas-
ed unit selection TTS. 

In Section 3, a listening test is described that was
carried out to evaluate the naturalness of the generat-
ed variable synthesized speech. The results of the test
are described in Section 4, which show that the method
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can generate equally natural but still different versions
of sentences. The last section concludes the paper. 

2. Methods

2.1  Generation of variable prosody
Fig. 1 shows the steps of our prosody generation app-

roach used in the Hungarian system. When the system
is given a raw textual input, first the sentence is parti-
tioned into prosodic phrases. Then their syllabic and
stress structures are automatically determined. Intona-
tion is assigned in a separate step.

Figure 1.  
Generation of variable prosody using a database of 
F0 templates in a corpus-based unit selection TTS system

In this paper, the syllabic structure of a phrase is
represented by the number of words in the phrase and
number of syllables in each word plus their stress tags
(e.g. in English a prosodic phrase might be like: “Weather
warnings have been issued”; 5 words; “2+2+1+1+2” syl-
labic structure, plus stress marks on the words). The
stress structure is specified with the rule-based method
used in the Profivox TTS [10]. 

Based on this information target F0 curves are search-
ed in the database of natural sample phrases. The search
is done using a similarity measure that will be discus-
sed later. If the sample database is large and variable
enough, more candidates with different F0 curves are
found. The variation of the system is realized in the next
step, when one F0 contour is selected randomly from the
proposed ones. If the system is given repeatedly the
same sentences or those with similar structure, this

part ensures that the output speech will not always be
deterministically the same, creating the desired vari-
able prosody. The input text with the selected F0 con-
tour is forwarded to the corpus-selection module that
tries to realize the proposed prosody during the unit se-
lection. Note that as the system may use F0-sample data-
bases and speech corpora from different speakers, it
is important to normalize F0 targets, before sending them
to the selection component.

2.1.1 Coverage ratio 
It is not sure that an appropriate F0 template can be

found for a given input phrase. If no similar phrase is
found, the rule-based prosodic model of the Profivox TTS
is used. The hit rate depends on the similarity measure
used and the size and variability of the database. In or-
der to find out what degree of coverage can be reached
with different similarity measures and corpora, a cover-
age ratio is defined. For a given input sentence, it refers
to the length of the prosodic phrase for which F0 sam-
ples are found divided by the total length of the sen-
tence. The length is measured in number of syllables. 

As an illustration in English, if the method finds a F0
template only for the first of the two prosodic phrases
in the “ A minor storm will brush the Northwest, resulting
in showers.” sentence, the coverage ratio is 9/15 = 0.6.

2.1.2 Similarity measure 
Two different similarity measures are investigated

in this study. They are based on the syllabic structures
of the input phrases and F0 template phrases from the
database. The first one, the “exact” similarity measure
means that the structures of the two phrases have to
be exactly the same. The second measure, “similar”
structure is less strict: the number of syllables of the
longer words in the two phrases can differ in one syl-
lable. This “loosening” in the similarity measure caus-
es a higher coverage ratio, as discussed later. Besides
the syllabic structure, the stress structure of the input
and database phrases also have to be the same, in or-
der to use the F0 contour of the sample database.

2.1.3 Databases 
The F0 template databases were derived from seve-

ral speech corpora. The textual version, phonetic tran-
scripts, sound boundaries and measured F0 curves were
used to generate the database. The sentences were cut
to phrases by the Profivox text processor [10], and for
each phrase, the syllabic structures were calculated. 

For each syllable, the mean F0 was calculated. It was
used when selecting an F0 contour for the input text.
The stress structure of the phrases was derived from
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Table 1.  
Corpora and attributes of 

each of them used in this study



the textual transcripts. This solution introduces some
errors because the written form does not have a one-
to-one correspondence with the utterance. The deve-
lopment of an automatic method is in progress in order
to determine the realized stress structure in the utter-
ances of the corpora. 

In this study six corpora were explored, as described
in Table 1. The sentences of the first five corpora were
read by a professional voice actress in a sound studio.
The largest (“Weather”) was built from weather forecast
sentences [11]. The second largest corpus (“Ph. rich”)
contains phonetically rich and balanced sentences [12].
We also used sentences which were originally record-
ed for a number-to-speech synthesis application (“Num-
bers”, [13]). The rest of it was produced for a railway sta-
tion announcer system (“Railway”) and other smaller,
fixed inventory systems (the “Prompts” of e-mail reader
systems). The last corpus (“Radio news”) contains news
spoken by three different announcers. Except the last
one all other corpora were used in the limited domain
corpus-based TTS.

Three different F0 template databases were built for
investigations of the prosody generation method: one
from the “Weather” corpus itself (F0-1), one combining
four corpora of the same speaker (F0-2) and one from
the “Radio news” corpus (F0-3). 

We collected text samples in five topics: Public trans-
port (News1), Economy (News2), Sport (News3), Tale and
Weather forecasts. Fig. 2 indicates the coverage ratios
defined in 2.1.1, that can be reached with the different
databases (Y axis) on input sentences from various to-
pics (X axis). In order to illustrate which sample data-
base is more appropriate for the variable prosody ge-
neration method, we conducted a simple test. For the
different domains, we investigated up to 8 sentences to
demonstrate the dependence of coverage ratios on the
type of the databases. 

It can be seen that the use of “F0-2 (Combined)” data-
base creates the highest coverage ratios, for all of the

input sentences. The “Similar” similarity measure en-
hances the coverage ratio over “Exact”, as expected.
The low coverage value in “News2” sentences is due to
the fact, that they contain extremely long phrases. As
our method is based on the correspondence between
the phrases of the input sentence and the database
ones, F0 patterns for these long input phrases were not
easily obtainable.

2.2  Corpus-based unit selection TTS 
The unit selection TTS that was used in our experi-

ments is described in detail in [11]. The currently used
speech databases contain sentences from several do-
mains, as described in Section 2.1.3. The synthesizer
can generate the prosody in two ways, depending on
the type of the input sentence. If the sentence fits in the
domain of the corpus, a simple prosody model is used,
based on the relative position of words within a proso-
dic phrase. Because it is based on words, it will work
properly only if most words of the input sentence are
found in the corpus.

If the sentence is out of theme, there will not be e-
nough whole words, which can determine the prosody.
The prosody is undefined where whole words are mis-
sing. On those parts of sentences the F0 values are de-
termined only by the continuity criterion of the F0 of the
units, but this allows irregular prosody. In that case the
F0 generation method described in Section 2.1 is ex-
tremely useful, as it defines a target F0 for the input sen-
tence. In order to realize variability, always different but
still natural F0 curves are compared to the sentences
with similar structure after each other. The obtained F0
values are used in the target cost function of the TTS to
follow the F0 curve. Besides F0 values the generated
phoneme durations also are respected in target costs,
but with less weight than F0. 

The words of the TTS corpus cover about 55% of the
Hungarian texts [14]. It means that those words of a sen-
tence that are out of domain are often missing on the
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Figure 2.  
Dependence of coverage ratio
on similarity measure, topic of
the input sentences and 
the domain of 
the F0 sample database



word level. Because the missing words are usually built
from 4-5 syllables, in some cases as much as 60% of the
synthesized sentence is determined by prosody rules
for words that are concatenated from shorter (phone/di-
phone/triphone) units. In this case the overall prosody
of the sentence is not determined by whole words of
the corpus. 

3. Experiments 

Several sentences from different domains were collect-
ed in order to find out whether the TTS with the variable
prosody generation method produces synthesized speech
that sounds natural enough. A listening test was con-
ducted to verify our hypothesis that the variability of hu-
man speech can be modeled using a TTS. 

3.1  Test sentences
Only two sentences were chosen from each domain

in order to decrease the duration of the listening test.
The same domains were used as in the simple test of
Section 2.1.3. We generated five versions for each sen-
tence. The first is synthesized with a triphone based con-
catenative TTS (Profivox). It works with a rule based pro-
sody module, and it can produce the waveform with the
prescribed prosody. The second version is the original
output of the corpus-based TTS, with its simple posi-
tion-based prosody module (with minimal prosody mo-
dification). In that sentence the prosody is determined
by the parameters of the units in the speech corpora.
In the third version the corpus-based TTS uses the rule
based prosody (of the Profivox algorithm) as the target
F0 curve. The last two versions are generated by the cor-
pus-based TTS, but the target F0s come from the vari-
able prosody module which is described in Section 2.1.

During the collection of the different sentence ver-
sions we found that for one of the “News3” (Sport) sen-

tences only a bad F0 target was available. The end of
that target is wrong, it contains an increasing end (in
F0) instead of a decreasing one. In spite of its incorrect
prosody we inserted it in the test, in order to measure
the tolerance of the audience for this type of error.

In the listening test we evaluated these sentences
in two ways. Each sentence appeared in a Mean Opi-
nion Score (MOS) test of the naturalness of prosody. To
detect smaller differences between versions, we con-
ducted a paired comparison test, too. In the paired com-
parison test, only sentences generated by the corpus-
based TTS with different prosody modules were inves-
tigated. On the basis of a preliminary test the triphone-
based concatenative TTS is definitely weaker than the
other four versions of each sentence. The paired com-
parison test contained four versions of 10 sentences,
making 60 pairs altogether. The MOS test contained five
versions of the 10 sentences.

3.2  Listening test 
A web based listening test was conducted to deter-

mine the naturalness and quality of synthetic senten-
ces. 103 native speakers of Hungarian participated in
the test with no known hearing loss. The results of 10
listeners were excluded from the evaluation because
they either did not finish the test, or were found to re-
spond randomly. Some of the excluded listeners report-
ed playback difficulties. The remaining 93 listeners con-
sisted of 67 male and 26 female testers having a mean
age of 32 years. 49 listeners used head- or earphones
while 44 testers listened to loudspeakers. The listen-
ing test took 38 minutes to complete, on average.

The test consisted of six parts. The first and the se-
cond part were used for another unrelated study. To les-
sen the load of the testers and to improve attention we
cut in half both the MOS and the paired comparison
tests. In the third and fifth parts the listeners compared
the sentence pairs. In the fourth and sixth part, the sub-
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Figure 3.  
Mean paired comparison results
and Mean Opinion Scores of 
the sentences



jects used a 5-point scale to grade the quality of a sen-
tence.  The test was self-paced. The listeners had the op-
tion to replay a stimulus as many times as they wished,
but they were not allowed to go back to a preceding sti-
mulus, once they rated it. The playback order and the
order of utterances in the paired comparisons were ran-
domized individually for each listener.

4. Results 

The bottom section of Fig. 3 shows the results of the
MOS test for all the 10 sentences under study. The means
were calculated on the basis of the judgment of the list-
eners. The first column of each group shows the vari-
ants generated using a triphone rule-based TTS. It is
rated between 2.1 and 2.5 MOS points. These results
coincide with our earlier study [11]. 

The versions synthesized with the corpus-based TTS
are divided into two parts: the first 8 groups were less
natural than the last two groups according to the expec-
tations. The sentences of the “News” and “Tale” area
are out of domain for the synthesizer, the weather fore-
cast sentences conform to the corpus. For “Weather”
sentences changing the original prosody module of the
corpus-based TTS does not show major improvements,
at the second “Weather” sentence it caused rather a
degradation. The worst sentences probably significant-
l y differ from human expectations. 

Except “Weather” sentences in all the other groups
better results were reached with the modified, target-
based prosody modules. The three versions of prosody
targets (rule, Prosvar1, Prosvar2) scored nearly equal-
l y. The bars marked with dots show sentences when
the “Radio-news” corpus was used as the F0 template
database for the prosody generation subsystem. These
sentences were evaluated similarly to versions “Pros-
var1” and “Prosvar2”. In some cases, the variable pro-
sody generation method failed to produce human-like
utterances. The corpus-based TTS with the rule-based
prosody method generates the best MOS score at the
second sentence of the “News3” group. This sentence
has a correct prosody and enough proper word units in
the corpus. The “Prosvar1” and “Prosvar2” prosodies
are incorrect in this case, as expected (described in

Section 3.1). Subjects gave low scores, they did not ac-
cept declarative sentences with high F0 values in the
end.

The responses of the listeners in the paired compa-
rison test were summarized in the top section of Fig. 3.
For the two utterances in a pair, the results were cal-
culated for each answer as follows: the more natural
sentence was given a 1.0 score, the less natural one re-
ceived a 0.0 score. If a listener could not hear any diffe-
rence between them, a score of 0.5 were given for both
variants in the pair. The averages of these values were
calculated in each sentence group. The top section of
Fig. 3 shows the mean values for each variant. ANOVA
tests were run for each sentence, Tukey-HSD post hoc
tests showed the significant differences. In six cases
of the eight non-weather sentences, the versions with
prosody generated by the external module were signi-
ficantly better (p <0.05).

Fig. 4 shows the summarized results of the paired
comparison tests, averages for each F0 generation me-
thod. The utterances generated by the corpus-based TTS
without external prosody information (left column) are
significantly (p <0.05) less natural than the other three
cases, in which a target F0 curve was given to the syn-
thesizer. The mean results for the three different app-
roaches of the variable prosody generation subsystem
(right three columns) are not significantly different.

5. Summary and conclusions

We successfully integrated a new prosody generation
method to a Hungarian corpus-based unit selection TTS
system. It can provide variable prosody while increas-
ing the quality of synthesized sentences when the in-
put is outside the corpus domain. A listening test show-
ed that in most cases, versions of the same sentence
with different intonations were evaluated as equally
natural, indicating that the variability of human speech
can be applied into speech synthesis. The method can
also be applied for increasing prosody variation even
when the TTS works in a closed domain, but some qua-
lity degradation may occur then. Rule-based target pro-
sody and the alternative sample-based prosody gave
similar MOS values. It was found, that the method can
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Figure 4.  
Mean and 95% confidence interval
of paired comparisons



work with various F0 template databases. The use of F0
targets from the “Radio news” did not significantly de-
crease the quality of synthesized speech over the “Com-
bined” corpus.

Future work should address the construction and
analysis of several F0 template databases, in order to
analyze the relationship of the realized variance in syn-
thesized speech and the size, type and domain of speech
databases. Our variable speech generation method can
be extended to other languages. Languages with fixed
stress (e.g. Hungarian, Finnish) are easier to handle in
this system. The method can be used for languages with
varying stress (e.g. English) as well, if we can deter-
mine the stress structure of the sentences based on
textual input. Using other technologies (e.g. HMM) re-
quires a different similarity measure. The results can
be applied in improving the acceptability of long syn-
thesized texts such as synthesized talking books.
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1. Introduction

The security of modern cryptographic methods like asym-
metric cryptography, relies heavily on the problem of
factoring large integers. In the future, if quantum com-
puters become reality, any information exchange using
current classical cryptographic schemes will be imme-
diately insecure. Current classical cryptographic me-
thods are not able to guarantee long-term security. Other
cryptographic methods, with absolute security must be
applied in the future. Cryptography based on quantum
theory principles is known as quantum cryptography.
Using current network technology, in order to spread
quantum cryptography, interfaces able to manage toge-
ther the quantum and classical channel must be imple-
mented [2]. Quantum cryptography provides new ways
to transmit information securely, using the fundamen-
tal principles of quantum-mechanics. As classical cryp-
tography uses and manipulates classical bits, quantum
cryptography does the same with qubits to realize pro-
vably, absolute secure communication. In quantum cryp-
tographic schemes, the secret information is not enco-
ded directly into the quantum states, the qubits are used
only to generate a secret cryptographic key, shared be-
tween two legal parties, called Alice and Bob. The main
idea behind the quantum cryptographic protocols was
the absolute secure key distribution, hence we rather
call these cryptographic methods as Quantum Key Dis-
tribution (QKD) systems [2,7].

Using computational geometry, many complex high
dimensional problems can be expressed with graphs
and tessellation diagrams [6]. In our fundamentally new
security analysis of quantum cryptography, we derive
the fidelity of the eavesdropper’s cloning machine from
Laguerre-type Delaunay diagrams on the Bloch sphere.

Using Laguerre diagrams, we can compute efficiently
the radius of the smallest enclosing balls of mixed states
on the Bloch sphere, and give the level of eavesdrop-
ping activity. The geometric interpretation of quantum
states can be used to investigate informational distan-
ces between two different quantum states [5,6]. We com-
pute the fidelity of the quantum cloning transformation
using the classical algorithm presented by Badoui and
Clarkson, and the Laguerre Delaunay triangulation on the
Bloch sphere [11,13]. 

Our paper is organized as follows. First we discuss
the basic facts about computational geometry and quan-
tum information theory. Then we explain the main ele-
ments of our security analysis, and we show the appli-
cation of our theory for the security analysis of eaves-
dropping detection on the quantum channel. Finally, we
summarize the results. 

2. Preliminaries 

The security of QKD schemes relies on the no-cloning
theorem [2]. Contrary to classical information, in a quan-
tum communication system the quantum information
cannot be copied perfectly. If Alice sends a number of
photonsψ1〉,ψ2〉,...,ψN〉 through the quantum channel, an
eavesdropper is not interested in copying an arbitrary
state, only the possible polarization states of the at-
tacked QKD scheme. To copy the sent quantum state, an
eavesdropper has to use a quantum cloner machine,
and a known “blank” state0〉, onto which the eavesdrop-
per would like to copy Alice’s quantum state. 

If Eve wants to copy the i-th sent photonψi〉, she has
to apply a unitary transformation U, which gives the fol-
lowing result: 
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(1)

for each polarization states of qubit ψi〉. A photon
chosen from a given set of polarization states can be
cloned perfectly only, if the polarization angles in the
set that are distinct, are all mutually orthogonal [2,7].
The unknown non-orthogonal states cannot be cloned
perfectly, the cloning process of the quantum states is
possible only if the information being cloned is classi-
cal, hence the quantum states are all orthogonal. The
polarization states in the QKD protocols are not all ortho-
gonal states, which makes no possible to an eavesdrop-
per to copy the sent quantum states [2]. 

Our goal is to measure the level of quantum cloning
activity on the quantum channel, using fast computa-
tional geometric methods. The fidelity analysis of the
eavesdropper’s cloning machine indicates, how much
the eavesdropper preserves the quality of the cloned
quantum states. In our method, quantum informational
distance plays an important role in the estimation of the
fidelity of eavesdropper’s cloning machine.

2.1  The communication model 
In our method we measure the informational theore-

t ical impacts of quantum cloning activity in the quan-
tum channel. Al ice’s side is modeled by random vari-
able X ={pi =P(xi)}, i=1,...N. Bob’s side can be modeled
by another random variable Y. The Shannon entropy for
the discrete random variable X is denoted by H (X ), which
can be defined as H (X )=–Σ

N

i=1
pi log(pi), for conditional ran-

dom variables, the probability of the random variable X
given Y is denoted by p(XY). Alice sends a random var i-
able to Bob, who produce an output signal with a given
probability. 

We analyze in a geometrical way the effects of Eve’s
quantum cloner on Bob’s received quantum state. Eve’s
cloner in the quantum channel increases the uncer-
tainty in X, given Bob’s output Y. The informational the-
oretical noise of Eve’s quantum cloner increases con-
ditional Shannon entropy H (XY), where

(2)

Our geometrical security analysis is focused on
the cloned mixed quantum state, received by Bob. The
type of the quantum cloner machine depends on the
actual protocol. For the four-sate QKD protocol (BB84),
Eve chooses the phase-covariant cloner, while for the
Six-state protocol she uses the universal quantum clo-
ner (UCM) machine [7,9,10]. Alice’s pure state is denot-
ed by ρA, Eve’s cloner modeled by an affine map L, and
Bob’s mixed input state is denoted by L(ρA)=σB. In our
calculations, we can use the fact, that for random vari-
ables X and Y, H(X,Y )=H(X )+H (YX ), where H(X ), H(X,Y )
and H (YX ) are defined by using probability distribu-
tions p(x), p(x ,y) and p(yx). We measure in a geometri-
cal representation the information which can be trans-
mitted in presence of an eavesdropper on the quantum
channel. 

In Fig. 1 we illustrated Eve’s quantum cloner on the
quantum channel. Al ice’s pure state is denoted by ρA,
the eavesdropper’s quantum cloner transformation is
denoted by L. The mixed state received by Bob, is rep-
resented by σB.

Figure 1.
The analyzed attacker model and the entropies

In a private quantum channel, we seek to maximize
H (X ) and minimize H (XY) in order to maximize the ra-
dius r* of the smallest enclosing ball, which describes
the maximal transmittable information from Alice to Bob
in the attacked quantum channel:

(3)

To compute the radius r* of the smallest informatio-
nal ball of quantum states and the entropies between the
cloned quantum states, instead of classical Shannon en-
tropy, we can use von Neumann entropy and quantum
relative entropy. 

Geometrically, the presence of an eavesdropper caus-
es a detectable mapping to change from a noiseless one-
to-one relationship, to a stochastic map. If there is no
cloning activity on the channel, then H (XY)=0 and the
radius of the smallest enclosing quantum informational
ball on Bob’s side will be maximal.

2.2  Geometrical representation of quantum states
A quantum state can be described by its density mat-

r i x ρ∈CCd×d, which is a d×d matrix, where d is the level
of the given quantum system. For an n qubit system, the
level of the quantum system is d = 2n. In our model, we
use the fact, that particle state distributions can be ana-
lyzed probabilistically by means of density matrices. 

A two-level quantum system can be given by its den-
sity matrices in the following way: 

(4)

where i denotes the complex imaginary i 2= –1. 
The density matrix ρ =ρ(x,y,z) can be identified with

a point (x,y,z) in the 3-dimensional space, and a ball B
formed by such points B ={(x,y,z)x2+y 2+z2≤1}, is called
Bloch ball. The eigenvalues λ1,λ2 of ρ(x,y,z) are given
by 

(5)
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the eigenvalue decomposition ρ is  ρ =Σ
i
λiEi , where

EiEj is Ei for i = j and 0 for i ≠ j. For a mixed state ρ(x,y,z),
logρ defined by logρ= Σ

i
(logλi)Ei .

In quantum cryptography the encoded pure quan-
tum states are sent through a quantum communication
channel. Using the Bloch sphere representation, the
quantum state ρ can be given as a three-dimensional
point ρ=(x,y,z) in RR3, and it can be represented by sphe-
rical coordinates 

(6)

where r is the radius of the quantum state to the ori-
gin, θ and ϕ represents the latitude and longitude rota-
tion angles. Using the spherical coordinates, a three-
dimensional point on the Bloch sphere B, can be given
by: 

(7)

A mesh of the Bloch sphere B can be described as
a number of points connected in some way by lines, the
points and the lines of the mesh are referred to as edges
and vertices. 

Figure 2.  Mesh of Bloch sphere

Geometrically, the pure states are on the boundary
of the Bloch ball B, while the mixed states are inside the
Bloch ball. In Fig. 3 the pure states with unit radius are
on the surface of the Bloch-sphere, while the mixed
states with radius r <1 are contained inside the sphere.

Figure 3.  
The effect of the eavesdropper’s cloning transformation
in geometrical representation

A pure state can be given byψ〉=α0〉+β1〉 and the
projector of the state is

where n̂ is the Bloch vector, and it can be given by  
n̂ = (2Re(αβ*), 2Im(αβ*),α2 –β2) [4,7]. 

2.3  Measuring distances between quantum states 
In the proposed security analysis, the distance be-

tween quantum states is defined by the quantum rela-
tive entropy of quantum states. The relative entropy of
quantum states measures the informational distance
between quantum states. In our model, the informatio-
nal distance between quantum states is computed by
using their density matrices. The classical Shannon-
entropy of a discrete d-dimensional distribution p can
be given by 

(8)

The von Neumann entropy S(ρ) of quantum states is
a generalization of the classical Shannon entropy to den-
sity matrices [4,7]. The entropy of quantum states can be
given by: 

(9)

The quantum entropy S(ρ) is equal to the Shannon en-
tropy for the eigenvalue distribution:

(10)

where d is the level of the quantum system. 
The relative entropy in classical systems is a mea-

sure that quantifies how close a probability distribution
p is to a model or candidate probability distribution q
[4,7]. For p and q probability distributions the relative
entropy can be given by 

(11)

while the relative entropy between quantum states
measured by 

(12)

The quantum relative entropy plays a key role in the
description of the quantum state space. The quantum in-
formational distance has some distant-like properties,
however it is not commutative [4,7], thus D (ρσ)≠ D (σρ)
and D (ρσ)≥0 iff ρ≠σ, and D (ρσ)=0 iff ρ=σ. We note, that
if σ has zero eigenvalues D (ρσ) may diverge, otherwise
it is a finite and continuous function. The quantum rela-
tive entropy reduces to the classical Kullback-Leibler re-
lative entropy for simultaneously diagonal matrices.  

2.4  Quantum relative entropy 
The relative entropy between quantum states can be

described by a strictly convex and differentiable gene-
rator function F as: 

(13)

where –S is the negative von Neumann entropy function.
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The relative quantum entropy D (ρσ) for density mat-
rices ρ and σ can be given by generator function F in the
following way: 

(14)

where 〈ρ,σ〉 =Tr(ρσ*) is the inner product of quantum
states, and ∇F(⋅) is the gradient. 

Figure 4. 
Visualizing generator function as negative 
von Neumann entropy 

The quantum relative entropy for general quantum
state ρ =(x,y,z) and mixed state σ =(x̃,ỹ,z̃), with radius

and  can be given by 

where 〈ρ,σ〉 =(xx̃+yỹ+zz̃ ). For a maximally mixed state
σ =(x̃,ỹ,z̃)= (0,0,0) and rσ=0, the quantum informational
distance can be expressed as

(16)

The density matrices of quantum bits are represent-
ed by 3D points in the Bloch ball. If we compute the dis-
tance between two quantum states in the 3D Bloch ball
representation, we compute the distance between two
Hermitian matrices ρ and σ. 

The eavesdropper’s cloner transformation is model-
ed by an affine map, that maps quantum states to quan-
tum states. Geometrically, the effect of the eavesdrop-
per is to map the Bloch ball to a deformed ball. The clon-
ing activity in the channel can be analyzed by the radi-
us of the deformed Bloch ball, which can be computed
by geometrical methods. 

In our security analysis we use Delaunay tessella-
tion, which is symmetric only for pure states, and asym-
metric for mixed states. It can be proven, that for pure
states the Delaunay diagram coincidences with Eucli-
dean Delaunay diagram, but for mixed states the Delau-
nay diagram is asymmetric, hence it is not identical to
Euclidean diagrams [16]. 

3. Eavesdropping activity 
on the quantum channel

In quantum cryptography the best eavesdropping at-
tacks use the quantum cloning machines [7-9]. How-
ever, an eavesdropper can not measure the state ψ〉 of
a single quantum bit, since the result of her measure-
ment is one of the single quantum system’s eigenstates.
The measured eigenstate gives only very poor informa-
tion to the eavesdropper about the original state ψ〉 [2,7]. 

Figure 5.
The effect of quantum cloning attack 

on the sent pure quantum state

The process of cloning of pure states can be gene-
ralized as 

(17)

where ψ〉 is the state in the Hilbert space to be co-
pied, Σ〉 is a reference state, and Q〉 is the ancilla state
[7]. A cloning machine is called symmetric if at the out-
put all the clones have the same fidelity, and asymmet-
ric if the clones have different fidelities [8,9]. 

The no-cloning theorem has important role in quan-
tum cryptography, since it makes no possible to copy a
quantum state perfectly. In 1996 Buzek and Hillery pub-
lished the method of imperfect cloning, while the origi-
nal no-cloning theorem was applied only to perfect clon-
ing [2]. The asymmetric cloning machines have been
discussed for eavesdropping of quantum cryptography
in [10,15]. For attacks on some quantum cryptography
protocol, it has been proven that the best strategy uses
quantum cloning machines [7,9]. 

3.1  The smallest enclosing quantum-information ball
We would like to compute the radius r of the small-

est enclosing ball of the cloned mixed quantum states,
thus first we have to seek the center c* of the point set
S . The set S of quantum states is denoted by S={ρi }

n
i=1. 

The distance function d (⋅,⋅) between any two quan-
tum states of S is measured by quantum relative entro-
p y, thus the minimax mathematical optimization can be
applied to quantum relative entropy based distances to
find the center c of the set S . We denote the quantum
relative entropy from c to the furthest point of S by 

(18)
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Using the minimax optimization, we can minimize the
maximal quantum relative entropy from c to the furthest
point of S by 

(19)

In Fig. 6 we illustrated the circumcenter c* of S for the
Euclidean distance and for quantum relative entropy [1].

Figure 6.  
Circumcenter for Euclidean distance ball and quantum
relative entropy ball

In our fidelity analysis we assume, that the eaves-
dropper’s cloning machine does a l inear transform L
that maps quantum states to quantum states. The eaves-
dropper’s cloning transformation L is a trace-preserv-
ing, i.e. TrL(ρ)=Tr (ρ), and completely positive map [1].
The informational theoretical effect of the eavesdrop-
per’s cloning machine is described the radius of the
smallest enclosing quantum informational ball by r *. The
quantum informational theoretical radius equal to the
maximum quantum informational distance from the cen-
ter, and it can be expressed as:  

(20)

In our procedure of computing smallest enclosing
information ball, we use quantum Delaunay diagrams,
because it is the fastest known tool to seek a center of
a smallest enclosing ball of points. 

4. Geometrical model of 
secure quantum communication

4.1  Properties of quantum cloners
The maximal fidelity of the eavesdropper’s cloning

machine is denoted by FEve. The parameter FEve repre-
sents the theoretical upper bound on the cloning ma-
chine’s fidelity [1]. For example, if Eve uses universal
quantum cloner, then the value of parameter FEve is in-
dependent of input quantum state ψ〉 , and the fidelity of
her optimal quantum cloning machine is 

(21)

where η is the reduction factor. The quantum clon-
ing transformation optimal [8,9], if η =2 ⁄ 3, hence the ma-
ximal fidelity of optimal universal cloning is FEve =5 ⁄ 6,
and the maximal radius of the cloned state is 

(22)

The quantum informational theoretical radius can be
defined as 

(23)

where S is the von Neumann entropy of correspond-
ing quantum state with radius length rEve

universal. 
In general, the universal cloning machine output state

can be expressed by [7-9]

(24)

4.2  Asymetric phase-covariant quantum cloner
Asymmetric cloning has direct application to eaves-

dropping strategies in quantum cryptography. The best-
known example of state-dependent quantum cloning ma-
chine is the phase-covariant cloning machine. Here,
the states lie in the equator (x–y) of the Bloch sphere,
thus the fidelity of the cloning will be independent of ϕ.
The phase-covariant cloning machine has a remarkable
application in quantum cryptography, since it is used in
the optimal strategy for eavesdropping [8-10]. The im-
portance of equatorial qubits lies in the fact that quan-
tum cryptography requires these states rather than the
states, that span the whole Bloch sphere [9]. 

In phase-covariant cloning, the transformations re-
strict for pure input states

(25)

where the parameter φ ∈[0,2π) represents the angle
between the Bloch vector and the x -axis. These qubits
are called equatorial qubits, because the z-component
of their Bloch vector is zero. The phase-covariant quan-
tum cloners [9] can clone arbitrary equatorial qubits, and
they keep the quality of the copies same for all equato-
rial qubits. The reduced density operator of the copies
at the output can be expressed as [9]

where ψφ,⊥〉 is orthogonal to state ψφ〉 . Thereby, the
optimal fidelity of 1 to 2 phase-covariant cloning trans-
formation is given by 

(27)

If Eve has a phase-covariant quantum cloner, then
the maximal value of her radius rEve

phase is  

(28)

The quantum informational theoretical radius rEve
*phase

of the phase-covariant cloner can be defined as 

(29)

where S is the von Neumann entropy of correspond-
ing quantum state with radius length rEve

phase. The phase-
covariant quantum cloning transformation produces two
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copies of the equatorial qubit with optimal fidelity. The
phase-covariant cloning transformation without ancilla
is a two-qubit unitary transformation, it can be given by
0〉0〉→0〉0〉 and 1〉0〉→cosη1〉0〉+sinη0〉1〉 , where
η ∈ [0,π /2] is the shrinking parameter, which is related
to the fidelity. 

In Fig. 7 we compared the information theoretical ra-
diuses r*UCM and r*phasecov. of the smallest enclosing quan-
tum informational balls for idealistic UCM based attack
and idealistic phase-covariant cloner based attack. The
maximal distance states are denoted by ρUCM and ρphasecov. 

Figure 7.  
Comparison of smallest enclosing quantum informational
balls of idealistic UCM and phase-covariant based attack

The best quality of the two outputs simultaneously
can be realized with an UCM. If an eavesdropper uses
a phase-covariant cloner, one of the two outputs should
have better fidelity, while the fidelity of second output
will be lower.

4.3  Quantum cloning detection
In our model we derive the fidelity of the eavesdrop-

per’s cloning machine from the quantum informational
theoretical radius r * of the smallest enclosing quantum
informational ball, and the theoretical upper bound on
the quantum informational theoretical radius of the eaves-
dropper’s cloning machine denoted by r*Eve [1]. 

As the first part of our theorem, for a secure quantum
channel, the radius r * of the smallest enclosing quan-
tum information ball of mixed states has to be greater
than r*Eve, thus 

(30)

As the second part, for an insecure
quantum channel, the radius r* is smal-
ler than or equal to r*Eve, thus 

(31)

In Fig. 8 we show the geometrical
interpretation of our model [1]. 

In our security analysis, we use the spherical De-
launay tessellation to compute the quantum information
theoretical radius r *, since it can be simply obtained as
an ordinary Euclidean Delaunay triangulation mesh. The
quantum relative entropy based Delaunay tessellation
of pure states is identical to the conventional spherical
Delaunay tessellation, and it differs between mixed quan-
tum states [6]. 

5. Tessellation on the Bloch sphere 

5.1  Mathematical background
The dual of Delaunay diagram of a set of quantum

states on the Bloch ball B, is the division of the space
into regions. The regions contain the part of the quan-
tum space which is closer to that point than any other.
Formally, for a given set of quantum states S ={ρ1,ρ2,...ρn}
in RRd, the Voronoi diagram V (S ) is the partition of RRd

into n polyhedral regions, one for each quantum states
ρi. These regions on the Bloch ball B are the Voronoi
cells, denoted by vo(ρ), containing the points in RRd which
are closer to quantum state ρ than all other points. 

Formally, the Voronoi cell v o(ρ) for quantum state ρ
and the set of quantum state S can be given by 

(32)

where d (⋅) is the distance function. The Voronoi ver-
tices are in the intersections of the bisectors or bound-
aries, as we illustrated it in Fig. 9. 

Figure 9.  An Euclidean tessellation on the Bloch ball
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Figure 8.  
The radius of the smallest enclosing 

information ball for 
a secure (a) and insecure (b) 

quantum communication



On the Bloch ball B every v o(ρ) corresponds to a
quantum state ρ, thus we have n Voronoi cells for n quan-
tum states, and there are O (n) vertices and edges [6]. 

5.2  Delaunay triangulation in the quantum space
We use the Voronoi vertices in our security analy-

sis, since these vertices play a crucial role in the com-
putation of Delaunay triangulation on the Bloch ball B.
The circumcenter of the given quantum states is the
ci rc le that passes through the quantum states ρ1 and
ρ2 of the edge ρ1ρ2 and endpoints ρ1, ρ2 and ρ3 of the
triangle ρ1ρ2ρ3. 

Figure 10.
The Delaunay triangulation of a set of quantum states

The triangle t is said to be Delaunay, when its cir-
cumcenter is empty [6]. The circle centered at a vertex
c, gives an empty circumcenter for quantum states {ρ1,
ρ2, ρ3}. The Delaunay triangulation of a set of quantum
states S , denoted by Del (S ), is unique, if at most three
quantum states ρ ∈ S are co-circular [5]. The Delaunay
triangulation Del (S ) of a set of quantum states S ={ρ1,
ρ2, ...ρn} maximizes the minimum angle among all trian-
gulation of the given set of quantum states.  

Figure 11.  
The triangle of quantum states 
corresponds to the vertex c,
which is the center of 
its circumcenter (a) 
and Delaunay tessellation 
on the Bloch sphere (b) 

Figure 13.  
Dual-Delaunay diagram 

for pure states (a) 
and for mixed states (b) 

on the Bloch ball. 
For mixed states, 

the quantum diagrams differ
from the Euclidean diagram.

In our security analysis we use the fact, that the Vo-
ronoi diagram V(S ) of set of quantum states S , and the
Delaunay triangulation D(S ) are dual to each other in
Euclidean space, and in the quantum space with geo-
desic edges [6]. 

Using the Voronoi-Delaunay duality, every triangle
t ∈ Del (S ) corresponds to a vertex v ∈ V (S ), and every
edge e(ρ,σ)∈ Del (S ) in the Delaunay triangle between
two quantum states in S corresponds to the boundary
edge between the Voronoi cells vo(ρ) and vo(σ). 

Figure 12.  The empty ball property for quantum
Delaunay triangulation

The quantum Delaunay diagrams between mixed states
differ from Euclidean diagrams, as we have illustrated
it in Fig. 12. 

In Fig. 13/a we illustrated the dual-Delaunay diagram
for pure quantum states, with unit length radiuses. The
quantum diagram for pure states is equivalent to the or-
dinary Euclidean diagram on the Bloch-sphere. 

In Fig. 13/b we illustrated the quantum diagrams for
mixed states with radiuses rρ1,2,3,4<1, in the Bloch ball re-
presentation. Since the quantum informational distance
is asymmetric, we can define two types of diagrams. The
first-type diagram is illustrated by bold lines, the dash-
ed lines show the dual curved, second-type diagram. 
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As we can conclude, the quantum diagrams of pure
quantum states are equivalent to ordinary Euclidean dia-
grams. The quantum diagrams of mixed states with dif-
ferent radiuses are equivalent to quantum information-
al diagrams.

5.3  Laguerre diagram for quantum states
We use Laguerre Delaunay diagram to compute the

radius of the smallest enclosing ball [6]. In generally, the
Laguerre distance for generating quantum state xi and
with weight ri

2 can be expressed as 

(33)

The Delaunay diagram with respect to the Laguerre
distance is called Laguerre Delaunay diagram. For the
Laguerre bisector of two three-dimensional Euclidean
balls B(ρ,rρ) and B(σ,rσ) centered at quantum states ρ and
σ, we can write the following equation [6]: 

(34)

The bisector equation for the ordinary three-dimen-
sional Euclidean Delaunay tessellation can be given by

(35)

thus for pure quantum states, where r 2
σ = r 2

ρ , the quan-
tum relative entropy based Delaunay tessellation on the
Bloch ball coincidences with the ordinary Euclidean dis-
tance based Delaunay tessellation [6]. On the Laguerre
diagram, the center of the quantum informational ball can
be described by the density matrix χi as [6]: 

(36)

where (37)

We illustrated the dual diagram of the Laguerre De-
launay tessellation in the Euclidean space in Fig. 14.

Figure 14.
Laguerre diagram for quantum states on the Bloch ball

The squared radius ri
2 of the quantum state ρi on the

Bloch sphere can be given by 

As we can conclude, for weight ri
2, the Laguerre dis-

tance dL(ρ,x i) can be interpreted as the square of the
length of the line segment starting at ρ and tangent to
the circle centered at xi, with radius √ri

2. Thus, the cir-
cle centered at xi with radius √ri

2 is the circle associa-
ted with xi.

6. The proposed algorithm 
for quantum cloning detection

In our algorithm we present an effective solution to seek
the center c of the set of smallest enclosing quantum
information ball, using Laguerre diagrams. 

Our geometrical based algorithm consists of two main
steps: 

1. We construct Delaunay triangulation from
Laguerre diagrams on the Bloch ball. 

2. Seek the center of smallest enclosing ball.
A Delaunay triangulation in the d-dimensional quan-

tum space can be obtained by other methods, like a pa-
raboloid in the d+1 dimensional space expressed by
xd+1=x 1

2+...+x 2
d and tangent planes at the points [1]. In

this method we can use the fact, that the lower envelope
of the tangent planes is a Delaunay diagram [3,17]. How-
ever, in this paper we show a more effective algorithm to
compute Delaunay tessellation on the Bloch sphere B.

Figure 15.
Tessellation on the Bloch ball obtained 

by Laguerre diagram
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6.1  Construction of Delaunay triangulation 
from Laguerre diagrams 

In our algorithm, we use the fact that the Delaunay
tessellation can be computed by Laguerre diagrams,
thus we can give the tessellation from the Laguerre dia-
gram of a set of corresponding ball [5]. 

In Fig. 15 we illustrated the Laguerre diagram on the
Bloch ball, and the construction of Voronoi diagram.

We use the results proposed in [5], to construct the
quantum relative entropy based dual diagram of the De-
launay tessellation, using the Laguerre diagram of the
n Euclidean spheres of equations 

where ρi and ρi’ denote the first-type and second-
type diagrams. In Fig. 16 we show the ordinary triangula-
tion of quantum relative entropy based Voronoi diagram.

Figure 16.  Ordinary Euclidean Delaunay triangulation

The centers of the Euclidean spheres are ρi, and ρi =
ρi’, thus ri

2 = 0. The generator function of the quantum re-
lative entropy based diagram is the negative quantum
entropy F(x)=Σ

i
xi logxi , and the gradient ∇F(x)= [logx1...

logxd ]T. On the quantum relative entropy based diagram,
we map quantum state ρ =[ρ1...ρd ]T to a Euclidean ball
of center ρ’ =[ρ1...ρd ]T [5], with radius rρ

2 =Σ
i
(log2ρi – 2ρi).

The most important result of this equivalence, that we
can construct efficiently quantum relative entropy based
Delaunay triangulation on the Bloch sphere using Euc-
lidean spheres, which can be calculated efficiently by
fast algorithms [5]. 

6.2  Seek the center of 
the smallest enclosing quantum informational ball

In our security analysis we use an approximation
algorithm from classical computational geometry to de-
termine the smallest enclosing ball of balls using core-
sets. We apply the approximation algorithm presented
by Badoui and Clarkson, however in our algorithm, the

distance measurement between quantum states is bas-
ed on quantum informational distance [11,13]. To apply
our approximation algorithm in eavesdropping activity
detection, we use the E-core set C for the minimax quan-
tum information ball of set of quantum states S [11]. The
E-core set C is a subset of the set C⊆S, such for the c i r-
cumcenter c of the minimax ball 

(40)

where r is the radius of the smallest enclosing quan-
tum information ball of set of quantum states S. Our geo-
metrical based eavesdropping detection can be com-
puted very effectively, based on the fact that approxi-
mating algorithm can find the radius r of the smallest
enclosing ball of balls in O(dn ⁄ E2) time, with an (1+E)
approximation [11]. Moreover, in the applied approxi-
mation algorithm the core-set sizes are bounded by 2 ⁄ E,
independently of the dimension [13,14].

Quantum relative entropy based approximation 
The approximating algorithm, for a set of quantum

states S = {s1,...,sn} and circumcenter c first finds a far-
thest point sm of ball set B, and moves c towards sm i n
O(dn) time in every iteration step. The algorithm does
1 ⁄E2 iterations to ensure an (1+E) approximation, thus
the overall cost of the algorithm is O(dn ⁄E2) [11]. 

The main steps of our quantum relative entropy based
algorithm are: 

We denote the set of n d-dimensional balls by B =
{b1,...,bn}, where bi =Ball (si,ri), where Si is the center of
the ball bi, and ri is the radius of the i-th ball radius. The
smallest enclosing ball of set B ={b1,...,bn} is the unique
ball b*= Ball (c*,r*) with minimum radius r* and center c*,
containing all the set {b1,...,bn}. The smallest enclosing
ball of a ball set, can be written as mincFB(c), where FB(X)
=d(X,B)= maxi∈{1,...,n} d(X,Bi), and the distance function d (⋅,⋅)
measures the relative entropy between quantum states
[14]. The minimum ball of the set of balls is unique, thus
the circumcenter c* of the set of quantum states is: 

(41)

In Fig. 17 we illustrated the smallest enclosing ball
of balls in the quantum space.

At the end of our algorithm, the radius r* of the small-
est enclosing ball B* with respect to the quantum infor-
mational distance is equal to
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The security of the quantum channel is determined
by our geometrical model with assumptions r* > r*Eve, and
r* ≤ r*Eve, as we have defined it in Eq. (37) and (38). 

Finally, the approximated value of the fidelity para-
meter FEve, can be expressed as: 

(42) 

where r can be derived from the quantum informa-
tional theoretical radius r* by r*=1–S (r), where S is the
von Neumann entropy.

In Fig. 18 we compared the smallest quantum infor-
mational ball and the ordinary Euclidean ball (dashed-
line) for a random set S of mixed quantum states. As we
can conclude, the quantum states ρ1,ρ2 and ρ3, which de-

termine the Euclidean smallest enclosing ball, differ from
the states of the quantum informational ball.

6.3  The computational complexity of 
the proposed algorithm

The quantum relative entropy based algorithm at
the i-th iteration gives an O(1+√i )-approximation of the
real circumcenter, thus to get an (1+ε) approximation,
our algorithm requires 

(43) 

time, by first sampling n =1⁄ε points. Based on the
computational complexity of the smallest enclosing ball,
the (1+ε) approximation of the fidelity of the eavesdrop-
per cloning machine can be computed in O (d ⁄ε2) time.
As future work, we would like to improve our method to
get an O (d ⁄ε) time (1+ε)-approximation algorithm in quan-
tum space.

Figure 19.  Mixed quantum states in the Bloch ball

Quantum information theoretical based geometrical representation...

VOLUME LXV. • 2010/I 47

Figure 17.  
The smallest enclosing ball of a set of balls 
in the quantum space

Figure 18.  
The maximal distance states of 
the smallest balls are differing for quantum informational
distance and Euclidean distance



Figure 20.  
Voronoi cells of quantum states on the Bloch ball

7. An illustrative example 

Finally, we summarize the steps of our quantum rela-
tive entropy based cloning machine detecting algorithm.
In the next example, we compute the smallest enclos-
ing quantum information ball for three mixed quantum
states. In Fig. 19, the mixed quantum states in the Bloch
ball denoted by ρ1,ρ2 and ρ3. The radius of the quantum
states are denoted by r1, r2 and r3.

First, we determine the Voronoi cells for the mixed
quantum states. The Voronoi cells in the Bloch ball are
denoted by v o(ρ1), v o(ρ2), and v o(ρ3). The distance be-
tween quantum states calculated with respect to quan-
tum relative entropy. 

In the next phase we compute the Delaunay trian-
gulation with respect to quantum relative entropy. The
quantum informational Delaunay triangle is distorted, ac-
cording to the distance properties of quantum relative
entropy. 

In Fig. 21 the quantum Delaunay triangle is denoted
by Del (ρ1,ρ2,ρ3). The bisector points between the quan-
tum states with respect to quantum relative entropy
denoted by points v1, v2 and v3. The bisectors intersect
the center of the smallest quantum informational ball,
denoted by c*. Finally, we get the radius r* of the small-
est enclosing quantum informational ball, centered at
point c*. The distorted structure of the smallest enclos-
ing quantum relative entropy ball is well observable in
Fig. 22. 

Figure 23.  
The smallest enclosing quantum informational ball 

inside the Bloch sphere 
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Figure 21.  
Delaunay triangle with respect to quantum informational
distance

Figure 22.  
The smallest enclosing quantum informational ball 

and its radius 



In Fig. 23 we show an example for a two-dimensio-
nal smallest enclosing quantum informational ball. This
quantum relative entropy ball is a deformed ball, thus
our approximation algorithm is tailored for quantum in-
formational distance. 

The center c* of the smallest enclosing quantum infor-
mational ball differs from the center of an Euclidean ball.

In this given example, the center point is c*(x ,y)=
(0.3287,0.3274), and the radius r* of the smallest enclos-
ing quantum informational ball is r*= 0.4907.

8. Conclusions 

We showed a fundamentally new approach to measure
the information theoretical impacts of quantum cloning
on the private quantum channel. In our analysis the fi-
delity of the eavesdropper’s cloning machine is nume-
rically computed by tessellation on the Bloch sphere.
In classical computational geometry Delaunay triangu-
lations has an important role [4]. Using Delaunay tes-
sellation on the Bloch sphere, the quantum space can
be divided very efficiently. 

We showed, that we can use efficiently Laguerre dia-
grams on the Bloch sphere, since the Laguerre diagrams
are defined both on mixed and pure quantum states.
We presented a novel approach to compute the relative
quantum entropy, using an approximation method for
the smallest enclosing ball of balls using core-sets. We
presented an effective approximation algorithm to com-
pute the informational fidelity using quantum informa-
tion balls, equipped with quantum relative entropy as a
distance measure. 

As future work we would like to present a more ef-
fective algorithm to compute the eavesdropper’s clon-
ing machine, and make a deep study on our algorithm’s
convergence rate. 
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Fast-response inter-vehicle communications
Keywords:  ITS, inter-vehicle communications, safe driving,
media access control (MAC), CSMA, CDMA

Safe driving support is one of the most attractive and impor-
tant applications of an inter-vehicle communication systems.
Real-time and reliable exchange of status information on such
as vehicle location, speed, sudden braking etc., among vehicles,
is a key to offering prompt warnings to drivers in order to avoid
fatal traffic accidents. We have proposed a novel media access
control (MAC) scheme based on code division multiple access
(CDMA) technology, which offers fast response and high packet
delivery ratio to meet the above requirements. This paper intro-
duces the proposed scheme, performance evaluation by simu-
lation, and prototyping for field experiment. It also mentions fu-
ture studies.

Fast handover and fast failover mechanisms based 
on cross-layer collaboration among the link layer, 
the network layer and the transport layer
Keywords:  cross-layer collaboration, fast handover, SCTP

This paper describes a fast handover mechanism in the net-
work layer called L3-FHOX and a fast failover mechanism in the
transport layer called SCTPfx. Both mechanisms are based on a
cross-layer architecture called CEAL. CEAL enables the control
information exchange between layers in a node with keeping the
layering structure. We implemented both mechanisms in Free
BSD. The entire handover time in L3-FHOX is approximately 10
msec plus the RTT between the mobile node and its location ma-
nagement server while the normal handover procedure in IPv6
takes more than 1 second. The failover time of SCTPfx is 122 usec
plus the RTT between the two end nodes while the normal fail-
over procedure in SCTP takes more than 31 seconds.

Developing next generation web as collaboration media
Keywords:  Global Knowledge Grid, SOA, knowledge web

Beyond the semantic web era, digital contents are not the
key assets of the web any more, but the knowledge acquired 
from the web contents plays an important role for users to under-
stand situations, make decisions and/or take actions. Consider-
ing knowledge as a key asset, it is worthwhile to renovate the
traditional content-centered framework of web lifecycle so as to
be a knowledge-centered one. We introduce the Global Know-
ledge Grid, a distributed knowledge service computing environ-
ment based on the service-oriented architecture (SOA). It facilita-
tes data-centric collaborations of different types of knowledge
services: knowledge capture, knowledge association, and know-
ledge provision. An evolving network of knowledge is built by
interconnecting heterogeneous knowledge sites over the global
knowledge grid. 

General distributed economic framework 
for dynamic spectrum allocation
Keywords:  distributed spectrum management, 
dynamic spectrum allocation, game theory

We present our novel dynamic spectrum sharing manage-
ment scheme in which the allocation and the pricing of radio fre-
quency bands are performed in a distributed manner. We focus
on a non-cooperative setting where the frequency leasers act for
their own benefit, and we design the system policies in order to

assure that the resulted allocation yields high spectrum utiliza-
tion. We provide scalable and incentive-compatible allocation
and pricing mechanisms on our physical radio interference
model. Our evaluations prove that our distributed dynamic spect-
rum allocation scheme imposes high charges on frequency
leasers that exclude others by their presence in terms of inter-
ference; therefore it is a suitable approach to reach efficient and
flexible spectrum utilization.

ETOMIC advanced network monitoring system 
for future Internet experimentation
Keywords:  network monitoring, ETOMIC, traffic, GPS

ETOMIC is a network traffic measurement platform with
high precision GPS-synchronized monitoring nodes. The in-
frastructure is publicly available to the network research
community, supporting advanced experimental tecniques by
providing high precision hardware equipements and a Cent-
ral Management System. Researchers can deploy their own
active measurement codes to perform experiments on the pub-
lic Internet. These features make ETOMIC as one of the ex-
perimental facitlities that support the design, development
and validation of novel experimental techniques for the future
Internet. In this paper we focus on the improved capabilities
of the management system, the recent extensions of the node
architecture and the accompanying database solutions.

A study of prosodic variability methods 
in a corpus-based unit selection text-to-speech system
Keywords:  prosody variation, corpus-based TTS

This paper introduces the implementation and evaluation
of a method to increase the prosodic variability of synthe-
sized speech. Different generated prosody target versions were
tested in a Hungarian corpus-based unit selection Text-To-
Speech (TTS) system: the baseline prosody of the synthesiz-
er, a rule-based prosody target and the prosody of the new
method. It is based on F0 database templates which are de-
rived from natural sentence corpora. Our method was tested
in a Hungarian system, and it can be extended to other Euro-
pean languages with fixed (e.g. Finnish) and varying stress.

Quantum information theoretical based 
geometrical representation of eavesdropping activity 
on the quantum channel
Keywords:  quantum cryptography, quantum cloning, 
quantum informational distance

Quantum cryptography is an emerging technology that may
offer new forms of security protection, however the quantum
cloning based attacks against the protocol will play a crucial
role in the future. According to the no-cloning theorem, an
eavesdropper on the quantum channel can not copy perfect-
ly the sent quantum states. In our method we use quantum re-
lative entropy as an informational distance between quantum
states. We show a geometrical approach to analyze the secu-
rity of quantum cryptography, based on quantum relative ent-
ropy and Laguerre Delaunay triangulation on the Bloch sphere.
We present a basically new method to derive quantum rela-
tive entropy based Delaunay tessellation on the Bloch ball
and to compute the radius of smallest enclosing ball of balls
to detect eavesdropping activity on the quantum channel.
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