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Guest Editorial

Special Issue on Quantum Communications —
Guest Editorial

Laszlo Bacsardi, Sandor Imre and Ozgur B. Akan

HIS is the first time when Infocommunications Journal has

a special issue on quantum communications. This year's
Nobel Prize in Physics winners, David J. Wineland and Serge
Haroche had a great contribution in the way to a working
quantum compuler. Although these compulters are going Lo be
the applications of the far future, there are already a few
algorithms to solve problems which are very difficult to handle
with traditional computers. Quantum computing is basced on
various quantum ellects in physics and olfers revolutionary
solutions for different problems e.g., prime factorization,
searching in unsorted database, key distribution and infor-
mation coding. The power of quantum parallclism allows us to
solve classically complex problems, and the quantum entangle-
ment leads to quantum communication algorithms like tele-
portation and superdense coding. The quantum cryptography
provides new ways to transmit information with unconditional
security by using diflerent quantum key distribution protocols

In this Special Issue on Quantum Communications of the
Infocommunications Journal, three selected papers highlight
the different directions and problems of the quantum commu-
nications.

Deep-space optical communication is a key component of
the NASA roadmap, with the goal of returning greater data-
volumes from Mars and other solar-system cncounters in
[uture missions. Conventional optical receivers currently under
consideration for deep-space communications employ photon-
counting or coherent detection to potentially extract useful
information even from a single photon, on the average. How-
ever, while quantum mechanics promises greater gains, it [ails
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cations and quantum communications at the BME Department of Telecom-
munications in 2012. His current research interests are in mobile ad hoc
communication, quantum computing and quantum communications. He is
the Secretary General of the Hungarian Astronautical Society (MANT),
which is the oldest Hungarian non-profit space association founded in 1956.
He is member of the board of a Hungarian scientific newspaper (‘World of
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tal (‘Space World’). Furthermore he is member of IEEE, AIAA and the
HTE. He has joined the Space Generation Advisory Council (SGAC) as
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to specify how these theoretical gains can be achieved in
practice. Quantum Receiver for Binary Coherent-State Signals
with Constant-Intensity Local Lasers by Victor A. Vilnrotter
describes the quantum receiver lor this type of communication.
According to their results, the new receiver concept can be
implemented using practical measurements amenable to high
data-ratc operation, hence it may cnable future decp-space
optical communications with perlormance approaching the
greatest possible fidelity allowed by the laws of quantum
mechanics.

There is a growing interest in providing and improving
radio coverage [or mobile phones, shorlt range radios and
WLAN:S inside buildings. The recently published methods use
any heuristic techniques for finding the optimal Access Point
(AP) positions. The Classical and Quantum Genetic Oplimi-
zation Applied to Coverage Optimization for Indoor Access
Point Networks by Lajos Nagy introduces the Quantum
inspired Genetic Algorithm (QGA) [or indoor access point
position optimization to maximal coverage and compares with
the Classical Genetic Algorithm (CGA).

The Problem of Testing a Quantum Gate by Subhash Kak
deals with a problem that has no analogy in the classical world.
To test a quantum gate we need certified quantum gates to
generate all possible inputs and since such gates are not
availablc at this time how arc we going to certify a gate that
has been submitted [or certification? In the paper, the authors
consider the question of testing of quantum gates as a part of
the larger problem of communication through circuits that use
a varicty of such gatcs.
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2010, as an Area Editor for AD HOC Networks Journal (Elsevier) from
2004 to 2008, as a Guest Editor for several special issues. He currently
serves as the General Co-Chair for ACM MobiCom 2012, General Co-
Chair for IEEE MoNaCom 2012, and TPC Co-Chair for IEEE ISCC 2012.
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Section. He is a Senior Member of the IEEE Communications Society
(COMSOC), and a member of ACM. He is a COMSOC Distinguished
Lecturer (2011-2012). He received the IEEE COMSOC Outstanding
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Quantum Receiver for Binary Coherent-State Signals
with Constant-Intensity Local Lasers

Quantum Receiver for Binary Coherent-State
Signals with Constant-Intensity Local Lasers

Victor A. Vilnrotter, Senior Member, IEEE

Abstract — A quantum receiver capable of approaching the
fundamental quantum limit on bit error probability is described
and evaluated. Conventional optical and abstract quantum
mechanical descriptions are provided and the underlying
principles derived in both domains, thus providing a bridge to
optimum quantum measurements in terms of well-understood
optical communications concepts. Receiver performance is
evaluated for the case of binary phase-shift keyed modulation,
and it is shown that significant gains can be achieved over near-
optimum receivers reported previously in the literature. This new
receiver concept can be implemented using practical
measurements amenable to high data-rate operation, hence it may
enable future deep-space optical communications with
performance approaching the greatest possible fidelity allowed by
the laws of quantum mechanics,

Index Terms — Quantum detection, coherent-state
signals, Helstrom bound. '

binary

I. INTRODUCTION

Deep-space optical communication is a key component of
thc NASA roadmap, with the goal of returning greater

data-volumes from Mars and other solar-system
cncounters in future missions. Conventional optical receivers
currently under consideration for deep-space communications
cmploy photon-counting or coherent detection to potentially
extract useful information even from a single photon, on the
average. However, quantum mechanics promiscs greater gains,
but fails to specify how these theoretical gains can be achieved
in practice. When pure states are used to communicate
information, such as those obtained from pulsed or phase-
modulated lasers, the minimum achicvable error probability
subject to the laws of quantum mechanics has been determined
by C. Helstrom [1], and hence referred to as the “Helstrom
bound”. So far, only a few schemes have been devised that are
capable of achicving the Helstrom bound for a genceral class of
binary signals, including: the Dolinar receiver [1] and the
Sasaki-Hirota receiver [2]. The Dolinar receiver was the first
structured approach that achieved the Helstrom bound using
physically realizable measurements together with real-time
optical feedback, however practical implementation at high
data-rates was found to be challenging due to the requirement
for precise local laser intensity control [3, 4]. A different
approach was proposed by Sasaki and Hirota [2], which does
not employ optical feedback but achieves the Helstrom bound
via unitary transformations and photon counting. However, a
practical implementation of the Sasaki-Hirota receiver requires

Manuseript submitted August 11%, 2012, revised November 19% 2012.
Author is with the Jet Propulsion Laboratory, California Institute of
Technology, Pasadena, CA, 91109, USA (Victor. A Vilnrotter(@)jpl.nasa. gov).

multiphoton nonlinear optical processing, which also leads to
complex receiver structures. The receiver structure proposed
here overcomes these practical impediments by approaching
the Helstrom bound using well-known practical measurements
that enable high-speed implementation, while attaining
significantly ~ better performance than photon-counting,
coherent deteclion or even near-oplimum quantum receivers
such as the “Kennedy receiver” which is exponentially
optimum and implementable at high data-rates [1, 3, 4].

II. QUANTUM DESCRIPTION OF COMMUNICATIONS SIGNALS
At any instant of time, the state of a quantum system is
completely specified by a state vector | y7) in a Hilbert space
over the field of complex numbers. The state veetor, or "ket"
|w), can be thought of as a column vector of infinite
dimensions. An equivalent "row vector" representation of the
state veclor is denoted by (i | in Dirac notation.
If [w,) and |y, ) are states of a quantum system, then so is
|W>:31|U11>+32|Wz>
numbers. The row-vector

representation is (y |=a, ( w, |+ a, (w,|. The "overlap"

their linear combination where

a anda, are complex
between two states |w) and | @) is the complex number
{w| @) orits complex conjugate {@ |y ). If the overlap is
zero, the states are orthogonal. The state is normalized if
{wly)=1. Thus, for orthonormal states (tym | Wn) = 5»:1:*

where & = is the Kroenecker delta. Il |y, ) and |w,) are

orthonormal and | ) is normalized, then their overlap is

(Wl |W>=<W|Wl>*=al (])
(W2|V/)=<W|Wz>*=3z

2

where | &, |2 +| a, |2:1, and we interpret | &, |2 and | a, |” as

the probabilities that the system is found to be in states
|w,) and |y, ), respectively. Generalization to superposition

of an arbitrary number of states yields

lwy=Ya,lw,) @
> la,I’=1 (3)

with the interpretation that | a, |* is the probability that the
system is found to be in state [y ) .

In the classical model of optical communications,
information can be incorporated in a laser beam by modulating

DECEMBER 2012 ¢ VOLUME |V * NUMBER 4
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the amplitude, phase or polarization of the optical field. In the
quantum model, information can be similarly incorporated into
coherent states represented by the ket | ¢ ) and described in
greal detail in [6]. Coherent slates can be expressed as a
superposition of orthonormal number states | 1) as

| n) €))

ay=e " 3

@ o (r ‘)
Coherent states are not orthogonal, as can be seen by
considering the overlap of two arbitrary coherent states,
|y and | f). Orthogonality requires that their overlap
vanish, however for distinct coherent states the squared
magnitude of their overlap is

2
m

(| BN grlef A2 (n|m)
sz f (5)
(1147 )1 zz(“ _e e pP

by virtue of the orthogonalily of the number states | n).
Equation (5) demonstrates that there is always some overlap
between coherent states, regardless of how great the average
photon count in each state may be [6, 7].

In the state-space interpretation of photon counting
developed in [7], two signal states define a plane in Hilbert
space. Application of the photon counting projcction operators
to the signal states generate "measurement states” | 1| that span
the two-dimensional subspace defined by the signal states,
designated as | g, w; ) in Fig. 1. The squared magnitude

of the projection ol each signal stale onto ils associated
measurement state is the probability that the signal state will
be detected correctly. With this approach, the measurcment
statc for the null hypothesis H, .| w,), is taken to be the
ground state, corresponding to onc of the two binary signals
shown in Fig. la.

Photon Counting Detection Quantum Optimum Detection

) Detection Operators Hlwo "
I, =10>(0/ ¥
I1, =1-11, /TW >
| VJ @ /8
- =1 _
19 I;m =10) @ ¢=:x/2-0)
) | w, )

Fig. 1. Measurement state interpretation of binary coherent state detection: a)
photon counting; b) optimum guanium measurement achieving the Helstrom
bound.

The measurement state for the alternate hypothesis /.,
| w) . does not in general align with any of the number states,
but rather it is a supcrposition of number states except for the
ground state, with coefficients determined by the signal state
[,y A detailed description of this formulation is provided in

[7]. The error probability is minimized and the Helstrom
bound achieved when the iwo orthonormal measurement stales
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are rotated symumetrically within the signal subspace, as shown
in Fig. 1b. The resulting limit on the error probability has been
derived in [7] by evalualing the signal-state projections onto
each measurement state, and shown to be exactly equal the
Helstrom bound:

HE) = +l-\1=4pp | AT ©)

The measurement-state approach therefore provides a
geometrical  interpretation of the optimum quantum
measurement, which allows us to relate the abstract quantum
optimum mcasurcment to classical measurements that can be
carried out in the laboratory.

III. NEAR-OPTIMUM DETECTION OF BPSK SIGNALS

Binary phase-shift keying (BPSK) modulation is particularly
well suited to illustrating the key concepts in classical, near-
optimum and optimum quantum detection strategics, as well as
establishing a correspondence between classical and quantum
receiver performance. An example of BPSK signaling is
shown in Fig. 2: during each J-second symbol interval, the
amplitude of the electric field is taken to be F if the binary
data is “17”, corresponding to hypothesis [f, and -F if the
binary data is “0”, corresponding to H, . The signal amplitude
therefore toggles between + E in response to the data, but
remains constant during cach T-sccond symbol-interval.
Assume that H, and H, occur with a priori probabilities
Py P, respectively, where p, + p, =1. The average photon-
count  within
K, =ETHal.

quantum representation of the binary signals is | —g) when |

each received symbol interval s
while the actual photon-count is k. The

is true, and | &z) when the alternate hypothesis, 1, occurs.

Received signal amplitude BPSK Signaling
~

E

H, | kK|

|ljU'-Ir". |
T i, |2? 3T 47 5T 61'| LT

-E ) :
K, = P*Tal

Fig. 2. Classical representation ol binary phase-shili keyed (BPSK) dala-
stream.

For equal a priori probabilities, p, = p,, the error probability
for coherent detection of BPSK signals is given by the well-
known expression P(E) = L[1—erf(,/2K, )], where “erf " is

the error function defined s or(5) = ZE_]'IZJ{BXP(—IE)O“ .
o

The Kennedy receiver

The displacement operator  [Xy) shifts any coherent state
| )to a new coherent state | +y), D(y)|a)=a+y). A
near-optimum detection strategy for binary signals has been
devised by R. §. Kennedy in 1974 [1]. The key idea of the
Kennedy receiver is to apply the displacement operator )

to the coherent states |-ea),|a) before photon-counting
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detection, yielding D(a)|—a)=0) and Da)|a) = 2a) lor
the two hypotheses, hence converting the phasc-modulated
BPSK signals in the classical representation to on-off-keyed
signals, but with twice the amplitude and thus four times the
pulse energy, since | 2¢ |'=4K, .

The displaced states are detected using photon counting,
yielding an average error probability P(E)=1e K. as shown
below, corresponding to on-off-keyed signals with average
pulse energy 4K . In terms of classical implementation, a
constant phasc-locked local laser ficld with amplitude E
matched to the received field is first added to the signal using a
beam-splitter, followed by conventional photon counting
detection. The negative BPSK symbols with amplitude -E
(corresponding to the null hypothesis F,) are therefore
converted to zero, whereas the positive symbols with
amplitude £ are converted to 2F, as shown in Fig. 3. The
detection  strategy for the Kennedy recciver is: declare

"H"if k>0, "H"if k=0.

IFE

k4K,

%=M=é‘

T 27 r 47 5T 6T 7

=

Fig. 3. BPSK signals converted to on-off keyed signals via the Kennedy
detection strategy.

The relevant conditional probabilities are given by

e e s | BRI
HE)=1-HC)

The conditional probabilities of correct detection become

P(C|H))=1; P(C| H))=1-cxp(-4K,) which musl be averaged

over the a priories to obtain the average probability of correct

detection: P(C)= p,AC| Hy))+ pAC| H)). With equal a

priori probabilities the probability of correct detection is

AO) = (140 -exp(-4K,)]) =1 —texp(-4K, ). The average
A=R

error probability is related to the probability of correct
detection as PA(£)=1-P(C), hence the average error

probability of the Kennedy receiver is () = 4 exp(—4K,)-
T

Approaching the Helstrom bound via signal-state rotation

It is noteworthy that with the Kennedy receiver the
cancelled signal always results in correct detection, since no
photons can occur when there is no signal pulse. In addition,
doubling the signal amplitude for the alternate hypothesis
increases the signal energy by a factor of four, greatly reducing
the probability of a zero photon-count when a pulse is present:
these are the primary the reasons why the Kennedy receiver
achieves near-optimum  performance. However, photon-
counting detection implies that one ol the measurement states
should be aligned with the ground state, and as we have seen,
this is not the condition under which optimum performance is

achieved. The state-space representation ol optimum detection
described in [7] and illustrated in Fig. 1b shows that the
measurement states must be symmetrically arranged with the
signal states for optimum detection, not asymmetrically as with
photon-counting detection. It is therefore natural to ask under
what conditions optimum detection could be approached by
starting with photon-counting detection, and rotating  the
signal-states into a more symmetrical configuration with
respect to the measurement states.

An approximate state-space representation of photon
counting for small signal energies is shown in Fig. 4a, where
the measurement states are approximated by the number states
|0)and |1), so that | w,) =| 0yand | w)=[1). With photon-
counting detection, the signal stale representing H, is aligned
with the measurement-state, resulting in |y )= w,) = 0),
whereas the alternate state |y, ) is rotated in the (| 0),| 1)) plane
by an angle @ related to the overlap of the signal-states as
with
the angle between the signal states is #=22.6

6 =cos '(|[{w, |w,) ) = cos (e ): for example,
la|=02
degrecs.

Photon Counting Detection

[ Wy =1}

Detection Operators

Displaced Photon Counting Detection
[wi) =1 11, = o/
I, = |"1 W1

1, =/0><0f'r
DAYy ) =+ 2a)
O, =00 |,y =) 2a) ,"U “
/r_,af-""' _ _/_./-g."’_ DB =18)
Sl Wy =10} T --mTT

w,) =1 0)
Fig. 4. Small signal encrgy representation of photon counting and displaced
photon counting.

[ wy ) =0}

Recall from Fig, 1b that the measurement states should be
placed symmetrically around the signal states in the signal
subspace, the oplimum rotation angle is gp=1(z/2—0): for
our example, the optimum rotation angle between the signal
state |iy,)and its associated measurement state | w;) should
be @=33.7degrees, the same as between |y) and | w;) . From
the overlap relation for coherent states, an angle of 33.7
degrees corresponds to an overlap of
c0s(33.7)=0.832 = ¢ yielding a displacement magnitude
of | f]=0.61. This rotation can be accomplished by applying
the displacement operator 71X 4) to the signal slates as
indicated in Fig. 4b, where | #1=0.61 and arg(f) = arg(«) .
After  displacement, the  probability of finding
IXB)|w,)projected onto the next higher dimensional state
|2}, corresponding to a tilt in the signal subspace from the
two-dimensional (| 0),|1)) subspace into the three-dimensional
(10,]1),] 2)) subspace,
pk=2=2 |1 AI e /2=0.04. This is small
enough to justify the two-dimensional measurement-state
model, however  this  probability  increases to

can be evaluated as
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[¢2] B+2a)|'=0.183 for D(B)|y,y. which is significantly
greater than zero and hence cannot be ignored. Similarly, the

probability of finding Xf)|y,) projected onto any of the

‘2>1|3>7'“
probability that it is not projected onto the states
|

[0or |I): pk=2)=1- Z| (k| B)|* - These probabilitics
(=()

higher-dimensional states is equal to the

are shown in Fig. 5 as a function of | 2| , from 0 to 1.
2
IS 0.35
Z
@
£ 03- B
=
@
An:u 0.25
= Projection onto all
o higher third dimensions
g 0.2 1
w plh=2) =13 |(k| By [
‘E k=
s 015
Rl
&
2 o1 . .
o "
g g “ Projection onto
% 0.05 third dimension
s plk=2)=[2| B[
g ol e
0 01 02 03 04 05 06 07 08 09 1

|51

Fig. 5. Probability of finding a displaced ground state projected onto higher
number state dimensions.

With the help of Fig. 5. we can argue that as long as the
total displacement of the *“pulse” state is less than
approximately 0.2-0.3 in amplitude, the two-dimensional
model should be accurate. For larger displacements, the
projection onto third and higher dimensions starts to become
significant, effectively tilting the signal subspace out of the
(]03,|1y) subspace, hence the photon-
counting interpretation is no longer accurate with larger
displacements. This argument helps to explain  why
displacement  followed by photon-counting detection
approaches the optimum quantum measurement for small
signal energies, but fails to reach it completely. However, the
small-cnergy model still provides theoretical insights into the
manner in which displacement followed by photon-counting
detection approximates the Helstrom bound for small signal
energies, and suggests approaches that may result in better
receiver performance when small signal energies are involved.

two-dimensional

The Optimized Kennedy Receiver

A displacement-optimized version of the Kennedy recceiver,
where the displacement does not cancel the null hypothesis
cxactly, but at the same time provides significant additional
energy to the alternate, has been reported in [10], termed the
“optimized  displacement recciver”. Here we provide an
alternate derivation and interpretation of this idea. Since the
displacement operator can be implemented with a strong local
laser and a classical beamsplitter [9], the above discussion
suggests that the performance of the Kennedy receiver could
be improved in the small signal energy regime by first adding a
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phasc-locked coherent ficld to the BPSK signals, detecting via
photon-counting, then applying the optimum threshold defined
in equation (7), which is valid for all displacements. The
classical signal model for BPSK signals after displacement is
shown in Fig. 6, where FE,, takes the place of the coherent

stalc amplitude f.

ael _ 1,
lm, ol
KK H,

P

A

T r r 47 5T 6l T

Fig. 6. Classical model of displaced BPSK signals, for the optimized
Kennedy receiver.

The optimum value of the displacement for photon-counting
detection can be derived by noting that for the small-energy
region the value of the optimum threshold is always between 0
and 1. The goal of the optimization is to determine that value
of A that maximizes the average probability of correct
detection given B, P(C) = mgx P(C|p)- or cquivalently

minimizes the average probability of error. With no loss in
generality, assume that the signal amplitudes o, f# arc real,
and write
hypotheses
P(C| H,, B) = expl~(B-)*], P(C| H,, ) = 1-exp|~(f+a)’|-

Differentiating the conditional probability of correct detection,
AC| By = pAC| Hy.p)+ pAC| H,, B). with respect to j3
and solving the resulting transcendental equations numerically,
the optimum displacement is that value of =" that satisfies

the conditional probabilitics under the two
H, and H,, given the displacement g, as

the following transcendental equation as described in [10]:
p(B—-a) p(f+a)=exp(-4ap)- This result is in contrast to
the Kennedy receiver, where the signal fields are either
cancelled completely or re-enforced by applying a
displacement exactly equal to one ol the signal amplitudes.

Applying the optimum displacement operator [} ") to the
binary  signals results in the displaced
DB ~ay= " ~a) and D(B") ey = " +a),
corresponding energies | 5" — o ['= K, +K,-2|KK,=K_,

and | +aP=K,+K,+2/K,K, =K, -

{

signals
wilh

It is easily shown

that with displaced received ficlds and photon-counting
detection the optimum threshold 77 is given by

_ log.(p/ p)+4lall B (7
log(|f+al /| f~al)

The optimum decision strategy calls  for  declaring
H, if k=n, and H, if k<n. Note that non-zero counts are
now possible even under /4, due to the optimal displacement,

unlike with the Kennedy receiver which displaced the signals
sub-optimally by completely cancelling one of them. The
relevant probabilities under the two hypotheses are given by
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H,: pk<n)=) K exp(-K_)/K
k-0

n
plk<n)=> K exp(-K_,)/ K
H,: =0 )
pk=n)=1=Y K exp(-K_,)/ k!

k=0

For any signal energy, with optimal displacement the
conditional probabilities of correct detection become
PC|H,)= p(k<n| K, )):-‘ PCIH)=1-p(k<7| Ktn)-*
which must be averaged over the a priori probabilities to
obtain the average probability of correct detection, finally
yielding the average error probability as A(E)=1-P(C). Due
to the optimization of the displacement, these calculations are
somewhat more involved than for the Kennedy receiver, as the
following example illustrates.

Numerical Example

Consider the case |a|’=02,/ a|=0.447 with p =p =1.
Solving the transcendental equation for g, we find the
optimum displacement magnitude | 2 |=0.757 yielding the
The
conditional detection probability for the null hypothesis
becomes AC| Hy)= plk<n| K_)=exp(-K_,)=0.933,
whereas for the alternate hypothesis we obtain the following:
ACIH)=1-p(k<expr| K ) =1-exp(-K ) =0.765.
The average probability of correct detection follows directly as
PCy= p,AC|H)+ pAC| H)=13(0.933+0.765) = 0.849,
yielding P(E)=1- P(C)=0.151. This result is shown in Fig. 7
as the single point labeled “Numerical example” on the
“Optimized Kennedy receiver” performance curve, which was
computed numerically over the range of values 0 </ a|*<0.8 .

optimum threshold 7 =0.86 from equation (7).

Note that the optimized Kennedy receiver described in [10]
outperforms both the Kennedy and coherent receivers for all
signal energies, including small signal energies where coherent
detection actually approaches the Helstrom bound. However, it
does not maintain this improvement over the Kennedy receiver
for large symbol energies, but rather begins to approach the
performance of the Kennedy receiver as the signal energy
increases.

The above derivation suggests that by applying the optimum
displacement to the BPSK signals prior to photon-counting
detection, lower error probabilities will be obtained than
possible with the Kennedy receiver, for any signal energy. The
measurement-state derivation above also suggests that for the
case of small signal energies, the Helstrom bound may be
better approached by the optimized Kennedy receiver, since
the displacement of the signal states is in the direction of the
optimum measurement, where measurement states are placed
symmetrically around the signal states in the (] 0),| 1)) plane.

As a heuristic check, we note that as the signal energy
approaches zero the optimum displacement approaches
|8 '=0.5, or | f|=0.707 which now projects significantly
onto higher number-state dimensions (as can be seen in Fig. 5,

where the probability of projecting onto a higher dimension is
seen to be 0.09). Hence the measurement-states no longer
reside entirely in the (|0),|1)) plane, and the photon counting

interpretation for displaced signal states is not strictly valid.
Nevertheless, displaced photon counting still approximates
the optimum quantum measurement in this region, which
explains why error probabilities close to the Helstrom bound
can be achieved with the application of optimized
displacement and photon-counting detection in this region.

10"
.~ Kennedy receiver
s 107" / . . .. Classical coherent -
= ) detection
= . Numerical Example /‘ .
[ e ’
0
g - .
Optimized Kennedy receiver
Helstrom bound
10 ~* J
0 0.l 0.2 0.3 n4 0.5 0.6 0.7 08

Average number of signal photons, K =|a I?

Fig. 7. Error probability performance of coherent, conventional Kennedy, and
optimized Kennedy receivers.

Fartitioned-Interval Detection Strategy

Consider the partitioned signal detection strategy illustrated
in Fig. 8, where the original BPSK symbols have been
converted to on-off signaling via matched displacement, as in
the Kennedy receiver.  Each T-sccond signal interval is now
partitioned into two consecutive disjoint intervals: an initial

mterval of duration ?I scconds, and a sccond interval of

duration T, seconds. The average photon counts in these two
intervals can be denoted as 4K and 4K, respectively, with
corresponding photon counts k, and &, . The first interval is
intended to be short, providing a small-energy (hence nearly
quantum-optimum) “pre-detection” measurement, whereas the
second interval is intended to supply more signal energy to
further lower the error probability to acceptable levels for
communication.

H, 1K =4K, +4K,
2
K| &
jf‘ 1 2
' Wk 4k, n=B=3
.
T 2T 3T a7 ST 6T 7r

Fig. 8. Signal model for the partitioned interval detection strategy.

Based on the observation that for the Kennedy receiver
correct detection occurs whenever the cancelled signal (null
hypothesis) is observed, the strategy is to try to “guess” the
correct hypothesis with a near-quantum-optimum measurement
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in the first interval, and cancel the signal in the second interval
by applying the appropriate displacement whenever a signal is
pre-detected. If no signal is detected in the first interval, then
the receiver continues to count photons in the sccond interval,
without cancellation. This is similar to the approach used by
the Dolinar receiver, which however must respond
instantaneously to each photon-detection event within the
signal interval, whereas here the counting intervals are
determined based on predictable average signal energies
instead of unpredictable photon occurrence times. Since with
equal a priori probabilities roughly hall ol the original signal
intervals contain no signal energy, it follows that any correct
detection in the pre-detection interval will lead to more
cancelled signals being observed in the second interval than in
the original sequence.  The final decision is based on the
presence or absence of photon counts observed in the second
interval, but also takes into account the outcome of the pre-
detection measurement. The resulting two-step detection
strategy can be summarized with the following algorithm:

If &, > 0,add 180" to the local ficld, and continuc counting;
if k, =0, decide" H,"

If k, = 0, continue counting;
If k, =0, continuc counting;

if k, >0, decide" H,"
if k, =0, dccide" H,"

This detection strategy is equivalent to a “modified
sequence” interpretation, where some of the pulses in the
second segment have been cancelled due to correct
identification of the signal in the first segment. Restricting our
allention o the second segment only, we [ind that this new
sequence has more cancelled pulses than the original sequence
where the a priori probabilitics were equal. Therefore, if we
observed only the modified sequence (where some of the
original pulses have now been cancelled duc to correet “pre-
detection” decisions, but no new pulses have been added), then
we would assign a higher probability to the occurrence of nulls
in the second interval. Based on observing the modified
sequence, we would conclude that the a priori probabilities
P, of this new sequence were in fact not equal, but rather

given by the expressions p = p AC| H,)+ pAC| H,) and
p, =1—p, - Representations of the modified sequence are

shown in Fig. 9 a and b, where the intermediate decisions are
shown in a) and the final sequence in b): for example, the
second segment in the [ourth symbol-interval (37 < t<47T)
has been cancelled due to a correct decision in the first
segment of this same interval, because a count k>0 has been
observed in the first interval. The modified sequence therefore
appears to have more null-hypotheses [f; and fewer
alternatives H;.

The decision strategy for the modified sequence shown in
Fig. 9b, in terms of the modified a priori probabilities g > p,

and p’ < p,, can be stated as follows:

If k, >0, declarc H{; 1l k, =0, declarc H,.
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However, now we must keep track of the correct decisions in
the pre-detection segment that lead to pulse-cancellations, in
order to detect the original message.

2120 k=0 &>0 m=p=1 k=0
i H; ky H; I
4K, £=0 k=0 |
AT 2T 37 a7 5T 6T 7
—-A
1 B> p, n<p
2E |
H" H; &, H;, le
4K, |
A, T T 3T a7 T oT T
T_aA

Fig. 9. a) Original and b) modilied sequences, aller a single correct pre-
deteetion measurement.

We can now write the probability of correct detection and
the probability of error for the modified sequence in terms of
the modificd a priori probabilitics, as

H(C)= py(C| Hy)+ piP(C| HY)
== p)P(C| Hy)+ piP(C| Hy)
=P(C|Hy) - pllA(C| Hy) - AC| H)]
®)
HE)=1-PC)=1-AC| H)) + p[A(C| H;) = AC| H})]

Note that A (| H)=1 in general. Recalling that p' represents

the probability of making an error in the first segment, and that
the modified hypotheses H;/=0,1 refer to the second

segment, we can see that the final error probability can always
be improved by reducing p/ it AC| H)>RAC|H) which is
satisficd by the detection processes considered here, namely
the Kennedy and optimized Kennedy receivers in the region of
interest.  Therefore, we can potentially choosc a detection
technique in the first segment that closely approaches the
Helstrom bound for small signal energies, and perhaps a
different detection strategy in the second segment, in order o
achieve the desired error probability for communications
applications. This resull forms the basis of the “partitioned”
approach, which we now examine for several cases of interest.

For the casc of signal canccllation followed by photon-
counting detection, the relevant probabilities for the modified
scquence become
H: plk,=0)=1, H: { plk, =0) =cxp(—4K,)

~ plk, > 0)=1-cxp(—4K,)

which yield the following conditional probabilities of correct
detection: AC| H;)=1 , and for the alternate hypothesis

P(C|H)=1-exp(-4K,). Substituting into cquation (8)
yields A(C) = pj + pj[1 —exp(—4K,)] =1— p{exp(—4K), and
error probability AE)=1- AC)= p/exp(-4K,). Note that
if pl=lexp(—4K,). as would be obtained with photon-

counting detection over the first segment, then the error
probability alier observing the entire symbol interval would




INFOCOMMUNICATIONS JOURNAL

Quantum Receiver for Binary Coherent-State Signals
with Constant-Intensity Local Lasers

simply become lexp(—4K), which is exactly the same as for

the Kennedy receiver, hence nothing would be gained.
However, it also suggests that if Pl <texp(4K,) the error
probability of the modified sequence will decrease
correspondingly, resulting in A F)<lexp(-4K)- This
observation provides a means for approaching the Helstrom
bound by employing a better detection strategy in the first
segment than simple field cancellation followed by photon
counting detection, resulting in better overall performance.
With PK(E),R(E)andHK(B) referring to the Kennedy,
coherent and optimized Kennedy receivers respectively, the
best strategy can be inferred from the ratio of the error
probabilities B (E)/ P(F) and P(E)/P,(E) in Fig. 10,
which is interpreted as “gain over the Kennedy receiver”. Note
that in Fig. 10 N refers to the total number of segments used by
the partitioned receiver, as explained subsequently in the
section on the Optimized N-segment receiver.

2.0 : ‘ : : - . .
Helstrom bound
/’ Partitioned receiver
¢ N=2 N=3 N Zt
: T -
2 . = ) .
8 L e =]
@ 15 x.// R = T
=1 W
@ 4
E I.' p———
z ’/ﬂ Optimized Kennedy
] g receiver (N=1)
g Lo E 1
c = A
.5 5.2 Classical coherent
[+"] T
Q@ 59 detection
=
g Detection region
o
0.5

0O 01 02 03 04 05 06 07 08

Average number of signal photons, K. = al’

Fig. 10. Gain of coherent, optimized Kennedy, and partitioned receivers over
the Kennedy receiver.

In Fig. 10, the coherent receiver peaks at K_=0.095 atlaining
a maximum gain of 1.272 over the Kennedy receiver, whercas
the optimized Kennedy receiver peaks al K _=0.165, with a
maximum gain of 1.381, after which both gains decrease: the
gain of the optimized Kennedy receiver approaches 1 at high
signal energies, reverting back to the conventional Kennedy
receiver, whereas the gain of the coherent receiver continues
to decrease towards zero.

Optimized N-segment receiver

The optimized two-segment detection approach described
above can be extended direetly to three or more segments, by
considering the first V-1 segments of an N-segmenl receiver (o
be a “pre-detection” segment whose decision outcome
modifies the a priori probabilities of the original sequence,
thus improving the fidelity of the final decision. For example,
the performance of a three-segment receiver can be evaluated

by starting out as a two-segment receiver, but then partitioning
the smaller pre-detection interval into two segments and
optimizing cach before optimizing the crror probability for the
third segment, further improving receiver performance. This
procedure extends directly to an arbitrary number of segments,
each step yielding an improvement over the previous step, but
also increasing the complexity of the receiver.

The gain over the Kennedy receiver for up to four optimized
segments reaches a maximum at slightly higher signal energies
as can be scen in Fig. 10, which flatten out as the number of
segments increase, eflectively maintaining the maximum gain
achieved by the pre-detection measurement over the region of
interest. For three and four segment optimized receivers the
maxima occur at K. =038 and K_=0.62 avecrage signal
photons. The gain curves can be divided roughly into two
regions, a “pre-deteetion” region over which the gains increasc
rapidly, followed by a “detection” region over which the gains
flatten out attempting to maintain maximum gain. The
boundary between these two regions is roughly the initial
small-cnergy region of up to approximately 0.2 signal photons,
as shown in Fig. 10. This interpretation is in line with our
previous conclusion that displacement followed by photon
counting is close to the optimum strategy at small signal
encrgies, hence we can interpret any measurement made within
this region in a segmented receiver approach to be a pre-
detection measurement: the use of multiple segments is merely
a means to obtain better pre-detection performance. It should
be noted that any other pre-detection strategy that improves
upon these initial error probabilities will lead to gains in
overall performance. Therefore, other measurement techniques
that may be developed in the future could also be used to carry
out pre-detection, potentially leading to further improvements
in overall performance.

The error probability performance of optimized two, three
and four scgment reecivers are shown in Fig. 11 along with
that ol the Kennedy receiver, coherent receiver and optimized
Kennedy receiver for comparison. The partitioned receiver
discussed here outperforms the previously known “near-
optimum” approaches such as the Kennedy recciver for all
signal energies, with gains of more than 2 dB over the
Kennedy receiver at AE) = 0.1, in the region of greatest
interest for coded optical communications. This new approach
cffectively partitions the signal interval into two scgments, a
pre-detection segment that employs displaced photon counting
to closely approach the Helstrom bound at small signal
energies, followed by a detection segment that measures the
remaining  signal  cnergy to  achieve the desired
communications performance.

For any number of predetermined segments N, the result of
the first (N-1) decisions is incorporated into the probability of
correct detection p obtained from the [irst (N-1) segments,
which is used as the a priori probability of hypothesis ff; for
the final scgment. This stratcgy can be implemented using a
bank of N lasers and switching between them using offset
clocks operating at the symbol rate, hence it leads to
practically implementable receivers for small values of N, but
it also highlights the reason for suboptimal performance when
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compared to the Dolinar receiver: since photons arrive
randomly within any predetermined decision interval, the
signal energy following a photon detection event in any sub-
interval is effectively wasted with the partitioned-interval
approach, sincc the contradicting decision could actually have
be made as soon as the photon was detected.

]0 0
[ Partitioned receiver performance:
dB from Helstrom bound @ P(£)=0.1
Kennedy receiver N dB

Ny 1 1.12
.‘:L;'. 2 0.78
- 3 0.48
g 4 0.41
[l
s '

10
g Classical coherent
2 . detection
s Optimized Kennedy : . e,
& receiver (N=1)
Partitioned receiver /
N=2
N=3
N=4
B Helstrom bound
10 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Average number of signal photons, K, =|a I

Fig. 11. Error probability performance and comparison of N-scgment
partitioned reccivers.

However, responding instanily 1o each photon-occurrence
requires processing bandwidth far exceeding the signal
bandwidth, and hence leads to problems with implementation
particularly at high data rates. This is one of the fundamental
differences between the two approaches: the Dolinar receiver
requires infinitely large processing bandwidths to recach the
Helstrom bound, along with precisely controlled continuous-
time laser intensitics, whercas the  partitioned-interval
approach switches between a few local lasers with
predetermined intensities at the signaling rate, but cannot
approach thc Helstrom bound arbitrarily closcly for small,
hence practical, values of M.

1V. SUMMARY AND CONCLUSIONS

An optical communications receiver concept capable of
approaching the quantum limit in the region ol interest for
coded optical communications from deep-space, has been
developed and analyzed in this paper. The key idea is to break
up the signal interval into a short “pre-detection” segment
followed by a longer validation segment in such a way as to
optimize overall performance. This two-interval interpretation
was extended to higher complexity N-interval detection by
interpreting the processing in the first AC1 intervals as an
improved pre-detection measurement, viewing the final A"
interval as the validation segment. It is shown that increasing N
leads to improved performance for N= 2, 3, and 4 scgments,
arguably approaching the quantum limit for larger N but only
at the cost of greater processing complexity., Therefore, this
approach is intended primarily for low-complexity applications
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where improved receiver performance is deemed necessary. It
was shown that with four disjoint segments, performance of
the partitioned receiver approaches the Helstrom bound to
within 0.41 dB, or equivalently improves upon the Kennedy
rceeiver by 2 dB, at an crror probability of 0.1 typically
required by modern codes.
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Abstract— The new focus of wireless communication is moving
from voice to multimedia services. There is a growing interest in
providing and improving radio coverage for mobile phones, short
range radios and WLANs inside buildings. The need of such
coverage appears mainly in office buildings, shopping malls, train
stations where the subscriber density is very high. The cost of
cellular systems and also the one of indoor wireless systems
depend highly on the number of hase stations required to achieve
the desired coverage for a given level of field strength. There are
already numerous optimization methods published which can be
applied to the optimal design of such indoor networks |7.8,9,
10,11]. The fitness function of the optimization problem has nu-
merous local optimum and therefore gradient based methods can
not be applied. The recently published methods use any heuristic
technique for finding the optimal Access Point (AP) positions.
Common drawbacks of the methods are the slow convergence in a
complex environment like the indoor one.

The complexity of the selection procedure of a classical genetic
algorithm is O(NlogN) where N is the size of the population. The
Quantum Genetic Algorithm (QGA) exploits the power of quan-
tum computation in order to speed up genetic procedures. While
the quantum and classical genetic algorithms use the same num-
ber of generations, the QGA outperforms the classical one in
identifying the high-fitness subpopulation at each generation. In
QGA the classical fitness evaluation and selection procedures are
replaced by a single quantum procedure.

The article introduces the Quantum inspired Genetic Algo-
rithm (QGA) for indoor access point position optimization to
maximal coverage and compares with the Classical Genetic Algo-
rithm (CGA).

Index Terms— optimization, radio network, indoor radiowave
propagation

I. INTRODUCTION
HE new focus of wireless communication is shifting from
voice to multimedia services. User requirements are mov-
ing [rom underlying technology (o the simply need reliable and
cost effective communication systems that can support any-
time, anywhere, any device. While a significant amount of
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traffic will migrate from mobile to fixed networks, a much
greater amount of traffic will migrate from fixed to mobile
networks. In many countrics mobile operators arc offering
mobile broadband services at prices and speeds comparable to
fixed broadband. Though there are often data caps on mobile
broadband services that are lower than those of fixed broad-
band, some consumers arc opting to forgo their fixed lines in
[avor of mobile. [3] There is a growing interest in providing
and improving radio coverage for mobile phones, short range
radios and WLANSs inside buildings. The need of such cover-
age appcears mainly in office buildings, shopping malls, train
stations where the subscriber density is very high. The cost ol
cellular systems and also the one of indoor wireless systems
depend highly on the number of base stations required to
achieve the desired coverage for a given level of field strength.
[12]

The design objectives can list in the priority order as RF
performance, cost, specific customer requests, ease of installa-
tion and casc of maintenance. The first two of them are close
related to the optimization procedure introduced and can take
into account at the design phase of the radio network. There
are already numerous optimization methods published which
can be applicd to the optimal design of such indoor networks
[7.8,9,11,15].

The recently published methods use any heuristic technique
for finding the optimal Access Point (AP) or Remote Unit
(RU) positions. Common drawback of the methods are the
slow convergence in a complex environment like the indoor
one because all of the methods are using the global search
space i.e. the places for AP-s are searched globally.

This article presents approaches in optimizing the indoor
radio coverage using multiple access points [or indoor en-
vironments. First the conventional Classical Genetic Algorithm
(CGA) and Quantum inspired Genetic Algorithm (QGA)
[1.2,16,17] is shortly introduced and applied to determine the
optimal access point positions Lo achieve oplimum coverage.

Finally the importance of applying this optimization process
is certified by evaluating the indoor coverage area for different
AP cardinality.
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II. THE INDOOR PROPAGATION MODEL AND THE
BUILDING DATABASE

In our path loss estimation the Motley-Keenan [6] model
was used to analyze indoor wave propagation. This empirical
type prediction model is based on considering the influence of
walls, ceilings and floors on the propagation through disparate
terms in the expression of the path loss.

The overall path loss according to this model can be written
as
L=Lp+1L, (N

where L, is the free space path loss and L, is an additional
loss expressed as

I J
Ly=Le+ Y il + D kgl y )
i=l =1

where L. is an empirical constant term, k,; is the number of
penctrated 7 type walls, & is the number of penctrated floors
and ceilings ol type j, 1 is the number of wall types and J is the
number of floor and ceiling types.

For the analyzed receiver position, the numbers k,; and k;
have to be determined through the number of floors and walls
along the path between the transmitter and the receiver an-
tennas. In the original paper [6] only one type of walls and
floors were considered, in order for the model to be more
precise a classification of the walls and floors is important. A
concrcte wall for example could present very varying pe-
netration losses depending on whether it has or not metallic
reinforcement.

It is also important to state that the loss expressed in (2) is
not a physical onc, but rather model cocfficients, that were
optimized from measurement data. Constant L, is the result of
the linear regression algorithm applied on measured wall and
floor losses. This constant is a good indicator of the loss,
because it includes other cffects also, for example the cffect of
furniture.

For the considered office type building, the values for the
regression parameters have been found. (Table I)

The Motley-Keenan model regression parameters have been
determined using Ray Launching (RL) deterministic radio
wave propagation model. These calculations were made for the
office-type building floor of the Department of Broadband
Infocommunication and Electromagnetic Theory at Budapest
University of Technology and Economics (Figure 1-2.). The
frequency was chosen to 2450 MIIz with a A2 transmitter
dipole antenna mounted on the 2m height ceiling at the center
of the floor.

The receiver antenna has been applied to evaluate the signal
strength at (80x5)x(22x5)=44000 diffcrent locations in the
plane of the receiver. At each location the received signal
strength was obtained by RL method using ray emission in a
resolution of 10. A ray is followed until a number of 8
reflections arc reached and the reeciver resolution in pixels has
an area ol 0.2*0.2 m2. The receiver plane was chosen at the
height of 1.2 m.
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TABLE
THE REGRESSION PARAMETERS
Nr. of . Regression
Wall type Layers Layer widths Parameter [dB]

Brick | Brick — 6 cm 4.0
Brick | Brick — 10 cm 5.58
Brick 1 Brick — 12 cm 6.69
Brick+ 3 Brick — 6 cm 11.8
Concrete Concrete — 20 cm

Brick — 6 cm
Brick+ 3 Brick 10 ¢cm 14.8
Concrete Concrete — 12 cm

Brick — 10 em
Brick+ 3 Brick — 6 ¢cm 93
Conerete Concrete 10 em

Brick — 6 cm
Brick 1 Brick — 15 cm 8.47
Concrete Concrete — 13 cm 6.36
Concerete 3 Concrete — 15 em 12.47

Air 2em

Concrete — 15 cm
Glass 3 Glass —3 mm 0

Air— 10 cm

Glass 3 mm
Plasterboard 1 Plasterboard — 5 cm 4.5
Wood 1 Wood 6cm 0.92
Wood | Wood - 10 em 0.17

The wall construction is shown on Fig. 1 made of primarily
brick and concrete with concrete ceiling and floor, the doors
arc made of wood. The cocfficients of the model have been
optimized on the data gathered by the RL simulation session
described above.

Fig. l.a. Floor view of V2 building at BME

AN

Fig. 1.b. Polygon data base of V2 building at BME
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Fig. 2. The building database

The geometrical description of the indoor scenario is based
on the concept that the walls has to be partitioned to sur-
rounding closed polygons and every such polygons are cha-
racterized by its electric material parameters.

The data base for the ray tracing method in our applications
can not contain cut-out surfaces dircetly, such as windows,
doors. Therefore the cut-out surface description is based on
surface partitioning of the geometry.

[, OPTIMIZATION METHODS

There are already numerous optimization methods published
which can be applied to the optimal design of such radio in-
door networks [7,8,9,11,15]. The recently published methods
use any heuristic technique for finding the optimal AP posi-
tions.

In the paper two global optimization methods the Classical
Genetic Algorithm (CGA) and Quantum inspired Genetic
Algorithm (QGA) global search algorithm are used with wave
propagation solver as can be seen in Fig. 3.

Initial
geomelrical
parameters

Wave
Propagation
Analyzer
l
SGA or QGA
Oplimizer

1

T '\\_.‘\h
n . -
- Tolcralncc 1Inct or -
.. Max. iteration /-/

e

r

Parameter set
optimized

Fig. 3. Diagram of Wave Propagation analyzer and optimizer
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Heuristic search and optimization is an approach for solving
complex and large problems that overcomes many short-
comings of traditional (gradient type) optimization techniques.
Heuristic optimization techniques are general purpose methods
that are very flexible and can be applied to many types of
objective functions and constraints. Another advantage of
heuristic methods is their simplicity because of its gradient-
free nature. Gradient free optimization methods are primarily
based on the objective function values and are suitable for
problems cither with many parameters or with computationally
expensive objective functions.

A. Optimization Method through Classical Genetic

Algorithms (CGA)

Genetic Algorithms are increasingly being applied to comp-
lex problems. Genetic Algorithm optimizers are robust, sto-
chastic search methods modeled on the principles and concepts
of natural sclection. [5,7,10,14] GA arc increasingly being
applied to difficult optimization problems. GA optimizers are
robust, stochastic search methods modeled on the principles
and concepts of natural selection. (Fig. 4.)

Initialize =0
Paopulation ;_7"

Seleetion:

b =
Ps = Sl n J
\

!

Crossover:

—k (,|“—t .‘|
pe=Clpe.
¢ . ‘ 4

!

Mulalion:

(=i

—k
Pu= MLPH ]

Fig. 4. The flowchart of a simple GA

Il a receiver posilion that is [ully described by N, para-
meters arranged in a vector x={x;| i=1,....Np,} is considered,
then the knowledge of x permits the evaluation of the objective
function f{x), which indicates the worth of a design (the area
coverage percentage). It is assumed that x; take on either real
or discrete values, and that f{x) needs to be maximized.
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The GA does not operale on x butl on a discrete represen-
tation or chromosome p={g;| i=1,...,N} of x, each paramecter x;
being described by a gene g;. Each gene g; in turn consists of a
set of Né y all that arc sclected from a finite alphabet and that

together decode a unique x;.

The GA docs not limit themsclves to the iterative refinement
of a single coded design candidate; instead the classical GA
(CGA) simultaneously acts upon a set of candidates or popu-
lation

p=1{p@fi=1..N,,} 3)
where N, is the population size.

Starting from an initial population 5", the CGA iteratively
constructs populations p*,k =1..N gens With Ny, denoting the
total number of CGA generations. Subsequent generations are
constructed by itcratively acting upon ﬁﬂ with a sct of genctic
operators. The operators that induce the transition p* — 5™

arc guided solely by knowledge of the vector of objective
function values

= {;‘(x(p" (f))]e = 1..Npop} @

and induce changes in the genetic makeup of the population
leading to a p*'! comprising individuals that arc, on average
better adapted to their environment than those in 7* | ie.,
they arc characterized by higher objective function valucs.

This change is ellected by three operators mentioned in the

introduction: selection (S), crossover (C), and mutation ().
The selection operator implements the principle of survival

of the fittest. Acting on p* , S produces a new population
5_‘; :S(,Bk) again of size N, that is, on average, populated
by the better-fit individuals present in p* . Among the many
existing schemes tournament selection has been chosen. The
crossover operator mimics natural procreation. Specifically, C
acts upon the population Efg by mating its members, thereby
creating a new population

o= U {o(st)o(3%) o

i=1

where the chromosome crossover operator C scleets a
random crossover allele an.qs Detween the two chromosomes
to be crossed upon which it acts with probability P,

The mutation operator generates a new population of size by
introducing small random changes into Eé . The action of M
can be represented in operator form as
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P = JQJM[EZU)] ©)

The cost function of the optimization procedure has been
the coverage percentage of the points for which the reecived
power is greater than a given level.

red

_ Number of points (B, < P

(@)

Total number of test points

B. Optimization Method through Quantum inspired Genetic
Algorithm (0GA)

GQA is based on the concepts of qubits and superposition
of states of quantum mechanics.[16,17] The smallest unit of
information stored in a two-state quantum computer is called a
quantum bit or qubit. A qubit may be in the “17 state, in the “0°
state, or in any superposition of the two. The state of a qubit
can be represented as

%) =a]0) + A1) ®)

where « and £ are complex numbers that specify the
probability amplitudes of the corresponding states. |rz|2 and
| [5|2 gives the probability of finding the qubit in logical valuc

‘0" or ‘1" if the state has been measured. Normalization of the
state to unity guarantces

la|* +| A" =1 (9)

It is possible to use a number of different representations to
encode the solutions onto chromosomes in evolutionary
computation. The classical representations can be broadly
classified as: binary, numeric, and symbolic. GQA uses a novel
representation that is based on the concept of qubits. One qubit
is defined with a pair of complex numbers, (&,5) and for m
qubits as

o

o m | —

(10)
|;[jl ﬂm}
This representation has the advantage that it is able to

represent any superposition of states.
QGA maintains a population of qubit chromosomes,

oy

5

)= {qi,q’z,...,q;f} at the generation /, where n is the size of
population and q;- is a qubit chromosome defined as in (10).
@ a,
By

B

I
oy

s (11)
A {ﬂf
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The observed values of Q(r) states can be generated taking
into account the a; probabilities. One binary representation of
the j-th qubit is xj—, J=12,... .1 and the observation of the

Or) is P(f) =L xb....x, .

The set of qubit chromosomes Q(¢) is updated in each evo-
lution step by applying appropriate quantum gates ((Q-Gates)
G(ﬁ) , which are evaluated taking into account the best fitness

solution and given by the rotational angle selection stralegy
(Table II) [14]. This step makes the qubit chromosomes
converge to the fitter states.

cos(ﬁf) - sin(ﬂf)
G(6)=| . (12)
sm(l‘)i) 003(91-)
TABLET
ROTATIONAL ANGLE SELECTION STRATEGY OF (Q-GATE

xi b fx2fb) Al; a0 a0 om0 (=0
0 0 0 10°x + + +
0 0 1 107 I + +
0o 1 0 0.087 + + +
0 1 | 107 - + + +
1 0 0 0087  + + +
1 0 1 107 I + +
1 L 10°r + + +
| 1 | 10+ + +

The flowchart of the QGA is showed in the following.

Start

1<0
initialize Q1)
gencrate P(z) by obscrving Q(1) statcs

'}

Evaluate and
Store the best solution among Pt)

tett1

generate P(z) by observing Oft-1) states
Evaluate P(t) and

Update Q1) using Q-Gate

Storc the best solution among P(r)

Fig. 5. The flowchart of QGA

Learning the description of the two versions of Genetic
algorithms there arc two significant differences between a
classical and quantum versions or computer and a quantum
computer realization.
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The first is in storing information, classical bits versus quan-
tum g-bits. Each quantum state represents many possible
values of observation therefore the QGA increases the search-
ing spacc.

The second is the quantum mechanical feature known as
entanglement, which allows a measurement on some qubits to
effect the value of other qubits.

The last scction compares the algorithms and shows results
on coverage resulls.

IV. RESULTS

The optimization procedure characterized as searching
space with multiple local optimums and in this first session
short investigation will be shown evaluating objective function
for one access point in indoor environment.

The Fig. 6 shows the objective function which is the co-
vered area percentage for the (X,Y) points as AP, If for
instance the AP position is at (18,11) than the coverage is
more than 30%, but if at (45,19) than the coverage is less than
15%. The Fig. 6 illustrate unambiguously the ‘good’ positions
for access points having best coverages.

Fig. 6. Ohjective function for | AP

The Fig. 6 clearly shows the multiple local maximums ol the
objective function and therefore the motivation to apply
heuristic optimization methods.

The brute force search which would be a possible optimi-
zation search doesn’t give the expected result because of the
huge computational demand. (TABLE I1I)

TABLETI
EXHAUSTIVE (BRUTE FORCE) SEARCH

Number Resolution of Computation Result of
ol AP-s search space time oplimization
1AP Imx lm grid 5.5 min 33.67%

(1738 points) (19:12)
24P Im x Im gnid 159 hours

(estimated)
14P 0.5mx 0.5m grid 22 min 34.57%
(18.5;12.5)

24P 0.5m x 05mgnd 637 hours

(estimated)
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Next the convergence comparison will be introduced for
CGA and QGA for one access point. The testing results of the

algarithms are shown in Fig. 7.

35%
34% ~
f
33%
F 3% ’J : ?
£ I w— |
2 3% / roodooscdood
5 1= ?m% oLl
2 30% T 1—‘{ {
$ 29 i | 4
At = I o Pe=0.1 1;Pm=0.01
X W% flw' o B o Pe 011PM 002 [
% - / o Pe=0.22;Pm=0.01
2‘?{“ immuo%o ST TH 0! Lﬂ‘l
0 | ——Pe 0.22:Pm (.02
26% _
259 —QeA i
12072 132192 232 312 372 432 492 532 G612 672

Number of Objective Function Evaluation

Fig. 7. Comparison of SGA and QGA (best objective function)

For CGA four set ol parameters were tested (wo multation
and two crossover probability sets are evaluated.

Based on the comparison in Fig. 7 and other not detailed
evaluations can be stated that for our indoor one access point
coverage oplimization case the QGA outperforms the classical
SGA therefore it worth to investigate and deploy for more
complex optimization cases with multiple access points.

In the last part of the results chapter coverage results are
shown for 3, 4 and 6 access points.

The first scenario is an optimization on AP positions (circles
in Fig. 8) of the half part of the floor. The Fig. 8 shows the
original 4 AP positions which were chosen to best coverage in
laboratories and the corridor coverage was not an aim.

20k i Qo | O 1
i

15 ) L1l 1 1l E |-|“| |_ wlud ol

10 : I ::_H‘HH‘_H

. IH I L LIl T |I‘ illl |I‘ |I‘ ‘I‘I ‘I‘ I |
| I
. [

00 10 20 30 40 50 60 70 80

- —

Y
Area of investigation

Fig. & Ongnal (not optimized) AP positions

The Fig. 9 shows the optimal AP positions using the cost
[unction of (7). The simulated distribution of received power
for the optimized geometry is shown in Fig. 10 with the
measured results.

To make the measurements we have chosen WLAN APs
and the power levels were measured using laptops with ex-
ternal wireless adapter moved on the area of investigation. 90
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sampling points in distances of 1 m were chosen on the level
and the comparison of Fig. 10 shows a good agreement for the
reccived power distribution.

1 il

[T ITT]
1] 10 20 30 40 S0 60 70 80
A —

10F —

=

—~
Area ol investigation

Fig. 9. Optimized AP positions
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— Measurement (4AP) optim.
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Lig. 10. Cumulative Density Iunction of received power level (optimized)

The most important change in the distributions of optimized
and not optimized cases is increased number of points with
proper coverage. (TABLE IV.)

TABLE IV
AREA COVERAGL FOR OPTIMIZED AND NOT OPTIMIZED CASE
. Not optimized  Optimmzed
Configuration
Coverage for I,.=-60dBm  40% 75%
(simulation)
Coverage for P >>-60dBm 50% 80%

(measurcment)

The second simulation is on the entire floor level and the
aim of the simulation is to comparce the nceessary number of
APs lor the same area coverage.

The Fig. 11 shows plausible positions of APs and the Fig.
12 the optimized ones.

15




INFOCOMMUNICATIONS JOURNAL

Classical and Quantum Genetic Optimization Applied

to Coverage Optimization for Indoor Access Point Networks

20
I5F 111 1 ul ol ol ul g
- I
o o Do - |[[HHeT] |
L= I 1L} LI I ‘l‘ ‘l‘ ||‘ ||‘ |||||\‘ I
Lis 1)
G0 10 20 3;} 40 50 60 70 80
Fig. I'1. Plausible AP posilions
20
15 ) L1l 1 1l |H I wl ol ul f
==
10} L — 1
Il-i). TTTTT TT T ‘l‘ ||‘ ||| ||‘ ‘1‘[‘|‘ T
5
0 =
0 10 20 30 40 50 60 70 80

Fig. 12. Optimized AP positions
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Fig. 13. Independent and composite CDF (optimized AP positions)

The Fig. 14 and TABLE V summarize the importance of
APs position of radio network. With the proper choice of the
placement the optimized 3 AP network configuration results
nearly the same coverage as the configuration 6 AP with APs
installed in plausible positions.
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y ; ; ; ; : ; :

[ I— -==3AF optimized | o —
—4AP no optim.
07 —4AP _oplimized
06 8

0.1 v :
% 75 70 3 0 5 50 5 -40
Received power [dBm|
Fig. 14. Optimized and not optimized CDF using 3 and 4 APs
TABLLE V
AREA COVERAGE FOR OPTIMIZED AND NOT OPTIMIZED CASE
. AP AAP 6AP
Configuration
Coverage (not optimized) 40% 60% 66%
Coverage (optimized) 65% 75% 87%

These results (TABLE V) illustrate and justify well the
importance ol Access Point installation positions in radio net-
works in order to maximize the wireless coverage. Using the
mentioned optimization procedure the network cost can be
significantly reduced and the optical distribution network also
can be simplilied.

V. CONCLUSION

The optimal Access Point position of radio network is in-
vestigated for indoor environment. The article illustrates the
possibility of optimization of radio network using Genetic
Algorithm and Quantum inspired Genetic Algorithm in order
to determine positions of APs. The QGA as new approach is
introduced to solve the global optimization problem. The
methods are introduced and investigated for 1,2, 3 and 6 AP
cases. The influence of Genetic Algorithm parameters on the
convergence has been tested, the algorithms are compared for
the one AP case and the optimal radio network is investigated.
It has been shown that for finding proper placement the
necessary number of APs can be dramatically reduced and
therefore saving installation cost of WLANS.

The results clearly juslily the advanlage ol the method we
used but further investigations are necessary for convergence
comparison for multiple AP case. Other promising direction is
the extension of the optimization cost function with inter-
ference parameters of the wircless network part and with outer
interference.
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The Problem of Testing a Quantum Gate

Subhash Kak

Abstract— We consider the question of testing of quantum
gates as a part of the larger problem of communication through
circuits that use a variety of such gates. We argue that the correct
outputs for the basic input values to the two-qubit gate are not
sufficient to guarantee satisfactory validation of its workings for
all values. We present reasons why these gates may not be error
free, and as non-ideal gates they need to be tested for a wide
range of probability amplitudes, and we argue that the burden of
this additional testing is substantial. Experimental implementa-
tions of the controlled-NOT gate have substantial non-unitarity
and residual errors. Some analytical results on the complexity of
the problem of quantum gate testing are presented.

Index Terms— Non-ideal gates, quantum computing, quantum
information, testing a quantum gate

I. INTRODUCTION

HE problem of testing a quantum gate has no analog in the

classical world. Basically, the problem is this: To test a
quantum gaic we need certified quantum gates to gencrate all
possible inputs and since such gates are not available at this
time how are we to certify a gate that has been submitted for
certification? Put differently, physical implementations of the
gale will be lincar only over a restricted range ol inputs,
whereas quantum computing demands that the gates be
completely linear.

To understand the scope of the problem, note that a
quantum bit (qubit) @ |0) + A | 1) is different from a classical
bit in the sense that it is associated with arbitrary sets of

2 2
complex values of @ and b as long asla‘ +‘b‘ =1. The vari-
ables a and b are probability amplitudes and their mod squares
arc the probabilities of the component states associated with
the qubit. The process of interaction with the qubit causes it to

collapse to either ‘0> or |l> and, consequently, the amount of

information that can be extracted from a single qubit is one bit.
Unlike a classical state, a quantum state is a superposition of
mutually exclusive component states and an unknown quantum
state cannot be cloned. Quantum states are also characterized
by the Heisenberg Uncertainty Principle. Communication with
qubits is of interest to engineers because it represents the usc
ol polarization states ol light seen as a stream ol single qubits
which is appropriate in certain applications using very weak

Manuscript received September 28, 2012, revised December 4, 2012, This
work was supported by National Science Foundation grant #1117068..
Subhash Kak is with the Oklahoma State University, Stillwater, OK, USA
(phone: 405-744-6036; fax: 403-744-9097; c-mail: subhash. kaki@okstate.cdu).
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laser outputs. It is also of interest in the problem of quantum
cryptography which promises unbreakable security under cer-
tain conditions.

The theory of quantum gates is at the basis of quantum
computing [1] and just as the hardware for a classical com-
puter is constituted of circuits of logic gates, the practical
implementation of a quantum computer is as a circuit made of
quantum gates. The problem of testing a quantum gate is,
therefore, of interest beyond quantum communication.

In principle the problem of gate testing need not be too
restrictive il one can show that the gate works for the widest
range of inputs. But in reality the number of inputs to test for
increases exponentially as the assumed granularity of data

0 1
increases. Thus for the case of the Pauli-X gate , it is

not enough to show that the input |0) become ‘]) and vice

versa and one should be able to establish that the gate trans-
forms a|0)+b|1) into b|0) +a|l) for all possible comp-
lex values of a and b. To establish this requires that precise
values of can be generated for all & and » using some other
certified gate and then checking the output of the Pauli-X gate
being tested. One would need to either use other exacl gales Lo
steer the output state to one of the directional bases of the
measurement apparatus to confirm this, or to perform a quan-
tum tomographic analysis of the output statc [1] that will
eslablish it in a probabilistic sense. It would also be essential
to establish that the sum of the squares of the absolute value of
the probability amplitudes equals one at the output to ensure
that there is no dissipation within the system.

In this paper, we consider the question ol testing ol quantum
gates from the point of view of complexity. We consider
implications of a certain desired accuracy at the output of the
circuit for the corresponding accuracy of individual gates,
Since errors in a linear (or approximately lingcar) circuit add
up, the constraints on individual gates are higher than for the
overall circuit, Recent results on the experimental implementa-
tions of the controlled-NOT (which is the quantum analog of
the classical XOR gate in which the [irst bit is mod-2 added to
the second bit while leaving the first bit unchanged) and the
Toffoli gates (CCNOT or universal reversible logic gates)
have substantial non-unitarity and residual errors. Since these
gales cannol be completely error [ree, as non-ideal clements
they need to be tested for a wide range of probability amp-
litudes, and the burden of this additional testing is exponential
with respect to the number of qubits and quadratic with respect
to the desired precision.
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[I. QUANTUM COMPUTING USING GATES
Quantum computing has enriched computing theory beyond
classical techniques in doing Fourier transform [aster (albeit
the solution is not fully available), factorization in approxi-

mately log » rather than \/; steps, search for an item with a

specilic property in an unordered database in roughly \/;
rather than n/2 steps, solving Pell’s equation {.x2—17_112=1 ) in
polynomial time, and it has applications to cryptography [1].
But even in theory, quantum computing can only solve
problems where the solution amounts a rotation in an appro-
priate space (as in primality testing since integers form a multi-
plicative group). The allure of finding new problems that could
be shown to be solved faster by quantum algorithms and the
challenge of building quantum computing machines has made
the ficld popular amongst mathematicians and physicists. Tt has
also spurred research in materials science and in the expe-
rimental area for finding good candidates for implementing
quantum circuits,

Given this background, it is worthwhile to investigate
prospects for practical quantum computing. Soon after pro-
posals for quantum computing were advanced, it was agreed
that problems of decoherence and noise precluded physical
implementation of these computers [2]. The implementation
had to deal with the following dilemma: The computing system
should not interact with the environment lest it decohere, and
at the same time it should strongly and precisely interact with
the control circuitry. The question of direction of flow of in-
formation in a quantum circuit is also an issue. The presence
of the arrow of time implies that the system is in a state of non-
equilibrium and is, therefore, essentially dissipative [3]. Thus
quantum computing itself promotes decoherence and the
directionality of information flow implics correlation in the
resulting noise associated with the process.

To deal with errors, quantum error correction codes have
been proposed although they have not yet been physically
implemented. The implementation of these codes would de-
pend on the correct working of very many quantum gates, and,
therefore, testing and certifying quantum gates is essential to
their effectiveness. There are other questions related to the
assumptions under which quantum crror correction can be
effective, but these questions will not be considered here.

Fault-tolerant conceptual schemes assume that a system
could be built recursively (e.g. [4], page 40) where each noisy
gate is replaced by an ideal gate by the use of error correction
circuitry, but such an idea appears to be impractical. Even if it
is assumed that the errors are below a certain threshold, cor-
rection in the quantum context can work only if it is related to
a known state; in contrast, error correction in classical compu-
tation works lor unknown states. Certlain gate [aulls, which lie
outside of the set of assumptions underlying quantum error
correction, cannot be corrected [5].
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A non-recursive so-called Fibonacci scheme [6] has been
proposed as another approach to quantum error correction. But
it assumes the existence of perfect gates in the use of tele-
portation [or error correction. It also uses Bell states, that 1is
two-qubit states in which the qubits are maximally entangled,
the generation of which requires the existence of perfect gates.
The scheme also assumes that there are no gates with leakage
or correlated faults.

It is not possible for this to be true for the quantum case
because the unknown received state, for example, could be
al0y+b|1) or c|0)+e“d|1), with unknown a, b, ¢, d,
a, and if one did not know which onc of the two is the correct
state, one cannot know what operation is needed on the
received state. It may be argued that the initialized state in a
quantum computation is known [7], but that cannot be claimed
for the intermediate states in the quantum circuit, which would
also need to be provided with error correction.

Even assuming that the noise levels are below the threshold
associated with the Threshold Theorem and there are enough
crror-correction resources and the crrors arc not corrclated,
there would be the problem of errors introduced before the
error correction process begins. There is the additional prob-
lem of the presence of gauge states in quantum computing [8].

ITT. COMPLEXITY OF TESTING

Consider a circuit with & gates and » qubits at input and out-
put. Let the accuracy desired in the output qubits be expressed
by & quantization levels. This means that the error will be
e=1/8. For example, for the Pauli-X gate with a single qubit
al|0)+b]|1), both @ and b must be associated with & quanti-
zation levels making for a total of §” quantization regions.

Figure 1 represents the situation schematically where the
input probability amplitudes @ and b arc replaced at the output
by new values &~ and «”. We cannot assume that the circuit is
lincar over the entire range and, therefore, testing for each of
these regions is necessary.

al0y+h|1)

—»
Pauli-X Gate
b |0)+a* | 1)

Figure 1. Testing the X gate

Since a real gate will be dissipative to a degree and not be
lincar over the entire range, it also follows that the square of
the estimated probability amplitudes at the output will not

+2 £|2
a‘ +‘b #1.

equal 1. In other words,
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Theorem 1. The testing of a circuit with # qubits and 6 quan-
tization levels is associated with information of n+2 log 6.
Proof. A circuit of n qubits implies a total of 2" input lines.
Since cach of these lines has complex input so the total
number of quantization levels to be considered is 2"8%

Theorem 2. For a circuit with £ stages, the information as-
sociated with the testing of each stage is n+2 log kd.

Proof. Since noise is additive, the accuracy at each stage must
be k times better than for the entire circuit,

The amount of testing to be performed at each gate, there-
fore, is of the order of 2"k’8”, which is exponential in the
number of qubits and quadratic in the number of stages.

Thus for a quantum circuit with 20 qubits and 30 stages, and
a desired circuit accuracy of one percent, the amount of testing
to be done at each stage for the multi-qubit gate will equal 2*°
%307 x100°, Clearly, for the solution of any meaningful prob-
lem, which would require thousands ol gates, the constraints
on the accuracy of the individual units will be well-nigh im-
possible 1o achieve.

IV. EXPERIMENTAL RESULTS
ON QUANTUM GATE TESTING

DeMarco et al [9] present the best-known implementation ol

the controlled-NOT gate in which the qubits are the spin and
the internal energy (ground and second excited) states of a
’Be” ion. Table 1 presents the performance and we can see the
probabilitics do not sum to unity because these data represent
the results of four separate experiments.

The fact that checking the performance ol the gate in this
limited setting itself requires different experiments with dif-

ferent control conditions is symptomatic of the difficulty of

testing and it shows that the physical implementation cannot be
taken to be an ideal gate.

Table 1: Experimental results of controlled-NOT gate [9]

| T
=0 0.989 + 0.006 0.050 + 0.007
n=2 0.019 £0.007 0.968 = 0.007

The authors mention errors in the initial state preparation
and “limited gate fidelity” as contributing to the less than
perfect performance of the gate. Since the probabilities do not
add up to one, one can be sure that the behavior of the gate
has a dissipative component.

For ease of comparison with the standard gate transfor-
mation, one may rewrite the results of Table 1 by representing
the internal energy and the spin states in terms of the same
qubits as [ollows:
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CNOT

100) —<¥"50.989|00) + 0.050 | 10)

CNOT

110)—9C 50.019|00) +0.968|11)

which may be idealized to
| 00> CNOT | 00)

| 10) CNOT s | 11>

Since we don’t expect the idealized transformation to be
achieved in practice, testing the gate for only two points for a
transformation whose range (in terms of the probability
amplitudes) is continuous over complex values in the range
(0,1) is unsatisfactory. This is like testing the transformation
y=x" for two values of x and taking that to be true for all
values.

The correctness of the transformation for two values cannot
be extended to other values because we do not know il the
experimental arrangement is fully quantum (as the gate is non-
ideal) and the influence ol the controlling circuitry cannot be
taken to be the same for all values of the probability ampli-
tudles.

In another implementation of the controlled-NOT gate,
based on a string ol trapped ions [10] whose electronic slales
represent the qubits where the control is exercised by focused
laser beams, the [idelily ol the gate operation was in the range
70 to 80% [11]. These were ascribed to laser frequency noise,
intensity fluctuations, detuning crror, tesidual thermal excita-
tion, addressing error, and off-resonant excitation. Clearly, this
method is not a promising candidate [or creating a precise
functioning controlled-NOT gate.

For another (c. 2008) optical fiber quantum controlled-NOT
gate [12], the authors claim an average logical fidelity of 90%
and process fidelity in the range 0.83 to 0.91. The cstimated
second range is broader because of the substantial errors in the
photon sources. Once again the performance is far from ideal.

It is important to note that although the name of the gate is
controlled-NOT, the transformation is not that of onc input
controlling the other in all cases of the input qubits.

As ex-ample, if the input state is %(| 0+ 1) 0)—| 1))

the output state is é(| 0)—|1))(|0)—| 1)), in which the first

qubit has been transformed under the influence of the second
qubit rather than the other way around. In general, we can
consider a contolled-NOT gate to be controlled by both the
qubits in some proportion, but this is clearly seen only if dif-
ferent superpositions of the qubits are considered.

To test a non-ideal controlled-NOT gate, we should be able
to show that:

al00)+b| 01 +c|10y+d|11)

CNOT

———a|00)+bH|0)+c|11)+d|10)
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within certain limits of error. In other words, the complex
amplitudes (a, b, ¢, d) should map into (a, b, d, ¢) with some
small error. It is true if the gate was ideal then testing beyond
the two cases of 10 and 11 would not be necessary. But since
any physical implementation of the gate would not be ideal,
one needs to check the working for the entire range of pro-
bability amplitudes to ensure that the errors are within the
acceptable threshold.

The testing of the physical gate operating on two qubits
requires that various (a, b, ¢, d) amplitudes be generated with
perfect fidelity, which requires that a perfectly functioning
two-qubit gate (that may be controlled-NOT gate) should al-
ready exist. Since each of the values (a, b, ¢, d) is complex and
over (0,1) and testing causes collapse to the components along
the measurement bases, certification that a quantum gate is in
perfect working order with no errors whatsoever is compu-
tationally impossible. It should also be noted that, in contrast,
the errors of classical gates are completely correctable.

To test a non-ideal controlled-NOT gate properly, we first
need a perfectly functioning controlled-NOT gate to generate a
variety of complex superpositions for two qubits. Current
experimental evidence on the implementation of the cont-
rolled-NOT gate indicate non-unitarity and substantial errors
that preclude useful implementations of quantum algorithms.

V. IMPLEMENTATIONS
USING SUPERCONDUCTING CIRCUITS

Recently, several studies have investigated the use of super-
conducting circuits for the implementation of quantum gates.
In one of these, the implementation of a Toffoli gate was done
with three superconducting fransmon qubits coupled to a mic-
rowave resonator [13] where the transmon is a type of super-
conducting charge qubit that has reduced sensitivity to charge
noise.

By exploiting the third energy level of the fransmon qubits,
the authors reduced the number of elementary gates needed for
the implementation of the gate (that requires six controlled-
NOT gates and ten single-qubit operations), relative to that
required in theoretical proposals using only two-level systems.
Such reduction should have improved the reliability of the
gates, but using [ull process tomography and Monte Carlo
process certification, the authors measured fidelity of only
68.5 4 0:5 per cenl.

Another study using superconducting circuits examines the
three-qubit code, which maps a one-qubit state 1o an entangled
three-qubit state [14]. The authors implement the correcting
three-qubit gate, the conditional-conditional NOT (CCNOT)
or Toffoli gate, with a 85%1% fidelity to the expected classical
action of this gale and 78 + 1% fidelity to the ideal quantum
process matrix. They also performed a single pass of both
quantum bit- and phase-flip crror correction with 76 + 0.5%
process fidelity.

In the above-mentioned studics the results, for the most
basic testing of the gate, are thus disappointing. One reason
behind this performance may be the statistical constraints that
need be satisfied [15].
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V1. COMPARING CLASSICAL AND QUANTUM PARADIGMS

The difficulties of gate testing are another manifestation of the
fact that the quantum compuling paradigm is [undamentally
different from the classical one. This may be seen in the
consideration ol quantum teleportation, which is transporting
an unknown quantum state to a remote location using Bell
states and classical communication. While mathematically it 1s
easy to show that quantum teleportation works, there is no way
one can certily that a given unknown state has been teleported
correctly. The pair of resource qubits in Bell correlation in the
experimental arrangement may not be correctly entangled and
the gates may also have errors. Furthermore, a customer may
not be sure that a specific quantum object supplied to him by
the Certification Authority is not entangled with some ather
object. The fact that quantum mechanics is not a theory of
individual objects but rather of collectives [16] has unexpected
conscquences for certification of transactions in an information
network.

A quantum system composcd of scveral subsystems can be
in an entangled state, in which the properties of the full system
arc well defined but the propertics of cach subsystem arc not
well defined. This is also the reason why it is difficult to
account for quantum mechanical cffects in biological system
[L7]-[20].

The difficulty of implementing quantum gates (and of test-
ing them) creates substantial burdens in the practical realiza-
tion of the quantum circuit model of computing. It is no won-
der that progress in physical implementations is limited and
there is no unanimity on what kind of physical qubits to use
[6].

Unlike classical computing, we cannot test the performance
of given quantum gates while using imprecise signal genera-
tors becausc the requirement of lincarity should hold over all
possible values [21]. The time taken for a gate to operate cre-
ates another complication in a concatenation of gates. For ex-
ample, the time taken was 63 ns in the superconducting circuit
implementation of a CCNOT gate. Furthermore, the gate times
are not constants and thus the propagation of qubits in the
quantum circuit will suffer from timing issues [22].

In a classical circuit the accuracy of individual gates can be
less than that of the entire circuit and we can create a reliable
circuit using relatively less reliable component gates [23]. The
extension of this for quantum processing is true in a very
restrictive sense. In quantum computing the threshold theorem
claims that a noisy quantum computer can accurately and
efficiently simulate any ideal quantum computation provided
that noise is weakly correlated and its strength is below the
critical quantum accuracy threshold. But there is no evidence
that errors in quantum gates fall below this threshold and that
noise is only weakly correlated [24]-[27].

Given that the sources of errors in the gates are many that
interact in a variety of modes, one might suppose that a thres-
hold is associated with an error parameter £ so that below g
the error is linear but above &, il becomes uncontrollable large.
Such a consideration is meaningful in classical computing
where one can estimaile in advance, or otherwise limil, the
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range of signals that drive the computation. No such limit can
be assigned [or quantum computing as the probability ampli-
tudes, in principle, have all possible values — with no cons-
traints on phase values — so long as their absolute value re-
mains less than onc.

VIL
We conclude that the representational difference between
classical and quantum states has the most profound impli-
cations for their circuit implementations. Mapping classical
bits into corresponding qubits increases the representation
space by virtue of the complex probability amplitudes that get
associated with the component states and their superposition.
While this provides advantages in the solution of certain
problems, it also creates new difficulties in the control and
testing of quantum hardware.

If using quantum circuits one can, in principle, solve an
exponential number of problems at the same time (although the
solution to only one of these may be accessed), it also in-
creases the size of the control space exponentially. The prob-
lems of controlling a quantum gate and testing it become
corrcspondingly harder. Quantum computing systems do not
scale. What quantum mechanics giveth by one hand, it taketh
away by another.

CONCLUSIONS
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Guest Editorial

Special Issue on Applied Cryptography —
Guest Editorial

Vaclav (Vashek) Matyas, Zdengk Riha, and Petr Svenda

THIS special issue focuses on the area of applied crypto-
graphy, bringing up selected papers from Santa's Crypto
Get-Together (SantaCrypt), a workshop that runs since 2001
as an annual Czech and Slovak workshop aiming to facilitate
closer cooperation of professionals working in the field of
applied cryptography and related areas of security.

The lirst paper “Attacking Scrambled Burrows-Wheeler
Transform™ of Martin Stanek of a recent proposal for a
modification of the Burrows-Wheeler transform (BWT). The
BWT is a commonly used transform in lossless compression
algorithms. The BWT docs not compress the data itsclf, in-
stead it is usually the [irst step in a sequence ol algorithms
transforming an input data into compressed data. The modi-
fication — Scrambled Burrows-Wheeler transform is an attempt
to combine encryption and data compression. The paper shows
that the proposed approach is msecure, presents chosen plain-
text and known plaintext attacks and estimates their comp-
lexity in various scenarios.

The sccond paper “Two Improvements of Random Key
Predistribution [or Wireless Sensor Networks — Revised
Version™ of Jiri Kur et al. won the student KEYMAKER com-
petition at SantaCrypt, and its first version was presented at the
8th Intcrnational Conference on Sccurity and Privacy in
Communication Networks. This work deals with the area ol
random key predistribution in wireless sensor networks. Two
novel improvements enhancing security provided by the ran-

Viclay (Vashek) Matyas is a Prolessor al the Masaryk Universily, Brno, CZ,
and serves as a Vice-Dean for Forgign Affairs and External Relations, Faculty
of Tnformatics. His research interests relate to applied cryptography and
sceunity, publishing over a hundred peer-reviewed papers and articles, and co-
authoring six books. He was a Dulbnght Visiting Scholar with Harvard
University, Center for Research on Computation and Society, and also
worked with Microsoft Research Cambridge, University College Dublin,
Thilab at TVBS AG, and was a Royal Society Postdoctoral Fellow with the
Cambridge University Computer Lab. Vashek was one of the Editors-in-Chiel
ol the Identity 1o the loformation Sociely journal, and he alse edited the
Computer and Communications Security Reviews, and worked on the
development of Common Criteria and with TSOTEC ITC 1 SC27. Vashek is a
member of the Editorial Board of the nfocommunications Journal and 4
Semior Member ol the ACM. He received his PhD degree Trom Musaryk
University, Brmo and can be contacted al matyas A1 [Lmuni.ce.

dom kcey predistribution schemes arc proposed and analyzed.
The first improvement exploits limited length collisions in
secure hash functions to increase the probability of two nodes
sharing a key. The second improvement introduces hash chains
into the key pool construction to dircetly increasce the resi-
lience against a node capture attack.

The third paper “Privacy Scores: Assessing Privacy Risks
Beyond Social Networks™ of Michal Sramka focuscs on the
concept of privacy scores that were proposed in the past to
provide each user with a score — a measurement of how much
sensitive information a user made available for others on a
social nctwork website. This paper discusses their short-
comings, and shows several research directions for their ex-
tensions. The author also proposes an extension that takes the
privacy score metric from a single social network closed sys-
tem to include background knowledge, and argucs for the need
to include publicly available background knowledge in the
computation of privacy scores in order to get scores that more
truthfully reflect the privacy risks of the users.

The last paper “Acceleraling Biometric Identilication™ of
David Naccache et al. deals with biometric identification. As
opposed to biometric matching, biometric identification is a
relatively costly process because it involved a number of temp-
late comparisons. The paper discusses the problem of the opti-
mization of biometric identification. The main idea is to test
the most probable candidates first.
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Faculty of Informatics, Masaryk University. In 1999 he spent 6 months on an
internship al Ubilab, the rescarch lab of the bank UBS, [ocusing on seeurly
and usability aspects of biometric authentication systems. Between 2005 and
2008 he was seconded as a Detached National Expert to the Furopean
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rescarch interests include smarteard security, PKI, security of biometric
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Attacking Scrambled Burrows-Wheeler Transform

Attacking Scrambled Burrows-Wheeler Transform

Martin Stanek

Abstract—Scrambled Burrows-Wheeler transform [6] is an
attempt to combine privacy (encryption) and data compression.
We show that the proposed approach is insecure. We present
chosen plaintext and known plaintext attacks and estimate their
complexity in various scenarios.

Index Terms—Burrows-Wheeler transform (BWT), scrambled
BWT, secure compression, ¢ryptanalysis,

1. INTRODUCTION

The Burrows-Wheeler transform (BWT) |2] is a commonly
used transform in lossless compression algorithms. The BWT
docs not compress the data itsell, instead it is usually the first
step in a sequence ol algorithms transforming an input data
into compressed data. The most prominent example of BWT-
based compression is bzip2 program [8], which uses basically
the following sequence of algorithms: the BWT, the move-to-
front transform (MTF), and Huffman coding.

In practice, there are many situations with the simultancous
requirements ol dala compression and privacy (encryplion).
A common approach is compress-then-encrypt paradigm with
independent algorithms used for compression and encryption.
While widely preferred, the algorithms should be properly
combined in order to avoid possible attacks |1], [5]. Another
approach is to unify compression and encryption. However, de-
signing a secure, “encrypting” variant of compression method
is not an easy task. Many attempts were broken successfully
(31, [7], [9].

Recently, Oguzhan Kiilekci [6] proposed a novel approach —
scrambled BWT — to combine data compression with privacy
requirement. The scrambled BWT uses a secret lexicographic
order of underlying alphabet as a secret key. In order to
thwart some weaknesses, the author proposed to accompany
the scrambled BWT with modificd MTF that uses the secret
lexicographic order as well.

a) Qur contribution: We show that the proposed scram-
bled BWT with MTF is completely insecure and can be
attacked easily (in the sense of chosen plaintext as well as
known plaintext attacks). In case of known plaintext attacks
we estimate experimentally the bit security of the scrambled
BWT with MTF in various scenarios.

We briefly introduce the “standard” BWT, the MTF, and
the scrambled BWT in Section II. Section III contains our
analysis of the proposal, and shows chosen-plaintext and
known-plaintext attacks on the scrambled BWT with MTF.

II. PRELIMINARILS

Let A be an alphabet with size L = |A|. Let N
denotes a block length. A cyclic rotation of string/block

M. Swnek is with the Department of Computer Science, Faculty of
Mathematics, Physics and Informaties, Comenius University, Slovak Republic.
(e-mail: stanek@dcs.finph.uniba.sk).
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aor1...xnv—1 € AV with offset k is string/block
") = @pwpay .. apon where all the indices are computed
modulo N. The w-th symbol of 2% is denoted as 25 for
0<<w-=N.

For real-world scenarios one can expect L = 256 (using
byles as an alphabetl) and the block size IV several hundreds
kilobytles (c.g. bzip2 uses default block size 900kB).

r o=

A. “Siandard” BWT

letz =apz, ... 2nv 1 € AN be an input block, The BWT
sorts all cyclic rotations z(®, 29 2= of input block
& in lexicographic order. Let jy, 51, . . ., iv—1 be a permutation
of {0,1,...,N — 1} such that

Then the result of the BWT is a string consisting of the last
symbols from each of the sorted cyclic rotations:

SN T
In order to lacilitate the inversion transformation, an additional
pointer is used to remember the position of the original string
x = 2, ic. t such that j, = 0. Since the inversion
transformation is not important for our exposition, we will
not describe it here.

Example 1: let A = {a,b,c,d} and N = 10. let & =
cdababcdaa be an input block. Applying BWT:

sorted cyclic rotations:
aacdababed
ababcdaacd
abcdaacdab
acdababcda
babcdaacda
bedaacdaba
cdaacdabab
cdababcdaa
daacdababc
dababcdaac

result of BWT:

= ddbaaabace,t =7

The paper [6] uses a variant of the BWT with special symbol
denoting the end of block. In that case, there is no need to
remember the position of the original block among sorted
cyclic rotations. The analysis done in Section IIT is valid for
this variant as well.

B. MTF

The MTF transforms an input string x =T9&)...TN-1 €
A"V into sequence of N numbers {p;}) ', where p; €
{0,1,..., L — 1}. The algorithm uses a table T[0,..., L — 1]
of all symbols rom A, initially sorted in lexicographic order.
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For cach i = 0,1,..., N — 1 the symbol ; is processed as
follows:

1) p; is the position of x; in table T

2) T is modified: a; is moved to the [ront/top of the Lable.
Tt is casy Lo sce that the MTF is invertible. The main idea ol
MTF is that the recently used symbols are encoded as small
integers. This makes its output a suitable data lor subscquent
compression by simple entropy coders such as Huffman or
arithmetic coding.

Example 2: Let & = ddbaaabacc be an input string for
MTE. The output 3022001130 is computed as follows:

i 0 1 2 3 4 5 6 7 8 9
o] d d b a a b a ¢ ¢
i 30 2 2 0 0 1 1 3 0
T a d d b a a a b a ¢ ¢

b a a d b b b a b b b
c b b a d d d d d a a
d ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ d d

C. Scrambled BWT with MTF

Oguzhan Kiilekci [6] proposed scrambled BWT, where a
secret (encryption) key is a secret lexicographic order of sym-
bols in .A. One of the claimed advantages is a large key space,
for I = 256 it is 256! keys. The author observed, that using
scrambled BWT is not secure enough, and can be attacked
by exploiting known statistical relationships among plaintext
symbols (c.g. digram lrequencics). Therelore he accompanicd
the scrambled BWT (sBWT) with MTE, where the sccret
lexicographic order is applied as well (i.c. the initialization
of T" depends on this order):

“...Thus, initializing the alphabet ordering in MTF
with the secret lexicographic order used in sBWT
provides protection against that statistical attack.”

Example 3: Let & = cdababcdaa be an input block. We
show the result of sSBWT and subsequent MTF with various
lexicographic orders:

key k sBWT with & MTF with %
c<a<d<b baadbdccaa ({=1) 3203213030
d c<b<a ccabaaabdd (t= 9} 1033100130
a<c<b<d dadbbazacc (= 3113020030

III. SECURITY ANALYSIS

Let us denote the secret lexicographic order as & and the
corresponding  scrambled BWT as sBW'T,.. Similarly, the
MTT with secret lexicographic order is denoted as MTF,.. Let
x be an input block. The author proposes [6] the same secret
key (sccret lexicographic order) [or both transformations:
MTF(sBWTg(z)).

Let us note that attacks described in this sections will
work even for situation with two independent secret keys:
MTFy, (sSBWTy, (x)). The attack will “undo” the MTF (re-
vealing the value of sSBWTy,, (), and the sSBWT parl can be
altacked by exploiting the statistical propertics ol plaintext as
suggested in [6].
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Remark I: We can ignore other pre- and posl-processing
steps in the compression algorithm, since they do not depend
on the key.

We base our analysis on the following observations:

1) The scrambled BWT, with secret lexicographic order as
a key, keeps the frequencies of symbols intact, i.e. when
symbol ‘a’ appears [ times in an input block, then ‘a’
will appear exactly [ times in the output block. One
can view sBW'T' as a plaintext-dependent permutation
cipher,

2) For any string z and any two lexicographic orders k, ko,
performing y = MTF (]\TTP}; (z)) can be viewed as
a4 monoalphabetic \uhsuluuon, i.c. it change the symbols
bult it does not change the lrequencies. For example, “a’
can become ‘w’, ‘b’ can become ‘£7 ... but in such casc
the number of a’s in z is the same as the number of w’s
in y, the number of b’s in z is the same as the number
of £’s in y etc.

For the rest of the section we denote an input block @ and
the resulting block y = MTE, (sBWTy (). Our analysis is
done primarily with single data block (it is sufficient for most
scenarios). However, it can be extended to multiple blocks in
a straightforward manner, see Section I1I-C.

A. Chosen plaintext attack

The goal of the attack is o identily a sceret key (lexico-
graphic order):

1) Construct input block z, where symbols from A have

unique frequencies.

2) Compute z* = MTF,'(y) for an arbitrary lexico-
graphic order &',

3) Pair symbols in & and z* according their [requen-
cies, and recover the correct “middle” value z =
sBWT(x) = MTF, L(y).

4) Reconstruct the key from z and y.

Let A= {aq,...,ar}. The chosen input block can be, for
example, aqazazazazay . . . finishing with L symbols ar,. Then
we can reconstruct the key from this single block as long as
the block size is at least (“} ') (for L = 256 it is 32896). The
complexity of the attack is ©(L?) (counting all its steps).

Example 4: lLet us illustrate the attack with the following
toy example. Let A = {a,b,c¢,d} and N = 10. We choose
the input block = = abbcccdddd, and observe the output
1 = 3133001022. We apply inverse MTT with natural lexi-
cographic order (2 << b < ¢ < d): 2" = dacbbbccab. Pair-
ing symbols with cqual frequencies yields z = abedddcochd.
Knowing “middle” value z and the result of MTF(z), ie.
y, we can easily reconstruct the secret lexicographic order:
b<d<c<a

B. Known plaintext attack (single block)

Known plaintext attack extends the previous attack as-
suming that the attacker cannot control the frequencies of
particular symbols in the input data. However, considering
the block sizes used in practice (e.g. default 900kB block
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size in bzip2), the probability of equal frequencies of symbols
is rather low. Moreover, longer blocks usually lead to better
compression.

Remark 2: For short blocks, one can assumc that the at-
tacker will know the input data for multiple blocks. Therefore
he can combine results from these blocks and significantly
reduce the complexity of the attack further, see Section III-C.

Let us denote by #,(x) the number of symbols v € A in
the string =. Let C(z) = {#.,(z) | v € A} be the set of
all distinct values of #,(x). For each value v € C(z) we
define size(x, 7) to be the number of symbols having exactly
T occurrences in i, L.e. sice(r,r) = [{v e A | #,(x) =r}|.

The attacker proceeds similarly to the chosen plaintext
attack, computing z* = M'l‘Fk,l(y) for an arbitrary lexico-
graphic order k’. Then he tries to pair symbols in z and z*
according their frequencies to recover the correct “middle”
value 2 = sBWT,(z) = MTF, ' (y). However, this time there
in no guarantee of unique frequencices, therefore the attacker
can perform an exhaustive search for all assignments ol sym-
bols in groups with cqual [requencies. For cach assignment,
the attacker computes a corresponding lexicographic order and
performs an inverse BWT with this order. Comparing the result
with the original plaintext gives a confirmation/rejection of
particular assignment. The size of the search space is

H size(x, r)!

reCx)

S8(x) =

We measure the complexity of our known plaintext attack
as bit security of the cipher, i.e. binary logarithm of the cor-
responding search space size: logy SS(x). In order to estimate
the bit security, we performed the following experiments:

1) RandBytes. We generate the input block as a stream
of randomly and independently generated bytes (i.e.
L 256) with uniform distribution. Since in real-
world one can expect much more “compressible™ input
block (with greater variation ol symbols [recquencics),
our model simulates the worst situation [or the atlacker.
Therefore, the estimations obtained in this experiment
can be viewed as upper bounds for bit security of the
cipher.

2) RandReduced. This is a similar experiment as the pre-
vious one, but this time we restrict possible symbols to
the set of I = 100 symbols (generated with uniform
distribution). The rest of the symbols are not generated.

3) Randlext. This and the last experiment (RandKemel)
arc probably the most realistic ol our experiments. In
RandText we model the input block as a strcam of
independently generated byles, where the probabilitics
of individual symbols correspond to the probabilities of
symbols in a novel Crime and Punishment [4].

4) RandKernel. Similar experiment to RandText. How-
ever, this time the probabilities of individual symbols
(bytes) correspond to the probabilities of symbols in
kernel32.d11 file in Windows 7.
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We gradually increased IV in cach experiment and computed
the average bit security of the cipher. The average value was
computed from 1000 samples. It is interesting to see the
level of bit security degradation from the theoretical level:
log,(256!) ~ 1684 bits. The values for RandReduced, Rand-
Text and RandKernel experiments show that the scrambled
BWT with MTT offers practically no security. The results are
shown in Table 1.

TABLE I
BIT SECURITY FOR SINGLL BLOCK KPA (WITH BLOCK SIZLE N)

N RandByles RandReduced RandText RandKernel

50000 378.7 28.6 101 63.3
100000 304.2 2009 8.4 49.0
150000 263.7 17.2 8.8 414
200000 2364 15.2 92 36.5

C. Known plaintext attack (multiple blocks)

The known plaintext attack from previous section can be
casily cxtended for multiple blocks, with improved perfor-
mance. The majority of “ties” (groups of symbols with equal
frequencies) in one block can be broken by considering the
frequencies in other blocks. In order to illustrate this effect,
we performed experiments similar to those in the previous sec-
tion (RandBytes, RandReduced, RandText, and RandKernel).
However, this time we used two blocks of known plaintext and
10 times smaller block sizes. The results are shown in Table 11
(again, 1000 samples were used to estimate individual values).
Even with such artificially small block sizes one can observe
further decrease in the bit security of the scrambled BWT with
MTF.

TABLLE 11
BIT SECURITY FOR TWO BLOCKS KPA (WITH BLOCK S12L V)

N RandBytes RandReduced RandText RandKernel
5000 113.3 4.0 8.4 44.6
10000 61.0 1.9 5.0 214
15000 41.8 13 3.6 13.9
20000 ile 1.0 32 10.4

IV. CONCLUSION

Usually, providing privacy (encryption) by modifying the
data compression techniques is not a good idea in practice.
We demonstrated the security problems of the scrambled BWT
with MTT. Moreover, it seems that these problems cannot be
casily lixed. Further extensions ol our atlacks can be aimed at
known plaintext attack with only partial block knowledge, or
cven ciphertext only attacks. However, the alrcady identified
weaknesses of the cipher allow us to conclude that the cipher
is insecure.
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Two Improvements of Random Key Predistribution
for Wireless Sensor Networks — Revised Version

Jifi Kdr, Vashck Maty4s, Petr Svenda

Abstract—Key distribution is of a critical importance to
security of wireless sensor networks (WSNs). Random key pre-
distribution is an acknowledged approach to the key distribution
problem. In this paper, we proposc and analyze two mnovel
improvements that enhance security provided by the random
key predistribution schemes, The first improvement exploits
limited length collisions in secure hash functions to increase the
probability of two nedes sharing a key. The second improve-
ment introduces hash chains into the key pool construction to
directly increase the resilience against a node capture attack,
Both improvements can be further combined to bring the best
performance. We cvaluate the improvements both analytically
and computationally on a network simulator. The concepts vsed
are not limited to the random key predistribution.

Index Terms—Hash function collision, key management, ran-
dom key predistribution, security, wireless sensor network.

I. INTRODUCTION

WIRELESS sensor network (WSN) consists of resource-

constrained and wireless devices called sensor nodes.
WSNs monitor some physical phenomenon (e.g., vibrations,
temperature, pressure, light) and send measurements to a base
station. There are several classes of sensor nodes available —
ranging from high-end nodes that can easily employ public-key
cryptography down to nodes that can barely make use of any
cryptography at all. In our work, we consider cheap and highly
constrained nodes that can use only symmetric cryptography
and their storage is just a few kilobyltes.

Key distribution is one of the greatest challenges in WSNs.
Since network topology is usually not a priori known, every
node should be able to establish a link key with a large portion
of other nodes to ensure the connectivity of the network.
To achieve this requirement, nodes may pre-share a single
network-wide master key and use it to establish link keys.
However, il a single node with the master key is captured,
then the whole network gets compromised. In an alternative
approach, cach node pre-sharcs a unique link key with cvery
node. This offers much better security, yet hits the memory
limits as number of nodes in the network increases.

A suitable trade-off between the two approaches comes with
the random key predistribution [1]. Every node is preloaded
with a fixed number of keys randomly selected from a given

This is a revised version of our paper from the 8th Intcrnational Conference
on Security and Privacy in Communication Networks that won the SantaCrypt
2012 student KEYMAKER competition, the first author submitled the paper
as a PhD student.
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key pool. After the network deployment, two nodes establish
a link key if they share at least one key from the key pool.
The scheme can be extended to require at least ¢ shared keys
[2].

In this paper, we propose lwo improvements ol the basic
random key predistribution schemes. In the first improvement,
we increase a probability that any two nodes establish a link
key while maintaining memory requirements fixed. For this
purpose we construct the key pool using limited length (e.g..
80-hit) collisions in a secure hash function. We also provide
an evidence that such collisions can be found in a reasonably
short time on today’s personal computers,

The second improvement introduces hash chains into the
key pool structure to directly enhance the resilience against
a node capture attack. Both the improvements can be fur-
ther combined together to bring the best performance. These
improvements are particularly advantageous for situations in
which the attacker manages to capture a significant number of
nodes.

The structure ol the paper is lollowing — we review the basic
random key predistribution schemes and other related work
in Scction II. We present and evaluate the first improvement
in Section IIT and the second improvement in Section IV.
Then we evaluate their combination in the following section of
this paper. We provide computational results from a network
simulator and proof of concept for the collision search in
Section VI, and then the last section concludes the paper.
Proofs of selected equations can be found in the Appendix.

II. BACKGROUND AND RELATED WORK

In this section, we provide a background knowledge on the
basic random key predistribution schemes and other related
work.

Our proposals modity the basic random key predistribution
schemes proposed by Eschenauer and Gligor [ 1] and Chen et
al, |2]. We refer to the schemes as to the EG scheme and the
g-composite scheme, respectively, in our paper.

The EG scheme works as [ollows: in the (i) key setup phase,
a key pool S is created by randomly taking |S| keys from the
possible key space. Then, for every node, m keys are randomly
drawn from the key pool S without replacement and uploaded
into the node. These keys form a key ring for the given node. If
|S| and m are chosen properly, any two nodes in the network
share at least one key with a high probability. E.g., for a key
pool size S| = 10,000 and a ring size m = 83 the probability
that any two nodes share at least one key is approximately
p = 0.5.
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In the (ii) shared key discovery phase, every two neighboring
nodes try o identily shared keys among their key rings. This
can be donc by various mcthods. E.g., cvery key can be
assigned a short unique identificr that is broadcastied by the
nodes that have the corresponding key in their key rings.
If a shared key is found, it is used as a link key for the
communication between the two nodes. It not, the link key
can be established in the path-key establishmeni phase.

The (iii) path-key establishment phase is optional. It uses
already secured links to establish link keys between two
neighboring nodes that could not establish a link key directly
as they had no shared key or their keys were compromised
[3].

The g-composite scheme 15 a generalization of the EG
scheme. In the shared key discovery phase, two nodes establish
a link key only if they share at least ¢ keys in their key rings.
The resulting link key is derived from all the shared keys.

A. Node Capture Resilience

The performance of random key predistribution schemes is
evaluated with respect to the node capture resilience [2]. Tt
can be defined as the probability that a given secured link
between two uncaptured nodes can be compromised by an
attacker using keys extracted from already captured nodes. In
other words, the node capture resilience is a fraction of secured
links between uncaptured nodes that can be compromised by
an attacker.

The node capture resilience is mostly influenced by the
following three [aclors — the ring size ., the key pool size
|S| and the probability that any two nodes in the network
can establish a link key. These values are to some extent
determined by properties of the network concerned. The ring
size m is limited by a storage capacity of the network sensor
nodes. If we want the network to be connected by secure links,
the minimum required probability of a link key establishment
is given by the size of the network and by the average number
of neighboring nodes (for details see [1]). Given the m and the
minimum required probability, the | 5] is uniquely determined.
Note that in the g-composile scheme also the g influences the
node capture resilience and the key pool size |S].

B. Orther Related Work

The basic schemes have been modified by Ren et al. [4]. The
key pool in their scheme consists of a large number of keyed
hash chains where every hash chain clement is considered a
unique key. Every node is then assigned a number of such
keys and a number of whole keyed hash chains represented
by their hashing keys and chain starting points. Deterministic
and hybrid approaches how to select keys for key rings based
on combinatorial design are proposed in [5]. These approaches
enhance the performance of the basic schemes and similarly
to them can be also further improved with our proposals. For
other key distribution schemes in WSNs see the survey |6].

Our first proposal is based on hash collisions. Rivest and
Shamir took an advantage ol hash collisions [or a security gain
in the MicroMint micro payment scheme, where an clectronic
coin was represented by a hash collision [7]. However, their
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Fig. 1. Key pool structure in the collision key improvement. Colliding keys
from the key pool are denoted K 4 and K ;. Collision keys are depicted as
. H denotes a secure hash lunction.

scheme relies on the security economics rather than on com-
putational complexity per se. An attacker with a computational
power equal to the broker is able to cheat by finding a collision
with given properties. In our scheme, an attacker needs to find
a pre-image for a given hash.

As [ar as we arc aware, the first usage ol hash-chains [or
key agreement appeared in [8].

IT1. CoLLisioN KEY IMPROVEMENT

We propose a modification to the basic random key predis-
tribution schemes. Keeping the key ring size m and the key
pool size [S] same as for the basic schemes, this modification
additionally increases the number of keys that two nodes may
share.

In our scheme, two nodes X and Y can share a key directly
as in the basic schemes. Furthermore, an additional shared
key C' can be constructed if two nodes carry two different,
but related keys K4 and Ky such that the condition C' =
II(KA) = II(Kg), where IT is a suitable cryptographic hash
tunction, is fulfilled. We call such related keys colliding keys
and the resulting value C' a collision key. Probability of two
randomly chosen values for K4 and R being colliding keys
is generally very low duc o the collision resistance of the
hash (unction. Therelore, we modily the process how keys lor
the key pool are sclected. Tnstead of randomly selecting |S)|
keys [rom the possible key space, %l colliding key pairs arc
taken to form a key pool S. Thus, the total number of keys in
the key pool remains |S| and the key pool gets the structure
depicted in Fig. 1.

Colliding keys long enough to withstand a brute-force attack
can be efficiently generated due to the birthday paradox. In
Section VI, we demonstrate that for key length of N = 80
bits thousands of colliding key pairs can be generated with a
moderate computational power.

Beside the key pool structure, we also slightly modify
the way how keys are sclected o a key ring. The keys are
still picked from the key pool randomly without replacement,
however, we do not allow two colliding keys to be in the same
key ring. Thus, if a key is picked, not only itself but also its
colliding counterpart is temporarily marked off the key pool.
Once the key ring is complete, all keys are put back to the
key pool and the next node is processed.

In the shared key discovery phase, similarly to the g-
composile scheme, two nodes X and Y ocan establish a link
key il they share at least ¢ keys. The shared keys can be both
colliding keys drawn directly from the key rings or collision
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keys computed using a hash function H. Since every node
has m keys in its key ring, it is also able to establish m
collision keys. Thus our improvement significantly increases
the effective size of the key rings as evaluated in the following
subsection. Therefore, we can expand the key pool accordingly
while keeping the probability of a link key establishment at
the desired level. This expansion increases the node capture
resilience. In the rest of the paper we reler Lo this improvement
as o the collision key improvement.

A. Probability of Link Key Esiablishment

In this subscction we show how Lo calculale the probability
that any two nodes in the network are able o directly establish
a link key in the shared key discovery phase. Let us define
the following notation to support readability of the subsequent
analysis.

Definition 1:

o=l

(IS —2- (m—1)-

The formula expresses the number of all possible key rings of
size mn selected from a key pool of size |S| where no colliding
key pair is present in the key rings. Thus it can be viewed
as |S| choose m, where the choice has to respect the above
mentioned constraint. For justification see the Appendix.
The probability that any two nodes in the network share
exactly 7 keys from the key pool S and exactly j collision keys
that do not result from the 7 shared keys can be calculated as
m—1

follows (sce the Appendix [or prool):
("N

m
B i
L
m
(1)

I)S'hﬂ.f'ﬂdE:r:uf:LIy("{1j) -

Two nodes can establish a link key if they share at least
¢ independent keys, no matter whether these are colliding or
collision keys. The collision keys are counted only if their pre-
images are not. Thus the probability that any two nodes in a
network are able to establish a link key is, among m. and |S
dependent also on the parameter ¢ and can be calculated as:

S S

—2) (18] = 4) - (

—2-(m—2))

|
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|S| — 2m }

m—i—7

]

T
P}'xivdr:h-‘.ﬂt(r.hf.w-‘r..T - E § R‘:’s’f}.rr.'r'r_’.rf.H;r:rr.r_:tﬁy(?:: 7) (2)

i=0 j=0

where i +j = g and i + 7 < m.

B. Resulting Node Capiure Resilience

In this subscction we evaluate the collision key improvement
with respect to the node capture resilience. The resilience is
dependent on the number of captured nodes x, the key pool
size | S|, the key ring size m and the desired probability of
a link key establishment P,k gstabiishs- We assume that an
attacker has selected the nodes to capture in a random fashion
and calculate the node capture resilience as

30

0.7 T T T T
<+ oo g-composite scheme, g=1 7
06 — — — g-composite scheme, g=2 e
collision key improvement, g=1 P
o 05k *  collision key improvement, g=2 P - 4
@ -
c Ed
2 P
§ o4t L7 J
e

® .
= e
g 03r - 1
1] Ed
B s
z -

02r s 1

e
o
- "
04t - ]
e
=
—.
0 L L L L
0 50 100 150 200 250 300
*x = Number of nodes captured
Fig. 2. Node caplure resilience after o randomly selecled nodes have been

capturcd, key ring size m =
PrinkBstabiisnt = 0.33.

200, probability of link key cstablishment

w1

PL--i-n.i;f_.-‘omprJ = Z Z(l - (1 -

=0 j=0

2m

a
i

Y- =Ty

-{J.‘;ha'rr;dE:r:u.f:I.Iy (3 1 J)
pf,'.i'n.?::E.‘ff:rr.h.f.ith

(3)
where i +j = ¢, i + j = m. For proof see the Appendix.

Fig. 2 presents a comparison of the g-composite scheme and
the collision key improvement. It is clear that our improvement
provides a better node capture resilicnce for both values ol q.
E.g.. il ¢ = 2 and 50 nodes arc captured, the resilience of
the g-composile scheme is 4.7%, whercas the collision key
improvement gives us the resilience of 2.7%.

IV. KEY-CHAIN IMPROVEMENT

The second proposed modification of the basic random
key predistribution introduces hash chains into the key pool
construction. We will refer to this modification as to the key-
chain improvement. The key-chain improvement was loosely
inspired by previous work ol Ren ct al. [4], but our scheme
utilizes hash chains in a different manner. Furthermore, we
cmploy basic hash chains instcad ol the keyed oncs.

In our scheme, the key pool consists of |S| non-colliding
hash chains of a length L and every value in the chains is
considered as a potential key. Thus, we refer to the hash chains
as to the key-chains. The structure of the key pool is depicted
in the Fig. 3.

In the key-sctup phase, cvery node is randomly assigned
a key [rom m randomly sclected key-chains. Il two nodes
were assigned keys [rom the same key-chain, they arc able
to calculate a shared key. A node with a value closer to the
beginning of the key-chain can traverse the chain downwards
to find the shared key carried by the second node.

In the shared key discovery phase, two nodes can establish
a link key when sharing at least ¢ independent keys.
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Fig. 3. Key pool structure in the key-chain improvement. The knowledge of
a key K;; enables one o compule keys Ky for every k = j.

The actual size of the key pool is |S] - L, although in
the subsequent analysis we shall consider the number of
key-chains |S| as the key pool size. The length of a key-
chain L shall be taken as an independent parameter that
influences the scheme security. The key-chain improvement
is a generalization of the basic g-composite scheme for which
the key-chain length 7. = 1. The key-chain improvement can
be further combined with the collision key improvement to
get even better performance. The combination is considered
in Scction V.

A. Probability of Link Key Esiablishment
The probability that any two nodes share exactly 7 indepen-
dent keys is equal to the same probability for the basic EG
and ¢g-composite schemes. To calculate the probability we can
use the formula from [2]:
(D Gem) R
-!J.E;hu.'l edicactly ("') - L ) ) p) ' (4)
()
Note that il the key-chains are non-colliding the probability
is independent of their length L as the length influences

only the node capture resilience provided by the scheme. The
probability of a link key establishment for a given ¢ is then

m

Prinkgstablishl] = E Psharcdgzactiy(t) (3)

i

B. Resulting Node Capture Resilience

The node capture resilience is in this case dependent (among
other parameters) also on the key-chain length 7. To evaluate
the node capture resilience, we first calculate the probability
that a key from a given key-chain is compromised after
an attacker captured z random nodes as follows (see the
Appendix for prool):

L. . .
2-0—-1 m i

PonainCompr = ¥ —15— (1= (1= =:=)") (6

RRETRL L CHTL e . TJZ ( ( |4S| L) ) ( )
i=1

Assuming an attacker has selected the nodes to capture in a

random fashion, the node capture resilience can be calculated
as

i
IJLi-re,k(_?mnp'rII = E (J)Ch.ui'n,(_ff.'a-rn.p-r‘

i—iaf

)-;, -{Jf:v'h.u,'rt‘:dE:r:u{:f.Iy (5) (7)
Pﬂ:&ﬂ.k: EalablishIT
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Fig. 4. Nodc capture resilicnce after :xx randomly sclected nodes have been
captured, key ring size m = 200, probability of link key establishment
Plink Fslablish 1 = .33, eflfective key-chain length L = 10.

Fig. 4 presents a comparison of the g-composite scheme
and the key-chain improvement. Again, our improvement
provides a better node capture resilience for both values of
q. Eg.. it ¢ = 2 and 50 nodes are captured, the resilience
of the ¢-composite scheme is 4.7%, whereas the key-chain
improvement provides the resilience of 2.5%. Such a resilience
is even better than the resilience provided by the collision key
improvement proposed in Section TII.

C. Key-Chain Length

An importanl sccurily parameter ol the key-chain improve-
ment is the length of the key-chains. It holds that the longer
the key-chain, the better the node capture resilience. However,
as the length of the key-chain increases, the security gain
obtained for a single unit increment decreases rapidly as
demonstrated in Fig. 5. Also, when evaluating the node capture
resilience, we have to consider the effecrive length of the key-
chain, not the actual one. The effective length of a key-chain
is the number of different keys from the key-chain that are
actually assigned to some key ring. The clfective length is
dependent on the number of nodes in the network n, the size
ol a key ring mn and the size of the key pool |S]. The average
effective key-chain length cannot exceed T% which is the
expected number of nodes that will be assigned a key trom a
given key-chain. If we set the actual length to be equal to this
number, the average etfective key-chain length will be shorter.
We can get close to the bound by setting the actual length
artificially long. Yet this would increase the computational
complexity of the key establishment as nodes would need to
perform more hashing to establish a shared key. In practice,
iL is nol necessary Lo reach the maximum length available due
to the steep decrcase in additional gain demonstrated in Fig.
5.

For most networks, a practical value of the effective key-
chain length would be around L = 10. We base our recommen-
dation on the shape of the curve in Fig. 5. Furthermore, such
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node caplure resilience. Key ring sive m. = 200, probability of link key
cstablishment Prinrpstantishil — 0.33, ¢ — 2 and the number of captured
nodes = 5H0.

an cllective length is achicvable with only a slightly higher
actual key-chain length for sufficiently large networks. E.g.,
for n = 10000 Jl}Linj‘;Esf_abiixh‘j'_r = 033 g = 2, mo= 200
and the actual key-chain length of 10, the minimum effective
key-chain length is 8 and the average one is 9.97, as calculated
by our network simulator.

V. COLLIDING KEY-CHATNS TMPROVEMENT

The key-chain improvement can be directly combined with
the collision key improvement into the colliding key-chains
improvement. This combination achieves even better results
with respect to the node capture resilience. To obtain the
colliding key-chains, the end points of the key chains should
be the colliding keys. This requirement can be easily tulfilled
due to the nature of the parallel collision search algorithm. If
the collision is found, also the two hash chains that precede
it are obtained, see Section VI.

The probabilities of a link key establishment between any
two nodes in the network are calculated similarly as in the
case of the collision key improvement using Equations 1 and
2. The size of the key pool |S| is in this case defined as the
number of key-chains. Thus |.S| has a similar meaning as in
the key-chain improvement.

For given arguments, onc obtains the same probability of a
link key establishment for both the collision key improvement
and for the colliding key-chains improvement. Yet there is a
difference in the achieved node capture resilience, which is
higher for the combined solution. The difference is dependent
on the effective length I, of the key-chains.

The node capture resilience of the colliding key-chains
improvement can be calculated as
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L ' 2m, .
PrinkComperrr = ZZ(P ChainCompr) (1 — (1 — m)‘t)‘T
i=0 j=0 -
. Ré?h.a.'r'rf.d Faactly [:"-': 7)
Prinkestablishi

(8)
where i +j = q, i+ 7 <= m.

Fig. 6 demonstrates that the colliding key-chains improve-
ment outperforms the g-composite scheme and the key-chain
improvement. E.g.. if ¢ = 2 and 50 nodes are captured, g-
composite scheme scores 4.7%. collision key improvement
2.7%, key-chain improvement 2.5% and the colliding key-
chains improvement 2.2%. The comparison gels even belter
for the colliding key-chains improvement as the number of
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the Ren’s scheme and the colliding key-chains improvement. Key ring size
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captured nodes grows. Fig. 7 shows the performance ol
the colliding key-chains improvement for values ol key ring
sizc m = 100 and probability of link key cstablishment
PLinkmstabtisht = 0.5.

The scheme of Ren et al. [4] provides a slightly better node
capture resilience than our colliding key-chains improvement
for a small number ol captured nodes. However, as this
number grows the colliding key-chaing improvement starts to
outperform the Ren’s scheme. The comparison is depicted in
F]g 8. For 1JL.,:."'kEI.ﬂ"”Iil',j_.,:‘.i},_f = 0_5, q = 2 and m = Qﬂ, the
turning point is around 80 of captured nodes. Since we were
not able to fully reproduce Ren’s analytical results (and did
not get any response from the contacted authors), we did the
comparison only for the parameters used in their paper. The
curve showing the performance of the Ren’s scheme in Fig. 8
was taken from Fig. 9 in [4].

The communication overhead of the shared-key discovery
phase, when the colliding key-chains improvement is used,
is dependent on the discovery procedure itself. For some
procedures it is similar to the overhead of the basic ran-
dom key predistribution schemes. E.g., if the pseudo-random
predistribution |9] is used, identifiers of keys assigned to a
particular node can be calculated from the node ID. These
identifiers can carry all the information necessary Lo discover
sharcd keys — the key's position in a hash-chain and the
hash-chain identifier. Additionally, the shared collision key can
be figured out through the hash-chain identifiers when these
identifiers (assigned to the colliding hash-chains) differ only
in the least significant bit. Thus the communication overhead
only covers transmission of the node IDs. Another advantage
of the pseudo-random approach is that the nodes do not need
to store their own key identifiers as these can be computed
when actually needed.

Another interesting information concerns the composition
of link keys established, e.g., what fraction of keys is based
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TABLE 1
PROBARBILITIES THAT TWO NODES SHARE EXACTLY i KEYS FROM HASII
CHAINS AND j ADDITIONAL COLLISION KEYS. VALUE i 1S DEPENDENT ON
THE ROW AND VALUE j ON THE COLUMN OF THE TABLE.
Prinkiatatians — 033, g — 1, m — 200,

i 0 1 2 3
0 0.67 0.1344 0.0134 0.0000
1 0.1344 0.0267 0.0026 0.0002
2 0.0134 0.0026 0.0003 1]

3 (.0009 0.0002 1] ()

solely on the collision keys or solely on the keys from the hash
chains. Such information can be calculated using Equation 1.
The cquation gives us the probability that two nodes share
exactly i Keys from hash chains and j additional collision
keys. The sample probabilities for ’rinepaiantishy = 0.33,
g = 1, m = 200 and different combinations of ¢ and j are
summarized in Table I. E.g., the probability that a link key
is based on exactly two keys from hash chains and a single
collision key is given in the row 2, column 1. The probability
that two nodes do not share any key is in the row 0, column
0. Note that the table is symmetric, i.e., both types of keys
arc used with an cqual probability. The table is not complete,
yet the probabilitics ol other combinations of 7 and j arc
negligible.

VI. COMPUTATIONAL RESULTS

Analytical results presented in the previous sections were
computationally verified using our network simulator. We
have simulaled the g-composite scheme and all the proposed
improvements using various scllings [lor crilical paramelers
and networks of different sizes and topologies. For every
setting, an average over 10 different simulation runs was taken
as a result. The reference simulated network had 10,000 nodes,
though we have tested also other sizes. It showed that obtained
analytical and simulated results for node capture resilience are
consistent, The simulator and its source codes are available for
download along with sample configuration scripts that enable
the verification of results [10].

The important part of the collision key and the colliding
key-chains improvement is a search for collisions of the
cryptographic hash function. This search can be efficiently
performed due to the birthday paradox. In order to find an
N-bit collision in a cryptographic hash function, one needs to
perform approximately 2% hashing operations. TFurthermore,
to find ¢ such collisions for 1 < © = 2%, onc needs o
perform “only” approximately ¢ - 2% hashing operations [7].
Thus, once the [irst collision is [ound, additional collisions
can be found increasingly efficiently. If we assume 80-bit keys
are used, to create the key pool for |S| = 2'% one needs to
find 2'® collisions which requires approximately 247-" hashing
operations. This can be reached with a moderate computational
power. Note that 80-bit keys can be still considered as secure
and appropriate for use in wireless sensor networks as attacker
needs to try approximately 27 values to brute force the key.

We have conducted our collision search using the paral-
lel collision search method proposed by van Oorschot and
Wiener [11]. This method is based on Hellman’s time-memory
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trade-oft approach and calculates long hash-chains. We have
searched for 80-bit collisions of the SHA-256 hash function,
80-bit values were taken as an imput and 80 most significant
bits of the SHA-256 function as an output. We used the
Gladman’s implementation [12] of the hash function. The
aggregate time o [ind over 5,000 suitable collisions was
approximately 19,000 hours on a single 3GHz CPU core. The
search was distributed using the BOINC infrastructure [13]
to around 1,000 CPU cores so the search took less than a
day. Approximately 2%° hash chains with an average length
of 2** were computed, thus about 27 hashing operations
were performed. The time spent and resources invested are
moderate and within reasonable bounds since this procedure
takes place only once in a network lifetime. The speed of the
scarch could be significantly increased using GPUs or special
purposc hardware like FPGA.

VII. CONCLUSIONS

The key distribution stands among the most critical security
issucs [or wircless sensor networks. In this paper, we proposcd
and analyzed two improvements (and their combination) of the
random key predistribution schemes. The first improvement
exploits limited length collisions in secure hash functions
to increase the probability of two nodes sharing a key. The
second improvement introduces hash chains into the key pool
construction to directly enhance the node capture resilience.
Both these improvements can be further combined to bring
the best performance. Our analytical results were supported
by simulations.

Our improvements are particularly advantageous for net-
works where the attacker manages o capture a significant
number of nodes. However, the bencelits of our improve-
ments arc not limiled o the basic random key predistribution
schemes. The improvements could be emploved, e.g., in the
deterministic or hybrid approach proposed in [5]. We leave the
investigation of such combination for the future work. Another
challenge is to analyze the improvements face to face with a
clever attacker who does not capture the nodes in a random
fashion. Yet the impact of such an attacker could be limited by
a deterministic selection of keys to be placed into key rings.

APPENDIX — PROOFS AND CALCULATIONS

In this appendix we provide proofs of the selected equations
and also justify the following statement that relates to the
Definition 1. The formula in Definition 1 expresses the number
of all possible key rings of size m selected from a key pool
of size |S| where no colliding key pair is present in the key
rings.

Proof: We have |S| possibilities how to select the first
key for a key ring. After this selection, we mark the selected
key and its colliding key off the key pool. Thus we have only
|5] —2 possibilitics how to select the second key. The keys are
sclected in this lashion until we sclect the me-th key [or which
only |S| — 2 (m — 1) possibilities remain. Since the order in
which the keys were selected is not important, we divide the
result by the number of permutations m!. [ ]
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Proof of Equation 1: We have { '3 } possibilities how
to select m keys into a key ring for any given node. Given
these m keys, we have (':) ways to select the 7 shared keys.
Similarly, once these i shared keys have been picked, we have
(m}._"j) ways Lo scleet j shared collision keys that do not result
from the 4 shared keys. Finally, we have Lo pick the remaining
m — i — j keys for the second key ring that are not the keys
from the first key ring nor their colliding counterparts. Hence
we pick them from the key pool without i colliding key pairs
(2m keys). This can be done by { 72" } ways. Thus the
number of key ring assignments for two nodes such that they
share exactly i keys and are able to calculate exactly j collision
keys excluding the collision keys resulting from the 7 shared
keys is { 17} (") (m;i) { F5% . The total number of
key ring assignments [or any (wo nodes is { 5l }2‘ Thus the
resulting probability is the fraction of these two values.  H

Proof of Equation 3: We follow and extend the proof
from [2]. Since every node contains m keys out of |S|, the
probability that an attacker obtains a particular key after a
single node is captured is 7%-. The probability that the attacker
does not obtain the particular key after  nodes have been
captured is thus (1 — %)l Finally, the probability that the
attacker compromises a link key that is based on exactly 7
shared keys is (1 — (1 — ﬁ)x}"

Similarly, the probabilily that the attacker obtains a particu-
lar collision key aller a single node is captured is T”TT because
we have only % distinet collision keys and every node is
able to calculate exactly ' such keys. Hence, the probability
that the attacker compromises a link key based on exactly j
collision keys is (1 — (1 — g7)*)”.

Assuming a link is secured with a link key, the probability
that the link key is based on exactly i shared keys and j

.. . e o e
collision keys is —“’f“""“”‘““-”{l J) [ |
Linklistabliahl

Proof of Equation 6: Assume that two nodes were
assigned keys from a given Key-chain, then the probability
that they establish i-th key of the key-chain as a shared key
is 2'}} L Furthermore, the probability that i-th key of a given
key-chain was compromised after a random node was captured
is T-% The probability that an attacker has compromised

IS]L-
i-th key of a given key-chain after he captured x nodes is
T—(1— 1) n
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Privacy Scores:
Assessing Privacy Risks Beyond Social Networks

Privacy Scores:
Assessing Privacy Risks Beyond Social Networks

Michal Sramka

Abstract—Assessing privacy risks arising from publishing pri-
vate information on social networks is challenging for the users.
Privacy Scores were proposed in the past to provide each user
with a score — a measurement of how much sensitive information
a user made available for others on a social network website.
We present the privacy scores, discuss their shortcomings, and
show several research directions for their extensions. We propose
an extension that takes the privacy score metric from a single
social network closed system to include background knowledge.
Our examples and experimental results show the need to include
publicly available background knowledge in the computation of
privacy scores in order to get scores that more truthfully reflect
the privacy risks of the unsers. We add background knowledge
about users by means of combining several social networks
together or by using simple web search for detecting publicly
known information about the evaluated users.

Index Terms—Privacy, Risk analysis, Inference algorithms,

I. INTRODUCTION

ECENTLY there was an explosion of popularity of web

sites that allow users to share information. These sites
— social-network sites, blogs, and forums such as Facebook,
Twitter, LinkedIn, and others — attract millions of users. The
users publish and share information about themselves by
creating online profiles, posting blogs and comments. Such
information often contains personal details. Quantifying the
individuals™ privacy risk due to these information-sharing
activities of the individuals is a challenging task.

Securing individuals® privacy in these environments and
protecting users against threats such as identity theft and digital
stalking becomes an increasingly important issue. Both users
and service providers recognize the need for users™ privacy.
The sites may provide some privacy controls. However, the
users are faced with too many options and too many controls,
and lack the understanding of privacy risks and threats or
are unable to accurately asses them. This all contributes to
the confusion for the users, and often results in skipping the
complicaled and time-consuming tasks ol setling the privacy
controls that should protect them.

Even with properly configured privacy settings for a user
profile, some privacy concerns remain. Take for example
discussion forums, where tenths or hundreds contributions to
multiple discussions of various topics are written by a user.
Although the user is careful not to disclose any personally
identifiable information in his/her individual posts, personal,
sensitive, and private information may be disclosed by looking
at the set of all posts by the user. From the cumulative set of
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all posts, it may be then possible to profile the user, infer the
user’s opinions or even identity.

Privacy Scores by Liu and Terzi |I] were proposed to
quantify the privacy risks of individuals posed by their profiles
in a social-network site. Focus here is on privacy risks from
the individuals® perspective. In the proposed framework, cach
user in a social network s assigned a privacy score based on
the information in his/her prolile compared Lo all available
information in all profiles. The score then measures the user’s
potential privacy risk due to having his/her profile available
on the social-network site.

The main drawbacks of this proposal of privacy scores are
the concentration only on users’” profiles and inconsideration
of other publicly available information about the users on the
same social network and beyond it In particular, background
knowledge aboul a user is nol included in the computation ol
the privacy score. Background knowledge (sometimes referred
to as external knowledge or auxiliary information) is some
information about an individual that by itself is not a privacy
disclosure, but combined with other information it becomes
one.

A. Our Contribution

‘We propose a new concepl [or privacy scores. We explore
the idea ol presenting users with a new privacy score (hat
measures their overall potential privacy risk due to available
public information about them. Compared with the original
privacy scores by Liu and Terzi, we overcome the drawbacks
of concentrating only on users’ profiles in a single social
network, and we include publicly available background knowl-
edge in computation of the new privacy scores. Our new
privacy scores metric better represents the potential privacy
risks of users and thus helps them make better decision in
managing their privacy.

Our results are twofold. Firstly, in Section II-A we discuss
the shortcomings of the privacy scores. We present several
opportunities for extending the original privacy scores. With
the extension of including background knowledge in mind,
we identify some background knowledge that is publicly
available but that cannot be easily extracted by computers in
an automatic manner. Secondly, we proposed an extension of
the privacy scorc metric that takes it from a closed system
evalualing privacy over a single social network 1o a metric that
includes information about the users that comes [tom outside
the social network. In Section III, we present examples and
experimental results showing paradoxes that may happen when
the computation is over only a single social network. Next, in
Section IV, we extend the computation of privacy scores to
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include two or multiple social networks. Our final proposal,
in Section 1V-B, uses web searches to include all available
public indexed human knowledge in the computation of the
privacy score ol a user. Thus, our new privacy score reflects
the privacy risks of combining user’s profile information with
available knowledge about the user represented by the web.
Our proposed method for making web search inferences
while scoring the privacy risks of individuals can also be
seen as a privacy attack. However, we do not explore this
direction, as there are already (oo many atlacks, some of them
referenced later in Section I-B. Our contribution rather focuses
on helping users achieve their privacy needs and lower their
privacy risks. The extended privacy score helps the users to
make more informed decisions about their online activities.

B. Related Work

Our work is influenced by the approach by Liu and Terzi [1],
which provides users with a quantification of privacy risks
due to sharing their profiles in a social network. Each user is
assigned a privacy score based on their and all other users’
profile items. The proposal is for a single social-network site,
that is, a closed system evaluation ol privacy that lacks the
consideration and inclusion of background knowledge in com-
putation of the privacy scores. We overcome this shortcoming
by including background knowledge in the computation of
privacy scores, see Section III and IV.

PrivAware [2] is a Facebook application that scores privacy
scitings ol a user based on the user’s prolile and profiles
of his/her direct friends, which are implicitly available to
any Facebook application. The score represents individuals’
privacy risks arising from using third-party Facebook appli-
cations. In addition to [1] and |2], there exist several other
scoring systems that somehow evaluate and rank users in social
networks, but not their privacy. For some of them, please refer
to [1]. However, none of these systems measures privacy risks
for individuals.

The privacy risks of social-network sites are summarized
in [3]. Several papers present privacy attacks in social net-
works [41, [2], [51, [6], [71, [8] or try to lower privacy risks and
prevent privacy attacks in social networks [9], [10]. Tn addition,
there are privacy risks from being tracked while browsing these
websites [11].

Some tform of background knowledge is usually considered
in privacy attacks and is very likely available to attackers.
Absolute privacy is impossible, because there will be always
some background knowledge [12]. Inference techniques can
then be used to attack or to help protect private data. In
particular, web-based inference detection |13], [14] has been
used to redact documents and prevent privacy leaks.

1I. PRIVACY SCORES

Privacy Scores by Liu and Terzi [1] were proposed to
quantify the privacy risks of individuals posed by their profiles
in a social-network site. The privacy score is a combination
ol cach one ol user’s profile items, labelled 1,...,n, for
example, real name, email, hometown, land line number, cell
phone number, relationship status, IM screen name, etc. The
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contribution of each profile item to privacy score is based on
sensitivity and visibility. The senmsitivity [3; depends on the
item ¢ itself — the more sensitive the item is, the higher is the
privacy risk ol it being revealed. The visibility ol an ilem &
belonging to a user j is denoted V(4, 7) and captures how far
this item is known in the network — the wider the spread in
the network, the higher the visibility.

The privacy score of an item ¢ belonging to a user j is
simply Pr(#,j) = f3; x V(i, 7). The overall privacy score for
a user 7 with n items is then computed as

T

PR(j) = ) PR(i,j) =Y B x V(i.]) .

i=1 i=1

(M

To keep the privacy score PR a non-decreasing function, in
order for it to be a nicely behaving score, both the sensitivity
S; and visibility V (4, j) must be non-negative functions. In
practice, the sensitivity and visibility are determined from an
n.x m matrix I? that represents n items for m users of a single
social network, The value of each cell R(z,7) describes the
willingness of the user j to disclose the item 4. In the simplest
case, the value of R(i,j) is 0 if the user j made the item i
private and 1 it the item ¢ is made publicly available. From this,
the (observed) visibility can be defined as V (i, j) = R(4, 7).
In a more granular approach, the matrix 12 can be defined by
R(i,7) = k, representing that the user j disclosed the item ¢
to all the users that are at most & jumps away in the graph
of the social network. Regarding the sensitivity of an item, 3;
can be computed using Item Response Theory (IRT) [1]. The
IRT can bc also used to compute the true visibility ol an item
for a user.

The privacy scorc is computed [or cach user individually. Tt
is an indicator of the user’s potential privacy risk — the higher
the score of a user, the higher the threat to his/her privacy.

A. Shoricomings and opportunities of privacy scores

The privacy score is no doubt a useful metric for each and
every user of a social network. Nevertheless, there exist several
shorticomings of the originally proposed privacy scores. We
list a few of them here. Some of these were already noticed
and identified by the authors of the privacy scores, others
are just observations, and some are our proposals for further
exploration, research, and enhancements of privacy scores.

Regarding the items of a user profile, one can immediately
notice hardship in quantifying the items themselves:

« The granularity of profile items is of particular concern.
For example, the profile item “personal hobbies” can
cover a range of non-private and private information and
50 ils rue sensitivily cannot be really established [or the
general case required by the privacy scores.

« Different profile items have different life-cycles. Some
profile items may have a time attribute attached to them
— for example, a cell/mobile phone number or an address
are temporary information, while the date of birth or
the mother’s maiden name are permanent for life. The
proposed privacy score, as defined, ignores these facts.
We believe that implicit time relevance should be taken
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into account for more precise evaluation of a user’s
privacy.

o Impossibility or hardness of including all, possibly pri-
vate, information in privacy score computation. For ex-
ample, consider photos; It may be hard or impossible in
some cases to (automatically or even by a human involve-
ment/assessment) establish relationships from photos. Or
whether a person is drinking alcohol in a photo. Another
cxample arc discussion forums: Information is cxhibited
in natural language form. Determining a political orien-
tation of a user from a single post may not be possible,
yet looking at the cumulative set of the user’s posts,
private information can be inferred about the user (see
Section TIII).

Of more concern and interest is the computation and use of
sensitivity 3; for item i. As proposed, sensitivity is computed
from the matrix £, that is, sensitivity is based only on the
users and items in the single social network. When considering
a single social network represented by a matrix R, it is
gasy to get a wrong perception of privacy due to the limited
information about the users.

+ The sensitivity (3; computed for an item 7 would reflect
the true real-world sensitivity of this item only if the dis-
tribution of people in the social network would mirror the
real-world distribution. Obviously, many social networks
are not like this, and so a paradoxes are likely because this
lact. For example, take a datc ol birth that most people
consider a sensitive and private information. However,
if everybody in a social network reveals his/her date of
birth, then this item will be considered as not sensitive
at all (because everybody reveals it). Paradoxes on the
other side of the spectrum are possible, too. For example,
il an item in a social network is [illed only by onc or a
few users, because the other users are too lazy to fill
it in, then the item will be considered sensitive (by the
computation of sensitivity), although the item is far from
being considered sensitive or private in the real life.

+ No background knowledge inclusion, and so no inference

detection or control: A privacy metric should include
“background knowledge” (auxiliary information or ex-
ternal knowledge) in establishing a score for a user
Speaking more generally, a single social network or any
closed system evaluation is not sufficient for real and
proper privacy evaluation ol a user.
For privacy scores, this means that the computation of the
score should not depend only on the matrix R coming
from a single social network. Several extensions of the
original privacy score metric are possible based on the
background knowledge type and source. In Section IV
we propose a new method o compule privacy scores,
one that considers information about users beyond the
ones in the social network, namely from a second/other
social networks or more generally from the web.

Finally, it needs to be mentioned that the proposed privacy

score metric measures only some aspect of privacy, namely
attribute (item) disclosure and identity disclosure arising from
the attribute disclosure. There are several other aspects that
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may be of concern to the users of a social network, such as:
o the risks of identity disclosure that is not based on
attribute disclosure — for example, based on behavioral
observations,
« the risk of identity theft,
s the risk of link or relationship disclosure,
¢ the risk ol group membership disclosure, or
« the risk of digital stalking.
How to measure these risks and help the users making in-
formed decisions by presenting them a score reflecting these
risks is still an open problem.

ITI. DISCUSSION FORUM

The computation of privacy scores proposed by Liu and
Terzi [1] introduced in Section 1 assumes the analyzed in-
formation to be readily available for inclusion in the matrix
R. As we noted in Section 11-A, non-structured information
cannot be always easily included for analysis. It may be either
information that is hard to extract — for example, relationships
[rom photos — or previously not delined information — for
example, non-structured text in natural language may contain
multiple private items some of which may not be pre-defined
as items of the matrix R.

Together with my Master’s student Jan Zbirka we performed
a few experiments [15], where simple natural language anal-
ysis was used to determine if some private information has
been included in discussion comments on a news website.
Since the users usually post muliiple comments, they may
contain multiple private information that must be looked-up
for inclusion in the privacy scores. In our experiments, shown
in the next Section, we concentrated on information about
political orientation before election and religious believes.

A. Experimental results

Discussions of the Slovak news web site www.sme.sk were
analyzed just before the government clection in March 2012,
From all the users that posted comments on the website, 5,268
users who posted more than 500 comments over the lifetime
of the website were considered as the most active ones. In the
three weeks before the election, these 5,208 most-active users
posted 43,035 comments that were analyzed. Almost 20% of
the analyzed users revealed in their comments which political
party in particular they were or were not going to vote for.

Summary of the findings arc in Table T and all the other
details about the experiment can be found in the Master’s
thesis of Jan Zbirka [15].

Since discussions on this website about religion and church
are very heated, we also analyzed whether it is possible to find
out the faith/religious beliefs of the users from their comments.
The experiment that was done on the same sample of the
users and comments have shown that simple natural language
analysis can determine faith, although the users were more
conservative in revealing their religious believes compared (o
the political orientation. Tn total, 133 (2.5%) users were found
to disclose their religion, and 106 (2.0%) users were found to
disclose that they are atheists.
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TABLE |
TuE NUMBLR OF TIL USERS (PROM THLE TOTAL OF 5,268) W10 WLERL
FIND TO DISCLOSE TIHIS INFORMATION IN DISCUSSION COMMENTS

Users who will H vote || not vote

at all 763 (14.5%) 173 (3.3%)
for a right wing party || 209 (4.0%) 194 (3.7%)
for a left wing party 59 (1.1%) 46 (0.9%)
for a particular party 688 (13.1%) 335 (64%)

IV. PRIVACY SCORE EXTENSION

The biggest disadvantage of the privacy scores that were
outlined in Section 1l is the non-consideration of background
knowledge. Background knowledge (sometimes referred to as
external knowledge or auxiliary information) is some infor-
mation about an individual that by itsell is not a privacy
disclosure, but combined with other information it becomes
one. We propose two possible extensions of the original
privacy score metric that take public background knowledge
into account.

It needs to be noted that the reason to include of back-
ground knowledge in the computation of the privacy score
is two-[old. On the onc hand, such extended privacy score
will more precisely present users with privacy risks arising
from publishing their information. On the other hand, using
background knowledge also reduces another shortcoming of
the original privacy scores. Namely, the more background
knowledge is considered, the closer is the sensitivity of items
lo the true sensitivity. In other words, adding background
knowledge to the privacy score computation also reduces or
eliminates sensitivity paradoxes — see Section II-A.

Our extended privacy score metric uses the same formula
as in the equation (1) with sensitivity and visibility as the
original privacy scores, but the information that is used to
compule these — the matrix [? — is extended by additional
knowledge. We discuss two instances of this extension. The
first one, presented next, combines information from two or
several social networks when evaluating privacy risk of a
user. The second instantiation of the extended privacy score
metric, which we present in Section [V-B, uses “all the human
knowledge” in privacy risk evaluation.

Our proposal ol a simple inclusion ol additional information
in the privacy score computation is based on users’ information
(items) from multiple social networks. Let N be the number
of considered social networks, and let R; be as the already
defined matrix R for a social network {, with [ = 1,..., N.
Hence, R, is a n x rn. matrix, where R, (i, j) represents the
publicity of an item 4 [or a user j — that is, non-disclosure when
Ri(i,7) = 0 or disclosure when R:(i,7) = 0 and possibly
how far from the user j is the item public in the (graph of
the) social network ¢.

It is likely in practice that not all the users are in every
social network and that every item is in each of the corre-
sponding profiles. Here we assume that the range of the items
i=1,...,n and the range of the users j = 1,...,m arc the
supersets over all the social networks, and so (2, j) = 0 if an
item i or user j do not exist in the social network t. We define
the matrix R used for sensitivity and visibility computation as
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R(i,7) = max; I (7, j) and use the formula from the equation
(1) to compute the privacy score. Such privacy score better
estimates the risk of privacy disclosure.

Together with my Master’s student Lucia Maringovd we
performed a few experiments [16], where the same users on
two social networks were evaluated for their privacy risks. The
two social networks were of different type, so it was expected
that the users would behave differently and therefore would
disclose dillerent amount ol information about themselves on
euch social network. Tn our experiments, shown in the next
Section, we focused on computing privacy scores from each
social network individually and then comparing the behavior
of people in the terms of private information disclosure on two
social networks.

A. Experimental results

The purpose of the experiment is to show that privacy risks,
as measured by the original and extended privacy score, are
higher when two social networks are combined. Specifically,
this means that some users tend to be conservative in one
social network while publicly disclose private information in
another social network.

For the experiments, proliles [rom the same users on (wo
social networks were downloaded and analyzed. The social
networks (websites) were Pokec.sk and Zoznamka.sk. They
both belong to the same content provider, and so use the
same user authentication, which facilitated the pairing of
the users from the two networks. Zoznamka.sk is a dating
websile, where a profile can contain up o 5 items: age, body
type, weight, height, and contact. Pokec.sk is a website about
chatting, messaging, and picture sharing. A profile on Pokec.sk
can contain up to 34 items.

A sample of 3,923 users was selected. From all these users,
there are only 23 users (<Z1%) who completely filled all profile
items on both websites. These people can be considered very
open minded and/or not understanding or ignoring the risks
ol disclosing private information. Roughly 32% ol the users
shared the same information on both sites.

Because of the nature of the websile, users on the dai-
ing website Zoznamka.sk revealed more personal information
about themselves. This is likely due to the fact that the users
tried to create interest and attract the users who viewed their
profiles. No user had less than 2 items (out of 5) filled on
Zoznamka.sk. Conversely, many users on Pokec.sk left their
proliles empty. What is ol interest to us are the users who
had empty profiles on Pokec.sk and non-emptly profiles on
Zoznamka.sk. Table I summarizes these users. All the details
can be found in the Master’s thesis of Lucia Maringovd [16].

In the terms of the privacy score, the users on Pokec.sk
who had empty profiles would receive the score of 0, because
they do not share or disclose anything. However, this would
be awtully wrong in any privacy risk analysis, because private
information about these users is publicly available and linkable
to these users. At least two additional items can be learmned
about roughly 449% of the users with empty profiles on
Pokec.sk when considering Zoznamka.sk, so the extended
privacy score computed over both networks for these users
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TABLE I
THE NUMBER OF USERS WHO SHARED NOTHING ON POKEC.SK, BUT HAD
NON-LEMPTY PROFILES ON ZOZNAMKA.SK. NOTL THAT MINIMUM ITEMS
FILLED IN ON Z0OZNAMKA.SK WAS 2,

On Pokec.sk “ On Zoznamka.sk “ # of uscrs

0 items 2 items 542
0 itcms 3 items 107
0 items 4 ilems 961
0 items 5 items 119
0 items = 0 items 1,727

449

will be non-zero. This simple experiment itself shows the
need to extend the original privacy scores from analyzing
information over one social network to analyzing also auxiliary
information.

B. Using all the human knowledge in privacy score compula-
tion

Extending the original Privacy Scores by Liu and Terzi [1]
to multiple social networks certainly helps in privacy risk
evaluation. The selection of social networks included in the
extended privacy score computation, presented above, strongly
impacts the quality and truthfulness of the score. The most
truthful privacy risk evaluation can be achieved if all the
human knowledge is used in the computation of the privacy
score.

Including “all the human knowledge” in any compulation
is obviously impossible, so an approximation would have
to suffice for all practical purposes. To effectively include
the knowledge, we need to be able to quickly search for
particular information or relation. Thus, we should use all the
indexed human knowledge. Private databases and the “deep
web” are believed to contain much more information than
what is publicly available. In general, private information is
out of reach for privacy adversaries as well as for privacy
evaluators. Hence, we foresce to use all the indexed public
human knowledge in the privacy score computation. Currently,
the best instance and the best source ol all the indexed public
human knowledge is (Google) web search. In fact, there exists
a proposal, namely Web-Based Inference Detection [13], [14],
which takes advantage of the assumption that the web search
is the proxy for all human knowledge.

Our idea is as follows: If an item of a user is not disclosed in
the social network, we want to determine if the item has been
disclosed elsewhere by using an inference detection based on
the other disclosed items for the user. Our inference detection
method is heavily influenced by the Web-Based Inference
Detection [13]. So, our idea rewritten in the terms ol inference
detection is: If there is a privacy-impacting inference detected
for an undisclosed item, then this detected inference should
be included in the privacy score computation.

More formally, we propose the following method to com-
pute the privacy score:

Consider a social network of m users each having a pos-
sibility to fill a profile of n items. Let I? be, as before, the
n % m matrix over {0,1} with (s, j) representing whether
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the user j has (or has not) disclosed the item i. Let P be
n X m array of strings with P(4,j) being the value of the
item i for the user j, in case this value has been disclosed.
Let the set D; be the domain of the item 7. Finally, let 3, -,
and & be positive integers, where 3 and ~ arc parameters of
the proposed algorithm that control the scarch depth, and § is
the parameter that controls the number of the most frequent
words to be considered. Then the algorithm to extend K and
determine the users’ disclosures outside the social network is
as follows:
For each user j, j € {I,...,m}
1) Let S; ={k|R(k,j)=1, k=1,...,n} be the set of
all disclosed items for the user j.
2) For each undisclosed item 4, that is, for all i €
{1,...,n} with R(i,j) =0
a) Let T be an empty multiset.
b) Take cvery subsct S; C S; of size 5;| <.
¢) For every such subscet b; ={ir,...,ippwith¢ < 3

1) Use a web search engine to search for keywords
P("’lJ)P(Zf’.!J)
ii) Retrieve the top - most relevant documents
containing these keywords
iii) Extract the top d most frequent words from all
these v documents
iv) Add the top & most frequent words to T to-
gether with their [requencices
d) Take the most frequent word from 7’ that is also
in D;, if it exists.
e) If there is such word, let R(¢,5) = 1.
After this, the newly enhanced matrix I? contains the users’
disclosures not just from the social network itself, but also
[rom the web. Visibility and sensitivity values can be then
computed from this matrix f7, and the privacy score can be
computed for each user using the equation (1).

The parameters [, -y, and ¢ can be tuned to achieve different
trade-offs between the running time of the algorithm and
the completeness and quality of the disclosure detection. In
fact, these values can be different for different users, perhaps
based on the number of items disclosed in the social network.
Additional tuning can be achicved by performing the steps
of the algorithm only for those users that have disclosed a
“sufficient” number of items in the profile that would allow
the web search to identify additional items.

V. CONCLUSIONS

As more and more users are joining and using social-
network web sites, they become more heavily used and their
owners look for new ways Lo share different content, including
private information and information that may lead to unwanted
privacy leakages. It becomes increasingly difficult for individ-
vals to control and manage their privacy in the vast amount
of information available and collected about them.

Privacy Scores were proposed as a metric that presents
users with a score that reflects their privacy risks arising from
disclosing information in their profiles on a social network.
We presented several shortcomings of the privacy scores as
rescarch opportunitics for extending the privacy score metric.
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Next, we supported the need for extensions by experimental
results from different websites and social networks. Finally,
we proposed two extensions of the privacy score metric that
consider additional background information about the users
in the computation of the scores. Our approach provides a
better decision support for individuals than the original privacy
scores. Based on our extended privacy score metric, the users
can compare their privacy risks with other fellow individuals
and make informed decisions about whether they share too
much potentially private and sensitive information.

Michal Sramka has rcecived PhDs in Mathemat-
ics and Applied Mathematics trom Florida Atlantic
University and Slovak University of Technology, and
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socicty.
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David Naccache, Zdenck Riha

Abstract—By opposition to biometric matching, biometric
identification is a relatively costly process. Let B = {h1,...,b.}
be a database of n biometric templates and let & be a given
individual biometric acquisition. The biometric identification
problem consists in finding the most likely b; corresponding to
b. This paper assumes the existence of an oracle 2 taking as b
and b;, and responding with truc or false. Considering 20 as an
atomic operation, any system-level optimization must necessarily
minimize the number of calls to 2 per identification session. This
is the parameter that we optimize in this paper.

Index Terms—biometrics, biometric identification, correlation

I. INTRODUCTION

By opposition to biometric matching, biometric identi-
fication [2], [3] is a rclatively costly process. Let B =
{b1,...,b,} be a dalabasc of n biometric templates and let
b be a given individual biomcltric acquisition. The biometric
identification problem consists in finding the most likely b;
corresponding to & [1].

Whilst in reality matching algorithms return a score com-
pared to a threshold, for the sake of simplicity this paper
assume the existence of an oracle 2 taking b and b; as input,
and responding with true or false:

A(b, by) € {T,F}

Considering 21 as an atomic operation, any system-level
optimization must necessarily minimize the number of calls
to 2 per identification session. This is the parameter that we
attempt to optimize in this paper.

For doing so, we assume that every user 7 has a col-
lection of & additional biometric parameters m; |, ...m; .
An m, ; can be cither derived from the emplate b; (ic.
m; j = function; (b;)) or measured independently. For instance
il b; is a [ingerprint then m; 7 can be the densily of minutiac
(the number of minutiae per unit of surface) or an additional
parameter, such as the person’s height, which is not correlated
to b;.

We will use the m; ; to accelerate identification by applying
2 to the most probable candidates first. We denote by o; the
standard deviation of the m; ;’s, for all users 7.

The proposed identification process is:
1) Acquire the biometric candidate information b and the
additional information rry, ..., .

D. Naccache is a rescarcher at the Ecole normale supéricure’s Cryp-
tography Group and a professor at the University of Paris Il (email:
david. naccache @ens. [r).

Z. Riha is with the Masaryk University, Faculty of Informatics, Brno, Czech
Republic (email: zriha@fi.muni.cz).
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2) Compute for every user ¢ the score:

t; =

k
i=

(mj —m, ;)?
1 bl

3) Try (b, b;) by order of increasing #; values.

Given that 21 will be applied to the most promising candi-
dates first (the ones with the lowest (;), this is likely to result
in a significantly faster identification procedure.

However, the comparison of the £;’s assumes that the m, ;
arc independent. This is not always the case. For instance a
tall person is likely to be heavier. In other words, height (e.g.
m; ») and weight (e.g. ;) are correlated.

The process described so far did not take such correlations
into account.

II. ANALYSIS OF TLE PROCEDURE

We start by analyzing the proposed procedure without taking
correlations into account.

The computation of the #;’s as given by equation (1) rests
on the assumption that the measurcments m; cach [ollow
an independent normal distribution. More precisely, assuming
that every measurement 1z follows a normal distribution with
mean p; and standard deviation o, the density function can
be expressed as:

1 x— )3
(‘.xp(—( . ;j) )
oV 20;
When the m;’s are independently distributed, the probability
density of all measurements mj; for 1 < j = k can be
expressed as a k-dimensional multivariate distribution:

k .
() — ny)*
CXD (—Z JQ(_}"IjZJ )

=1

fm._f- (’1’“) =

k 1
@) =] s () = ————

(2m)/2 1] o
=1

=1

where ¥ = (z1,...,2Tk).

Note that in the previous equation p; and o; are the mean
and standard deviation of m; for all users 7. For a measurement
m; corresponding to a specific user i, we can also assume
that m; Tollows a normal distribution with mean yi; = m, 4
and standard deviation ;; we also assume that the standard
deviation @ around ;5 is the same for all uscrs. In this casc,
the measurement rm; corresponding (o user ¢ has the following
distribution:

ke

fﬁ(f)=%em(_zw)

(2m)k/2 H] & i=1 i
J=
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Additionally, we assumc that the standard deviation &; of my;
around 1, ; is proportional to the standard deviation o of m;
when all users are considered, ie. we assume ¢; = - o for
all 1 = j < k for some « € R. In this case, the probability
densn;y function of the #72;’s for user ¢ can be written as:

fi(m) = ;ﬁ
(2m)k/ 2ok Il o;

_ 1 E‘XD( t; )
N G 7
(2m)k 20k 1] oy '

g1

2
mT mz T) )
20:2

M»

exp (
J=1

where [; is precisely the quantity given by equation (1). The
probability to obtain measurements m; from user i is thus
a decreasing function of ;. Given 1i, the most probable
candidate is hence the one with the lowest ;.

ITI. TAKING CORRELATION INTO ACCOUNT

The comparison of the t;’s assumes that the different
biometric measurements m;; are independent. This is not
necessarily the case since (for instance) a tall person is likely
to be heavier; in other words, height and weight are correlated.
In this scction we the delinition of #; (o take correlation into
account.

A. Multivariate Normal Distribution
We denote by X the covariance matrix of the measurements
m;, defined as follows:
T
Y =var(m)=var | . | =
s

var(my)  cov(mms) cov(mymy)

cov(rmyims)

cov(myimy) var(my)

where cov(X.Y) = T(XY) — Ty
E(X?) - T(X)2

We assume that the measurements m; follow a k-
dimensional multivariate distribution with mean [ and covari-
ance matrix X; the probability density function can then be
expressed as:

X)E(Y) and var(X) =

1 e
fal@) = o P (—5(9«“ —0)'S (T - ﬂ))

where |Z| is the determinant of £. Note that mean [ is a
E-dimensional vector and ¥ is a & x k-matrix.

Note that in the previous equation /7 and ¥ are the expected
value and covariance matrix of measurements 7r.; for all users
i. As in Section II, for measurements m;’s corresponding to
a specific user ¢, we also assume that the m;’s follow a k-
multivariate normal distribution with mean yi; = m;; and
covariance matrix ¥; we also assume that ¥ is the same for

DECEMBER 2012 ¢ VOLUME |V * NUMBER 4

Accelerating Biometric Identification

all users. In this casc, the mecasurement 77 for user ¢ lollows
the multivariate distribution:

Jw (&) = %[f—'ﬂﬁ,)’i*l(f—ﬂf{!,))

1
(27 )k/2|52)1/2 I (
As in Section II we additionally assume that the covariance
matrix satisfies > = « - 2 for some « € R. In this case, the
probability density function can be written as:

fm(T) =

% _L(-*_ -~ )f
(2ra) 25172 exXp | =g\ T =My,

which gives:

“A(@—nii,))

1 ti
falz) = (@) 22 exXp ( - Z)
where:
ti = (i —ni; ) B (i — i) (2)

Therefore we obtain that equation (2) is a generalization of
equation (1) when taking correlations into account.

B. The New ldentification Procedure
The new algorithm is:

1) Collect from the user the biometric information b and
the additional information m, ..., my.

2) Compute for every user ¢ the value:
ti = (m — i} ) — nij.)

3) Sort the t;’s by increasing values and apply 20(b, b;) to
uscr @ by increasing f; valucs.

C. Bivariate Case
To illustrate the algorithm we (irst restrict ourselves o the
bivariate case. In this case, the covariance matrix between
variables X and Y can be written:
_[ e posoy
poLoy O
where var(X) = o2, var(Y) = o2 and cov(X,Y) = po,a,
where p is the correlation between X and Y. In this case, we

have: _ 1 —p
_1 1 a2 Ty Ty

12|

P Ty d)‘j

and the probability density function can be written:

fly) =

1 ( 2,0:1:3*;])
—  xp| -
27.'03303’,\/1 — p2 T Ty

In this case, cquation (2) gets simplified as follows:

oy
ST |52 T2
2(1 — p?) |62 o2

T iy

(‘ml - m«;,i)z ('m2 _'mi,2)27

t; =
2 2
G'-| 0'2

2{)('!’”,1 — 'TH\.‘___]_)('H'JQ — 'H’J_.,j__z)
T1Ta

where oy = var(my), o2 = var(ims) and p is the correlation
between m; and ma.
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D. Ilustration
We illustrate this with a set of simulated measurements:
height, weight and number of collected minutiac, for 13 users.
| User [ 1 [ 2] 3[4 ] 576 ] 7]
Height 178 | 165 | 190 | 176 | 174 | 192 | 182

Weight 71 66 82 80 76 85 76
Minutiae 14 15 14 27 15 25 14

User || 8 | 9 [ 1011 [12]13]
Height ][ 162 [ 168 [ 175 | 187 [ 195 | 168
Weight || 65 [ 80 | 77 [ 68 [ 92 | 72
Minutize || 22 | 23 | 24 [ 23 | 19 | 25

We obtain the following correlation matrix:

104.9 52.9 — 5.2
r= 52.9 56.3 3.9
— 5.2 3.9 22.8
which can be written as:
U% M20107 MaT103
Y= | pr2ao103 Uﬁ P230203
P130103  P230203 o3

where o7 = 10.2, 0y = 7.5, o3 = 4.8, and p1» = 0.688390,
p1z = —0.107015, poy = 0.109587.

Since p13 and pas are small, for simplicity we consider only
correlations between the first and second variables (height and
weight). More precisely we consider the simplified covariance
matrix: 9

lor) pPo102
Y= | poioz 05
73
with the same previous values of 04, 02, o3 and p = py5. This

gives: _,

1
(1—p2 }e‘r%

(1—p?)oraz
x = £ —
(1—p?)oio2 (1 p?)os

L
z
T3

This gives the following formula for ¢; which takes into
account correlations between height and weight:

(my—mia)? | (ma—mia)?

ti = ~ ——
(O E= R
_Qp(-m.l —my)(mg —my;2)  (mg—my3)?
(1= p?)oros a3
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IV. CONCLUSIONS

In the paper we have presented an approach o acceelerate the
biometric identilication process. The algoritm is based on the
basic principle of testing the most probable candidates first.
We started with assumption that set of measurements of a
user are considered to be independent and later we introduced
correlations into the scheme.

One drawback of the previous technique is that given a
measurement 173 = (m,...,my) the t;’s must be computed
for all users 7. A possible speed-up could be to select only
those users @ for which |y —m,; 1| is relatively small. This can
be done efficiently it the values mn; ; are pre-sorted. Another
refinement consists computing all the {;’s simultaneously (i.e.
compute j-wise rather than i-wise), progressively delay the
computation of “heavier” ¢;’s and start the comparison of the
“lighter” ones as soon as these become available.

REFERENCES

[1] Michael E. Schuckers. Computational Methods in Biometric Authentica-
tion. Springer, London, 2010, ISBN 978-1-84996-201-8.

[2] Herve Jarosz and Jean-Christophe Fondeur, Large-Scale Identification
System Design. In Biometric Systems Technology, Design and Perfor-
mance Evaluation. Springer, 2005, ISBN: 978-1-85233-596-().

[31 Michael Brauckmann and Christoph Busch. Large Scale Database Search.
In Handbook of Face Recognition. 2011, pp 639-6353. ISBN: 978-0-
857299314,

David Naceache is a researcher at the Ecole normale
supérieure’s Cryptography Group and a prolessor
at the University of Paris 1. His rescarch interests
include public-key cryptography and mobile code
securily. Naccache has a PhD in crypiology from the
[icole nationale supcricure des télécommunications
Paris. Contact him at david naccache@ens.fr.

Zdenek Riha a is an Assistant Professor at the
Masaryk University, Facully of Tnformatics, in Brmo,
Czech Republic. He received his PhD degree from
the Laculty of Informatics, Masarvk University. In
1999 he spent 6 months on an inlemnship al Ubilab,
the research lah of the bank TIBS, locusing on secu-
rity and vsability aspects of biometric authentication
systems, Between 2005 and 2008 he was seconded
as a Detached National Expert o the European
Commission’s Joint Rescarch Centre in Italy. Zdenck
can be contacted at zriha@fi. muni.cz.

DECEMBER 2012 ¢ VOLUME |V * NUMBER 4




INFOCOMMUNICATIONS JOURNAL

DRCN 2013

DRC

www.drcn2013.org

DRCHM is a well established biennial forum for scientists,
engineers, designers and planners from industry,
government and academia who have interests in the
reliability and availability of communication networks and
services. The conference covers topics from equipment and
technology for survivability to network management and
public policy, through theory and technigues for survivable
and robust networks and application design. The aim of the
conference is to bring together people from industry,
government and academia in those disciplines in a lively
forum.

To guarantee the high visibility of the conference, the
proceedings will be available through IEEE Xplore. The best
papers will be invited to leading related Journals: IEEE
Transactions on Reliability (ToR) and Elsevier Optical
Switching and Networking (0SN).

The 9th DRCHM will be held in the attractive city of Budapest,
Hungary. The conference will be enriched by a set of
tutorials and invited talks. Additionally, two IFIP best paper
awards will be granted. We seek papers that address
theoretical, experimental, systems-related and regulatory
issues in the area of dependability and survivability of
communication networks, end-systems and infrastructure.
Topics of interest include, but are not limited to the
following areas:

» Qperational aspects:

o Fault management, monitoring, and control

o Methodologies, equipment and technology for
network survivability

o Survivability of optical and multi-layer networks

o Reliability of wireless access and mesh networking

o Resilient wired access networks

o Dependability of cellular/mobile networks including
horizental handover

o Resilience of multi-domain connections in the
Internet

o Reliability of emerging technologies (e.g. netwark
virtualization, thin client architectures)

9" International Conference on
Design of Reliable Communication Networks

March 4-7, 2013
Budapest, Hungary

o Survivability in grid and distributed computing
o Network dependability in cloud computing
o Management of survivable networks
# Theory and modelling:
o Network reliability analysis
o Methods and theory for survivable network and
systems design, analysis and operation (including
scalability and complexity)
o Planning and optimization of reliable networks,
systems, and services
o Simulation techniques for network resilience
* Services:
o Reliability requirements and metrics for individual
users, businesses, and the society
o Restoration of services under various types of
failures
o Service differentiation based on recovery methods
o Dependability of networked applications
o Recovery of overlay and peer-to-peer networks
o Application  and  service-specific  survivability
techniques
o Survivability of multimedia networks including voice
over IP, IPTY, and content delivery
o Reliability and resilience of data centre networks
o Robustness of compound services
* Broad context:
o Telecommunication networks as an element of
critical national infrastructures
< Public policy issues for survivability and resilience
o Standardization of network resilience and reliability
o Metwork resilience combined with economics and
commercial issues
o Quality of experience and network survivability
© Security issues in networks and their relation to
survivability
o Dependability and energy consumption trade-offs
o Risk and reliability in the Internet and enterprise
networks
o Mew and emerging threats

STEERING COMMITTEE

Piet Demeester, (Steering Committee Chair),
Ghent University - IBBT -IMEC, Belgium

Prosper Chemouil, Orange Labs, France Germany

Tibor Cinkler, Budapest University of Technology
and Economics, Hungary

Roberto Clemente, Telecom Italia, Italy
Robert Doverspike, AT&T Labs, USA

Wayne D. Grover, TRLabs, University of Alberta,
Canada

Deep Medhi, University of Missouri-Kansas City,
USA

DECEMBER 2012 ¢ VOLUME |V * NUMBER 4

Ken-ichi Sato, Nagoya University, Japan

Dominic Schupke, Nokia Siemens Networks,
David Tipper, University of Pittsburgh, USA

TPC CHAIRS
Pin-Han Ho, University of Waterloo, Canada

Janos Tapolcai, Budapest University of
Technology and Economics, Hungary

TECHNICAL CO-SPONSORS

IFIP (pending)

HTE: Hungarian Scientific Association for
Infocommunications (Sister Society of IEEE)

BME: Budapest University of Technology and
Economics

University of Waterloo
EC FP7 IP COMBO (pending)

GENERAL CHAIR

Tibor Cinkler, Budapest University of Technology
and Econornics, Hungary

45




INFOCOMMUNICATIONS JOURNAL

Guidelines for our Authors

Guidelines for our Authors

Format of the manuscripts

References

Original manuscripts and final versions of papers
should be submitted in IEEE format according to the
formatting instructions available on
http.//www.ieee.org/publications_standards/
publications/authors/authors_journals.html#sect2,
“Template and Instructions on How to Create Your
Paper”.

Length of the manuscripts

The length of papers in the aforementioned format
should be 6-8 journal pages.

Wherever appropriate, include 1-2 figures or tables
per journal page.

Paper structure

Papers should follow the standard structure, consist-
ing of Introduction (the part of paper numbered by
“1”), and Conclusion (the last numbered part) and
several Sections in between.

The Introduction should introduce the topic, tell why
the subject of the paper is important, summarize the
state of the art with references to existing works
and underline the main innovative results of the pa-
per. The Introduction should conclude with outlining
the structure of the paper.

Accompanying parts

Papers should be accompanied by an Abstractand a
few index terms (Keywords). For the final version of ac-
cepted papers, please send the short cvs and photos
of the authors as well.

Authors

References should be listed at the end of the paper
in the IEEE format, see below:

a) Last name of author or authors and first name or
initials, or name of organization

b) Title of article in quotation marks

c) Title of periodical in full and set in italics

d) Volume, number, and, if available, part

e) First and last pages of article

f) Date of issue

[11] Boggs, S.A. and Fujimoto, N., “Techniques and
instrumentation for measurement of transients in
gas-insulated switchgear,” IEEE Transactions on
Electrical Installation, vol. ET-19, no. 2, pp.87-92,
April 1984.

Format of a book reference:

[26] Peck, R.B., Hanson, W.E., and Thornburn,
TH., Foundation Engineering, 2nd ed. New York:
McGraw-Hill, 1972, pp.230-292.

All references should be referred by the correspond-
ing numbers in the text.

Figures

Figures should be black-and-white, clear, and drawn
by the authors. Do not use figures or pictures down-
loaded from the Internet. Figures and pictures should
be submitted also as separate files. Captions are ob-
ligatory. Within the text, references should be made
by figure numbers, e.g. “see Fig. 2.”

When using figures from other printed materials, ex-
act references and note on copyright should be in-
cluded. Obtaining the copyright is the responsibility
of authors.

Contact address

In the title of the paper, authors are listed in the or-
der given in the submitted manuscript. Their full affili-
ations and e-mail addresses will be given in a foot-
note on the first page as shown in the template. No
degrees or other titles of the authors are given. Mem-
berships of IEEE, HTE and other professional socie-
ties will be indicated so please supply this information.
When submitting the manuscript, one of the authors
should be indicated as corresponding author provid-
ing his/her postal address, fax number and telephone
number for eventual correspondence and communi-
cation with the Editorial Board.

46

Authors are requested to send their manuscripts via
electronic mail or on an electronic medium such as a
CD by mail to the Editor-in-Chief:

Csaba A. Szabo

Dept. of Telecommunications

Budapest University of Technology and Economics
2 Magyar Tudosok krt.

Budapest 1117 Hungary

szabo@hit.bme.hu

DECEMBER 2012 ¢ VOLUME |V * NUMBER 4




INFOCOMMUNICATIONS JOURNAL

Our Reviewers

Our Reviewers in 2012

The quality of a research journal depends largely on its reviewing process and, first of all, on the professional service
of its reviewers. It is my pleasure to publish the list of our reviewers in 2012 and would like to express my gratitude to
them for their devoted work. Your Editor-in-Chief

DECEMBER 2012 ¢ VOLUME |V * NUMBER 4

Luigi Atzori,
University of Cagliari, Italy

Laszl6 Bacsardi,
BME, Hungary

Attila Bércs,
SZTAKI, Hungary

lacopo Carreras,
CREATE-NET, ltaly

Tibor Cinkler,
BME, Hungary

Laszlé Csurgai-Horvath,
BME, Hungary

Laszlé Czuni,

University Veszprém, Hungary
Khadija Daoud,

France Telecom — Orange

Franco Davoli,
University of Genova, ltaly

Karoly Farkas,
BME, Hungary
Zoltan Gal,
University of Debrecen, Hungary

Enrico Gregori,
CNR IIT, Pisa, ltaly

Andras Gulyas,
BME, Hungary
Lajos Hanzo,
University of Southampton, UK

Majd Hawasly,
University Edinburgh, UK

Gabor Horvath,
BME, Hungary

Jukka Huhtamaki,
Tampere University Technology, Finland

Arpad Huszak,
BME, Hungary

Sandor Imre,
BME, Hungary

Laszlé T. Kéczy,
Széchenyi University of Gyér, Hungary

Janos Levendovszky,
BME, Hungary

Thomas Magedanz,
Fraunhofer FOKUS, Germany

Shadaydeh Maha,
SZTAKI, Hungary

Oscar Mayora,
CREATE-NET, Italy

Sandor Molnar,
BME, Hungary

Julius Miiller,
Fraunhofer FOKUS, Germany

Vilmos Simon,
BME, Hungary

Csaba A. Szabo,
BME, Hungary

Janos Sztrik,
University of Debrecen, Hungary

Istvan Tétényi,
SZTAKI, Hungary

Jan Turan,
Technical University of Kosice, Slovakia

Adam Wolisz,
Technical University Berlin, Germany

Sandro Zappatore,
University of Genova, ltaly

Gergely Zaruba,
University of Texas as Arlington, USA

Honggang Zhang,
Zheijang University, China

(* BME — Budapest University of Technology and Economics)

47




INFOCOMMUNICATIONS JOURNAL

Contents
of the Infocommunications Journal 2012 (Volume 1V)

2012/1
PAPERS

Infocommunications Journal

Algorithm for Spectral Shaping of Binary Data Streams
P. Vamos

Techniques for Modeling Self-Organized Application
Spreading
A. Horvath and K. Farkas

Autonomous Online Evolution of Communication Protocols
E. S. Varga, B. Wiandt, B. K. Benk6 and V. Simon

EUROPEAN RESEARCH

Open Data:
at the Crossroad of Technology, Business and Regulation
R. Saracco

2012/2

PAPERS

Infocommunications Journal

Analysis and Modeling of Very Large Network Topologies
A. Faragé

Discrete Stochastic Optimization Based Parameter
Estimation for Modeling Partially Observed WLAN
Spectrum Activity

1. Glaropoulos and V. Fodor

Extending QoS Support in the IP Multimedia Subsystem:
Mobility-aware Session Reconfiguration
O. Dobrijevic and M. Matijasevic

DESIGN STUDIES

Performance Analysis of DNS64 and NAT64 Solutions
G. Lencse and G. Takacs

Dynamic Log Analysis
A. Lukacs and Zs. Nagy

48

2012/3 Infocommunications Journal

PAPERS

Performance Evaluation of Open-source Software for
Traces Manipulation and Analysis — invited paper
G. Retamosa and J. Aracil

Crosstalk Compensation in
Thermal Transient Measurements
P. G. Szabé and V. Székely

Cambridge Correlator in Driver Assistance Systems
T. Harasthy, L. Ovsenik and J. Turan

DESIGN STUDIES

Software Application for QoS Characteristics Calculation
V. Hottmar and B. Adamec

2012/4 Infocommunications Journal

QUANTUM COMPUTING

Special Issue on Quantum Computing — guest editorial
O. Akan, L. Bacsardi and S. Imre

Quantum Receiver for

Detecting Binary Coherent-State Signals with
Constant-Intensity Local Lasers

V. A. Vilnrotter

Classical and Quantum Genetic Optimization Applied to
Coverage Optimization for Indoor Access Point Networks
L. Nagy

The Problem of Testing a Quantum Gate
S. Kak

APPLIED CRYPTOGRAPHY

Special Issue on Applied Cryptography — guest editorial
V. Matyas, Z. Riha and P. Svenda

Attacking Scrambled Burrows-Wheeler Transform
M. Stanek

Two Improvements of Random Key Predistribution for
Wireless Sensor Networks
J. Kur, V. Matyas and P. Svenda

Privacy Scores:
Assessing Privacy Risks Beyond Social Networks
M. Sramka

Accelerating Biometric Identification
D. Naccache and Z. Riha

DECEMBER 2012 ¢ VOLUME |V * NUMBER 4




IEEE PerCom in Budapest in 2014!

The IEEE Pervasive Computing and Communication (PerCom) conference is the
worldwide premier scholarly venue in the areas of pervasive computing and com-
munications. Since 2003, the conference has grown significantly in terms of quality
and variety of the technical programs — it is recognized as a top tier conference by
most universities and organizations across the world.

PerCom provides a high profile, leading edge forum for researchers, engineers, and
practitioners to present state-of-the-art research in the respective fields of pervasive
computing and communications. The conference features a diverse mixture of
presentation forums including core technical sessions, keynote talks, panel dis-
cussions from worldwide experts, demonstrations, a PhD forum, and work in
progress posters. The conference also hosts a number of workshops that have
themselves become well recognized in the community as forums for specialized
topics within the field.

e The conference also provides formats to honor excellence
== ::;'.::;‘l"g in the field. The Mark Weiser Best Paper award, sponsored

computing by Elsevier, is given to authors of the PerCom's best paper.
In addition, the highest quality papers from the conference
are published in a special issue of the Pervasive and Mobile

Computing Journal.

The IEEE PerCom as

Steering Commit-
o ‘ tee has recently
e decided to accept

the joint application of the Budapest Uni-
versity of Technology and Economics (BME),
Department of Telecommunications and
the Scientific Association for Infocommuni-
cations (HTE) to organize PerCom 2014 in
Hungary. Thus, after the 2013 edition in
San Diego, Budapest will host this prestigious conference in 2014. It will be a 5 day-
event, with associated workshops, and will hopefully attract several hundreds of
participants. More information can be found on the conference’s website:

WWW.pPercom.org

Budapest, Hungary

S g R i P i o s D Y
1IEEE Conference on Pervasive Computing and C

San Diego : California -+ March 18-22, 2013
s ‘ ;
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SCIENTIFIC
ASSOCIATION FOR

INFOCOMMUNICATIONS

HUNGARY

Who we are

Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies
in Hungary.

Besides its more than 1300 individual members, the
Scientific Association for Infocommunications (in Hun-
garian: HiRKOZzLESI ES INFORMATIKAI TUDOMANYOS EGYESULET,
HTE) has more than 60 corporate members as well.
Among them there are large companies and small-and-
medium enterprises with industrial, trade, service-pro-
viding, research and development activities, as well as
educational institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society. HTE is corporate member of Interna-
tional Telecommunications Society (ITS).

What we do

HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange

of ideas and experiences, as well as to integrate and
harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we...

e contribute to the analysis of technical, economic,
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

¢ follow the national and international trends and
results related to our field of competence, foster
the professional and business relations between for-
eign and Hungarian companies and institutes;

e organize an extensive range of lectures, seminars,
debates, conferences, exhibitions, company pre-
sentations, and club events in order to transfer and
deploy scientific, technical and economic knowledge
and skills;

e promote professional secondary and higher educa-
tion and take active part in the development of pro-
fessional education, teaching and training;

e establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister socie-
ties;

e award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activi-
ties and achievements in the fields of infocom-
munication.

Contact information
President: DR. GABOR HUSZTY e ghuszty@entel.hu
Secretary-General: DR. ISTVAN BARTOLITS e bartolits@nmhh.hu
Managing Director, Deputy Secretary-General: PETER NAGY e nagy.peter@hte.hu
International Affairs: ROLLAND VIDA, PhD e vida@tmit.bme.hu

Addresses

Office: H-1055 Budapest, V. Kossuth Lajos square 6-8, Room: 422.
Mail Address: 1372 Budapest, Pf. 451., Hungary
Phone: +36 1 353 1027, Fax: +36 1 353 0451
E-mail: info@hte.hu, Web: www.hte.hu






