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Algorithm for Spectral Shaping of Binary Data Streams

A Novel Algorithm for Spectral Shaping of Binary
Data Streams

Peter Vamos

Abstract—By generalizing the accumulated charge concept,
we introduce a new class of constraints, the generalized charge
constraint to control the spectral properties of a binary sequence.
The new constraint limits the level at the output of a digital filter,
diminishing those spectral components of the channel sequence
being enhanced by the filter. A suitable coder structure, a feed-
back controlled bit stuff encoder is suggested to implement the
new constraint. We demonstrate the spectral shaping property
of the new coder structure and derive an approximate formula
for the spectrum of the output binary signal. We also show that
the coder performs a sigma-delta-like operation and the method
is capable of implementing spectral and run-length constraints
simultaneously. As a demonstration, we present a few particular
spectral characteristics shaped by different examples of loop
filters.

Index Terms: Channel coding, Modulation codes, Run-length
codes, Signal processing, Sigma-delta modulation.

[. INTRODUCTION

In many applications it is either impossible or at least
difficult to shape the digital pulse. Typical examples are
digital optical transmission and magnetic recording. In such
applications it is important to perform an appropriate spectral
shaping of the binary data stream [1], [2], [3]. Moreover,
there are usually additional constraints on the code, such as a
bound of the number of consecutive identical symbols, i.e., the
run-length. The run-length upper bound (k constraint) ensures
the reliable clock recovery, while establishing a lower bound
(d constraint) diminishes the intersymbol interference, both
practically important [4]. The d and k constraints together are
referred to as run-length limiting or RLL constraints.

The most code constructions in the literature concentrate
on dc-suppression [Chapters 7 and 8 of 2], and one can
find only a few general purpose spectrum shaping algorithm,
and even less capable to control the spectrum and the run-
length simultaneously. In 1987 Marcus and Siegel published
an algorithm which can produce spectral nulls at rational
submultiples of the signalling frequency [5].

The guided scrambling algorithm developed by Fair et al.
[6] makes dc-suppression by adding one or more redundant
bits to the blocks of data stream. It minimize the accumulated
charge on the output of a scrambler over the possible values of
the redundant bits. Applying the weighted running digital sum
(WRDS) concept introduced in present paper, the algorithm
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can be used even for general purpose spectral shaping. It is also
claimed that algorithm limits the run-length as well, however,
it is carried out partly by limiting the block length, and the
k constraint can not be prescribed explicitly. It makes further
difficulties to keep the run-length limit at the block boundaries,
and guided scrambling is not suitable for imposing d constraint
at all.

The algorithm proposed by Cavers and Marchetto can be
taken as special case of guided scrambling with enhanced
spectral shaping properties [7]. It minimizes (or maximizes)
the output of a digital FIR filter representing the spectral
constraint by inverting some data blocks along the filter. The
inversion is marked on flag bits added to each block. By this
method, however, can not be handled RLL constraints at all,
and it uses the computationally expensive Viterbi algorithm
for the encoding.

The bit stuffing approach has been applied for decades to
control the run-length in binary sequences. The well known
HDLC (High-level Data Link Control) protocol inserts a ‘0’
bit after each sequence of five consecutive ‘1’ bits [8]. In 1993
Bender and Wolf suggested a bit stuffing algorithm for gen-
erating run-length limited (RLL) sequences with spectral null
at zero frequency [9]. However, their solution can scarcely be
applied in practice due to its bent for infinite error propagation
caused by the infinite memory of the decoder. Next to the error
propagation, what can be kept under control by limiting the
coder’s memory, the only drawback of the bit stuff algorithm is
that it requires buffering to keep the transmission rate constant.

In the second half of the 2000s many authors published
improvements to the bit stuffing algorithm for coding (d, k)
constrained channels [10], [11], [12]. The rates of these im-
proved algorithms are very close to the channel capacity, and,
in some specific cases, even they reach it. However, all they
use that the bound of the current run-length is constant, what
doesn’t hold for charge and generalized charge constrained
codes [13] presented in this paper.

In Section II-A of this paper we generalize the accumulated
charge concept used for generating dc-suppressed code spec-
trum and introduce a new class of constraints the generalized
charge constraint. The new constraint limits the level at the
output of a digital filter, so the spectral requirements can be
described easily. A feedback controlled bit stuff encoder with
loop filter is suggested in Section II-B to implement the new
constraint. This structure can perform a very effective and
flexible spectrum shaping, and moreover, it can also control
the run-length of the output bit stream. The flexibility is
due to the digital loop filter, that can be implemented by
inexpensive and readily available DSP components. In contrast
to guided scrambling, the coder controls the output sequence
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continuously, what makes easy to implement both £ and d
constraints, allows the application of IIR filters, and enhances
the effectiveness of spectral shaping.

In Section II-C we give a brief analysis of the coder
demonstrating its spectral shaping property and supply an
approximate formula for the spectrum of the output binary
signal in case of i.i.d. input. We also show that the coder
performs a sigma-delta converter-like operation. We present
that the coder can enforce spectral and run-length constraint
simultaneously, and we extend the approximate formula for
the spectrum for the case when k and spectral constraint are
applied together.

In Section III we give a detailed analysis of coders with FIR
loop filters. The performance of those coders can be described
as finite sate machine (FSM) with the corresponding discrete
Markov model. We also deal with the case when explicit run-
length constraints are imposed next to the spectral one. As an
example, we scrutinize an actual coder scheme with low-pass
window filter generating dc-suppressed code for ac-coupled
channels.

In Section IV coders with IIR loop filters are covered.
These coders have an infinite state space and the corresponding
Markov chain becomes unstable. So either we use functional
equations for the description, or we approximate the actual
Markov process with a finite space Markov chain. As example,
we present dc-suppression, spectral notches and their combi-
nation shaped by different IIR loop filters.

II. THE CODER’S STRUCTURE AND PERFORMANCE
A. Generalization of the Accumulated Charge Concept

The most common application of spectral shaping is coding
for ac-coupled channel. Those channels have a low frequency
cut-off which affects the low frequency components of the
code, causing a slow fluctuation in level at the receiver. To
avoid this fluctuation, the coded sequence should be poor in
low frequency spectral components. It is carried out by charge
constrained codes when the accumulated charge of the channel

sequence Y7, Ys,... is limited:
n—1
C, = Zy’”—i and |C,| <c forany neN. (1)
i=0

In binary case (Y; € {—1,+1}) the sequence C' is commonly
called as running digital sum (RDS). One can see that the RDS
is generated by a lowpass filter:

_ 1

T 1-21
where Y (z) is the z- or discrete Fourier transform of sequence
Y with z = exp(j27f/ fo) and fo stands for the bit frequency.
By limiting the RDS, we limit the level at the output of a
lowpass filter. So, low frequency components of the channel
sequence enhanced by the filter will be suppressed. (Actually,
the filter in (2) has an infinite enhancement around the zero
frequency, consequently, Y must have zero spectral density at
zero frequency if RDS is limited. Pierobon [14] has proved the
limited RDS is also a necessary condition.) It implies the idea
using filters with other characteristics to form an RDS like

C(2) Y(2), 2

X{-1+1} bit stuff Y{-1L+1}
encoder
—sgn(W,) Y
comparator w digital filter
abs(,) 2 co (WRDS) H(z)

Fig. 1 Feedback controlled bit stuff encoder.

quantity will also shape the spectrum according to the applied
filter. For this purpose, let us generalize the RDS concept by
introducing the weighted running digital sum (WRDS):

Definition The weighted running digital sum is the convolu-
tion of a binary sequence Y; € {—1,+1} and a sequence of
given constants h; € R:

n—1
Wo=> hiYni, or W(2)=H()Y(). @)
=0

WRDS makes direct connection between the binary sequence
and its spectrum. By limiting the WRDS we can enforce
spectral constraints on the code. Those codes with limited
WRDS we will refer to as generalized charge constrained or
spectrum constrained codes.

B. Principle of the Coding Algorithm

For coding WRDS limited channels we are using the coder
structure in Fig. 1. The coder is actually a feedback controlled
bit stuff encoder. The bit stuff encoder has two states: It
either transmits a bit from the input to the output or inserts a
redundant bit. The bit stuffing is controlled by the feedback
loop. Whenever the level at the filter’s output reaches a given
threshold c,, the bit stuff encoder inserts a bit with opposite
sign to the filter’s output signal:

{ Xom+1, it Wy < co;
Vot = _ @
—sgn(W,,), if |Wy| > ¢,

where X;,Y; € {-1,+1}, and W,, = > 2 h; Yn_;. The
indices of the input (X') and output (Y") sequences are different
because of the previously stuffed bits: n = m + s,,, where s,
stands for the number of stuffed bits till Y,,. For threshold ¢,
it must hold that

Co > Cm =min|d € hi|, € e{-1,+1};
€i

co < ey = |hil-

For ¢, < ¢,, the rate would be zero (no information could be
transmitted), while for ¢, > c,, the rate would be 1 (no spec-
tral shaping could be performed). The above structure works
actually as a negative feedback with loop filter. The coder tries
to keep low the output of the filter H(z) = 1+ 2" 'H(z). The
spectral components enhanced by the filter will be dominant in
the control of the bit stuff encoder, so the coder’s interventions
are diminishing their power.

)

APRIL 2012 ¢ VOLUME |V ¢ NUMBER 1
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Y{-1,+1} bit stuff X {-1,+1}
decoder
Y
digital filter w comparator
H(z) (WRDS) abs(,) z

Fig. 2 The decoder’s scheme.

The decoding can be performed with a similar, but feed-
forward structure in Fig. 2. Whenever the forward filter’s
output reaches or exceeds the threshold the decoder removes
a bit from the stream. Errors in transmission can cause
additional errors during the decoding. In order to limit this
error propagation we should limit the decoder’s memory:

D Il < o0, (©6)

i.e., all the poles of the loop filter should be outside the
unit circle. It implies that only finite but arbitrarily large
suppressions can be realized in the spectrum. The condition
(6) ensures that the error propagation in the decoder always
remains finite [15]. Further improvement can be reached in
error propagation if we diminish the error probability at the
bit stuff decoder’s input by the application of an outer error
correcting code with a Bliss scheme [16], [17].
Keeping the WRDS high by applying the coding rule

Xm—l—lv if ‘Wn| Z Co;
Yn+1 = .
sgn(Wy,), if |[W,| < co,

instead of (4) can shape the spectrum as well. In this case
the spectral components enhanced by the filter H(z) will be
enhanced in the output signal too, so the spectral density of the
output will emulate the filter’s characteristics. This concept can
be useful when the loop filter suitable for the desired spectrum
doesn’t ensure the stable performance of coder using coding
rule (4).

C. Demonstration of the Spectral Shaping Property

To demonstrate the spectral shaping property, let us suppose
that the input sequence X is a series of independent and
identically distributed (i.i.d.) random variables, i.e. the input
is a binary white noise. Under this circumstance, as far as the

z'H(z)

(@)

statistical properties of the output signal are concerned, there
is no matter whether the coder inserts a bit or overwrites the
incoming one, so the following coding rule can be set instead
of (4):

1
Y1 = sgn(Xnt1 — - W).

0

To analyze the corresponding nonlinear system in Fig. 3.a,
let us replace the one-bit quantizer by a quantization noise
generator (Fig. 3.b). On the basis of the figure we can write:

Y(2) = X(2) - 2 W(2) + Q(2)
W(z)=H(2)Y(2)

Expressing Y (z), for the z-transform of the output signal we

get:
X(2)+Q(z
]. + ZC—O H(Z)
Now, supposing that process () is an uncorrelated

white noise [18], which is more or less satisfied while
0<(co — em)/(ca — em) K1, ie. when the coder performs
definitely, for the spectral density of the output we have

1
Sy (f) ~ 5 - ®)

—j2m z
14 % H(e—i2nf/1o)

The above formula is an approximation, but one that describes
well the main features of the code spectrum in most cases, and
thus good basis for the coder’s design.

To determine the suitable loop filter characteristics for the
desired code spectrum, let us fix ¢, as 1. We can do it without
loss of generality since the threshold’s value can be included
into the loop filter’s characteristics, and it only trims the
dynamics of the output spectrum, as can be seen in Fig. 8.
So, the main features of the output spectrum are determined
by the characteristics H(z) = 14271 H(z), and the loop filter
can be designed on the basis of

H(z) = (H(z) —1)/z""

From (7) one can see that the same filtering is applied both
for the input signal X and the quantization noise Q. Using
the notations

Fz)= —— and X'(z) = F(z) X(2),
1+ ZC—O H(z)
0
RN Y
5 D

Co Z—l
o i)

(b)

Fig. 3 The coder’s nonlinear equivalent circuitry (a); and its linearization (b).
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F(z)

e
NN

1- F(z2)

Fig. 4 The sigma-delta modulator-like equivalent of the coder structure.

as well as introducing the re-quantization noise as
Q'(2) =Y (2) - X'(2) = F(2) Q(2),

we can transform the layout in Fig. 3. The feedback quantizer
on the right side of the yielding structure in Fig. 4 is exactly the
circuitry suggested by Spang and Schultheiss for shaping the
spectrum of the quantization noise [19], are widely used these
days. It demonstrates the coder’s performance well: the input
binary signal is filtered according to the spectral requirements,
then the resulted signal, in general with a continuous amplitude
distribution, is re-quantized by a quantizer which also shapes
the quantization noise spectrum in the same manner. We call
the attention of the reader for the structural similarity of the
layout in Fig. 4 and sigma-delta converters [20].

D. Mixing the Constraints

For a process with finite set of values there can be defined
a corresponding run-length process:

Definition A run is a substring of identical symbols. Let us
define the transition times of the process Y as

t; = mll’l{j = t¢,1|ij 75 }/371} and tqg=0.

Then the run-lengths are given as the differences T; =t; —t;_1,
and the process T(Y) is called as the run-length process
associated with Y.

In most applications it is also important to limit the run-
length [1], [2]. In addition to some spectral constraint, now
let us impose a (d, k) constraint as well upon the code, so
no runs shorter than d+ 1 bits and longer than k -+ 1 bits
are allowed. (d < k is always required.) To implement these
constraints we should insert additional feedback loops into the
coder for monitoring the run-length. The coding rule will be
the following:

—sgn(Wy,), if |Wh| > c,; (spectral constraint)
-Y,, if ‘Zf:() Y,_i| =k + 1; (k constraint)

Vo= ®
Y,, if ’Z?:o Y, _i| < d+1; (d constraint)

Xm+1, otherwise. (no stuffing)

Some kind of spectral constraints may occasionally clash
with one or other run-length constraints, and they are forcing
the bit stuff encoder inserting bit with different sign at the same

time. This can be either prevented by imposing an auxiliary
constraint upon the code, or resolved by setting priorities
for the constraints. An example for the former solution is
presented in Section III-D when a low-pass window-filter
is applied in the feedback loop to form a dc-suppressed
(d, k) constrained code. When priorities are set, usually it is
advisable to order higher priority to the run-length constraints
since those are more crucial if they are set and generally the
false interventions will not deteriorate the spectrum too much.

From (9) one can see that we are using low-pass FIR
loop filters for monitoring the run-length both for d and k
constraints. Moreover, k£ constraint is implemented with a
coding rule that complies with (4), which maintains the WRDS
low, similarly to one applied for the spectral constraint. It
implies that when only & constraint is applied with spectral
constraint, in case of independent binary white noise input, the
bit stuff encoder can be replaced with summing circuits and
one-bit quantizers, similarly as we did in the previous section,
so the output spectrum can be estimated as

1
Sy (z) ~

(10)

.

27! 271 1—p=(k+D)
L+ HE) + i1 7T
The above formula is less accurate than (8) due to the fact that
for k£ constraint the bit stuff threshold is set to k+1, i.e. the
condition (¢, — ¢,)/(cy — €m) < 1 is barely satisfied since
the loop works at the performance limit.

E. Coding Biased Sources

So far we have tacitly supposed that the input sequence
is unbiased, i.e., the probabilities p = Pr(X = +1) and
g = Pr(X = —1) are both 1/2. If this is not satisfied
(or we have no information about it), the input signal has
(or might have) a discrete component in dc proportional to
the square of the bias p —q. Since the coder can produce
only finite suppression, the discrete components can not be
fully suppressed, and moreover, they stimulate the coder for
unnecessarily large number of interventions diminishing the
code rate. The usual solution to this problem is the precoding
of the biased source [2], [21]. The precoded signal X' is
defined as X/, = X, X/, 4, (X, X" e{-1,+1}). With the
mapping +1—0 and —1—1 one can see that the precoding
process is a mod?2 integration: X, = X, & X/ _,. If the
input process is i.i.d., the output is an i.i.d. run-length process
with geometrical distribution: Pr(7;(X’) = n) = gp™~! for
any ¢ € N, which has really no discrete spectral components.
When p=q=1/2, the statistical properties of the output signal
are the same as that of the input.

For the sake of simple implementation, we have integrated
the precoder with the bit stuff encoder by changing the coding
rule of “no stuffing” cases using Y,,+1=X,,+1 Y, instead of
Y,+1=Xm+1 in coding rules (4) and (9):

v { Xm-f—lyna if |Wn| < Cp;
n+1l — .
—sgn(W,,), if |[W,|> co.

The new coding rule will continue the current run with
probability p (when “+1” inputted), and will start a new one

an
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with probability ¢ (when “—1” inputted) when no stuffing is
applied. However, when the bias is non-zero, the precoded
signal will not be uncorrelated, so (8) and (10) can not be
used to estimate the output signal’s spectrum.

III. CopING WITH FIR FILTERS

According to coding rules (4) and (11) the output is deter-
mined by the WRDS and the input. For coders applying FIR
filters, the momentary WRDS W,, is given by the sequence
Yr =Y. .Y, rq1,...,Y,, where r is the filter’s order.
Since Y is a binary sequence, the coder may have only 27+!
states, so it can be described as FSM with the corresponding
state transition matrix Q. Let s; denote a particular state of the
coder, then the elements of Q, i.e. the transition probabilities
are given as ¢; ; = Pr(Y,", =s; | Y, =s;).

A. The Special Properties of the Transition Matrix

For the analysis we will use the following symmetry prop-
erties of the transition matrix.

Property 1 Let denote N the number of internal states of the
coder and 3; the bitwise inverse of the state s; Then with the
labelling

, V) (12

the coder’s transition probability matrix is centrosymmetric,
i.e., Gij = (n+4i—i,n+1—j, OF With the exchange matrix J
having ones only on the reverse diagonal:

JQJ=qQ. (13)

Proof: The states s; and 5; have WRDS with the same
magnitude but with opposite sign. The coding rule (11) implies
that if s; transits into s; for a given input, then 5; transits into
5; for that very same input. So we can write:

G =Pr(Yr =5 | Y1 =5;)

Si = SN+1—i» (Z: 1,27"'

o el -
= Pr(Y;?—r =Sj | Yv:L—r—l :'131) (]4)
=Pr(Y; , =sn+1-;5 | Y, 01 =8n41-4)
= 4gN+1—i,N+1—j -

| ]

(13) implies that the transition matrix can be given in the
following form [22]:

Q1 Q2J ] 15)

&= [JQ2 JQ,J

Property 2 It is a necessary and sufficient condition for cen-
trosymmetry if the matrix has two invariant subspaces orthog-
onal to each other. An even one (€) consisting of ve= [v, vJ|
even, and an odd one (O) consisting of vo= [v, —vJ] odd
vectors.

Proof : The necessity can be proven with the help of decom-
position (15):

viQ = [v(Q1+Q2), v(Q1+Q2)J] = [vQe, vQ.J]; (16.2)
vQ = [v(Q1—Q2), —v(Q1—Q2)J] =[vQ,,—vQ,J], (16.b)

APRIL 2012 ¢ VOLUME |V ¢ NUMBER 1

where Q. =Q1 + Q2 and Q,=Q; — Q> are the equivalent

transformations of the N/2 dimensional reduced subspaces.
The sufficiency follows from that for any v € EUO:

vQ = vJQJ, that is, Q and JQJ are equivalent. |

There are two important corollaries of the above properties:

— From (14) one can see that each state can be joined with
its inverse, due to the symmetry. Then the state transition
probability matrix reads as Q1+ Q2 = Q..

— Since a matrix and its any power have the same eigenvec-
tors, if Q is centrosymmetric, Q*™ is alike, and (Qi”)e =
Qétn and (Qin)o = Qétn

Property 3 Labelling the states according to the last output

bit Y,, too as

1 <i<N/2, if Y,=+I;

if Y,=-1;

(17)
N/2<i< N,

matrices Q1 and Qo have actual physical meaning: Q, stands
for repeating the last input bit, i.e. continuing the current run,
while Qs stands for adding an inverse bit to the last one
starting a new run with opposite sign. According to coding
rule (11), it implies that any non-zero and non-one elements
of Q1 and Qs are p and q respectively.

Commonly, applying an order r FIR loop filter, the most
plausible labelling satisfying both (12) and (17) is the lexico-
graphical ordering of the filter’s states:

k=0
s1=[+1,...,41],...,89r+1 = [—1,...

ie., ,—1].

B. The Properties of Bit-Stuff Generated Finite State Codes

The redundancy of a bit stuff encoder stems from stuffings,
so the coder’s rate can be calculated from the stuffing proba-
bility Pstuf

R =1 — Pstusr-

The stuffing probability is given by the sum of stationary
probabilities of states where stuffing is applied:

§ s

[WRDS(s;)|>co,i< &

Pstuff —

where ; is the stationary probability of state s;, i.e., the
element of eigenvector 7, of Q. associated with the maximal
eigenvalue 1. (Due to the symmetry the stationary distribution
7 of Q must be element of & 7 = J[m., wJ]; so it is
determined by Q. only.)

If the coding algorithm is greedy, i.e., it can generate all
the possible sequences obeying the given constraint, the set
of edges of the coder’s and the constrained channel’s state
transition graph are identical. So, one can get the constrained
channel’s adjacency matrix from the transition probability
matrix by substituting ones in places of its nonzero elements:
A = [Q # 0]. Since A is centrosymmetric too, and
A, = [Q. # 0] is non-negative, so it comes into the maximal
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eigenvalue \p,x of A, which determines the channel capacity
given as C' = logy Amax [2], [23].

The spectral density of a Markov chain is defined as the
Fourier transform of the autocorrelation:

S()= Y Rlkje kst

k=—o00

(18)

So, to get the spectral density, first we should determine the
autocorrelation Ry (k) = E(Y,, Y,,4x). Using that the coder’s
states are ordered such a manner that Y,, =+1 for S; ... S%
and Y,,=—1for S Nii--- S, and moreover, the symmetry of
the stationary distribution 7r, the autocorrelation can be written
as i
Ry (0) = 3 lm—m3] Q@ 1],

where 1 denotes the full-of-one vector [1,1,...,1]*. Since
the vector on the left is element of O, according to (16.b), the
autocorrelation can be expressed with Q,:

Ry (k) = % (7, Q. —w Ql¥lJ] [_i] =7, Q1. (19

Substituting (19) into (18), for the spectrum we get:
Sy (2) = me[(I— 2Qo) '+ (I - 271Q,) ' - I]1.

C. Taking the Run-Length into Account

To describe the simultaneously spectrum and (d, k) con-
strained channel, let us set out from the state transition graph
of the RLL channel in Fig. 5. The labelling of the vertices
corresponds to the current run-length. Taking into account
the spectral constraint, we should use a hyper graph: Each

Fig. 5 The state transition graph of the (d, k) constrained channel.

vertex contains a set of states with same length of closing
run represented by vectors, and each edge corresponds to an
edge adjacency matrix describing the connection between the
state vectors of neighboring vertices. There are two kinds of
edge matrices: A; which continues the current run, and A,
which closes it, starting a new run with opposite sign, as Q1
and Qs do. So, those can be derived from the original state
transition probability matrix Q by putting ones in place of
nonzero elements of Q; and Q- respectively:

Ay =[Q #0]
Ar =[Q2 # 0]
Using the variable length symbol representation [24], [25],
i.e. the edges can correspond to sequences of different length,
the state transition diagram can be reduced into a one-vertex

graph (Fig. 6), which is described with the following adjacency
matrix:

(the run is continuing);

(a new run is starting).

ko (kD)
ATA,z

Fig. 6 The variable length graph of the simultaneously spectrum and (d, k)
constrained channel.

k
Agr(z) =) 2 TDALA,.
i=d
Then the channel capacity is given as the base two log-
arithm of the largest root of the characteristic polynomial
det[Ad’k(z) - I] [23], [24].

The zero capacity indicates that the spectral and run-
length constraints can not be matched without breaching either
of them, so setting priorities is inevitable. Conversely, the
non-zero capacity means that the constraints can be straight
matched or with the help of some auxiliary constraints at most.

The state transition diagram of a coder for simultaneously
spectrum and (d, k) constrained channel can be seen in Fig. 7,
which is a hyper graph too. The edge matrix Q; corresponds
to continuing the current run, while Q2 stands for closing it by
inserting d+1 bits with opposite sign, and Ay does the same
but unconditionally. If the run-length and spectral constraints
never clash, these matrices can be straight derived from the
original spectrum constrained system’s transition matrix:

Q,=Q; Q,=QA}; A,=A,AL

The clash of constraints means that there are states with
transition probability less than 1. Making the matrix Q; + Q,
stochastic by successive removing the dead end states or

Fig. 7 The state transition diagram of the coder.
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inserting new transitions, and then setting the probability of
lonely transitions to 1, we can patch the broken Markov chain
in vertices “d+1%,...,“k”. Establishing new transitions in Q,
corresponds to setting priority of d constraint over the spectral
constraint, while by removing dead end states or turning
the probability of the single transitions to 1, we implement
auxiliary constraints which can preserve the validity of both
constraints. Moreover, we should secure the prevailing of &
constraint in vertex “k + 1” by adding transitions to A, in
states where k£ and spectral constraints collide.

On the basis of Fig. 7 we can construct the variable length
transition matrix of the coder:

k—d—1 o L
Qqi(2) = Z gk QIQ, + gt Qlf_dAz
=0

Let 7, = m,;,Q,(1) the stationary distribution vector
for vertex “d + 17, i.e., the stationary distribution under the
condition that a new run has started. Then the generating
function of the distribution of run-length can be given as

g(z) = T"d,de,k(z) 1.

To get the coder’s rate, first we determine the average run-
length at the output, what is given by ¢'(1):

(20)

k—d—1
Now=mar| > (d+14i)QiQ, + (k+1) Q" A,[1.
i=0
Introducing the indicator vector i =1-[Q1==1]-[Q,1==1],
which selects the states when no stuffing is applied and the
coder gets a bit from the input, the average number of input
bits during an output run reads as
k—d—1

- ~, .
Nin:Wd,k E Q1 1.
=0

Then the rate is given as R = Nin/ Nout-

The spectral density of the output signal can also be
calculated with the help of generating function (20) by the
formula published in [26]:

= Ama,[ +Qd’k(z))_l+ (I +Qd,k(z_1))_1—l] 1
e Nous |1 — 2|2 .

D. An Example: The Window-Charge Constraint

In many applications (e.g. ac-coupled channels) it is an
important requirement that the code spectrum should be poor
around the zero frequency [2], [27], [28]. With the application
of a low-pass loop filter we can satisfy this requirement. Using
the order r window filter H(z) = > ;_,2"* as loop filter,
according to (8), the output sequence will have a dc-suppressed
spectrum with ripples in passband region (Fig. 8). Increasing
the order of the filter, the suppression will grow, while
the width of the suppressed region will diminish. Certainly,
diminishing the threshold will enhance the suppression. To
reach the same suppression the filter with higher order will
result in a higher code rate.

Now the WRDS is defined as W,, = Z;:o Y,.—;. The values
of possible W,’s form a finite set of even or odd integers
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depending on the value of r. Without loss of generality, we
can confine the coders’s threshold value on that very same
set, supposing that ¢, is a mod2 congruent integer to r+1:
(r+1—c¢,) mod 2 = 0. Then the coding rule reads as

Xm+1Yna if |Z::Q Yn71| < Co;
Yn+1 == -
—sgn(Wy), if |3 (Yol =co.

Taking the incoming bit into account, one can see that the
coder limits the accumulated charge in an r+ 2 bit long
sliding window, and the channel sequence will comply with
the following constraint:

2n

r+1

Z Yn—i
=0

We refer the constraints of above type to as window-charge,
or shortly (w,c) constraint. The w and ¢ code parameters
stand for the window’s length, now w=1r+2, and the charge
limit, now ¢ = ¢, —1. The coding algorithm defined by (21)
is greedy for the above constraint, i.e., it can generate all
the possible sequences obeying the constraint with parameters
(r+2,c,—1). Certainly, the output sequence will also comply
with the constraint (r+1,¢,), however, the coding algorithm
will not be greedy for that constraint because it makes an
unnecessary stuffing when |W,,| = ¢, and the outgoing bit
Y, —»=sgn(W,,). It implies that a sequence obeying the con-
straint (r+1, ¢,) will not necessarily comply with (742, c,—1),
i.e., the latter one is a stronger condition.

The performance of the coder can be analyzed with the help
of the loop filter’s states. Let us call a state light if its disparity
is smaller than the bound: |W| < ¢,; and heavy if those are
equal: |W|=c,. Introducing the notations ny = (r+1—c,)/2
and ng = (r+1+c¢,)/2 for the minimum and maximum number
of identical bits in the window, the number of light and heavy
states are

no—1
Ni= Z <r—i‘—1>; Nh=<r+1>+<r+1>= 2(7‘-}—1).
A ni N2 ni
i=ni+1
In case of unbiased, i.i.d. input the stationary distribution can
be determined simply:

< ¢, —1 for any neN.

Theorem If the input process X is i.i.d. with Pr(X =+1) =
Pr(X =—1) = 1/2, the stationary distribution of the coder’s
states depends only on the weight of the states. The probabil-
ities of all light states and the probabilities of all heavy states
are equal, and the probability of a light state is the double of
a heavy one:

2 1
PEoN+N PPT AN N
Proof: According to coding rule, each light state has two
parents and two children, while a heavy state has only one
of each. Since the input process is i.i.d. and Pr(X = +1) =
Pr(X = —1) = 1/2, the stationary probability distribution is




INFOCOMMUNICATIONS JOURNAL

Algorithm for Spectral Shaping of Binary Data Streams

dB 20 . [ | T |
P B
"“ H(z)= Zi:OZ
10 & .
(M (Co,d,k)=(4,0,0)
’.\ [ \ )
f}_ f\\“ {:}(\ \ N\ .
Y 3, \ *An, L- X =y
0 /AN ,»'/ Nt WA NL N N
g :',-' /[ \3-‘._:6 \{%;} / \ \\ _/\”\\ ~_ \\..- "‘\
\"7 s /, N - N M AN N
4 ot faes o
10 N 7
(CO,d,k)=(2,0,oo) (COadak)=(2!1’4)
-20 estimated = = calculated —_ measured |
L 1 L 1 | | I
0 0.1 0.2 0.3 0.4 0.5 f/f,

Fig. 8 Dc-suppressed code spectra generated by an order 13 window filter.

determined by the set of following four kinds of equations:

T = %Tf‘j + %wk, if state 4, 7 and k are each light;

T = m; + mk, if state ¢ and j are light while k is heavy;
T = 375, if state 4 is heavy and j is light;

T3 = Ty, if state ¢ and j are both heavy.

The above system of linear equations can be satisfied with any
m;’s such that

|

Then the probability p; can be determined by the condition

ZTFZ' = 1

2pp, if state ¢ is light;

pp, if state ¢ is heavy.

1

Ph = oON + Ny

According to Perron—Frobenius theorem [29], the above solu-
tion is unique as well. |

The redundancy is given by the stuffing probability
Pr(|W| = ¢), so the rate can be calculated as

2N,
2N; + Ny, '

R = 1—PI‘(|W‘ :Co) = 1_thh =

The error propagation, i.e., the expected value of the number
of false detections induced by a single error, can be calculated
under the condition that the error and the channel process are
independent. An error during the transmission can cause two
kinds of errors at the decoder. The type one error is when an
originally light state with disparity c,—2 is detected as heavy,
causing a false removal. Its probability is

1
L <T+1>:2ph£

Pex Np,.

P i1 \ng+1 r+1

The type two error occurs when a heavy state is detected as
light, leaving a redundant bit in the stream. The probability of
this error is

De2 =

Then the total decoding error probability, under the condition
that a single error has occurred during the transmission, reads

as
3 (1+ Co

r+1> (1-R).

Since the erroneous bit remains in the memory of the decoder
for r+1 steps, the expected value of the number of false
detections induced by a single error is

n
Pe = Per + De2 ZSH%thh = 5

E(ne) = (r+1) pe

g(r—i—l—i-co) (1-R).

The (w,c) constraint also imposes an upper bound on the
run-length, since a run can not be longer than (w + ¢)/2 bits
and the special case when w = c¢+2 exactly corresponds to the
run-length constraint £ = c¢. However, we can prescribe RRL
constraints explicitly as well. According to (9), the coding rule
will be the following:

—sgn(Wy), if [ Yn—il =co;
Yo, i [Tk Yami| = k41
Yoi1 = Yo, if [Tl Yaud| <d+1;
Y,, if Y, YV, i <d—co; (%)
Xm+1Yn, otherwise  (no stuffing).

The last stuffing case denoted by (*) is an auxiliary constraint.
It is applied to avoid the collision of (w,c) and d constraints
after short runs, forcing the coder to lengthen the current run.

APRIL 2012 ¢ VOLUME |V ¢ NUMBER 1




INFOCOMMUNICATIONS JOURNAL

Algorithm for Spectral Shaping of Binary Data Streams

The coder’s transition matrix should be modified accordingly
by turning the probabilities of lonely transitions to 1 making
the matrix stochastic:

Q1 = diag(1 — 621)A1~

The spectrum of the coded signal can be seen in Fig. 8.

IV. CoDING WITH IIR FILTERS

In case of IIR loop filters, there are infinite many non-
zero among the coefficients h; in definition of WRDS. So,
as the process advances, the number of possible values of W,
i.e., state space of the Markov chain is growing permanently
and tends to infinite. Moreover, along with that growing, the
Markov chain is getting unstable, i.e., the probabilities of the
states tend to zero, so the discrete Markov model can not
be used anymore. For the exact mathematical description the
process should be taken as Markov process with a multidimen-
sional continuous state space. The dimension of sate space
corresponds to the applied filter’s order. The transitions are
described as functions of the state space, and the stationary
distribution can be earned as the solution of a functional
equation. We present the method with first order low-pass loop
filter, however, the whole method is cumbersome and hard to
solve even in this simplest case.

Rather than following the exact model, we can approach the
original Markov process with a Markov chain by discretizing
the state space. Then it can be handled with the matrix method
applied for coders with FIR loop filters. It can fairly model the
original system since, in the strict sense, the actual coder also
performs as Markov chain rather than Markov process due to
the roundoff errors of the filter circuits. The only difficulty
with the method is the state space is prone to getting fast
unmanageably large by growing the filter’s order. Therefore,
it is useful to find the exact support of the multidimensional
distribution function before the discretization, which can be
itself a hard problem.

A. The a-Charge Constrained Code
Applying the IIR low-pass filter H(z) = 1/(1 — az™1)
(0<a<1) as loop filter, the WRDS is defined as

n—1

Wn=) oYy i=Y,+aWn 1.
=0

(22)

In accordance with (8), it will also result in a DC-suppressed
code spectrum, as can be seen in Fig. 9. The greater o we use,
the deeper and steeper suppression, but the error propagation
is also increased. On the basis of (5), for threshold ¢, it should
hold that 1/(1 + «) < ¢, < 1/(1 — ). According to coding
rule (4), the WRDS defined by (22) is bound by ¢ = ac, + 1,
and the output sequence will obey the following constraint:

n—1

Z Oéi Yn—i

i=0

< ¢ forany neN.

This constraint will be referred to as a-charge or shortly («, ¢)
constraint. When o = 1, we get the conventional charge (RDS)
constraint, however, this value of « should not be used with
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the bit stuffing method since it breaches the finite memory
condition (6) causing an infinite error propagation with a
probability of 1 for any finite error rate. The coding algorithm
defined by (4) and (22) is greedy in generating (v, aco+1)
constrained sequences.

To find the capacity of a-charge constrained channel, let
us consider the set A™ of n dimensional binary vectors:
[a1, az,...,ay], a;€{—1,+1}, and define the rectified WRDS
(RWRDS) on the elements of A" as

aZZ] Oa a;i—; (i=1,...,n)

= (23)
OzWi_l (i:2,...

=1+ ,n) and W = 1.

ai—1
The RWRDS of an a-charge constrained sequence is confined
within the interval (1—ac, c¢). For the lower bound we will
use the shortcut ¢/ = 1—ae. It is convenient to rectify the
WRDS according to the sign of the current run since RWRDS
is always increasing during a run, so it is enough to set an
upper bound:

n—1
E o' Ynﬁi
i=0

Now let us consider the subset A7 of A" where the RWRDS
is limited: Wl, Wg, . W < c. Let S(n) denote the number
of elements in A? and F,(x) the distribution of W, on the
set, i.e., the probability that the RWRDS of a randomly chosen
element of A7 is smaller than z: F),(z) = Pr(W <x). Then,
on the basis of (23), we can write:

Sm)Fu(z) = S(n—1)F,1 (5= z—1)
+S(n =11 = Foa(=%2)]

The term F,_ 1(’3 1) in the above equation refers to the case
when the current run is continued, while 1— F},_ 1(——)
is standing for starting a new run, and the arguments are
the values of RWRDS of the step before. Specially, for
x=c F,(c)=1, while, since the value of the second ar-
gument (1 —c¢)/a=—c, is always below ¢, the probability

Fn_l(—C;l) is zero. Thus for x=c (24) reads as

S(n) = S(n—1) 1+ Fua(5H)].

Combining (24) and (25), function F,,(z) can be given recur-
rently:

n—1
<c & ZYno/Yn_i<c
i=0

24

(25)

Fro1(81) 4+ 1 = Foor (-%1)]
1+Fn~l(c;1) .

On the basis of the above recurrence, for the stationary dis-
tribution F(z)= lim F,(z) we get the following functional
n—oo

Fn(z) =

equation:
0, if z<¢;
14+ F(x=L) - p(—2z=L
Fa)y=4 L FET) PP ey e 0)
1+ F(%2)
1, if x>c.

From (25) one can see that the number S(n) of elements in
A7 increases exponentially for large n’s:

S(n) =< [L+F(H)]™,
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Fig. 9 Dc-suppression by IIR low-pass loop filter with no run-length constraint (blue/magenta), and with an additional
(d, k) constraint (green).
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Fig. 10 Spectral notch by IIR band pass loop filter with a single pole at 0.2fy (yellow/red), widened by double
poles at 0.19fp and 0.21 fo (cyan/blue), and combined with dc-suppression (light green/green).

thus the channel capacity is given as

C = lim

N0

kg@ﬁﬁfl = log, [1+ F(£1)).

Using the rectified WRDS, the coding rule for the a-charge
constrained channel with threshold ¢, = (¢ — 1)/« will be the

following:
Yn—l— 1, = {

Supposing that the input process is i.i.d. with Pr(X =+41) =p

and Pr(X= —1/)\: q, for the stationary distribution

G(z) = lim Pr(W,, <x) we can get a functional equation
n—oo

—Ya, if Wy, > ¢,

EN (27
b A0l SO

10

similar to (26):

0, if <1 —ac=¢c;

1-G(-&h), if d<z<l-—ac=2-¢

PG(EL) +q[1 - G(-232)] )
+p[1-G()], if 2—c<z<g

G(z)

AR il

The second row of (28) refers to the transitions when stuffing
is applied forcing to close the current run. The low values
of RWRDS can be reached only this way since, as we
have seen, —c, < ¢, therefore the term G(%=1) standing for
continuing the current run is missing. The third row refers
to the transitions when no stuffing is applied. The constant
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TABLE I The most important parameters of some spectrum constrained codes

loop filter characteristics thresliold chamgel rate SELOL [?ro-
Cy capacity pagation

03 2.0 0.626 0.533 11.2

i
Z’ 77 4.0 0.887 0.825 4.7
=0 r=13
d=1 k;4 2.0 0.297 0.261 53
1 0. =0.98 2.0 0.853 0.808 26.2
—1 -
1~az i 2.0 0.503 | 0468 | 16.3
2]
H(z,p)= l_z:’:f)f(i’;)miézz_z 0=098, p=02| 18 | nodata | 0813 | 363
- 019 Oﬁz 8, oa1l 30 | nodata | 0597 | 424
H(z,p1)+H(z,p2)+H(z,pl)H(z,pz)z_] (XZ’O 99
=0 p _’O 3 1.2 no data 0.684 42.5
1— Y 2— Y.

term [1—G(<1)] provides the continuity of the distribution
: «
function.
Earlier we have showed that the rate of a bit stuff encoder
is given as 1 — Py, S0 according to (27), the coder’s rate is

R=1-Pyug =1—Pr(W > ¢,) = G(c,).

The a-charge constraint, as most of the constraints defined
by low pass filter, constitutes an upper bound on the run-length
in and of itself:

Fog[l —(1—a)e) —log[l + (1 —a)(1+ aco)]—!
Tmax= 1 )
og o

which corresponds to the k constraint k = Ty,.x — 1. However,
explicit RLL constraints can also be given. Neither £ nor d
constraint can collide with («,c) constraint if the condition
d+1 < Thax is satisfied. The spectrum of a simultaneously a-
charge and (d, k) constrained sequence can be seen in Fig. 9.

B. Forming Spectral Notches

Applying a loop filter which sets bandpass characteristics
to H(z) will result in a bandstop-like code spectrum form-
ing a notch in the spectrum. Such code spectra are used
to accommodate auxiliary information in spectrum [7], e.g.,
pilot tracking tone for head positioning mechanism of digital
magnetic and optical recorders [2]. Applying a notch at f;/2
will suppress the power around the half of the symbol rate
rendering protection against band-edge filter distortion. The
IIR filter

acos(p2m) — afz”
H —
(z,p) 1 —2acos(p2r) 2=t + a2272

2,—1

it will generate a spectral notch at pfy (Fig. 10). It behaves
similarly to the characteristics by the low-pass IIR filter, that
is, the greater «v is chosen, the deeper and steeper suppression
will be, with a higher error propagation susceptibility. Placing
another pole in H (z) next to the first one, we can enhance the
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width of the spectral notch without diminishing the suppres-
sion (Fig. 10):

H(zp1,p2)=H (2 p1)+H (2 p2)+H (2 p1)H(zp2)z"" (29)

Letting p; =0 in (29), the first pole will appear in dc. It com-
bines the spectral notch with a dc-suppressed code spectrum
(Fig. 10), which is often required.

In Table I we have collected the most important parameters
of spectrum constrained codes discussed in this paper. The
error propagation is defined as the average number of false
detections (false removals or remanent stuffed bits) induced
by a single error. It has been measured at a BER of 1074

V. CONCLUSION

In this paper we have generalized the accumulated charge
concept and introduced a new class of constraints the general-
ized charge constraint. With the new constraint the spectral
requirements can be described easily in the time domain.
A feedback controlled bit stuff encoder with loop filter is
suggested to implement the new constraint. We have studied
the performance of the new coder structure and demonstrated
its spectral shaping property. We have presented a few spectral
characteristics of practical interest generated by low- and
bandpass loop filters.
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Techniques for Modeling Mobile Application
Spreading

Adam Horvath, and Kaéroly Farkas, Member, IEEE

Abstract—While the number of mobile devices and applications
increases considerably, application spreading by using direct
communication between mobile devices has not got too much
attention so far. However, exploiting the advantages of modern
communication paradigms has even economic relevance. For
instance, direct communication in ad hoc networks can be used to
advertise and spread applications, which influences the number
of purchases what application providers may want to estimate.

In this paper, we present two main techniques for modeling
application spreading in this environment. First, we model the
spreading process using Closed Queuing Networks, assuming a
single type user behavior. Then, to capture different user
behaviors, we show how to model application spreading by
Stochastic Petri Nets. We define a basic Petri net model that we
analyze using a mean field based methodology. Unfortunately,
introducing more realistic user behaviors makes the analytical
handling of the Petri net too complex, or even impossible. We
show an example of this case extending the basic Petri net model
with an additional, more realistic user behavior, and investigate
this extended model via simulations. Moreover, we compare the
investigation results of the different models and point out their
relations.

Index Terms—Application Spreading, Closed Queuing
Networks, Mathematical Modeling, Stochastic Petri Nets, Mean
Field Based Methodology

[. INTRODUCTION

ith the proliferation of mobile devices, the number of
mobile applications is increasing significantly.
However, mobile application spreading is not a
frequently investigated research topic today. Being aware of
the characteristics of application spreading is important for the
application provider not only from technical, but also from
economic point of view. The application provider has to know
or at least assess how much money he can earn from the
purchases of a given application; how much time is needed to
realize it; and which factors influence the spreading process
and how.
Traditionally, mobile applications are spread via a central
entity, like an Internet webshop. Users can browse the website
of the merchant, select, purchase and download the application
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they like. However, decentralized technologies such as self-
organized or mobile ad hoc networks allow the users to get the
application software directly from each other. Hence, direct
application download can change the characteristics of
traditional application spreading. The participants of this
direct communication can even try out the applications and be
motivated to purchase the ones they liked (purchasing is
available only via a traditional way, because secure payment
in this environment is still a challenging issue today).

In this type of communication, a lot of factors can change
the characteristics of the spreading process, especially from
economic viewpoint, which have not taken into consideration
yet (e.g., community experience when playing a multi-player
game). These factors can give more motivation to the users to
purchase the application than they would have seen only some
advertisements.

In this paper, we present two modeling techniques by which
we can investigate application spreading in mobile
environment. First, we propose the use of Closed Queuing
Networks (CQNs) [1] for modeling the application spreading
process. Assuming a single, homogeneous user behavior, we
can simply and quickly obtain the expected number of
purchases by using a CQN.

Then, we propose Stochastic Petri Nets (SPNs) [2] based
modeling to capture more sophisticated user behaviors. We
define first a basic SPN model assuming different user types.
We analyze this model using a fluid approximation method,
originally presented in [3]. In this method, we transform the
SPN into ordinary differential equations (ODEs), which can be
evaluated quickly even assuming a huge user population.
Unfortunately, if we want to include more realistic user
behaviors in the model, the analytical handling of the Petri net
can become too complex, or even impossible. We show an
example of this case extending the basic Petri net model with
an additional, more realistic user behavior, and investigate this
extended model via transient simulation. However, we have to
keep in mind that simulating the transient behavior of Petri
nets with large state space is much slower and performance
intensive task than analytical evaluation.

Finally, we compare the investigation results of the different
models and point out their relations.

The rest of the paper is organized as follows. In Section II,
we present a short overview of the related works. In Section
III, we describe the communication model and define the user
behavior types. We present two techniques to investigate the
application spreading process, thus our CQN and SPN models
together with some results in Section IV and Section V,
respectively. Finally, we compare the results and conclude the
paper in Section V1.
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II. RELATED WORKS

With the proliferation of modern communication
paradigms, the investigation of application spreading using
new ways becomes more and more important. However, it has
not got too much attention so far. Besides our previous
contributions [4]-[6], only a few papers touch even the
commercial use of ad hoc networks and direct communication.

On the other hand, epidemic spreading is a popular research
topic today and this area is similar to our context. In [7], the
authors present a model, by which they investigate the
propagation of a virus in a real network. In [8], the authors
present scale-free networks for modeling the spreading of
computer viruses and also give an epidemic threshold, which
is an infection rate. Information spreading is also investigated
by using epidemic spreading models, such as the susceptible-
infected-resistant (SIR) model [9], or other models based on
the network topology [10], [11]. In [12], malicious software
spreading over mobile ad hoc networks is investigated. The
authors propose the use of the susceptible-infected-susceptible
(SIS) model based on the theory of Closed Queuing Networks.

In [13], the authors propose the commercial use of ad hoc
networks and present a radio dispatch system using mobile ad
hoc communication. In the proposed system, the connectivity
of the nodes is the key element of information dissemination.
In our models, we do not consider the network topology as a
key element of application spreading, since no real-time
information dissemination is needed between the users. For
the same reason, we do not deal with mobility models such as
random walk model, which are well presented in many
contributions [14]-[16].

Although the above mentioned proposals show some
similarities with our work, none of them deals with application
spreading and, except [13], they do not touch the commercial
benefits of direct communication. Moreover, the authors in
[13] consider information dissemination as a tool, and not as a
goal.

III. COMMUNICATION MODEL AND USER TYPES

In this section, we present the communication model which
we use in our investigations. Moreover, we introduce three
user types based on different user behaviors.

A. Communication Model

We refer to the individuals who are interested in the use of
the application as users. The population that we investigate is
composed of users only, and we do not take uninterested users
into consideration, because they do not influence the spreading
process. Therefore, we assume a closed user population.

We investigate the spreading of a given multi-user
application having two versions, a trial and a full version. The
users can be categorized into different classes depending on
whether they do possess any version of the given application
or do not. We named the classes after the terminology of
epidemics, since our model shows similarity to the epidemic
spreading models. A user is called (1) infected, if he has got
the full version of the application; (2) susceptible, if he
possesses only the trial version of the application; and (3)
resistant, if he has got none of them, or he has already lost the
interest of using the application.

14

Users with their mobile devices form self-organized
networks from time to time, in which direct communication
takes place. The trial version of the application is free and
available in these networks, so users can download it and even
try it out. However, it has some restrictions (see later), so the
users have to purchase the application for unrestricted usage
via a traditional way of purchasing. Later, also these users can
spread the trial version of the purchased application further.

Since we want susceptible users to be motivated in
purchasing the full version of the application, some limitations
must be made in using the trial version. Therefore, we apply a
limit (leech' limit) that restricts how many nodes possessing
the trial version (leech) can connect to a node possessing the
full version (seed'). In this sense, the seeds can be considered
as servers, which can serve a limited number of clients. A seed
is always an infected user, while a leech may be either
infected or susceptible. Fig. 1 depicts the case when a
susceptible user purchases the application.

&
a~0 a~0 N

Fig. 1. Change of application usage when a susceptible user purchases the
application.

The devices form an ad hoc network, in which the dark
devices depict susceptible users, while the light ones depict
infected users. In this example, the leech limit is two, so two
susceptible users can peer to the only infected user, while the
other two have to wait (the connection symbol represents
application level peering). After one of them purchased the
application, they can also use it, as shown in the right side of
Fig. 1.

B.  User Types

Beyond the basic communications, we distinguish three
different user types based on the users’ behavior. Types users
are interested in using the given application, therefore, they
are its potential buyers even without trying it out. Typeg users
are motivated in purchasing the application only if they realize
that the application is popular in their environment. Typec
users also purchase the application very likely, but they will
do it with a given intensity, only if they cannot find a seed
from time to time which they can connect to.

In our CQN model, we use only Type, users, since we
additionally introduce the other user behaviors in our SPN
models, namely Typeg users in the basic and Typeg, Typec
users in the extended SPN model. Of course, additional user
types can be introduced, too. However, the more user types we
capture the more complex model we get, which can make the
handling of the model difficult.

! After the terminology of BitTorrent [17].

APRIL 2012 ¢ VOLUME |V ¢ NUMBER 1




INFOCOMMUNICATIONS JOURNAL

Techniques for Modeling Self-Organized Application Spreading

IV. MODELING WITH CLOSED QUEUING NETWORKS

In  self-organized networks, = where  spontaneous
communication takes place, the network topology can change
rapidly due to the high degree of mobility. These topology
changes can be modeled by stochastic processes [18]. We can
appropriately describe a stochastic process in a closed
population, which is interesting from our point of view, using
Closed Queuing Networks [1]. Moreover, ordering transition
intensities to the state changes we can capture the time
behavior of the application spreading process, too.

A. Spreading Model

Assuming a homogeneous user population with simple user
behavior (only Type, users) we propose the CQN depicted in
Fig. 2 to model the application spreading process. CQN
models are not appropriate to handle complex conditions, but
they can be used as a first approach in simple situations
providing quick results.

Fig. 2. The proposed CQN model.

The users are represented by the different model states in
Fig. 2. Each user is in a given state depending on his current
user class. The resistant users are in state /nit. They possess
neither the trial nor the full version of the application. We call
also resistant the users, who have already lost the interest in
using the application, however, they possess either its trial
(state RS) or its full version (state R/). The susceptible users
are in state PS and A4S, depending on that they are currently
using the application (Active Susceptibles, 4S) or not (Passive
Susceptibles, PS). Similarly, the active and passive infected
users are in state P/ and 47, respectively.

The Greek letters in Fig. 2 denote transition intensities
regarding to a single user. The transition intensity is a real
number illustrating how many times a transition expectedly
takes place in a given time interval. n, represents the number
of users in state x, so the transition intensity of a given state
transition is proportional to the number of users in the source
state. The state transitions of the model are described in
Table I.

B. Usage of the Spreading Model

We can unambiguously describe the state of the system
with the user distribution (n,,,,—,, Nps, Nys, Npr, N4, NRs, nR[). The
transition intensities (o, y, 6, €, ¢, A, W, v, p and &) regarding to
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TABLEI
STATE TRANSITIONS OF THE PROPOSED CQN MODEL

Transitions Description

PS —> AS A susceptible user starts to run the application and tries
to connect to a seed in the network. If he cannot find
one, he has to wait.

AS - PS A susceptible user stops running the application.

PI— Al An infected user starts to run the application, then either
he tries to connect to a seed, or will be a seed himself
to which leeches can connect.

Al - PI An infected user stops running the application.

Init - PS A resistant user downloads the trial version of the
application.

PI—> RI An infected user becomes resistant losing the interest in
using the application.

PS - RS A susceptible user becomes resistant losing the interest
in using the application.

Init — PI A resistant user purchased the application without
trying it out.

PS - PI A susceptible user becomes infected by purchasing the
application.

RS - PS It is possible that a resistant user, who lost the interest
in using the trial version, wants to use the application
again after a while. If so, his state becomes susceptible
again.

RI— PI Similarly, if a resistant user possessing the full version

of the application wants to use it again, his state
changes to infected.

a single user are the system parameters, which are hard to be
determined theoretically. In this paper, we set the system
parameters based on common sense. The parameter setting can
be fine-tuned experimentally, what is beyond the scope of this
paper.

In each system state, we can generate the holding time %
(the time that the system is expected to spend in a given
system state) as an exponentially distributed random variable®
in the following way:

—InRND

= 1
ZVstate x OUty ( )
where 0 < RND < 1 is a pseudo-random number, and out,
denotes the sum of the intensities for each transition with
source state x. We must compute % after each state change,
because the user distribution changes when a transition takes
place. We can generate the next system state based on the ratio
of the current transition values. After we generated the
transition that takes place, we move one user from its source
to its destination state, and compute the holding time of the

new system state, and so on.

At the beginning, each user is in state /nif, which is the
initial state of the system. The users will leave this state and
change their states from time to time. After a while, a user will
lose the interest in the application usage (reaches state RS or
RI), but it does not mean that he cannot be interested again
later on. Thus, the state transitions RS — PS and R/ — PI are
also enabled, however, we allow them only with low intensity
values. Therefore, we will reach a system state (final system
state) sooner or later, in which each user is either in state RS or

? Using exponentially distributed holding times is a usual modeling
simplification in this context [12], [19].
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PS. The final system state is not the steady state, however, our
investigation will stop here. Taking into account the
asymmetry of this system (if someone purchases the
application, he will never lose it), each user will be in one of
state RI, PI or Al by reaching the steady state (even product-
form solution exists). However, it is meaningless to consider
this state in the model investigation, since after reaching the
final system state the holding times become extremely large,
so the system changes very slowly. Hence, our investigations
are always transient and consider only a time period which is
interesting from the merchant’s point of view.

We can determine how many pieces of the application were
sold, upon reaching the final state, by summing the number of
PS — PI and Init — PI transitions. Running simulations and
evaluating the results, we can see the time characteristics of
the spreading process, too.

C. Results Derived from CON

In this section, we recall some analytical results from [5] and
validate them via simulations. In contrast to [5], we use a
single user type in this model, and apply such a parameter
setting which makes possible to compare the results to the
SPN models.

Analytical solutions of CQNs can be obtained, e.g., with the
well-known Mean Value Analysis (MVA) [20]. However, we
investigate the transient behavior of the system, in which case
this method is not feasible.

After a while, each user will leave the initial state, since we
do not take the uninterested individuals into consideration.
Based on the intensity value of transition /nit — PI and
Init — PS, we can determine how many users will expectedly
purchase the application without trying it out (direct
purchases, DP) in the following way:

¢

DP:nInit'm

2

where 7;,;, denotes the initial number of users in state /nit, i.e.,
the total population size. All nodes (users) that did not
purchase the application without trying it out will change their
state to susceptible. Susceptible states are state PS and 4S, and
there are two possibilities for the users to leave these states: a
user can become either (1) resistant (transition PS — RS); or
(2) infected (transition PS — PI). Moreover, it is also allowed
to return from state RS, but the intensity of transition RS — PS
is very low, since losing the interest and being interested again
after a while is not a typical user behavior. Therefore, we can
estimate the number of indirect purchases (purchase after
trying out) based on the ratio of transition PS — PI and
PS — RS as follows:

a 6
IDP=n1nzt'm'm A3)

The expected value of total purchases (7P) can be obtained
by summing (2) and (3).

To validate the analytical results we ran simulations.
Table II compares the analytical results to the average of
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TABLE II
COMPARISON OF THE ANALYTICAL AND SIMULATION RESULTS USING THE
CQN MODEL

Description Analytically By simulation

DP 4.95 4.95

IDP 165.02 164.99

TP 169.97 169.94

10000 individual simulation runs with the following

parameters: 7;,; = 500, o = 10’3, vy =210 '3, o= 10’3, o= 107,
The other parameters do not influence DP and IDP, however,
they have an effect on the time behavior of the spreading
process. This can be investigated also via simulations.

V. MODELING WITH STOCHASTIC PETRI NETS

In this section, after introducing the fundamentals of
Stochastic Petri Nets [2], to be able to handle also Typeg and
Typec users we present the description and the analysis of our
two SPN models, the basic and the extended one.

Since Type, users are present in all of our models
(including the CQN model), we can compare the models from
the viewpoint of this simple user behavior, see Section VI.

A. SPN Formalism

The continuous-time Stochastic Petri Net can be defined as
a 6-tuple

(P, T,1,0,A,My)

where P = {p;} is the set of places; T = {t;} is the set of
transitions; 1,0:TxP— N are the input and output
functions that define the arcs of the net with their
multiplicities; 4: T— R are the functions that assign firing
intensities to each transition and M, is the initial marking of
the net.

A transition 7 is enabled in marking M if M(p) > I(t, p) holds
for all places p. In other words, a transition is enabled if each
of its input places contains at least the amount of tokens
defined by the input function /. Only enabled transitions can
fire, and if one does, we remove tokens from the input places
and add tokens to the output places of the firing transition.
Formally, the new marking M is given as M(p)=
M(p) + O(t, p) — I(¢, p) for all p € P.

The transitions fire after a random delay that can be
described with an exponentially distributed random variable.
Its parameter depends on the given transition’s firing intensity
and the current marking. Our model uses the infinite server
approach, thus the firing intensity is increasing with the
increase of the tokens’ number in the enabling places. This
concept is formally captured by the definition of enabling
degree. Namely, the enabling degree ed(#, M) of a transition ¢
in the marking M is d iff Vp € P, M(p) > dI(t, p) and Ip € P :
M(p) < (d+1) I, p).

For further details on SPNs, see [2] or [21].

B. Basic SPN Model

Here we describe our basic SPN model, and present a mean
field based methodology for analyzing SPNs. Then using this
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methodology, we show the transient analysis of our basic SPN
model.

Model Description

Our basic SPN model is depicted in Fig. 3. The rectangles
illustrate the transitions of the SPN, while the circles represent
the places. We assume the presence of 500 Type, and 500
Typeg users, and initially each user is in the passive
susceptible states PASS A (Typea users) and PASS B (Typeg
users). Seeds can also be passive (PASS_S), however, there are
no seeds in the network initially. Similarly to the CQN model,
we call a user active if he is currently using the application.
We keep count of the number of active Type, users (ACT _A),
Typeg users (ACT_B), available seeds (FREE S) and the total
number of active users, including seeds (ACT_USERS). Since
the leech limit is one, the available seeds show how many
susceptible users can start the application in a given time. We
also keep count of the number of application purchases either
by Typea users (PURCHASES A) or by Typeg users
(PURCHASES B). After a while, users lose the interest in
using the application in this model, as well. If so, they change
their state to resistant (LOST INT A, LOST INT B,
LOST INT S).

The transitions of the model and their values regarding to

LOST_INT_A

INT_AGAIN_A
PURCHASES_A

PURCHASE_A

LOST_INT_B

Fig. 3. The basic SPN model.
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one user with which we analyzed the net are described in

Table III.

TABLE III

STATE TRANSITIONS OF THE BASIC SPN MODEL

Transitions

Description

START A/ A Typea user / Typeg user / seed starts to run the

START B/ application. They can fire only if there is at least

START S one available seed in the network (4107 in each
case).

STOP_A/ A Typea user / Typeg user / free seed stops running

STOP_B/ the application (9-10"" in each case).

STOP_S

SEED _DISC_A/ A seed to which a Typea / Typeg user had been

SEED_DISC_B connected stopped running the application. The
state of the connected leech node becomes passive
(9-10™" in each case).

LOSE_INT A/ A Typea user / Typeg user / seed loses the interest

LOSE INT B/ in using the application (10~ in case of a seed,

LOSE_INT S 2:10° otherwise).

PURCHASE A/ A Typea user / Typeg user purchases the

PURCHASE_B application (107 in each case).

INT AGAIN_A/ Itis possible that a resistant user, who lost the

INT AGAIN_B/ interest in using the application, wants to use the

INT_AGAIN_S application again after a while. If so, his state

becomes susceptible or infected again, depending
on his previous state (10~ in each case).

Our basic SPN model does not contain inhibitor arcs, thus
we can apply the mean field based methodology in its
analysis. If we have to build a more complex model enabling
also the use of inhibitor arcs, its analytical handling is not
possible anymore, so we must run simulations to investigate
the model’s behavior (see Section V.C).

Mean Field Based Methodology

The standard approach for analyzing SPNs is to construct
the continuous time Markov chain (CTMC, for details see,
e.g., [22]) corresponding to the underlying stochastic behavior
of the SPN and perform the steady state or transient analysis
analytically [23] or by simulation. However, this approach
becomes unfeasible due to the size of the state space if we
consider a network composed of a large number of mobile
components.

In the following, we describe the mean field approach,
which is a fluid approximation method for model evaluation.
Applying this method, the analysis will terminate within a few
seconds, even when the state space explodes due to the high
number of tokens. The following definition and theorem are
based on [3], while we presented it in [6] in a form that is
directly related to the applied definition of SPN. In that paper,
we provided a formal relation between the CTMC and its fluid
approximation, too.

Definition: A parametric family of Markov chains, X,(?)
with v € N, with state spaces E, C 7", is called density
dependent if and only if there exists a continuous function
fix,D,x € R /€ {L(t)), ..., L(t,,)}, such that the non-diagonal
entries of the infinitesimal generator corresponding to X,(f)
can be written in the following form:
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k
Qi = vf (5,1) L€ L), L)) @)

and the initial state of the chain is vx,, x, € Z*, with probability
1. Let X(¢) denote the solution of the ODEs:

dX
O Y rxen

Le{L(t1),..L(tm)}

with initial condition X{(0) = x,.

Theorem: Under mild conditions of function f (for details see
[3]), the following relation holds between function X(#) and a
trajectory of the CTMC X,(2):

1
V& > 0: lim P{supsst ;XU(S) - X(s)| > 6} =0 (6)
V-0

The interpretation of (6) is the following. Consider a CTMC
modeling the interaction of k quantities with Z* state space. If
we observe a sequence of CTMCs with increasing initial state,
and this increase gives rise to a sequence of infinitesimal
generators corresponding to the form in (4), then as v is
increased, the behavior of the CTMC converges to the solution
of the ODEs in (5). It means that the probability of finding any
difference between the trajectory of the CTMC and the
solution of the ODEs in a finite time horizon (0, #) is zero.

It has already been shown in [3], that for large population
sizes, the corresponding ODEs provide a good approximation
of the system’s behavior in case of density dependent CTMCs.
It is straightforward to show that the basic Petri net we use for
modeling application spreading is density dependent,
therefore, we can approximate the behavior of this Petri net
with high number of tokens by solving the ODEs. Moreover,
we presented in [6] that the approximation works even with a
lower number of tokens.

Transient Analysis

In the following, we illustrate the usage of the mean field
approach through the transient analysis of the above
mentioned basic SPN model.

The solution of the ODEs is a good approximation of the
average behavior of the model. Fig. 4 depicts the cumulative
expected value of the number of Typen and Typep users’
purchases after a given time, while Fig. 5 shows the
cumulative expected value of the number of users who lost the
interest in using the application as time elapses.

In Fig. 4 and Fig. 5, we can see that mostly Type, users
purchased the application, and the interest in using the
application is approximately limited to the first 4000 hours.
However, the parameter settings are critical, since the number
of Typeg users’ purchases depends on the activity of the users.
The higher the activity is, the more Typeg users will purchase
the application.

C. Extended SPN Model

In this section, we describe our extended SPN model and its
transient simulation.
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Model Description

In our extended SPN model, we can also handle more
sophisticated user behaviors, like the third user type (Typec).
This requires the use of inhibitor arcs, too.

Apart from this, the extended model is very similar to the
previous one. To handle the new user type we added four
places (PASS C, ACT C, LOST INT C and PURCHASES C)
and six transitions (LOSE_INT C, INT AGAIN C,
PURCHASE C, SEED DISC C, START C and STOP C) to
the basic model. As we described in Section I1I.B, Typec users
purchase the application only if they cannot find an available
seed which they can connect to. Therefore, the transition
PURCHASE C is enabled only if there is no token in place
FREE S. This relationship is denoted in the model by an
inhibitor arc with a circle on its head. Beyond that, Typec
users’ behavior is similar to the others’.

Fig. 6 shows our extended SPN model. The newly added
part is marked by grey background. As earlier, we set 500
users from each user type in the initial marking.

Transient Simulation

Since our extended SPN model contains also inhibitor arc,
we cannot use the fluid approximation method to investigate
the model’s behavior, rather we have to run simulations. There
exist many tools for modeling with SPNs, e.g., the ones
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Fig. 6. The extended SPN model.

presented in [24]-[26]. We used the transient simulation
method of TimeNET [24].

In our investigations, we used the same transition intensities
for the existing transitions as in Section V.B, while the new
transitions were set to the corresponding transition intensity
values of the previous model. For example, transition
START C has the same intensity value as START A and
START B.

The simulation results reflect 95% confidence level and 5%
maximal error rating. Fig. 7 shows the cumulative expected
value of the number of application purchases with regard to
the different user types, while Fig. 8 depicts the cumulative
expected value of the number of users who lost the interest in
using the application as time elapses.

These results show similarity to the previous investigation,
namely, approximately one third of the Types users and 2% of
the Typeg users purchased the application. On the other hand,
the Typec users’ purchase depends on the number of free
seeds in the network (and certainly on the initial parameter
setting). According to our simulation results, 5% of the Typec
users purchased the application, which ratio is much higher
than the purchases of Typeg users.

VI. CONCLUSION

In this paper, we presented two techniques for modeling
application spreading aided by direct communication between
the users’ mobile devices.
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First, we presented our CQN model by which we can
investigate the application spreading process assuming a
homogeneous user behavior. This simple model allows a
service provider to quickly calculate how much profit can be
expectedly realized from application purchases.

Overcoming the limits of CQNs and being able to handle
more complex user behaviors, we proposed two SPN models.
In the basic one, we used the mean field based methodology to
obtain an analytical approximation of the Petri net, which can
derive results in the order of seconds. Then we presented an
extended version of this basic Petri net that can accommodate
an even more realistic user behavior for the price of using
inhibitor arcs in the model. Unfortunately, the mean field
approach cannot handle inhibitor arcs. Therefore, we
investigated the extended Petri net model via simulations
paying the fee of long runtime to produce results.

As we set the initial number of users from a given user type
to the same (500) in every investigation, we can compare the
results regarding to Types and Typeg users in the different
models. The expected value of the number of Type, users’
purchases was approximately the same in all models (169.97,
171.43 and 172.49), while this value of Typeg users’
purchases was also close to each other in the SPN models
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(8.37 and 9.61). Therefore, we can consider the SPN models
as extensions of the CQN model for cases when we have to
handle more sophisticated user behaviors. On the other hand,
we have to keep in mind that analytical results can be derived
in a much faster way than producing results via running
simulations, which can have also influence on selecting the
model to be used.

In our models, with appropriate experience to set the model
parameters a service provider can estimate his profit from
application purchases in case of simple or even more complex
scenarios. Moreover, he can learn the time behavior of the
spreading process, by which he can realize additional gain,
such as refining his marketing strategy.

Since the parameter setting is critical in this work, we plan
to compare the outcome of our models to real data and refine
the models accordingly as a future work.
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Abstract—In this paper we describe an approach for optimiz-
ing multi-hop broadcast protocols in ad-hoc mobile networks
with an online, distributed machine intelligence solution. In
our proposed framework not only runtime parameters of a
predefined protocol are optimized, but the protocol logic itself
also emerges dynamically. The model is based on genetic pro-
gramming and natural selection: protocol candidates compete
for being picked (natural selection), then survivors get combined
with each other and/or mutated (genetic operators), forming
the next generation of protocol instances. To achieve this we
created (i) a genetic programming language to describe protocols,
and (ii) defined a distributed, communication-wise non-intensive,
stigmergic feed-forward evaluation and selection mechanism over
protocol instances, and (iii) a budget based fair execution model
for competing protocols. We show that the result of the online, au-
tonomous protocol evolution outperforms traditional approaches,
by adapting to the local situation, when used for multi-hop
broadcast problem in ad-hoc mobile networks. Experiments
confirmed 50% improvement with a random movement mobility
pattern, and 66% improvement with a group based mobility
pattern. The evolution also protected the system from the negative
effects of initially present harmful protocols.

I. INTRODUCTION

HE choice of communication protocol is always of high

importance in telecommunication networks, typically a
tradeoff between the messaging overhead and the transmitted
information content needs to be found. While too chatty proto-
cols waste resources such as bandwidth and processing power,
unnecessarily tight-lipped communication strategies hinder
the flow of information, and as a consequence, impede the
effective operation of the system. The protocol selection prob-
lem becomes especially challenging in networks with highly
dynamic structure and highly dynamic load characteristics, for
example in opportunistic ad-hoc networks where mobile nodes
are present. Recent studies indicate that while there is no clear
answer for the protocol selection riddle in general, it makes
sense to evaluate the goodness of communication protocols
for a certain problem case [18], [7], [4], [1]. In this paper we
focus our research on a specific subset of protocols, namely the
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multi-hop broadcast protocols where the aim is to efficiently
distribute a set of messages to all of the nodes in the system.

The idea behind this article is to abandon the classic ap-
proach, where the communication protocol is a static building
block of the system, and, instead, introduce the principle of
autonomous protocol selection and protocol evolution:

* Protocol selection means that existing protocol instances
compete for being selected for use.

* Protocol evolution means that new protocol instances get
created systematically, by combining and modifying existing
protocols, in order to enable the emergence of even more
successful instances.

Our vision is a system with a high degree of distributedness
and autonomy. Nodes of the system pick their protocols
autonomously, based only on locally available information.
Moreover, we introduce the idea of inverted decision, that
enables decision making without straining the network with
explicit information collection messages.

This is a drastic departure from traditional protocol en-
gineering: clearly, the vision of communication protocols
changing and shaping in an online manner during the system’s
normal operation is a drastic image, and rather different form
the mainstream of the state of the art. However, we believe that
the communication, as being a heart of the problem in many
cases, is also a place for being autonomous. One advantage is
that the evolution mechanism removes the burden of designing
communication protocols manually. The use of machine intel-
ligence not only reduces costs but with a suitable evolution and
selection model also guarantees the emergence of successful
protocols in the end. Another advantage is that the distributed,
purely local selection mechanism adds flexibility and fault
tolerance: enables nodes to adapt to the very local challenges,
and the presence of multitudes of protocols in the system at
each moment guarantee that there will always be (or emerge)
suitable protocols for unseen situations.

In [14], as a precursor to the current work, we used natural
selection to achieve self-adaptation of multi-hop broadcast
protocols in ad hoc networks, through automatically selecting
the optimal one from a predefined set of protocols, however,
no protocol evolution was present in that work. In [17] we
published an early version of the on-line genetic programming
framework, and demonstrated that the global goodness of
a protocol can be reliably approximated with pure local
measurements under certain circumstances. In this paper we
introduce our matured model and demonstrate its mechanisms
by showing the situation dependency and dynamics of the
evolution through excessive simulation.

The structure of the paper is as follows. In section II we

21




INFOCOMMUNICATIONS JOURNAL

Autonomous Online Evolution of Communication Protocols

discuss the background of the problem as well as related
work. Section III describes the vision of autonomous protocol
selection and its main ideas. In section IV we focus on
the genetic programming framework created for the multi-
hop broadcast problem. Section V presents the results of
the experimental evaluation where we analyzed the course of
evolution under different environmental conditions. In section
VI we give our overall conclusions.

II. BACKGROUND AND RELATED WORK

This section discusses the background and related work in
connection to our problem. We define multi-hop broadcast and
present the difficulties implementing such protocols, then we
investigate the known directions for optimization.

A. Multi-Hop Broadcast

It is a common task in ad hoc networks to distribute
messages globally to all, or almost all, participants. This is
basically an extension of local broadcast, usually referred to as
multi-hop broadcast. By nature, this kind of service consumes
a significant amount of resources (channel usage, collisions),
therefore optimization is of high importance.

Channel usage is just one of the difficulties that present
themselves when one implements global scale broadcast pro-
tocols. One dangerous phenomenon is the so called Broadcast
Storm [13] that happens when multiple nodes start forwarding
a message simultaneously after receiving it from a common
source node, leading to excessive collisions. The common
presumption used in protocol design, that traffic patterns of
neighboring nodes are uncorrelated with each other, is not
valid for this case. In the case of multi-hop broadcast, several
nodes may decide to transmit at the same time, and collide
even after several backoff events. To avoid this outcome,
protocols have means to de-correlate the traffic of neighbors,
for example by waiting for a random time before forwarding
the message.

Multi-hop broadcast algorithms typically exploit the local
broadcast channel to reduce channel usage and the number
of collisions in the system. This way, as one transmission
may be overheard by multiple devices, it is possible to
drastically reduce the amount of transmissions. The essence
of this optimization is to identify or approximate a Minimal
Connected Dominating Set (MCDS) [10], [7] in the network,
and broadcast the message once per set.

A set for a graph G(V, E) is a Connected Dominating Set
if M is a connected subgraph of G(V, E) and for each vertex
either or there exists an edge so that . A Connected Dominating
Set M is a minimal CDS (MDCS) if |M| is minimal. An
additional constraint in multi-hop broadcast is that if B is the
set of vertices containing the nodes that initially possess the
payload to be broadcasted, then must hold. If the vertices V' of
the graph G(V, E) stand for nodes in the network and an edge
e = v, w represents that v and w are in radio range, then an
MCDS gives the smallest set of nodes needed to accomplish
a successful global broadcast.

The identification of an MDCS raises several questions.
First of all, it is an NP-complete problem. Another problem
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is that the MCDS model describes a static scenario, where
the connection between nodes do not change. Clearly, if the
network is distributed and dynamic (nodes move, disappear or
new nodes appear), and changes may occur much faster than
they can be discovered, then a centralized model, such as a
centralized MCDS solver is not practically possible. Instead of
tackling with real MCDSs, broadcast protocols typically use
some kind of approximation based on simple heuristics and
local knowledge. These heuristics range in sophistication from
simple counter based solutions to probabilistic methods and
complex graph theoretic approximations [19], [4]. A common
point in these approximations is that they concentrate on the
closest part of the network rather than dealing with the whole
topology. We also followed this approach in our system.

B. Protocol Optimization Directions

Various literature sources investigate possible protocols for
multi-hop-broadcast and their performance characteristics, a
few examples are [18], [7], [4], [1]. Authors in [9] also give
a theoretical upper bound for the worst-case performance of
their algorithm.

Results suggest that there is no general winner; instead,
the performance of a protocol heavily depends on volatile
attributes of the environment. These attributes include mobility
patterns, node speed, node density, transmission technology,
and traffic models. Selecting the suitable protocol, therefore,
requires deep and exact knowledge about the actual environ-
ment. However, that is generally hard to acquire, given the
complex factors involved, such as human behavior influencing
the mobility pattern and the load characteristics. Worse, the
environment will change over time, through appearance and
disappearance of nodes, technology turnovers, or changes in
the usage practice, i.e. human habits; therefore any static off-
line design is just a compromise.

The issues above raise the question whether an automated,
online, adaptive approach could solve the matter of obtaining
the best protocols for a given situation. The use of online,
adaptive techniques for protocol optimization (i.e. fine tuning
of operational parameters on-the-fly) is a known, but not
widely used practice. For protocols, even if machine learning
is applied, this step typically happens during the manual design
phase, and not as part of the operation of the actual system. An
exception is [5], where authors used online machine learning
to approximate the behavior of sophisticated broadcast algo-
rithms and found that simple heuristics were able to reproduce
the sophisticated decision with 87% accuracy. This result
indicates that in practice small but powerful heuristics could
provide good approximations instead of sophisticated calcu-
lations. Note that Colagrosso’s work uses predefined (fixed)
protocol bodies, and aims to optimize the runtime parameters
of these protocols. Our approach goes one step further: in
our work the protocol body itself is also an emergent, ever-
changing element.

The idea of on-the-fly protocol selection or protocol switch-
ing has been present for many years in other areas, such as
in cryptography. In the field of telecommunication protocols,
[5] proposed the idea of using machine learning to switch
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between a small set of predefined protocols in order to accom-
modate to the recent topology changes. In [14] we proposed
stigmergic communication and natural selection for online,
automatic protocol replacement. Natural selection as a tool
is not unheard of in this area, in [2] authors applied a form of
natural selection for parameter optimization of ad-hoc network
protocols, using explicit feedback from neighboring nodes.
Our selection approach is different; our approach does not
require explicit feedback, resulting in a significantly smaller
communication overload, furthermore, the mechanism works
with arbitrary broadcast protocol without modification.

C. Genetic Programming

The basis of our work is genetic programming. Genetic
algorithms are biologically inspired random search algorithms
directed towards a global optimum, based on generations of
solution candidates (individuals). In each round, the algo-
rithm evaluates individuals with a fitness function; then, the
next generation gets produced by applying genetic operators
(crossover and mutation) on the selected individuals of the
current generation. Genetic programming (GP) is a form of ge-
netic algorithm, where individuals are programs composed of
instructions in a particular programming language. When using
GP we generally distinguish on-line and off-line approaches.
‘Off-line’ means that solutions are generated during a design
phase, and the result is then used unmodified in the operational
phase of the system; while in the ‘on-line’ case the evolution
itself is part of the system and new solution instances are
generated continuously, during the system’s normal operation.
According to our knowledge, on-line genetic programming
has not been applied in the area of broadcast communication
protocols before.

The variety of challenges present in multi-hop broadcast
protocols for mobile ad hoc networks, such as the unpre-
dictability of the position or speed of the mobile node,
changing topology and the diversity of devices, makes it
an ideal target for genetic programming. Protocols need to
cope with numerous and more or less distinct aspects of
the problem; hence, these aspects can be freely blended by
the genetic algorithm so that the blend is still likely to
make sense. Human-designed protocols typically have distinct
“sweet spots”: working best under different conditions. By
increasing the diversity of the protocols and enabling them to
adapt freely to the current environmental conditions through
evolution, it is possible to always maintain a protocol or a
family of protocols that works well in the current environment.
This approach can also be considered as an automated protocol
design tool.

While it provides many benefits, the use of GP also has
certain design consequences. Fine-tuning the system becomes
problematic, as evolution tends to produce individuals that
circumvent human imposed rules and design patterns. GP
also generates a large amount of individuals, meaning that
obtaining insight becomes harder (it is impossible to inspect
all the generated individuals manually). However by using
data mining techniques, getting an insight into the mapping
relations becomes easier, as demonstrated later in this chapter.
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The success of any genetic algorithm relies on a carefully
designed fitness function. In ad hoc systems the unavailability
of global, system-wide data demands a careful approach to
fitness calculation, collecting any kind of performance metric
may easily result in a prohibitive amount of channel usage.

III. THE MODEL OF AUTONOMOUS ONLINE PROTOCOL
EVOLUTION

This section describes the model of online, automated
protocol evolution, comprising of four main building blocks:

1) natural selection with decision inversion to select which
protocols survive for the next round

2) a budget based execution model for the current protocol
instances

3) a genetic programming language to a describe protocol
instance

4) genetic operators in order to combine and mutate pro-
tocols.

A. The overall picture

The protocol evolution is a fully distributed, asynchronous
mechanism; each node selects and generates protocols on its
own agenda. The core process is a loop, as visualized in figure
1b.

The evaluated protocols undergo a selection step, deciding
which protocols survive and which end their life time. Once
the surviving generation is selected, genetic operators, i.e.
crossover and mutation, are used in order to introduce further
new protocols by combining and/or modifying survivor in-
stances. The program code of the new protocols gets compiled,
resulting in a new generation of executable protocol instances.
Then each of the protocols is executed, sequencially, using a
budget-based execution scheme, giving equal opportunity to
each individual of the generation to live. Finally, the loop starts
over.

Protocol evolution runs on each node of the network, in
parallel, without any explicit synchronization with other nodes.
No global clock is assumed. On the other hand, an implicit
synchronization is indeed present in the system. Neighbors,
as part of the inverted decision making mechanism, discover
each other’s protocols; thus, a successful protocol instance
may spread over the network from hub to hub. This fully
distributed scheme also brings fault tolerance to the system.

A distributed protocol evolution model needs to answer the
following questions.

« How to measure the goodness of a protocol. The decision
must be made locally, without the aid of global or
wider area help, so only local or nearly-local metrics
are acceptable. We defined a set of locally available
evaluation factors to estimate the overall goodness of a
protocol. In [17] we showed that these local metrics are
linearly dependent, strongly associated with the global
metrics, and are very good approximators for it.

« How to avoid the communication overhead of the mea-
surement. We propose an inverted decision making model
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Figure 1: The Model of Autonomous Online Protocol Evolution

which avoids the sending of feedback messages, sav-
ing bandwidth and also helping the system stay asyn-
chronous.

« How to describe protocols in a way that is robust enough
even for crossover and mutation operators. We do not
only need to avoid syntactic errors, but also need to
facilitate the emergence of presumably sensible new
protocols (semantic correctness). We propose a genetic
programming language.

« How to evaluate a set of protocols at runtime, during
the system’s normal operation. Clearly, the evaluation
should happen in a fully online manner, i.e. by sending
real messages rather then through some kind of internal
simulation. We propose a budget based daisy chain model
to give equal chance to each protocol to show its strength.

B. Natural Selection with Decision Inversion

Natural selection is a fundamental principle in evolutionary
systems. In our case, when the system is equipped with several
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protocol candidates, in order to select the most suitable ones,
we need to measure the performance of each candidate and
push the system towards the use of them.

To realize a lightweight but efficient natural selection mech-
anism is highly non-trivial in our case. Protocols, in order to
be successful, need to address conflicting requirements, i.e.
maximal coverage versus minimal duplication count. These
two requirements not only make the choice of evaluation
metrics hard, but also pose measurability problems, such as:
(1) Only the sender node is able to reliably measure the real
cost of a successful message transmission. Lost messages, by
definition, could not be seen by other nodes, so the amount
of work (total sent messages) is only known by the sender (2)
Only the receiver node is able to reliably measure the number
of redundantly received messages (we call these duplicates).
(3) Each receiver node can measure the number of local
duplications (i.e. the duplications they personally received),
but they can not measure the number of total duplications in
the system. (4) In order to collect the measurement results
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at a designated place, message passing is needed over the
same channel as normal (payload) messages use. Measurement
messages, just like payload messages, may get lost.

To get a clearer picture of the measurement problem,
consider the case when a node sends out the same message
ten times. Although naively we could consider this as ten
duplicates, in reality this is not necessarily the case. If during
the timeframe of the broadcasting of the ten messages ten
nodes pass by, each hearing the message only once, then there
are no duplicates at the receivers. Now consider the case,
when the sender sends out exactly one message, with ten other
nodes in transmission range. If all the neighbor nodes already
received this message in the past then this transmission alone
generates ten duplicates at the receiver nodes. From these
examples it should be clear, that the amount of copies sent
and the amount of duplicates are not the same, and the former
is known by the sender, and the latter is known collectively by
the neighbor nodes. To centralize all this data at a designated
place, further communication is needed. Unfortunately this
generates a large overhead, especially if the reliability of this
procedure is considered.

The above factors imply [14] that implementing a central-
ized (even locally centralized) protocol selector criterion is
impractical, because the reliable collection of performance
data is both technically challenging and wasteful in terms of
channel usage. Instead, we propose a feed-forward selection
method using stigmergy and natural selection.

The solution is based upon the idea of decision inversion.
The naive implementation of natural selection would be that
every sender collects its performance metrics from the sur-
rounding receivers and creates the next protocol generation
according to this information. However, as explained above,
this can not be efficiently implemented in general. Instead of
trying to select locally at the sender, we delegated the task
of decision making to the receivers, because they are in the
optimal position to observe the performance of a protocol.
Nodes score and evaluate all protocols that successfully sent
messages to them. Then, the next generation of the node’s
protocols will be comprised of the highest scoring sender
protocols. This essentially means, that no performance metrics
are disseminated back to the sender, instead, the evaluation is
delegated to the set of receivers, collectively.

To make this possible, receivers must know the protocol
that generated the given payload message. This is achieved
by senders attaching a representation of the protocol itself
to every payload. Such compound packets act as a virtual
seeds where the “nutritional” part of the seed is the payload
and the genetic material is the code of the sender protocol.
Nodes (as receivers) collect seeds from surrounding nodes
and assign scores to the protocol instances they carry. Every
payload that is useful to the receiver node means a score for the
sender protocol. Every unnecessary message (duplicate) means
a penalty to the sender protocol. Seeds with useful nutritional
parts (high scores) will survive on the receiver node. The main
advantage of the inverted selection is that performance results
do not need to travel back over the network to the sender:
instead, the receiver will utilizes them during the creation of
its own next protocol generation. Of course in the next round,
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the sender may meet the offsprings of its own good protocol.
With this approach, both the measurement overhead and the
need for synchronization is minimal.

It is important to see, that this procedure optimizes protocol
instances locally, using local information. This is similar to the
way how static, human-made protocols work, but instead of
only optimizing protocol parameters, our framework is capable
to "invent” new heuristics as well.

C. Budget Based Protocol Execution Model

As the selection of new algorithms happens at the receiver
it is impossible to implement explicit cost calculation without
expensive control overhead. To overcome this, we adopted a
stigmergic solution: by assigning a limited transmission budget
(called quota) to each protocol instance at the sender, protocols
are forced to make good use of the channel resources. Any lost
or duplicate message is a lost opportunity for reproduction;
therefore transmission has an implicit cost function, even if
it is not expressed directly. Similarly, we added a timer that
upon firing, removes the current protocol, and replaces it with
the next instance, forcing protocols to use the available time
efficiently, we call this the time limit of a protocol

D. A Genetic Programming Language for Protocols

Natural selection implemented by decision inversion, along
with the budget based execution mode, answers the question
how protocols should be executed, evaluated and selected for
survival in a distributed fashion. In this section we introduce
our choice protocol representation and the tools used in
protocol composition.

In order to make Genetic Programming and evolution pos-
sible, the representation of protocols needs careful considera-
tion. As the protocols in the system are no longer engineered
by humans, a lightweight, flexible and robust formal descrip-
tion is needed which suits genetic operators.

In a GP environment protocols must be represented by
their program code. However, to use a general purpose pro-
gramming language as the protocol representation would be
problematic because the application of genetic operators could
result in frequent syntactic errors and uninterpretable code.
To avoid these issues several GP specific languages were
designed. We selected the Push language [15] as a starting
point for the design of our own language, called GPDISS.

Push is a natural choice, as it is a widely known and used
language in GP related research, and Push code is relatively
easy to interpret by humans. Artificial chemistries were also
considered [8], particularly the Fraglets language by [16],
which was used to conduct experiments in protocol evolution
in [11]. However, artificial chemistry based languages are
notoriously hard to analyze manually, therefore we decided
to exclude these languages from our experiments.

Push is a stack based language, meaning, that its instructions
do not have explicit arguments, instead, they are taken from
the corresponding stack. For example, an ‘if” instruction takes
its argument from the top of the Boolean stack. This enables
a mutation and crossover friendly, flexible syntax.

25




INFOCOMMUNICATIONS JOURNAL

Autonomous Online Evolution of Communication Protocols

When defining our custom programming language,
GPDISS, we borrowed ideas from Push, but augmented it with
new instructions and introduced new concepts in order to pro-
vide a better fit for our particular problem. Our modifications
include:

« Extended instruction set in order to match the multi-hop

broadcast problem.

o« A new data type (relation type) to describe complex
data relationships. This is particularly useful for modeling
graph-like structures

o The concept of typed event handlers that simplify the
crossover of message handling routines

1) Extended instruction set: The most important instruc-
tions of GPDISS are shown in table I. The set of operations in-
clude control instructions, basic arithmetic and logic operators,
control flow, messaging, timers, and the handling of complex
data using relations. Note that this particular instruction set
was designed for the multi-hop broadcast problem. For a
different problem a slightly different instruction set may be
required but without affecting the basic principles.

Table I: Most important instructions in GPDISS.

Stack Instruction Description
dup, drop, Common instructions available on
i swap,rotate, hold, all stacks implementingcommon
release stack manipulation operators.
add, div, mult, Simple floating point arithmetic
number .
random and random number generation.
and, or, not, if, Boolean logic (usually for control
bool .
while flow).
additem, nth, . .
i Typed list handling. Common
list remove_first, 3 :
2 operations are available.
delete_duplicates
addpair, union, Typed relations are like two
relation join, remove_first, column tables. They can be
invert, intersect filtered, joined, intersected, etc.
Common instructions for handling
messages send, sender
all types of messages.
Timers can be used to schedule
timers id, start_timer different tasks at different points
in time.
else, endif, do,
- Control flow constructs.
return

2) Relation type: A new data type, called relation type,
and a set of accompanying instructions were devised in order
to enable efficient calculations on graph structures, tabular
data, or trees, as these are common in broadcast protocols.
On the relation stack ordered, typed pairs of objects can be
stored. Relations can be imagined as two column tables, the
first column being the key, and the second column being the
value. The key and the value columns are typed, which means
they receive their content from the appropriate typed stack.
Relations give a new dimension to stored data by describing
relationships between the objects on the stacks. Relations are
immutable: every operation creates a new instance on the
relation stack. With the help of the operations defined on
relations sophisticated data manipulations are possible, such
as filtering by key or value, intersecting, joining, subtracting
or creating the union of two relations. The code snippet in
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Table II: Event handlers in GPDISS

Moessage Event handler
type
The common wrapper for all data messages in
it the system. Data messages contain payload
originating from a node with the goal of
reaching all nodes in the system.
Neighbor messages contain neighbor information
neighbor of the sender nodes. This can be used to locally

map the connectivity graph of the network
Internal event handler. A protocol receives a
timer event when one of its timers fire. One can
timer use it to implement features such as Random
Assessment Delay (a transmission delay used in
broadcast protocols)
Internal event handler. Protocols receive this
init event once upon initialization, before the first
message arrives to them.

Figure 4 creates a new relation containing our direct neighbors,
supposing that we already have a neighbor map (node-node
pairs) of the network in our vicinity on top of our relation
stack.

3) Event handlers: Instead of defining programs mono-
lithically, we defined multiple hooks, called event handlers,
that protocols may use to implement their logic. Therefore,
the code of a protocol is a list of assembly-like instructions
grouped into event handlers.

Each message type has its own event handler (illustrated
in table II), which gets activated when a message of that
type arrives. The activation is controlled by an underlying
meta-protocol, shared by all nodes. The purpose of this meta-
protocol is to ensure that the result of the evolution, i.e. the
messages, remain interpretable for all possible receiver nodes.
The meta-protocol defines how to decode and interpret the
messages sent by other nodes. The possible most basic meta-
protocol simply defines the format of messages, and ensures
that the incoming message is forwarded to the corresponding
event handler. In GPDISS, the meta-protocol defines the
format of payload messages, and a few control messages,
although it does not define the ordering, timing of them. This
choice reflects our conservative approach to GP, restricting
the protocols to use control primitives we already know and
consider to be useful. It is currently impossible for protocols
to “grow” their own custom messages. It is important to note,
however, that the meta-protocol does not restrict the order
of messages, nor does it enforce messages to get processed
(event handlers may skip any message); therefore there is still a
large degree of freedom for protocols to explore. Furthermore,
with a different meta-protocol, we could easily enable the
emergence of new message types, as well.

E. Genetic Operators

Event handlers are the basic units used by genetic operators.
The crossover operator mixes the bodies of two event handlers;
while the mutation operator changes the instruction sequence
of a single handler. Implementing a protocol via event handlers
is a natural and practical choice because it enables the genetic
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operators to modify corresponding parts of a protocol by
mixing code snippets of similar task or extending protocols
by adding new event handlers (or removing ones).

Although syntax is maintained, the semantic correctness
of a program can not be guaranteed after the application of
genetic operators. If an instruction is impossible to execute
(such as pop on an empty stack), it defaults to a no-op
instruction, which does nothing, and the execution of the code
continues undisturbed. This results in a quasi-linear [3] genetic
programming language.

IV. GENETIC PROGRAMMING FRAMEWORK FOR
MULTI-HOP BROADCAST

This section demonstrates how the introduced described
protocol evolution model can be used for implementing multi-
hop broadcast. Note that multi-hop broadcast is especially
suitable for genetic programming as it has several, more or
less independent aspects, and several good and combinable
solution strategies.

First we describe the initial population of protocols used as
the starting point of the evolution; then, we elaborate on the
details of the execution and selection mechanism and the used
genetic operators. Finally, we discuss the metrics we used to
investigate the course of evolution.

A. Initial Protocol Population

The initial population was selected from a small set of well-
known protocols that are simple enough to be the starting point
of evolution.

o Adaptive Periodic Flood (APF) is an optimization of
blind flood. An APF node periodically transmits all the
messages it possesses to all neighbors it encounters,
after a random waiting period. However, when it detects
that there is another node sending the same message, it
increases the period of broadcasting to reduce the total
channel usage.

o Gossiping (Gos). A gossiping node forwards the received
message to its neighbors with a given probability. Gos-
siping is easy to analyze mathematically, as neighboring
nodes have minimal effect each other’s operation.

« Density sensitive adaptive gossiping (AGos). In adaptive
gossiping the probability of propagating the message
depends on some condition. We used a density sensitive
model, where the probability decreases as the number of
neighbors gets higher.

o Aggressive flood (AgrF). In case of aggressive blind
flood the node propagates each received message to its
neighbors n times, with a certain waiting time between
the repetitions. We used two different repetition amounts
to analyze how the evolution can protect the system from
aggressive attackers, trying to propagate their codes by
sending messages in an aggressive manner.

The criteria for the choice of protocols in the initial gen-
eration were to include simple but versatile algorithms to
see if evolution is able to improve them and to include a
proven ‘dangerous’ algorithm to see if the evolution process
can eliminate it by the use of strictly local metrics. Highly
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effective, but overly complex protocols were excluded from
our experiments, as they are usually not good candidates for
Genetic Programming.

Note that AgrF is a particularly dangerous protocol from the
viewpoint of this stigmergic feed-forward evolution model, as
it attempts to spread its seeds at the highest possible rate.

B. Selection

Every protocol generation is created from the previous
locally available protocol generation and those non-local pro-
tocols that were discovered in the previous round. We used
SUS (Stochastic Universal Sampling) with a score function
that gives priority to better performing individuals [12]. SUS
provides zero bias and minimum spread, meaning that the
actual and expected probabilities of selecting an individual
are equal and the range in the possible number of trials that
an individual can achieve is minimal. SUS is a variant of the
roulette wheel selection. The steps are as follows. (1) Order
the individuals by their fitness score in non-increasing order.
(2) Allocate slices on the wheel proportional to the fitness of
the individuals. (3) Calculate the step-width. For example if
we want to select n elements the step-with is (sum of fitness
values)/n. (4) Choose a starting point on the wheel between
0 and step-width. The corresponding protocol is selected for
the next generation. (5) Make n-1 step-width wide steps, and
always select the protocol assigned to the given slice. Selecting
an individual means making a copy of it and adding that copy
to the new generation.

The new generation is then shuffled, individuals are coupled
into pairs, and with a certain probability the crossover and
mutation operators are applied. Crossover is applied on the
pairs, and mutation on the instances.

C. Crossover and Mutation

A modified one-point crossover is used for combining two
event handlers. Given that the protocol pair (A, B) is selected
for crossover, the algorithm is the following:

o Choose an event handler from A randomly. If B has no

such event handler, then return.

e Select a cutting point randomly in A’s handler, and
another point in B’s handler. Cut the handlers along the
cutting points, resulting in four fragments: A-head, A-tail,
B-head, and B-tail.

o With 0.5 probability exchange the head and the tail
fragment of the original handlers.

e Glue fragments together forming two new handlers, an
(A-head, B-tail) and a (B-head, A-tail). To protect han-
dlers from growing indefinitely, we limited the maximal
size of event handlers; bodies above the limit were
chunked.

We use constant parameter mutation, meaning that instead
of modifying instructions in the event handler body, the
mutation affects the constants, i.e. the runtime parameters of
the algorithm. For example such a runtime parameter is the
message propagation probability in the Gos. When a parameter
with current value x is mutated, the new value is chosen from
the (0,2z] range with a Gaussian distribution, favoring fine-
tuning but also allowing larger changes.
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D. Execution and Parallelism

We used a simulation with completely independent node en-
tities, each running its own Virtual Machine executing GPDISS
code and implementing our meta-protocol. The clocks of
the nodes were not synchronized, and the VMs had slightly
differing opcode execution times.

A new payload unit was generated periodically and nodes
had the task of broadcasting it over the network.

E. Measurement Metrics

During simulations we collected various metrics about the
protocol instances that appeared in the system. Recording
of measurements happens whenever a protocol finishes its
execution, either because it depleted its messaging quota or
because the time limit expired.

- J

~ ‘ \
Presence of the Mutation Protocol
original protocols counter age

Figure 2: Protocol fingerprint for the case of 4 initial protocols.
This protocol instance is the result of 20 evolution rounds,
with 3 mutations. The original protocols are present in it in
the amounts of 0.2, 0.2, 0, and 0.6.

The first metric, the protocol fingerprint is a vector, describ-
ing the genetic constitution, mutation count and the age of the
protocol instance, as shown in figure 2. The first segment,
the genetic constitution part, approximates the presence of the
code parts of the initial protocols in the current instance. For
example, a pure Oth initial protocolfor example APF, has a
[1,0,0,0] genetic constitution part, while the mixture of the
Oth and l1st initial protocols is represented as [0.5,0.5,0,0].
The length of the constitution part equals to the number of
initial protocols, and the sum of the constitution values is
always 1. The second section of the fingerprint is the mutation
counter. The third section is an age indicator, containing the
local generation number at the node that created the instance.

In addition, we measured a set of local and global met-
rics for each protocol instance. In [17] we showed that the
aggregate of certain local metrics could be very efficient
approximators for the global ones, so we will not differentiate
between local and global scores in the current analysis. The
list of measured metrics is the following:

o GEN: Generation of a protocol, i.e. the value of the local
evolution counter on the generating node. Note that as the
system is asynchronous, new generations get produced by
different rates at the different nodes

e SCORE: Score of the protocol instance, particularly,
the number of useful messages minus the number of
duplicates it generated.
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o TIME_SLICE: Global time divided into epochs. The total
simulation time was divided into 20 equal time segments,
assigning the numbers 0..19 to each.

« PROTOCOL_ID: Protocols were assigned identifiers in
the order of their deaths. There were approximately
100, 000 observed protocols per experiment

It was a deliberate decision not to measure which protocol
instances survive and which does not. This is because the
actual performance of the system in the current round depends
on the executed protocol instances and not on the surviving
ones.

V. EXPERIMENTAL EVALUATION

We executed several simulations to evaluate our protocol
evolution model in the context of the multi-hop broadcast
problem. First we describe the environment used in our
experiments including the different scenarios used. Then, the
results of the measurements using different mobility models
are discussed. Finally, we illustrate the asynchrony of the
system.

A. Simulation Environment

For the experiment we used a custom created discrete-event
simulation engine, written in the Scala language [6], and our
implementation of the GPDISS language and VM in Java.
The compiler for the GPDISS was created with the ANTLR
compiler generator.

Experiments were conducted on a laptop PC with 222 GHz
processor and 6 GByte memory, out of which 1 GByte was
used for the simulation.

The general settings were the following:

e Mutation probability: 0.1

o Crossover probability: 0.2

« Node count: 500

o Simulation time: 7000s

o New information message to be broadcasted over the

network is generated every 20s

e Maximum age of broadcasted payload: 20s

o Maximum time budget for protocol instances: 7s

e Messaging quota for a protocol: 5000byte

o Average size of a payload message: 250byte

o Average size of an instruction: 4byte

 Channel bandwidth: 1Mb/s

« Initial population: 5% AgrF, and equal proportions of the

other three protocols.

B. Scenarios

The attributes common for all scenarios:

« Nodes move within a geographic area (800 x 1200 m)
according to a mobility pattern. Nodes within 50m see
each other, i.e. are neighbors. The movement of the nodes
cause the connectivity graph to change over time

« The nodes of the system are independent entities, without
any global knowledge or synchronization

« Initially, each node starts with a single, randomly selected
protocol. This single protocol is the local initial popula-
tion.
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o A new payload message is injected in the system period-
ically. The overall goal is to broadcast the payload with
the possible highest total coverage and lowest duplicate
count before the payload expires.

« Nodes execute the decision inversion algorithm locally.
By sending messages, protocols have the chance to spread
over the network.

C. Mobility patterns

We used two highly different mobility patters for the evalua-
tion: a simple random movement pattern (M1) and a scale-free
group pattern (M2). The initial distribution of the nodes over
the area was random in bothy cases.

1) M1: Random direction mobility pattern: In M1, nodes
randomly choose a direction and distance and move with 1m/s
speed until they reach the desired distance. After reaching the
destination, the process starts over.

2) M2: Competing groups pattern: In M2, nodes have
colors assigned. Each node tends to join nearby matching-
color groups with a given probability. Groups, when a new
member joins, relocate towards the new mass center. Nodes
with different colors repel each other, and nodes with matching
colors attract each other (until reaching a minimum distance),
using a spring model. When the group becomes stable, i.e. no
new member joins, the whole group tries to get nearer to a
point of interest (top left corner of the area). Groups compete
for this area.

We used 10 colors, 5m as a minimum distance between
matching-color nodes, 30m as maximum distance from the
group center, 30m as desired minimum distance between non-
matching nodes, 0.5 probability for solitary nodes to join a
nearby group, and 0.02 probability for a grouped node to leave
its current group.

The dynamics of the model is shown in figures 3a and 3b,
visualizing the two phases of the pattern: (i) group expansion
and (ii) competition between groups. Note that even though
the group expansion phase results in large movements and
a high amount of topology changes, the second phase, the
competition of groups for the point of interest even exaggerates
that by causing massive-size local changes (e.g. the collision
of two dense groups). Groups may temporarily even tear up
due to a collision, controlled by to the spring model. Also note
that some nodes do not join groups at all.

D. Aggressor transmission rates

We used two different AgrF repetition values in different
simulation scenarios: n = 1 and n = 3. The 3-fold repetition
makes the protocol more robust against transmission failures
at the cost of significantly reduced performance.

E. Experiments using the M1 mobility pattern

The first set of experiments analyses the random movement
based M1 mobility pattern. The goal to examine was twofold:
(i) whether the evolution works, i.e. produces better scores
than the situation without evolution, and (ii) to analyze how
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the genetic constitution of protocols changes with time. An
interesting question here is whether AgrF, the aggressive
protocol manages to survive or the evolution purges it. We
analyzed the scores and the constitution of protocols with time.

1) Scores: Figure 4a shows the score chart of the n = 1,
M1 mobility pattern setting without evolution. This setting
serves a reference for comparison. The variance of the scores
is very high, so a moving average line (light blue) was added to
emphasize the trend. The average does not change significantly
over time, it stays around the initial —20 value meaning that
for example for 25 useful messages typically also 45 duplicates
got produced.

Figure 4b visualizes the same setting with evolution en-
abled. The variance of the scores is still high, but lower than
in the no-evolution case. Also, a significant improvement in
the scores can be observed; both the trend line and the minimal
score rise, while the maximal achieved score stays constant. At
the end of the simulation, the moving average is around —10,
compared to the initial —20, which is a 50% improvement.
Figure 4c displays the two previous charts in one figure. The
gap between the two trends lines confirms that the evolution
works.

The results produced by the more aggressive, n = 3 setting
are summarized in figure 4d. The positive effect of the evo-
lution is also confirmed here, with an even higher difference;
because the no-evolution case produces a slightly decreasing
trendline due to the more aggressive message propagation of
the 5% AgrF instances. The trendline of the with-evolution
case suggests that the mechanism starts producing good results
after an initial struggling phase. This is because it takes time
to get known with all protocols (initially, each node knows
only one), and also to find a good blend. However, once a
good combination is there, it is likely to produce further good
offsprings.

2) Genetic constitution: The next set of figures visualizes
how the constitution of protocols changes with time. We
quantized the constitution part of the fingerprint into 5 ranges:
0 — 20%, 20 — 40%, 40 — 60%, 60 — 80% and 80 — 100%.
For example, a [0.1,0.35,0.55,0] fingerprint constitution is
quantized into a [“0— 207,720 — 40,740 — 607, "0 — 20”] sig-
nature. Then, these signatures were summarized by algorithm
type and time slice.

Figure 5a displays the participation chart of the APF pro-
tocol over time. Columns represent the summary of a time
slice. For example, in the time slice 10, APF was present in
0—20% amount in 53% of the protocol population, in 20—40%
amount in 26% of the protocols, in 40 — 60% in the 15% of
the population, and in 60 — 80% and 80 — 100% amount in
3—3% of the population, respectively. The curve suggests that
APF is a surviving constituent; at the end of the simulation
it was present in more than half of the protocols in at least
20%. On the other hand, APF is not a dominant part in the
successful offsprings, only 3% of the final population contains
APF in more than 80%, and only 3 + 5 = 8% contains it in
more than 60%.

The same chart for Gos is shown in figure 5b. Gos is a
much more dominant survivor; in the first 10 time slices it
manages to remain a 80%+ constituent in 35 — 45% of the
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(a) M2 movement model: Group expansion phase.

(b) M2 movement model: Groups competing to approach the
point of interest in the top right corner.

Figure 3: M2 mobility model
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(d) Scores and moving averages with and without evolution.
500 nodes, AgrF n = 3, M1

Figure 4: Scores using the M1 mobility pattern

population. At the end of the simulation, Gos still has a visible
dominant presence (nearly 25% of the protocols is built from
it in 80%-+), but also starts blending with other protocols.
Note that the presence of the protocol does not mean that it
is present in an unmodified form; mutation i.e. fine tuning
of constants is likely to increase the success of a protocol.
This is exactly what happens to Gos, evolution optimizes the
propagation probabilities to the actual neighbors.

AGos offsprings, as shown in figure Sc, are less likely
to be present in offsprings with time than the two previous
protocols. There are a few successful crossover-generated
offsprings, built partially from AGos, they are successful at
certain locations but are not widely spread over the network.
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The participation chart of AgrF in figure 5d, shows that in
case of the M1 movement pattern this protocol is completely
purged from the network in 10 time slices.

Figures 6a to 6d display the same charts for the n = 3
repetition case. Unexpectedly, AgrF here is not purged from
the system, although suppressed quite fast. AgrF serves as a
20 — 40% constituent in 3% of the protocols, constantly, in
a non-increasing manner. Another difference is that the other
three protocols manage to blend better with this setting, re-
sulting in rarer 80%+ presence, and more 20 — 80% presence.
The higher ratio of blends means that the offsprings generated
by crossover are successful.
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Figure 5: Genetic constitution of protocols using the M1 mobility pattern, n = 1
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Figure 6: Genetic constitution of protocols using the M1 mobility pattern, n = 3
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F. Experiments using the M2 mobility pattern

The second set of experiments examines how the use of an
intrinsically different mobility pattern changes the results of
the evolution. Note that in this case the mobility is group
based, meaning that once a node joins a group, a dense
neighborhood is likely to be present for it for the remainder
of the simulation. On the other hand, the competition between
groups, hence collisions with other groups may highly influ-
ence the neighboring topology, also changing what kind of
propagation strategies work well. Scores and the constitution
charts were used for the evaluation, just like in the previous
case.

1) Scores: Figure 7a shows the score curve of the n =
1 setting with and without evolution with the M2 mobility
pattern. The main direction of the trend is the same as in
the M1 case, however, the dynamics of the improvement is
slightly different. The variance of the scores remains high with
M2 throughout the simulation, beacsue M2 causes heavy but
localized changes in the topology while groups compete for
the area around the POI. The evolution is more successful with
M2 than it was with M1, the moving average of the score ends
at —6.5, meaning a 66% improvement compared to the non-
evolution case.

The score chart of the n = 3, M2 case is shown in figure
7b. The improvement in means of average is also around
66% here. Again, in the non-evolving case, the aggressive
flood produces a somewhat decreasing score curve and very
high variance. Note that the worst score of the evolving
population at the end of the simulation is basically the same
as the average score of the non-evolving population, showing
that the difference is really significant. Another interesting
phenomenon observable in the figure is that the initial effect
of the evolution is slightly negative, the score curve decreases
in the beginning, before turning upwards.

Detailed analysis of the score pointed out that, as figure
7c demonstrates, the number of useful messages sent by the
protocols remained the same throughout the experiment, while
the number of duplicate messages declined with time. The
same trend was visible in all experiments.

2) Genetic constitution: Constitution charts for the M2
case show different blending proportions than M1 did; the
difference is especially articulated with the n = 3 setting.

With n = 1 (figure 8) an unexpected result is that AgrF does
not get purged, instead, at the end of the simulation in 4% of
the protocols it is still a 100% constituent. This is because
AgrF can be a beneficial protocol in certain topologies when
only a small portion of nodes use it.
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Figure 8: Participation of AgrF offsprings in protocols over
time. 500 nodes, AgrF n = 1, M2

The charts of the n = 3 case are shown in figures 9a to 9d.
Protocols here, with M2, blend more than they did with the M1
mobility pattern; 80%-+ constituents are very rare, altogether
13%, at the end of the experiment, compared to the 32% of
the same setting with M1.

An interesting wave effect can be observed in the charts
of Gos (figure 9b) and AGos (figure 9c), showing how the
shift from the group expansion phase to the group compe-
tition phase influences the usefulness of these protocol as
constituents. The shift occurs around slice 8 — 9. With AgrF
(figure 9d), the effect of the shift is also visible; AgrF becomes
useful as a 20 —40% constituent when large and stable groups
emerge (around slice 7), and manages to maintain and even
improve this position until the end of the simulation. In the
end, AgrF is present as 20 — 40% constituent in 5% of the
protocols.

G. Comparison with a homogeneous case

For comparison, we examined how the system (without
evolution) would perform if only one non-aggressive protocol
family was present, instead of the three tackled with in the
experiments before. We kept the 5% AgrF presence for this
setting too, as it would not make sense to compare a 100%
homogeneous case with the previously discussed settings,
where an aggressive, harmful protocol was present. Figure
10a visualizes the measured score values over time. The trend
shows no improvement. This confirms that the comparisons
used in the previous experiments, i.e. the use of a four-
protocol setting, were valid. The use of several protocols did
not introduce general bias or disturbance that is not present in
a homogeneous case.

H. Execution metrics

Finally, we demonstrate the asynchrony of the system.
Figure 10b shows the age of each protocol (the value of the
local evolution counter at the generator node) in the order of
measurement, i.e. in the order of the protocols’ death. The
line-like shape suggests that the evolution speed, although
not being synchronized explicitly, is more or less the same
in most nodes. Deviations from the average line suggest a
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local difference in the speed. Deviations typically occur in the
positive direction, i.e. the rounds are executed faster at some
nodes. This happens when a protocol empties its messaging
budget before the time limit expires.

VI. CONCLUSIONS

Simulations confirmed that the autonomous, online protocol
evolution model is a promising approach for using to optimize
and self-adapt multi-hop broadcast networks. In our experi-
ments, evolution produced 50 —66% gain in terms of achieved
average score, and also significantly improved the worst-case
score and the variance of scores.

Our model using evolution and natural selection was able to
neutralize the negative effects of a malicious protocol present
in the system. However, AgrF was not simply eliminated from
the system, but instead, parts of its code got incorporated into
good-performing offsprings in some cases. In one scenario,
a small and non-increasing amount of pure AgrF instances
persisted among the survivors, however they represented a
small percentage.

The evolution resulted different survivor constitutions de-
pending on the mobility pattern and on the set of initial
protocols (rigorously, AgrF n = 1 and AgrF n = 3 are
two different original protocols). The feed-forward selection
mechanism was able to offer enough adaptivity to the changing
requirements, as demonstrated with the M2 mobility pattern
around the phase shift.

Our results affirm our belief, that the demands for the new
forms of networking infrastructure can be effectively addressed
by bio-inspired solutions. Our focus was on presenting an
evolutionary framework for the family of multi-hop broadcast
protocols in ad hoc networks, where it is usually impossible to
find a single absolute candidate, as the optimal protocol choice
always depends on the actual environment and application
conditions. We introduced a novel idea in this field: instead of
human engineered static protocols, autonomous evolutionary
methods were applied to achieve dynamic emergence of new
ones, driven by the current needs and environment of the
communicating nodes. For this purpose we have introduced an
evolutionary model built upon a low-overhead, feed-forward,
fully distributed, stigmergy based natural selection mechanism,
and a genetic programming language GPDISS incorporating
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some nonconventional concepts such and relation types and
event handlers.

We showed that the proposed model of evolving protocols is
applicable for the multi-hop broadcast problem in ad-hoc net-
works: with time, evolution results in better performance than
that the initial, manually engineered, protocols could provide.
The fitness function was defined so that it used only local and
quasi-local input, resulting in a model that is applicable for
fully distributed systems such as ad-hoc sensor networks. Also,
the feed-forward nature of the evaluation and selection process
eliminated most of the communication overhead needed for
the calculation of fitness values. Additionally, the process was
carried out in an online manner, that is, the evolution of
protocols happened continuously during the normal operation
of the system. This is a significant feature, as the process
is able to continuously search for new and better protocols
without interfering with the normal operation of the system.

An important limitation of the model is that being based on
a quasi-random search, it cannot provide any quality guarantee
on the short term; for example, we cannot claim that the
next generation of protocols will always improve the current
one. While guarantees do not exist for the quality of protocol
individuals, the overall performance of the system, especially
for longer time windows, improves with high probability.

Online protocol evolution is a research subject that is in
its infancy at this point. According to our knowledge, there
have not been any initiative that resulted in a fully distributed,
low-overhead, on-line, genetic programming based protocol
evolution framework. Our ideas may be of interest to other
researches for theoretic and practical reasons. It may provide
insights to the solution of similar problems, especially in the
area of ad-hoc, sensor and peer-to-peer networks. Theoreti-
cally, the idea is a fertile area for further research, and we
hope that numerous interesting aspects and derivations will be
introduced in the future.
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Abstract — The technological evolution in the last 20 years
has steadily increased the amount of data in digital form,
sensed from the environment, produced by private companies
or collected from individuals’ activities. Communications be-
coming more and more pervasive make these data available to
any application, as if they were in a single database. The real
value comes from information and services derived from data
correlation, tailored to specific interest. We claim that the
availability of a Living Open Data Framework enables the
exploitation of data through services, created by many parties,
in several contexts. However, data correlation is fraught with
perils, from the obvious of privacy breaching to more subtle
ownership and value protection. These issues are of funda-
mental importance and have to be addressed to create a viable
business based on data and require advances in technology
and in the regulatory framework. This is what is being pur-
sued by the Italian EIT ICT Labs Trento Node through the
cooperation of several parties, including the Autonomous
Province of Trento, Telecom Italia, and several universities
and SMEs. The paper aims at reporting the directions and the
results so far obtained.

Index Terms — Data Analysis, Data Correlation, Open Data

1. INTRODUCTION

Last year researchers at Stanford published a study on the
analyses of millions of medical records of USA patients
indicating that the use of two drugs, one for lowering
cholesterol level and the other fighting depression, led to
higher blood glucose levels [1]. Spotting this was quite
easy, while determining this effect through clinical studies
would have been almost impossible.

In fact, how could a pharmaceutical company clinically
test all possible outcomes from all possible use of drugs?
There are thousands of them and the possible permutations
of concurrent use go up in the millions.

In a nutshell, this is the power of Big Data: their
correlation and analyses generate valuable information.

If the potential is evident, the way to exploit it is not
straightforward: on the one hand we have more and more
data being produced but not all of them are readily avail-
able nor through secure channels. This is mostly due to a
cultural resistance of data producers to share their data be-
cause so far data ownership has been considered a source of
control: it is true for Telco companies as well as for single
individuals. On the other hand the power provided by cor-
relation can be misused, can affect privacy of individuals,
the value created is often unbalanced among the data chain
stakeholders. The latters have recently raised new concerns
about data ownership and value redistribution.

Manuscript received 13 March, revised 24 March, accepted for publication
31 March.
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Technology is progressing rapidly, both in the creation
and in the correlation of data, with distributed computing
enabling the processing of huge amount of data, unthank-
able just five years ago. Riding many positive forecasts,
business is endeavoring to find ways to exploit the potential
offered but regulation is lagging behind.

In the following we provide a roadmap to address Big
Data, describing the context and the activities carried out in
the Trentino area within the EIT ICT Labs framework.

II. IT’S BIG, AND IT’S GETTING BIGGER

The amount of data being created every day is staggering.
Only in Italy we have exceeded 3.5 billion data records that
can be harvested every day, including call data records,
digital power meters, mailing and banking transactions,
health care prescriptions, traffic monitoring, security ca-
mera feeds, ambient sensors, etc.

This amount is growing every day, as more and more
sensors are deployed, individuals track their actions in a
digital form, the fabric of commerce turns to digital trans-
actions (mobile payment substituting cash), health care b-
ecomes heavily personalized and requires continuous moni-
toring, safety and energy concerns move the focus from
vehicles to infrastructure and so on.

Our expectation is that by the end of this decade Italy
alone will be producing 10 billion “accessible” transactions
a day.

This figure may not still considered Big Data, if one
compares it to the TB generated by the LHC for a single
experiment. But looking at all the correlations generated
over those multi-source data, the amount of data can be
compared in computational complexity with the ones of the
LHC or the KAT-7 Radio Telescope.

The following are some application scenarios we en-
vision, where big data and correlation of multi-data-sources
go hand in hand.

A. Our life in bits

My Life in Bits was a research program initiated by
Microsoft a few years ago. It assumed that our individual
life could be recorded in digital form. At that time the focus
was on the creation of devices that would capture the
various moments of our life and on the storing and retrieval
of those moments.

Today, capturing in real time what we see, what we hear,
what we do is no longer a challenge. Products like Pivot
Head let us wear a pair of glasses that embed a camcorder,
so tiny that you won’t even notice it, at a cost that compares
to the one of some cool sun-glasses. Data storage is no
longer a challenge either.

Sorting out and extracting knowledge from the collected
data: this is now the challenge that research is taking up.
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Recording our life in bits create a sort of black box that can
be used for a variety of purposes, from helping to remem-
ber, to increase the effectiveness of education and training,
to increase safety.

But the records of our life can also be used as the starting
point for correlating other data and creating information.
You’ve got a running nose. An analyses of the data record-
ed 2 days ago, correlated with data from the place you have
been (temperature, other people health status, ambient parti-
culate,...) may pinpoint the probable cause and single out a
normal (annoying) cold from a potential serious disease at a
stage when prompt actions reduce risks (and cost).

B. The rise of digital transport infrastructures

Cars are becoming a bunch of computers on wheels: en-
tertainment of passengers, fuel consumption optimization
software, safety control systems, etc., making use of tens of
sensors and computers that continuously monitor the
vehicle and sometimes share the data with the outside
world.

Actually, much more in terms of safety and energy
consumption can be done if data are shared and correlated
to create a digital transport infrastructure. The infrastructure
can talk to the car navigator to get information on the car
destination (eventually it may become compulsory to use
the navigator and input a “drive plan” as pilot are requested
to input a “flight plan”) and based on information received
from all cars on the road and road conditions (man at work,
accidents, weather hazard...) can instruct the engine to drive
the car at a certain speed. No need to hurry to find yourself
in a queue sooner!

In the future cars (people) may pay a variable road toll
(like some “pay as you go” profile that insurance broker
already offer), with higher rates charged for specific itine-
raries and offer of cheaper solution on the fly. They may
also opt for even higher traffic fees if they want to get
priority routing....

By the way, being aware of how much a trip would cost
you at that particular time of the day (taking into account
driving time, fuel consumption and taxes) may change our
driving behavior.

C. Understanding a living environment

Many of today’s products are born with several sensors
embedded. Be it a toaster (heath sensor), a television (light
sensor) a lamp (proximity sensor), an Mp3 player (accele-
rator sensor), a digital camera (light, accelerometer sensors)
... and more are coming. These sensors are used for “local”
action (like detection of a smiling face for a camera or the
dusk for a street lamp) but they may, in principle, provide
data to the world, via Internet. Data are coming from
sensors in orchards to warn on the presence of harmful
bugs, they come from tunnels if temperature of a passing
car is too high, from switches if it gets too cold and ice may
become a danger, from water reservoirs, rivers and lake
warning for pollutants...

Through these data and through their correlation we are
getting a better understanding of the environment, and we
can start to take action sooner, decreasing overall cost,
increasing safety and environment protection.
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D. Just in time production

The digitalization of the supply and delivery chains,
along with the flexibility offered by robotized production is
changing the way we think about factories. The growing
percentage of software in products further contributes to a
shift in the production paradigm.

Monitoring sales leads to change the production in real
time mostly for local productions and for some kind of
goods. If something sells better in blue, then that is the
color for the next batch. These kinds of information are
usually inferred by a posteriori analysis of reports and sur-
veys that companies produce starting from their data. “Just
in time” production requires the synchronization of many
processes, and in turns the correlation of many data. Just
few years ago these data where the result of guessing, now
they are hard data reflecting what is going on.

A more complex and more efficient analysis that corre-
lated multiple data source such as the mobile payment,
aired ads, blogs and tweets, mood derived from security
cameras, etc. let companies have a deeper understand of
customers’ needs and preferences in real time. This pro-
vides plenty of “hints” to design marketing strategies in
real-time.

E. Society Well being

Defining and understanding the well-being degree in a
society is not easy because it is often the result of multiple
factors. Although poverty is not a basic recipe for happi-
ness, wealth is not a guarantee at all: European northern
countries are considered leaders of good services and social
support, although often they are plagued with a high suicide
rate, an indicator of a general discomfort.

The availability of multi-source Big Data enables the
studies of the factors and the correlation that affect the
well-being.

The supporting actions are focused on people with spe-
cific disabilities or diseases e.g. Autisms (or more generally
ASD). This is essential but for every person with ASD you
should take into account two parents, an educator (or more),
colleagues and so on. It is this fabric, or social network, that
actually has to be considered and there is a need to discover
the relevant social network and work on improving its well-
being.

Discovering social networks and sensing the mood of a
social network is now within the realm of possibilities and
much information can be derived from data analyses.

III. TECHNOLOGY EVOLUTION

Technology and Big Data interplay in many different
ways.

Transport &

Storage Visuglization

Collection. Sensors of many kind transform changes in
the environment into digital data, that can be “stamped”
with origin (localization) time, identity; actions, like paying
with your phone, writing a prescription, generate data;
photographing, filming generate data. All of this is getting
easier and cheaper thanks to technology evolution.
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Transport & Storage. Data have to be transported from
the point of generation to the point of storage, and per-
vasive communications is making this ever more effective.
Storage can, to a certain extent, be considered an integral
part of the communications technology, particularly after
the rising of cloud technologies.

Mining. Stored data need be retrieved and processed.
Here, Data Mining and modeling technologies play the
lion’s share. Data mining had its first presence in the spot
light in the nineties, in conjunction with artificial intelli-
gence studies. Today, after some time in the twilight Data
Mining again is taking the forefront with a radically dif-
ferent approach. It is no longer based on Artificial Intelli-
gence but on statistical analyses. Clearly this is made pos-
sible by Big Data, and, in turns, stimulate the attention on
Big Data.

Visualization. The data visualization plays a crucial role
in our understanding the hidden semantics of Big Data.
Availability of graphic displays, and in perspective of hap-
tic interfaces, let us immerse in data, feel them and phy-
sically interact with them. A good part of these progresses
is enabled by increased processing capacity and lower cost.

Control. Data, and the derived information, are fraught
with potential mismanagement. Privacy is clearly at the
forefront of concerns every time we deal with personal
data. Correlation makes these concerns even bigger by
circumventing normal safeguards, like anonymity. Owner-
ship comes second. If data can generate value shouldn’t
their owner be entitled to some sort of compensation?
Digital rights management didn’t work very well for music,
it is even more difficult in case of data management and
correlation. What if the sources of data are public (freely
available) and their correlation is able to generate signi-
ficant value. Is this value to be reaped by the one who made
the correlation or should it extend to the ones whose data
made correlation possible?

Technology evolution helps addressing these issues,
although it often creates new issues, since more sophis-
tication in correlation worsen many of the above listed
issues.

IV. TRENTINO OPEN LIVING DATA (TOLD) FRAMEWORK

As it emerges from the above statements, exploiting the
potential of Big Data raises a lot of issues, that technology
can help to fix, but alone it is not enough. What we need is
a “framework” that, relaying on technology and innovative
solutions for big data management, takes into account the
related process innovation opportunities, as well as the
stakeholders’ role and constraints, the business potential
and so on.

We talk about Living and Open data: Living data because
they are real-time, geo-localized and Open data because
free to use, reusable and distributable. For sure, technology
evolves faster than the regulatory framework, and the
differences among different frameworks are exploited by
players in this field, particularly those that are subject to
lower constraints.

The institutions of the Trentino Region have taken the
decision of managing the territorial data in an open fashion
and have created an Open Living Data Framework, not
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unique but surely one of the first to approach this issue and
develop a “policy” on open data.

This goes along with the statement given on December
12th, 2011, by the European Vice President Neelie Kroes
“The best way to get value from data is to give them away”.
Indeed, Open Public Data are expected to boost EU’s
economy by 40 billion euros each year and the EU is
investing 100 million euros in the 2011-2013 period to fund
research on data handling technologies. And these estimat-
ed are referring just to data owned by public administra-
tions. Just imagine the boost to the economy if also private
companies would make their data available.

This is actually the aim of the Open Living Data Frame-
work set up by the Trento Region: take the lead to steer
private companies to jump on the bandwagon of Open Data
by releasing their own data to get back value from infor-
mation and services deriving it from multi-source data
correlation. This should overcome the general difficulty of
other Open Data initiatives to get momentum due to a
scarce involvement of private subjects, to the lack of a
defined semantics of the available data and the need of
common uniformed format of data exchange. Since Trento
satisfies the requisites for this framework, the idea is to use
this (relatively small) pilot area to apply and verify the
approach and then extend it at Country level.

The regulation provides the legal framework onto which
data can be opened, and in parallel funding is given to
research technologies to solve issues related to the opening
of data. The Telecom Italia research lab, SKIL, is part of
this global approach.

At the time of writing, April 2012, a first core of Com-
panies have joined this initiative making available (part of)
their data. Among them Telecom Italia, providing billions
of anonymized call data records every month, the local
highway management company, providing in and out of
vehicles through its highway system, the local public
transportation authority, providing hundreds of thousands
of trip data per month, the Autonomous Province Public
Authority, providing ambient sensors data, environmental
geo data and safety related statistical data, the Area Electric
Power Company, providing individual smart metering data
every day, the National Postal Service, providing money
transaction and goods delivery data.. The first result has
been achieved: having the commitment of private entities to
share their data within this initiative means having broken
the first cultural reluctance that made most of similar

Data are going to be collected through several channels,
each provided in its own format and subject to the
constraints decided by the owner. That makes them difficult
to use and requires the system to bring them in a common
shared format.

In the Open Living Data framework SKIL [2], the afore-

mentioned Telecom Italia Research Lab focused on seman-
tic annotation and knowledge extraction, will be delegated
to convert the raw data stream into a semantically annotated
data stream and to correlate the data streams. The generated
correlations are made accessible by the open API, thus
decoupling the original raw data from the actual use.
This is one of the tricks being used to neutralize data, not
just at the point of origin (this is done by the data provider)
but also at the point of usage. This neutralization is a
fundamental part of the Open Living Data Framework.
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Correlation is also based on other nation-wide data
provided by ISTAT, the Italian Institute of Statistics, a
government organization.

The Trentino Open Living Data Project is moving the
first steps towards the direction of exploring how to get
value from multi-source Big Data and how this can be
leveraged by the different stakeholders. Such kind of
initiatives need to be “socialized” with the Territory, in
order to let the citizens provide feedbacks and be familiar
with the importance of open data. We planned to achieve
this by visualizing the results of a number of correlations on
big screens in places where people are likely to roam.

Example visualizations are thematic maps, such as those
on car accidents, where people can easily detect the most
dangerous areas, understand the underlying factors and
eventually see the actions taken by the public administra-
tion to decrease the risk.

Other maps could show cultivated areas, their yield and
the increase in productivity made possible by understanding
negative factors impacting the products; others showing the
spikes of some diseases and correlation points out probable
causes.

V. CREATING BUSINESS OPPORTUNITIES

The framework provided by Trentino Open Living Data
will be proposed as the starting point to generate new
business through SMEs (Small Medium Enterprises). This
is where the EIT ICT Labs [3], of which Trento is one of
the six nodes.

The ICT Labs is a European Initiatives aiming at sti-
mulating European competitiveness by fostering innovation
and helping SMEs to put successful products into market.
This is done using in an auto-sustaining way the tools of
education, research and business innovation.

More specifically, in the context of Big Data, there is a
need for research to create the required tools for data
neutralization, security, privacy, authentication, account-
ability and value tracking. There is a need to support SMEs
to manipulate those date and create services that are con-
forming to European and local regulation, to submit patent
and to commercialize the product. This latter is usually a
component in a complex network and through its wide
reach ICT Labs can be a winning partner for these enter-
prises.

Finally, there is a need for high level education in this
area, engineers need to understand what wealth can be le-
veraged out of Big Data and what are the issues related to
that.

It is often voiced the concern of an imbalanced situation
once comparing the strict rules usually imposed on Euro-
pean Companies when dealing with data, compared with
the much looser ones imposed in other world areas. This
generates, it is claimed, unfair competition. However, the
more stringent rules applied in Europe can be turned to
market competitive advantage, since they provide a context
for better security and trust and these have commercial
value.

SMEs can work at different level in the Open Living Data
Value Chain; actually they usually operate at the Open Data
Ecosystem level, by acting independent of one another and
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all together increasing the overall value and biz opportu-
nities.

Data are pervasive and support many application areas,
from Digital Cities to Smart Spaces, from Health Care and
Well Being to Intelligent Transportation Systems. These are
all areas addressed in the EIT ICT Labs. Furthermore, the
area Security, Privacy and Trust is right on the spot to help
tackling and leveraging Big Data, acting as a catalyst to
speed up innovation in the afore mentioned areas.

Innovation is expected both in correlation (finding mean-
ing in the data) and in the presentation of correlation result
(visualization on a variety of media, big screens, cell phones,
television, kiosks...) and each innovation is basically a ser-
vice that can generate an attractive biz for an SME.

VI. CONCLUSIONS

We have presented a case for working on Big Data, by
saying that technology evolution has already provided us
with huge amount of data and this amount will increase in
the future. Technology is also providing us means to deal
with correlation, and this is the place where value is ge-
nerated, and to deal with issues connected to data, like pri-
vacy, ownership, accountability.

We have also indicated that a strong steering from an
institutional and political entity is required and this is what
is happening in the Trentino Region.

Furthermore, the Big Data is a platform to sustain a new
economy where the wealth is mined from data analyses and
usage, a wealth that requires both a “data infrastructure”
usually provided by big companies, and many SMEs creat-
ing and delivering services.

What we did not say, and we are now doing, is that Big
Data leverage results in better life for each of us, for the
citizen of the Information Society.

Correlation makes us aware of phenomena that are
normally hidden, explains behavior in terms of causes and
let us take corrective actions when needed.

The Information Society delivers at a much lower cost
than the Industrial Society (that was in turn delivering at a
lower cost than the agricultural and artisan society). This
lower cost means lower barriers to enter business, hence
more people entering the business as entrepreneurs.

We need to respond to these opportunities by preparing
our students to become entrepreneurs, education is a funda-
mental stepping stone. Research is another fundamental
building block, particularly research that can act as catalyst
for the development of business.

EIT ICT Labs ambition is to be a main player in this
context. It is in its infancy, since it has started in 2011 (the
Trento node started on January 1st, 2012) so the jury is still
out. For sure the commitment and enthusiasm is very high.
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