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Károly JÁRMAI, Department of Materials Han-

dling and Logistics, University of Miskolc, 3515

MISKOLC, Hungary, altjar@gold.uni-miskolc.hu

László KOLLÁR, Department of Strength of Materi-

als and Structures, Budapest University of Tech-

nology and Economics, Műegyetem rkpt. 1-3.
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Abstract. A new technique for suppressing the Kármán vortex excitation of an elastically
supported circular cylinder placed in an otherwise uniform flow is presented in this paper. By
placing another cylinder downstream of it in a cruciform arrangement with a gap s between
the two cylinders, the oscillation of the upstream cylinder can be virtually eliminated in
the range of s

d1
< 0.4, where d1 is the diameter of the upstream cylinder. Compared

with conventional techniques, this offers the following advantages: i) it is unnecessary to
change the shape of the oscillating body or remodel its supporting structure, and ii) the flow
approaching the upstream body is practically undisturbed.

Keywords : Kármán vortex excitation, longitudinal vortex, circular cylinder, cruciform
arrangement.

1. Introduction

When a cylindrical bluff body is exposed to a flow, vortices are shed from both
sides of the body into the wake. This vortex shedding gives rise to a periodic lift
force acting on the body. When the frequency of vortex shedding coincides with the
natural frequency of the body, large amplitude oscillation or resonance can occur,
Bearman [4]. This phenomenon is known as Kármán vortex excitation. This type
of oscillation can be observed in many engineering practices, e.g., structures placed
in the flow of air or a liquid, or flow around the tubes of heat exchangers and other



176 H. M. Bae, L. Baranyi, M. Koide, T. Takahashi and M. Shirakashi

equipment. Due to its practical importance, much effort has been devoted to clarifying
the mechanism of vortex excitation. This is of primary importance if one wishes to
predict this phenomenon and to develop methods for suppressing or controlling the
exciting forces, Sarpkaya [7], Parkinson & Wawzonek [6], Blevins [5].

Application of available techniques for reducing the amplitude of oscillation is lim-
ited since they require modifications of the oscillating body or that of its supporting
structure. Hence there is a strong demand for a technique for controlling the Kármán
vortex excitation without the need for changing the body or its supporting structure.

Inspired by the work of Tomita et al. [11,12] on the acoustic effect of a downstream
cylinder, the present authors have found that the Kármán vortex excitation can be
suppressed by a cylinder set downstream in cruciform arrangement, Shirakashi et al.
[9], Bae et al. [1-3].

The specific aim of this work is to investigate the conditions needed to facilitate
this suppression effect and to clarify its mechanism from a fluid dynamical point of
view.

Notations

Cp time mean pressure coefficient,
(

= p/ 1
2
ρU2

)

Cpb time mean base pressure coefficient
d1 diameter of the upstream cylinder
d2 diameter of the downstream cylinder
fnz natural frequency of the elastically supported (upstream) cylinder
fvK frequency of Kármán vortex shedding
fz frequency of cylinder vibration
k spring constant of the elastically supported (upstream) cylinder
l effective length of upstream cylinder (see Figure 1)
m effective mass of upstream cylinder
p static pressure
Re Reynolds number (= Ud1/v)
s gap between the two cylinders (see Figure 1)
Sp linear spectrum of the fluctuating pressure
Spp peak value in the linear spectrum of the fluctuating pressure
St Strouhal number
Su linear spectrum of the velocity fluctuation
Sup peak value in the linear spectrum of the fluctuating velocity
U free stream velocity
u velocity in x direction (see Figure 1)
zrms root-mean-square value of the displacement of the elastically supported

(upstream) cylinder in z direction
α angle measured from upstream stagnation point (see Figures 5 and 6)
δ logarithmic damping factor
ν kinematic viscosity of air
ρ density of air
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Subscripts

∞ for a single cylinder
L left
r resonance
R right
rms root-mean-square value
s separation

Superscript

− time mean value

2. Experimental apparatus and procedure

An outline of the experimental apparatus and coordinate system is shown in Figure
1. The wind tunnel is a blowdown type with a square nozzle measuring 350 mm x
350 mm. The maximum attainable velocity is 40 m/s and the turbulence intensity
is less than 0.4%. The measuring channel is 320 mm x 320 mm in cross section and
1000 mm in length. The upstream circular cylinder which is supported elastically
is set horizontally in the central plane of the test section, and it is allowed to move
almost purely in the vertical (z) direction. Another circular cylinder is set vertically
downstream of the horizontal cylinder with a gap s between them. The diameters
of the upstream and downstream cylinders are d1 and d2, respectively. The aspect
ratio of the upstream cylinder l/d1 is about 12, which corresponds to the spanwise
coherent length of a Kármán vortex.

The upstream cylinder passes through slots on the side walls of the test section, and
is supported by two identical plate springs outside the side walls, Shirakashi et al. [8].
This setup allows a slight change of attack angle (rotation of the cylinder about its
axis) to be superimposed on the z displacement of the cylinder. However, its influence
on the oscillation of the circular cylinder is negligible since the length of the plate
springs is very large compared with the oscillation amplitude and hence its maximum
absolute value is very small. The end plates (shown in Figure 1) are installed in
order to avoid flow through the slots. Thus the cylinder displacement is assured to
be virtually purely translational in the vertical direction. The characteristics of the
oscillating systems used in this experimental study are summarized in Table 1, where
the effective mass m, the natural frequency fnz, and the logarithmic damping factor
δ are determined through a free damping oscillation in otherwise quiescent air.

The free stream velocity U was measured by a Pitot-static tube. Hot wire probes
were used to detect the x component of the fluctuating velocity signals. The displace-
ments at both ends of the upstream cylinder, zL and zR, were measured by using
non-contacting sensors. Since zL and zR were identical under almost all experimental
conditions, the motion of the cylinder was assumed to be purely translational. In
this paper, the average of zL and zR is taken as the translational displacement of the
cylinder, and the oscillation amplitude was represented by its root-mean-square value
zrms.
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Figure 1. Outline of the apparatus with a coordinate system (unit in mm)

The pressure distribution on the surface of the upstream cylinder was measured
with both upstream and downstream cylinders fixed. The geometry of the supporting
system and that of the end plates were identical with the one used when the upstream
cylinder is allowed to oscillate. The difference of the pressure on the upstream cylinder
surface and the static pressure of the free stream was measured by using pressure taps
of 0.4 mm in diameter on the surface of a hollow upstream cylinder made of acrylic
resin and having a diameter of 26 mm. The hot wire probe was located downstream
of the cylinders in a place where the spectrum of the fluctuating velocity signal had
a sharp peak. The Kármán vortex shedding frequency fvK was determined as the
frequency at which the spectra of the velocity and pressure, Su and Sp, both have
peak values.
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Table 1. Characteristics of the oscillating systems

Oscillating system I Oscillating system II

Upstream cylinder diameter: d1 (mm) 26.0 26.0

Downstream cylinder diameter: d2 (mm) 26.0 18.0 26.0 32.0

Effective length: l (mm) 304 304

Effective mass: m (kg) 0.0858 0.0924

Spring constant: k (N/m) 980 2100

Natural frequency: fnz (Hz) 17 24

Logarithmic damping factor: δ (−) 0.0119 0.0166

In order to visualize the flow pattern on the cylinder surface, the oil-film method
was used. A transparent vinyl film of 0.1 mm in thickness was rolled on the surface
of the upstream cylinder, and the surface of this film was coated with a mixture of oil
and matt-black paint. After having been exposed to the flow, the vinyl film roll was
removed, and passing light from below the film made the flow pattern visible.

3. Results and discussion

3.1. Effect of free stream velocity on the vibration of the upstream cylin-
der. Figure 2 shows the variation of the Kármán vortex shedding frequency fvK ,
the amplitude zrms, and oscillation frequency of the cylinder fz versus free stream
flow velocity U . In Figure 2 quantities zrms, fz, and fvK are made dimensionless by
diameter d1 and natural frequency fnz, respectively. The Kármán vortex excitation
for the single cylinder is clearly seen in Figure 2(a). However, when the downstream
cylinder is added, although the Kármán vortex excitation peak appears at the same
velocity, the excitation is substantially suppressed (see Figure 2(b)). It was found
that the oscillation frequency coincided with the natural frequency, regardless of flow
velocity U . In case of the single cylinder (Figure 2(a)), the amplitude zrms has its
maximum in a very small velocity interval at around 2.5 m/s. It is concluded from
the results that this vibration is a typical resonance of a system with a small damp-
ing factor, i.e., Kármán vortex excitation. The resonance amplitude is denoted by
[zrms]r. Narrowing the gap between cylinders reduces the Kármán vortex excitation
substantially; in Figure 2(b), where the dimensionless gap s/d1 = 0.75, the amplitude
of vibration is reduced to one-fourth of that of the single cylinder.

3.2. Effect of the gap between cylinders on the amplitude of oscillation.
Figure 3 shows the relationship between the amplitude of the Kármán vortex exci-
tation [zrms]r and the dimensionless gap s/d1. The vertical bars show the range in
oscillation amplitude. Results for downstream cylinders of different diameters are
compared in this figure. It was found that [zrms]r is almost independent of the diam-
eter of the downstream cylinder for dimensionless gap values of s/d1 > 2.

By bringing the downstream cylinder closer to the upstream one, the amplitude of
oscillation of the two bigger cylinders decreases for 0.4 < s/d1 < 2, and it is suppressed
completely for s/d1 ≤ 0.4. The region of s/d1 with this complete suppression becomes
wider with the increase of diameter d2. As seen in Figure 3, when the diameter of the
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probe position: x/d1 = 2.0; y/d1 = 1.5; z/d1 = 1.0; d1 = d2 = 26 mm)
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Figure 3. Variation of the vibration amplitude with the gap between two cylinders
(oscillating system II)

downstream cylinder is smaller than that of the upstream one, i.e. at d2/d1 = 0.69,
the amplitude of oscillation also becomes nearly zero for small enough gap values. This
means that almost complete suppression of oscillation can be achieved for downstream
cylinders of smaller diameters as well, but the range of s/d1 for complete suppression
becomes narrower.

3.3. Flow around the upstream cylinder. Flow around the upstream cylinder of
the fixed system (i.e. both cylinders are fixed) was investigated to find the mechanism
of the suppression of Kármán vortex excitation by the downstream cylinder. Figure
4 shows the flow pattern on the surface of the upstream cylinder visualized by the
oil-film method for three different s/d1 values. In Figure 4(a) which shows the case of
s/d1 = 0, the separation lines (indicated by arrows) are distorted into highly curved
arcs for |y/d1| < 1.0. The appearance of secondary flow in the wake behind the
cylinder makes the oil-film pattern rather complex in this region. The separation lines
outside of this region are almost straight lines parallel to the axis of the upstream
cylinder. From now on the former region will be referred to as the primary effect
region, and the latter as the secondary effect region. The length of the primary effect
region along the axis of the cylinder depends on the nondimensional gap s/d1; the
region of primary effect scarcely appears on the oil-film for s/d1 > 1.0.

The photographs in Figure 4 can be used for the determination of the relationship
between the separation angle αs (see Figure 5) and the dimensionless distance y/d1 for
different s/d1 values. These relationships are shown and compared with the results of
Tomita et al. [12]. The separation lines in the secondary effect region remain parallel
with the axis of the cylinder for y/d1 > 4.0, but the separation angle αs is



182 H. M. Bae, L. Baranyi, M. Koide, T. Takahashi and M. Shirakashi

(a) s/d1= 0

(b) s/d1= 0.25

( ) ∞=
1

d/sc

-4.0 -2.0 0 4.02.0
y/d1

0°

180°

360°

-4.0 -2.0 0 4.02.0
y/d1

0°

180°

360°

α

-4.0 -2.0 0
4.0

2.0
y/d1

0°

-4.0 -2.0 0
4.0

2.0
y/d1

0°

180°

360°

α

y/d1

y/d1
-4.0 -2.0 0 2.0

0°

-4.0 -2.0 0 4.02.0

180°

360°
α

Figure 4. Flow visualisation on the surface of the upstream cylinder by the oil-film
method (fixed system d1 = d2 = 26 mm; U = 8 m/s; Re = 14700; →: separation

line)

about 5 degrees smaller in this y/d1 domain than the separation angle for the single
cylinder. The distribution of the time mean pressure coefficient Cp on the surface of
the upstream cylinder is shown in Figure 6 at cross sections, specified by various y/d1
values. The distribution of Cp in the primary effect region of the cylinders in cruciform
arrangement is notably different from the distribution around a single cylinder. On
the other hand, the pressure distributions are almost the same for the secondary effect
region with two cylinders and for the single cylinder. However, the pressure on the
rear part of the upstream cylinder surface is a little higher than that on the single
cylinder, and the separation line is found to move a little upstream in the former
case. The effect of the downstream cylinder on the spectra of the fluctuating velocity
and pressure Su and Sp in the secondary effect region y/d1 > 4.0 is shown in Figure
7. The measuring position was chosen as the one where the fluctuation component
due to the Kármán vortices is most definitely observed. When the dimensionless gap
s/d1 > 2.0, the spectra Su and Sp have sharp peaks at the frequency of f = 24 Hz.
The Strouhal number for this frequency is St = 0.2, indicating that the sharp peaks
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are caused by Kármán vortices. Although the decrease of the dimensionless gap s/d1
reduces the magnitude of the height of spectral peaks Sup and Spp, the frequency of
Kármán vortex shedding fvK remains unchanged. From the results above, the main
features of the two regions for cylinders in cruciform arrangement can be summarized
as follows:
1. The primary effect region: The mean flow field is very different from that of

the single cylinder, and is strongly three-dimensional due to the influence of
the downstream cylinder. Kármán vortex shedding is totally suppressed in this
region.

2. The secondary effect region: The main flow field is basically two-dimensional in
this region, and is nearly identical with that of the single cylinder. Nevertheless,
the pressure on the rear surface of the upstream cylinder increases a little due
to the effect of the downstream cylinder, and the separation lines move slightly
upstream. While the fluctuating components of the velocity and pressure signals
u and p induced by the shedding of Kármán vortices are reduced with a decreased
gap between cylinders, the vortex shedding frequency is unaffected.

3.4. Mechanism for the suppression of Kármán vortex excitation. Consid-
ering the results given above, possible factors in the suppression of Kármán vortex
excitation by setting a downstream cylinder in the flow can be stated as follows:
1. There is no Kármán vortex shedding in the primary effect region, leading to the

reduction of the excitation force acting on the cylinder.
2. The strength of circulation of vortices and the regularity of vortex shedding are

reduced in the secondary effect region.
3. The phase of the Kármán vortices, cut into two by the downstream cylinder, can

differ on each side.
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Figure 7. Effect of the gap between the two cylinders on the spectra of the velocity
and pressure at the point defined by the following coordinates: x/d1 = 2.0;

y/d1 = 4.0; z/d1 = 2.0; (fixed system; d1 = d2 = 26 mm; Re = 5150; pressure tap
position: α = 80◦; y/d1 = 4.0)
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It is obvious that the reduction of the excitation force due to factor (1) is propor-
tional to the ratio of the length of the primary effect region lsI to the effective length
of the upstream cylinder. The phenomenon, however, cannot be attributed solely to
this cause, as it cannot explain why the amplitude of the upstream cylinder oscillation
drops to almost zero for s/d1 < 0.4 as found experimentally.

Factor (3) is based on the hypothesis that the correlation of the Kármán vortices,
shed from the left and right parts of the horizontal upstream cylinder, becomes weaker
since the downstream cylinder breaks the continuity of the Kármán vortex. Although
this hypothesis may hold true for fixed upstream cylinders, such phase shift never
occurs in an oscillating system because the Kármán vortex shedding synchronizes
with the oscillation of the cylinder resulting in zero phase shift. Moreover there is
some experimental evidence that even for fixed cylinders the pressure fluctuations due
to Kármán vortex shedding in the secondary effect regions are in phase on each side
of the downstream cylinder. Hence factor (3) is excluded as a possible cause of the
suppression of vibration.

0.0

0.5

1.0

0.0 2.0 4.0

s / d 1

8
: Spp / [Spp]

: [zrms]r / [zrms]r

8

8

Figure 8. Variation of vibration amplitude and the spectral peak of pressure with
the gap between the cylinders (fixed system; d1 = d2 = 26 mm; Re = 5150; pressure

tap position: α = 80◦; y/d1 = 4.0)

The role of factor (2) is confirmed by looking into the correlation between the
oscillation amplitude and the peak value of spectrum Spp in the secondary region.
The relationship between s/d1 and the peak value Spp of the pressure fluctuation
spectrum is shown in Figure 8, and is compared with the Kármán vortex excitation
amplitude [zrms]r.
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The variables are made nondimensional by the corresponding values belonging
to the single cylinder. The relationships between Spp/ [Spp]

∞
and s/d1, further

[zrms]r / [zrms]r∞ and s/d1 are similar to each other. The fact that Spp is closely
related to the fluctuating lift force acting on the cylinder at the frequency of fvK (see
Figure 8) suggests that factor (2) is one of the causes of the suppression of vibration.
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Figure 9. Longitudinal vortex excitation caused by the downstream cylinder

It should be noted that a large oscillation can be induced by the downstream
cylinder. As seen in Figure 9, a high oscillation peak appears at a velocity three
times higher than that of Kármán vortex excitation.

This oscillation is in resonance with the longitudinal vortices shed periodically near
the crossing of the two cylinders, Shirakashi et al. [10]. Our investigations on this
new excitation have shown that not only the velocity range of its occurrence, but
also the phenomenon itself is completely different from those of the Kármán vortex
excitation.

4. Conclusions

Kármán vortex excitation of an elastically supported circular cylinder placed in an
otherwise uniform crossflow can effectively be suppressed by setting another cylin-
der downstream to it in a cruciform arrangement. Measurements of pressure on the
upstream cylinder surface and velocity near the crossing, together with flow visualiza-
tion, offer the following explanation for the phenomenon of suppression. Although the
shedding frequency of Kármán vortices is unaffected by the downstream cylinder, the
strength of circulation of a vortex is reduced and the periodicity of vortex shedding
is disturbed along the whole span of the upstream cylinder due to the presence of the
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downstream cylinder. In addition, there is no Kármán vortex shedding in the region
near to the downstream cylinder.

The advantages of this technique are: i) it requires no modification in the shape of
the oscillating body or in its supporting structure, and ii) the flow upstream of the
oscillating body is virtually undisturbed.
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1. Introduction

Consider a bar bounded by a cylindrical surface (”side-surface”) and two planes (”end
cross sections”), normal to the side surface. For greater generality, it is assumed that
the bar under consideration may contain longitudinal cylindrical cavities so that the
cross-section of the bar may be multiply connected. Further assumptions are that
there are no body forces present, that the side surface of the bar is free from external
stresses and that given forces (satisfying the equilibrium conditions of the body as
whole) are shearing stresses applied to the end cross sections of the bar. We also
suppose that the bar is composed of a material which is homogeneous in the axial
direction.

A three-dimensional rectangular Cartesian coordinate system (x, y, z) will be used.
The axis Oz is directed parallel to the generators of the side surface and the plane
Oxy is chosen to coincide with the “lower” end of the bar. The “upper” end of the
bar will then have the coordinate z = L, where L is the length of the bar.

Following Bai and Shield [1], we suppose that τxz and τyz are the only nonzero
stresses in the whole bar. In this case the equilibrium conditions can be formulated
as [5-6, 9]:

∂τxz

∂x
+
∂τyz

∂y
= 0 in A , (1.1)

τxznx + τyzny = 0 on c , (1.2)

where A is the cross-section of the cylindrical bar, c is the boundary of A and nx, ny
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are the components of the outward unit normal to the curve c.

It follows from equations (1.1) and (1.2) that [1—2, 5]

X =

∫

A

τxzdA = 0 and Y =

∫

A

τyzdA = 0 , (1.3)

that is, there are no transverse forces on the cross-section of the bar.

The only moment acting on a cross-section is a twisting moment T given by

T =

∫

A

(xτyz − yτxz)dA . (1.4)

Bai and Shield proved [1] that each of the rectangular components of shearing stress
provides one half of the twisting moment

∫

A

xτyzdA = −
∫

A

yτxzdA =
T

2
. (1.5)

Equation (1.5) is valid both for simply connected cross-sections and and for multiply
connected ones. It is also independent of any material properties provided that the
material properties depend on the cross-sectional coordinates x, y only.

2. Lower bound for the shearing stress

Let τ be the greatest shearing stress in cross-section A of a cylindrical bar subjected
to a twisting moment T . We have

τ = max
√

τ2xz + τ2yz , (x, y) ∈ A = A ∪ c . (2.1)

Regrading equation (1.5) as a point of departure and using the Schwarz inequality we
can write that

∫

A

x2dA

∫

A

τ2yzdA ≥ T 2

4
and

∫

A

y2dA

∫

A

τ2xzdA ≥ T 2

4
. (2.2)

A combination of inequality
∫

A

(τ2xz + τ2yz)dA ≤ τ2A (2.3)

with inequalities (2.2)1,2 results in the following lower bound

τ

T
≥
√

Ix + Iy

4IxIyA
, (2.4)

where Ix and Iy are the second moments of the cross-section about the axes x and y,
respectively, and A is the area of the cross-section.
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3. Upper bound for the limit plastic torque

Let us assume that the material of the cylindrical body is elastic-perfectly plastic. In
the case of fully plastic torsion we have

τ2xz + τ2yz = τ2
0

in A ∪ c , (3.1)

where τ0 = τ0(x, y) is the yield stress in pure shear, which may depend on the cross-
sectional coordinates x, y. Let T0 be the plastic torque of the cross section [4,7]. The
constant A0 is defined by

A0 =

∫

A

τ2
0
dA . (3.2)

Making use of equations (2.2)1,2 and the Huber-v. Mises-Hencky yield condition (3.1)
we obtain the following upper bound

T0 ≤
√

4IxIyA0

Ix + Iy
. (3.3)

Remarks to relations (2.4) and (3.3)

R1. Relation (2.4) is an equality for a thin-walled circular tube with constant
thickness.

R2. Relation (3.3) is also an equality for a homogeneous thin-walled circular tube
with constant thickness.

R3. It can be proved that relation (2.4) leads to the best lower bound for τo and
formula (3.3) gives the sharpest upper bound for To if the axes x, y are principal
centroidal axes of the cross-section [3].

4. Upper bound for the torsional rigidity

In this section it is assumed that the material of the twisted bar is inhomogeneous
isotropic elastic, the equilibrium state of the bar is the pure torsion according to
Saint-Venant’s theory [3], [5-6]. A consequence of the nonhomogenity is that the
shear modulus G may depend on x, y that is G = G(x, y).

Once again we regard equation (1.5) as our point of departure and use the Schwarz
inequality. We get

T 2

4
=

(
∫

A

xτyzdA

)2

=

[
∫

A

(

τyz√
G

)

(

x
√
G
)

dA

]2

≤
∫

A

τ2yz

G
dA

∫

A

Gx2dA , (4.1a)

T 2

4
=

(
∫

A

yτxzdA

)2

=

[
∫

A

(

τxz√
G

)

(

y
√
G
)

dA

]2

≤
∫

A

τ2xz
G

dA

∫

A

Gy2dA . (4.1b)
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The strain energy stored in the unit length of the twisted bar [5-7], [9] is given by

U =

∫

A

τ2xz + τ2yz

2G
dA . (4.2)

The torque-twist relation is of the form

T = Rϑ , (4.3)

where R is the torsional rigidity of the cross-section and ϑ is the rate of twist [5-6],
[9].

We shall consider a unit length of the bar. In this case

W =
1

2
Tϑ =

T 2

2R
(4.4)

is the work done by the twisting moment T . According to the Clapeyron theorem [9]
we can write

U =
T 2

2R
. (4.5)

Combination of equations (4.1a,b) with formula (4.2) gives

U ≥ T 2
Jx + Jy

8JxJy
, (4.6)

where

Jx =

∫

A

Gy2dA and Jy =

∫

A

Gx2dA (4.7)

are the G-weighted second moments of the cross-section about the centroidal axes x
and y, respectively. Inserting equations (4.1a,b) into inequality (4.6) we obtain the
upper bound

R ≤ 4JxJy
Jx + Jy

. (4.8)

Let J0 be defined as

J0 = Jx + Jy =

∫

A

G(x2 + y2)dA . (4.9)

It is clear that
(Jx − Jy)

2 = (Jx + Jy)
2 − 4JxJy ≥ 0 (4.10)

from which we get the lower bound

J0 ≥
4JxJy
Jx + Jy

. (4.11)

Relations (4.8) and (4.11) show that

R ≤ J0 . (4.12)
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The upper bound (4.12) is weaker than the upper bound (4.8).

Combination of inequalities (4.1a,b) with the lower bounds

2U ≥
∫

A

τ2xz
G

dA and 2U ≥
∫

A

τ2yz

G
dA

and equation (4.5) yields the Grammer type upper bound

R ≤ min{4Jx , 4Jy} (4.13)

for the torsional rigidity of nonhomogeneous cylindrical bars. This estimation is used
mainly for narrow rectangular cross-sections [3].

Remarks to relations (4.8), (4.12) and (4.13):

R1. For a homogeneous bar, estimation (4.8) was first derived by Nicolai [8].

R2. For a homogeneous bar the upper bound (4.12) was deduced from the theory
of Saint-Venant by Diaz and Weinstein [2].

R3. It can be proved that inequality (4.12) gives the best upper bound if the origin
of the cross-sectional coordinate system is chosen in such a way [3] that the equations

∫

A

xG(x, y)dA = 0 and

∫

A

yG(x, y)dA = 0 (4.14)

hold.

R4. It is proved in [3] that inequalities (4.8) and (4.13) lead to the best upper
bound if the origin and the direction of the axes of the cross-sectional coordinate
system x, y are chosen in such a way [3] that equations (4.14) and equation

∫

A

xyG(x, y)dA = 0 (4.15)

are all satisfied.

R5. Relations (4.8) and (4.12) are equalities if the cross-section is bounded by two
concentric circles on which

x2 + y2 = a2
1

and x2 + y2 = a2
2

and the shear modulus depends only on the radial coordinate r =
√

(x2 + y2). Here,
a1 and a2 are the radii of the boundary circles.

5. Conclusions

Some applications of the Bai-Shield identity for the torsion of a nonhomogeneous
cylindrical bar have been presented. A lower bound is derived for the greatest shearing
stress developed in twisted cylindrical bars and an upper bound is set up for the plastic



194 I. Ecsedi

limit torque. Three different upper bounds are derived for the torsional rigidity of
nonhomogeneous isotropic elastic bars. It is assumed that the material properties of
the bar do not depend on the axial coordinate.

All derivations are based on the Bai-Shield identity and the strength of materials’
approach makes it possible to avoid the use of variational methods and the application
of the procedures known from higher analysis [3].

The formulas derived are also valid for cases when the bar is a composite one made
of different homogeneous materials. These bars are compound bars and reinforced
bars. Their discontinuities in the material properties do not affect the validity of the
bounding formulas presented here.
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Abstract. Based on an examination of the liquid-vapor equilibra and of the mass and energy
transfer processes in porous systems, a theory has been developed. The mathematical model
is developed for heat and mass transfer analysis of porous media in a convective dryer.
Using the model, the calculated transient temperature of the porous material in the dryer
agrees well with the experimental values measured. Variations in temperature and moisture
content distribution are solved using the finite difference method. The effects of operation
parameters, such as temperature and humidity in the dryer, initial moisture content of the
porous material, and heat and mass transfer coefficients are examined using this model. By
theoretically simulating the drying process, it is shown that during the falling rate period
the evaporation-condensation mechanism is the governing mechanism of drying.
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1. Introduction

Convective drying is usually encountered in many industrial fields (food industry,
building industry, textile industry etc.). Therefore, the study of this type of problem
becomes very important and for several decades now has attracted the attention of
several authors [1-11]. From among the several theories so far suggested for explain-
ing migration of moisture in porous media, three have won general recognition: the
diffusion theory, the capillary flow theory, and the evaporation-condensation theory.

It is still often assumed that with constant drying conditions, a constant drying
rate only occurs when the surface of the drying medium is completely wetted, but for
porous media, this is, in general, not true.

Numerous governing equations for heat and mass transfer have been derived by
many researchers. Transient state diffusion in hygroscopic textile fibers was first
analyzed by Henry [12], who obtained an approximate analytical solution. He showed
that moisture diffuses into the porous structure of the fabric and the solid phase of
the fabric is hygroscopic. Later, Nordon and David [13] improved Henry’s model, and
they were able to solve the nonlinear differential equation of moisture transfer using
the finite difference method. Farnworth [14] introduced a model to solve transient
heat and mass transfer in a multilayered clothing system.
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Energy consumption in a convective dryer can be reduced by optimizing the drying
process using mathematical analysis of temperature and moisture distribution in the
fabric. Thus, development of a suitable mathematical model to predict the accurate
performance of the dryer is important for energy conservation in the drying process.

Beard [15] suggested a simplified mathematical model to obtain the temperature
and moisture distribution of fabrics in convective dryers. He assumed that a fabric
consists of two layers, one dry layer and one wet layer. But his analysis did not
describe details of what was going on inside the fabric. Also, he used two experimental
constants to fit his data to the experimental results of measured temperature variation
inside the dryer.

In this study, the mathematical model developed by Nordon and David to determine
the transient temperature and moisture concentration distribution of a fabric in a
convective dryer have been modified. Also, distributions of temperature and moisture
concentration were calculated using the finite difference method. The advantages of
these modifications were the possibilities of analysis of the effects of many operating
parameters such as dryer air temperature, humidity, initial moisture content of fabric,
fabric characteristics. These have been examined using the model developed in this
study.

The discussion is restricted to convective drying of non-shrinking capillary-porous
media. Therefore the solid phase is geometrically fixed; the liquid is contained in
(assumed relatively large) interconnected interstices (called the pore space); all liquid
that leaves the porous medium has to be replaced by air; the vapor pressure above
a liquid meniscus in the porous medium is virtually equal to that above a free liquid
surface.

2. Notational conventions

CA moisture content of air in leather pores, kg/m3

Ce moisture content of external air, kg/m3

CF moisture content in leather, kg/m3

Cp specific heat, kj/kg K
D diffusion coefficient, m2/s
G mass flowrate, kg/m2s
he heat transfer coefficient, W/m2K
hm mass transfer coefficient, m/s
K rate constant, 1/s
k thermal conductivity, W/mK
m̄ mass transfer rate, kg/m2s
Ps saturation pressure, kg/m2

Pr Prandtl number
q convective heat transfer rate, W/m2

R gas constant, kj/kgK
Sc Schmidt number
T temperature, K
Te external air temperature, K
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t time
yA relative humidity of air in pores of leather
yF relative humidity of leather
ε porosity
λ latent heat of evaporation, kj/kg
ρ density, kg/m3

3. Present drying model

The configuration is that of a flat porous slab constituted with a solid phase that
is inert and rigid, a liquid phase (pure water) and a gaseous phase which contains
both air and water vapor. The theoretical formulation of heat and mass transfer in
porous media is usually obtained by a change in scale. Under constant environmental
conditions the process of drying can be divided into a “constant rate” and one or two
“falling rate” periods. When the initial moisture content is high enough, a consid-
erable amount of moisture leaves the porous medium at a very high, approximately
constant rate, which is roughly equal to the rate of evaporation from a continuous
water surface under identical environmental conditions. During this initial period the
temperature of the system also remains constant and, as a rule, equal to the wet-bulb
temperature of the environment.

The mathematical model derived by Nordon is used with small modifications. The
modification is explained further in the “solution method”.

The resulting differential equations are derived as

D
∂CA

∂x2
=

∂CF

∂t
+ ε

∂CA

∂t
(3.1)

and

k
∂2T

∂x2
= ρCp

∂T

∂t
− λ

∂CF

∂t
. (3.2)

The boundary conditions for convective heat transfer and mass transfer at the fabric
surface are

q = he (Te − T ) (3.3)

and
m̄ = hm(Ce − CA) . (3.4)

The deriving force determining the rate of mass transfer inside the fabric is the differ-
ence between the relative humidities of the air in the pores and the fabric. The rate of
moisture exchange is assumed to be proportional to the relative humidity difference
in this study. Thus, the rate equation for mass transfer is

1

ρ(1− ε)

∂CF

∂t
= K (yA − yF ) (3.5)

Also, the relative humidities of air and fabric are assumed to be

yA =
CART

Ps
(3.6)
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and

yF =
Cp

ρ(1− ε)
. (3.7)

The rate constant in equation (3.5) is an unknown empirical constant and the effect of
this constant can be examined. The value of the rate constant was varied fromK = 0.1
to K = 10. The resulting calculated fabric surface temperatures are compared in
Figure 1.

When the rate constant is small, the evaporation rate is so small that the moisture
content decreases very slowly. Initially, the surface temperature increases rapidly,
but later this declines. When K is greater than 1.0, however, the effect of the rate
constant on the surface temperature distribution is not significant. This indicates
that when the rate constant is greater than 1.0, the evaporation rate is high and the
drying process is mainly controlled by the moisture diffusion mechanism inside the
fabric. Thus we have assumed the rate constant to be 1.0 in the following calculations.

4. Solution method

Differential equations (3.1) and (3.2) are solved using the explicit-difference method,
deriving the finite difference equations and applying the boundary conditions for heat
and mass transfer at the fabric surface. It is assumed that heat was transferred from
the external hot air to the fabric surface by forced convection, and moisture was
transferred from the fabric to the external air. The heat transfer coefficient between
the external air and fabric surface is obtained by using a modification of the equation
reported by Treybal [16]:

he = 0.675G0.37 (4.1)

where G is the mass flow rate of the external air impinging on the fabric surface. The
mass transfer coefficient was calculated using the analogy between heat transfer and
mass transfer:

hm =
he
ρCp

(

Pr

Sc

)2/3

(4.2)

The temperature and moisture content were calculated using this model. In these
calculations, the parameters used for the base condition are shown in Table 1.

Table 1 - Values of parameters for base condition

Parameter Unit Value
Dryer Temp. K 450
Heat Transfer Coeff. W/m2K 70
Mass Transfer Coeff. m2/s 0.08
Fabric Thickness mm 0.7
Porosity — 0.9
Initial Moisture %RH 50
Drying Air Moisture kg/m3 0.02

The convective heat and mass transfer coefficients at the surface are important para-
meters in drying processes; they are functions of the velocity and physical properties
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of the drying medium. The transient fabric temperatures were calculated assum-
ing various values of the rate constant K. The resulting calculated fabric surface
temperatures are compared in Figure 1.

Figure 1. Effect of rate constant on the surface temperature

Figure 2. Temperature variation of surface and center

First, the transient temperatures of the surface and center of the fabric using the data
shown in Table 1 were calculated. From Figure 2, we see that the surface and center
temperatures increase rapidly in the initial stage up to the saturation temperature,
at which point the moisture in the fabric starts to evaporate. From that point, the
difference between the surface temperature and the center temperature increases due
to the different moisture contents of the surface and the center. In this stage, the
fabric starts to dry from the surface, and the moisture in the interior is transferred
to the fabric surface. Then the moisture content decreases during the drying of the
fabric. Thereafter, the surface and center temperatures converge to reach the external
air temperature.
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The moisture variations of the surface and the center of the fabric were also calcu-
lated and are shown in Figure 3.

Figure 3. Moisture content of surface and center

Figure 4. Effect of initial moisture content of fabric

Initially, the surface moisture content decreases rapidly, but later this rate declines
because moisture is transferred to the external air from the fabric surface. The cen-
ter moisture content remains constant for a short time, and then decreases rapidly,
because the moisture content difference between the surface and the interior of the
fabric becomes large. After drying out, both center and surface moisture contents
converge to reach the external air moisture content.

The mathematical model is used to predict the effects of many parameters on
the temperature variation of the fabric. These parameters include the operation
conditions of the dryer, such as the initial moisture content of the fabric, heat and
mass transfer coefficients, drying air moisture content, and dryer air temperature.
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Figure 4 shows the calculated results of the effect of the fabric initial moisture
content. When the initial moisture content is high, the temperature rise is relatively
small and drying takes a long time. This may be because the higher moisture content
needs much more heat for evaporation from the fabric. Also, the saturation tempera-
ture for higher moisture content is lower, and thus the temperature rise in the initial
stage is comparatively small.

Figure 5. Effect of heat and mass transfer coefficients

Figure 6. Effect of drying air moisture content

The fabric temperature was calculated to investigate the effects of heat and mass
transfer coefficients in the calculation. An analogy was assumed between heat and
mass transfer, and so both heat and mass transfer coefficients were determined using
this assumption. The calculated results are compared in Figure 5. When the heat
and mass transfer coefficients are high, the fabric temperature rise is great and the
time required for drying is relatively short.
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The effect of drying air moisture content, and the calculated results of the model
are shown in Figure 6. When the moisture content is high, the initial temperature rise
of the fabric also becomes high. This may be because the saturation temperature in
the initial stage largely depends on the drying air moisture content. After the initial
temperature rise, however, the temperature increase is relatively small, and thus the
time required for complete drying is comparatively long.

Figure 7. Effect of dryer air temperature

The effect of dryer air temperature was also investigated and the calculation results
are shown in Figure 7. When the dryer air temperature is high, the temperature rise
of the fabric is great.

When a very wet porous material is dried by a convective medium, three drying
rate periods are often observed, the constant rate period, the first falling rate period
and the second falling rate period. In the constant rate period and the first falling rate
period, the material remains wet, and only the model of the wet region is used. Since
evaporation takes place almost entirely at the surface, the drying rate is controlled
by the convective heat and mass transfer. If the temperature gradient within the
material is negligible, the surface temperature is almost constant and its value is very
close to wet bulb temperature of the air flow.

5. Conclusions

The aim of this study is to describe heat and mass transfer in drying by forced convec-
tion of porous media.The mathematical model developed in this study is very compre-
hensive and can be used to predict transient variations in temperature and moisture
content distribution of fabrics in the dyer with reasonable accuracy. Simplistic as-
sumptions have been avoided, especially insofar as the effect of gaseous pressure is
concerned. The effect of temperature and humidity of the dryer, the initial moisture
content of the fabric and the heat and mass transfer coefficients can be predicted for
fabrics using the model. With the model predictions, energy consumption may be
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reduced by optimizing the drying conditions of the dryer.

On the other hand, for a fully wetted surface, the areas for heat and mass transfer
temperature are close to the wet bulb temperature; for a partly wetted surface, the
effective area for mass transfer decreases with the surface moisture content.

It was noted that the intercellular spaces, like the voids in porous materials, are
interconnected and filled with air and a certain amount of free water. The cells
themselves also contain water, which is also defined here as bound water.

Finally, when a porous material is exposed to a convective surface condition, three
main mechanisms of internal moisture transfer are assumed to prevail: capillary flow
of free water, movement of bound water and vapor transfer. If the initial moisture
content of the porous material is high enough, the surface is covered with a continuous
layer of free water and evaporation takes place mainly at the surface.
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1. Introduction

1.1. Components of tensors at a point of space can be transformed from one co-
ordinate system into another by making use of the general transformation rules of
tensors. If the coordinate systems move with respect to each other, one speaks about
time dependent transformations.

If the motion of the coordinate systems relative to each other is arbitrary (one of the
coordinate systems is deformed with respect to the other) then the transformation is
also referred to as arbitrary, otherwise, i.e., for a rigid body motion as relative motion
of the coordinate system, the transformation is an orthogonal one and in both cases
time dependent.

From this point of view those tensors (including some time rate of tensors) which
can be defined independently of the choice of coordinate systems moving arbitrarily
with respect to each other, i.e., which are invariant under any arbitrary and time de-
pendent transformations, will be referred to as physically (or materially) objective, or,
for the sake of brevity, objective tensors or objective rates. (We remark that in the lit-
erature criteria of physical objectivity are valid mostly for orthogonal transformation
only.)

Fulfillment of physical objectivity is a necessary (but not sufficient) condition for
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tensors (and time rates of tensors) fulfilling the criterion of material objectivity and
disregards the issue of establishing constitutive equations.

1.2. The first objective time rate, the Jaumann stress rate [1] is related to a
coordinate system rotating together with the spin tensor of continuum. Later on the
Jaumann stress rate was also derived by other authors - for example by Fromm [2],
Zaremba [3], Thomas [4], Noll [5] and Hill [6]. These authors have not referred to
Jaumann’s work. In the literature, however, the Jaumann’s stress rate is generally
accepted although Atluri [7] associates it with the names Zaremba - Jaumann - Noll.

A detailed description of some objective time rates is presented, among others, by
Sedov [8], Prager [9], Naghdi and Wainwright [10], Atluri [7], Masur [11], Dubey [12],
Szabó and Balla [13], Haupt and Tsakamakis [14].

There are some famous objective time rates beside the Jaumann stress rate men-
tioned above. Using convective coordinates objective time rates of tensors with con-
travariant or covariant components were set up by Oldroyd [15], Trusdell [16], Cotter
and Rivlin [17] and with all possible subscripts and superscripts by Sedov [8] and
Atluri [7]. Atluri also gave the objective time rates in a fixed coordinate system. The
stress rate introduced by Trusdell [16] is that of the II.Piola - Kirchhoff stress tensor.
The objective time rates defined by Green and Naghdi [18], Green and McInnis [19],
Dienes [20] and Atluri [7] are all regarded in a coordinate system rotating together
with the spin tensor of the rotation tensor obtained from the polar decomposition of
the deformation gradient. The objective time rate of Sowerby and Chu [21] is related
to a coordinate system rotating with the spin tensor taken in the principal axis of the
strains in the present configuration.

The objective time rates in [1] an [15]-[21] are all that of the stress tensor and
invariance under orthogonal transformation is considered as a criterion for material
objectivity.

References [7]-[14] offer not only a survey on the objective time rates but also
a sort of systematization. The latter is grounded on the fact that the objective
time rates are defined with the aid of a certain movement of the continuum, usually
by the mapping of the reference configuration onto the present configuration or by
the transformation between the fixed and convected coordinate systems or by the
motion of the principal axis of strains. In some cases invariance under orthogonal
transformations is a requirement, in the remaining cases, however, it is not.

After a wide mathematical foundation the book [22] by Marsden and Hughes also
deals with the physically objective time rates pointing out that "All so called objective
rates of second order tensors are in fact Lie derivatives."

1.3. Part I. and Part II. of the present paper are aimed to introduce physically
objective time rates on the basis of mechanical (kinematical) considerations only
and makes the introduction of the concept independent of the possible motions of
continuum.

To accomplish this goal the paper investigates tensors and time rates of tensors
in coordinate systems moving arbitrarily with respect to each other or, which is the
same thing, in coordinate systems which are deformable. We regard alternatively one
of the two coordinate systems as fixed; the other is then in motion with respect to
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the fixed one.

1.4. Part I of the present paper investigates the motion of two distinct continua.
One of the two continua is the coordinate system moving in the fixed coordinate
system as a fictitious purely geometrical continuum. The other is the actual material
continuum itself. At the same time the motion of the actual material continuum
can be viewed both from the fixed coordinate system and from the one moving with
respect to it.

In a particular case the convected coordinate system can also be regarded as a
moving coordinate system or a fixed one (see, for example, Section 4). If this is the
case, one should keep in mind that the continuum is at a relative rest in the convected
coordinate system.

1.5. The next section investigates coordinate systems moving arbitrarily with
respect to each other. Metric tensors, velocities, time derivatives of base vectors are
also discussed.

Section 3 is devoted to the motion of a continuum in coordinate systems moving
arbitrarily with respect to each other.

In Section 4 material time rates are defined in various coordinate systems including
the fixed coordinate system, the coordinate system moving arbitrarily with respect to
the fixed one and the convected coordinate system. The various time rates of the same
tensor are related to each other and the corresponding relations are also presented.

1.6. We shall use both the indicial notations of tensors and the symbolic or direct
notational system. The coordinate systems are arbitrary and curvilinear.

In accordance with the general rules of indicial notations - no matter whether the
indices are minuscule or majuscule - indices range over the integers 1,2 and 3; sum-
mation over repeated indices is implied and the subscripts proceeded by a [comma]
{semicolon} denotes [partial] {covariant} differentiation with respect to the corre-
sponding variable. Underscore of indices suspends summation. δpq stands for the
Kronecker symbol.

As regards symbolic notations the dot product is denoted in the usual manner, i.e.,
by a dot placed between the factors, while no operation sign is employed to denote
tensor products. If necessary, small asterisks are used to show where the indices stand,
for example A∗

∗
= âklĝkĝ

l in which ĝk and ĝl are the base vectors. (In the case of
indicial notations it is obvious where the indices are.)

The transpose of a tensor is denoted by T . We shall utilize the fact that the
covariant derivatives are defined independently of a coordinate system.

Time is common for all sets of variables. At the points of time t◦ and t > t◦ (oth-
erwise t is arbitrary) the state of continuum is referred to as reference configuration
and present configuration, respectively.

Further notations and notational conventions are presented at their first occurrence
in the text.
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2. Arbitrary motion of two coordinate systems with respect to each other

2.1. First let the coordinate system {xp} be the fixed one. The corresponding base
vectors and the covariant metric tensor are

gp
(
x1, x2, x3

)
=

∂r

∂xp
, gq

(
x1, x2, x3

)
and gpq

(
x1, x2, x3

)
, (2.1)

where r is the position vector of a point P in space.

Let the coordinate system moving arbitrarily with respect to the coordinate system
{xp} be denoted by

{
x̂k
}
. The motion of the coordinate system

{
x̂k
}
relative to the

coordinate system {xp} can be given in the form

xp = (G)xp
(
x̂1, x̂2, x̂3; t

)
, where (G)J = det

∂(G)xp

∂x̂k
6= 0 . (2.2)

Here and in the sequel a subscript in paranthesis to the left of the variable is of
informative nature.

The base vectors in the coordinate system
{
x̂k
}
are of the form

ĝk
(
x̂1, x̂2, x̂3; t

)
=

∂r

∂x̂k
=

∂r

∂xp
∂(G)xp

∂x̂k
=

∂(G)xp

∂x̂k
gp , ĝl

(
x̂1, x̂2, x̂3; t

)
=

∂x̂l

∂(G)xq
gq.

(2.3)

The transformation matrices also depend on time and the matrix ∂x̂l

∂(G)xp
is the inverse

of the matrix ∂(G)xp

∂x̂k
.

The covariant metric tensor in the coordinate system
{
x̂k
}
is

ĝkl
(
x̂1, x̂2, x̂3; t

)
=

∂(G)xp

∂x̂k
∂(G)xq

∂x̂l
gpq, gpq

(
x1, x2, x3

)
. (2.4)

As can be seen with ease neither gp nor gpq depend on time for an observer being in the
coordinate system {xp} while, on the contrary, both ĝk and ĝkl are time dependent.

Components of a tensor A = apqgpg
q = âklĝkĝ

l regarded in the coordinate systems

{xp} and
{
x̂k
}
obey the transformation rule which follows from (2.3):

âkl =
∂x̂k

∂(G)xp
∂(G)xq

∂x̂l
apq. (2.5)

2.2. Secondly let the coordinate system
{
x̂k
}
be the fixed one. In this case - for

an observer in the coordinate system
{
x̂k
}
- neither the base vectors ĝk,ĝ

l nor the
corresponding metric tensor ĝkl depend on time:

ĝk
(
x̂1, x̂2, x̂3

)
=

∂r

∂x̂k
, ĝl

(
x̂1, x̂2, x̂3

)
, ĝkl

(
x̂1, x̂2, x̂3

)
. (2.6)

For the motion of the coordinate system {xp} relative to the coordinate system
{
x̂k
}

we can write

x̂k = (F)x̂k
(
x1, x2, x3; t

)
, (F)J = det

∂(F)x̂k

∂xp
6= 0 . (2.7)
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In this case the base vectors in the coordinate system {xp} are

gp
(
x1, x2, x3; t

)
=

∂r

∂xp
=

∂r

∂x̂k
∂(F)x̂k

∂xp
=

∂(F)x̂k

∂xp
ĝk, gq

(
x1, x2, x3; t

)
=

∂xq

∂(F)x̂l
ĝl .

(2.8)
The covariant metric tensor in the coordinate system {xp} takes the form

gpq
(
x1, x2, x3; t

)
=

∂(F)x̂k

∂xp
∂(F)x̂l

∂xq
ĝkl, ĝkl

(
x̂1, x̂2, x̂3

)
. (2.9)

The transformation matrices also depend on time and the matrix ∂xp

∂(F)x̂k
is the inverse

of the matrix ∂(F)x̂k

∂xp
.

The apparent contradiction between the formulae (2.4) and (2.9) giving the metric
tensors follows from the fact that time dependence of tensor components depends on
which coordinate system is regarded as a fixed one. If the coordinate system {xp}
is the fixed one, gpq is independent of time, but ĝkl is time dependent and, on the
contrary, if

{
x̂k
}
is the fixed coordinate system ĝkl is independent of time while gpq

is a function of time.

2.3. In the sequel - unless the opposite is stated - we shall always assume that the
coordinate system {xp} is a fixed one while the coordinate system

{
x̂k
}
, which will be

referred to as grid, is the moving one. [Use of the letter ”F” (fixed) and ”G” (grid)
for the motions (2.7) and (2.2) implies this convention tacitly.]

This general convention means no limitation either on the arbitrariness of the
motion of coordinate systems relative to each other or on the general validity of the
conclusions we hope to come to.

In what follows

— the motion of a material continuum with respect to the fixed coordinate system
{xp} will be referred to simply as motion or absolute motion,

— the motion of a material continuum with respect to the coordinate system
{
x̂k
}
,

i.e., to the grid will be referred to as relative motion
— and the motion of the coordinate system

{
x̂k
}
, i.e., that of the grid with respect

to the fixed coordinate system {xp} will be called the motion of grid or grid
motion.

2.4. Velocity of a point with coordinates x̂k of the grid with respect to {xp} follows
from the grid motion (2.2):

(Gx)v =
∂r

∂t

∣∣∣∣
(x̂)

=
∂r

∂xp
∂(G)xp

∂t

∣∣∣∣
(x̂)

= (Gx)vpgp = (Gx)v̂kĝk, (2.10)

where (Gx)vp =
∂(G)xp

∂t

∣∣∣∣
(x̂)

and (Gx)v̂k =
∂x̂k

∂(G)xp
(Gx)vp (2.11)

are the components of the velocity vector (Gx)v in the coordinate systems {xp} and{
x̂k
}
. Here and in the sequel a subscript placed to the right of a vertical line — the

latter is a right delimiter — refers to the fact that the corresponding coordinates are
constants when one determines a time derivative.
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With regard to all that has been said about the coordinate systems {xp} and
{
x̂k
}

it is obvious that their roles are interchangeable. Comparison of (2.2) and (2.7) yields
an identity

xp = (G)xp
[
(F)x̂1

(
x1, x2, x3; t

)
, x̂2 (· · · ) , x̂3 (· · · ) ; t

]
= xp

which is valid at any point of the grid and from which, taking into account that the
points {xp} do not move at all, a further identity follows:

∂xp

∂t

∣∣∣∣
(x)

= 0 =
∂(G)xq

∂t

∣∣∣∣
(x̂)

+
∂(G)xp

∂x̂k
∂(F)x̂k

∂t

∣∣∣∣
(x)

(2.12)

where
∂(F)x̂k

∂t

∣∣∣∣
(x)

= (Fx̂)v̂k. (2.13)

Let xp be a point of the coordinate system {xp}. After substituting (2.13) and (2.11)
into (2.12) we obtain the velocity (Fx̂)v of the point xp with respect to the grid — that
is to the coordinate system

{
x̂k
}
:

(Fx̂)v̂k = −
∂x̂k

∂(G)xp
(Gx)vp = − (Gx)v̂k, i.e., (Fx̂)v = − (Gx)v . (2.14)

2.5. From the velocity vector field of the grid (Gx)v we can obtain, in the usual
manner, the velocity gradient, the strain rate tensor and the spin tensor for the grid
motion:

(Gx)
L = (Gx)lpqgpg

q = (Gx)v∇, (Gx)lpq = (Gx)vp;q, (2.15)

(Gx)
D = (Gx)dpqgpg

q =
1

2

(
(Gx)

L+ (Gx)
L
T
)
, (Gx)dpq =

1

2

(
(Gx)lpq +

(Gx)l pq

)
,

(2.16)

(Gx)
W = (Gx)wp

qgpg
q =

1

2

(
(Gx)

L− (Gx)
L
T
)
, (Gx)wp

q =
1

2

(
(Gx)lpq −

(Gx)l pq

)
.

(2.17)

By making use of the transformation rule (2.5) we can readily obtain the components
(Gx) l̂pq,

(Gx)d̂pq,
(Gx)ŵp

q as well, i.e., the components of the previous tensors in the

coordinate system
{
x̂k
}
.

Recalling the definition of (Gx)L — see equation (2.15) — , we have

∂

∂t
(dr)

∣∣∣∣
(x̂)

= d
(
(Gx)v

)
= (Gx)

L · dr . (2.18)

2.6. In accordance with (2.18) it also holds that

(x)
∂ĝk

∂t

∣∣∣∣∣
(x̂)

= (Gx)
L · ĝk,

(x)
∂ĝl

∂t

∣∣∣∣∣
(x̂)

= − ĝl · (Gx)
L . (2.19)
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3. Motion of a body in the absolute coordinate system and the grid

3.1. Let
{
XK

}
be the convected coordinate system. Further let the motion of the

body with respect to the coordinate system
{
x̂k
}
be

x̂k = (B)x̂k
(
X1, X2, X3; t

)
, (B)J = det

∂(B)x̂k

∂XK
6= 0 . (3.1)

This motion is the relative motion of the body. By

xp = (B)xp
(
X1, X2, X3; t

)
, J = det

∂(B)xp

∂XK
6= 0 (3.2)

we denote the motion of the body with respect to {xp} — absolute motion of the body.

With the relative motion of the body it follows that

xp = (B)xp
(
X1, X2, X3; t

)
= (G)xp

[
(B)x̂1

(
X1, X2, X3; t

)
,(B) x̂2 (· · ·) ,(B) x̂3 (· · ·) ; t

]

(3.3)

and J = det
∂(B)xp

∂XK
= det

∂(G)xp

∂x̂k
∂(B)x̂k

∂XK
= (G)J (B)J 6= 0.

3.2. The base vectors of the coordinate system
{
XK

}
assume the form

ĜK =
∂r

∂XK
=

∂r

∂xp
∂(B)xp

∂XK
=

∂(B)xp

∂XK
gp, ĜL =

∂XL

∂(B)xq
gq, (3.4)

from which using (2.3) and (3.3) we obtain

ĜK =
∂(B)xp

∂XK

∂x̂k

∂(G)xp
ĝk =

∂(G)xp

∂x̂l
∂(B)x̂l

∂XK

∂x̂k

∂(G)xp
ĝk =

∂(B)x̂k

∂XK
ĝk, ĜL =

∂XL

∂(B)x̂l
ĝl.

(3.5)

The transformation matrices are again time dependent and the matrices ∂XL

∂(B)xq
and

∂XL

∂(B)x̂l
are respectively inverses of the matrices ∂(B)xp

∂XK and ∂(B)x̂k

∂XK .

Using (3.4) and (3.5) for the covariant metric tensor of the coordinate system
{
XK

}

we can write

ĜKL =
∂(B)xp

∂XK

∂(B)xq

∂XL
gpq =

∂(B)x̂k

∂XK

∂(B)x̂l

∂XL
ĝkl. (3.6)

In view of (3.4) and (3.5) the components of a tensor A = apqgpg
q = âklĝkĝ

l =

âKLĜKĜ
L, which is regarded in the fixed coordinate system {xp} and the coordinate

systems
{
x̂k
}
and

{
XK

}
each moving with respect to the fixed one, should follow

the transformation rules

âKL =
∂XK

∂(B)xp
∂(B)xq

∂XL
apq =

∂XK

∂(B)x̂K
∂(B)x̂l

∂XL
âkl. (3.7)
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Without entering into further details, we mention that for the case when the con-
vected coordinate system

{
XK

}
is chosen as a fixed one

ĜK

(
X1, X2, X3

)
=

∂r

∂XK
, ĜL

(
X1, X2, X3

)
. (3.8)

are the base vectors observed from the coordinate system itself.

3.3 The quantities we have defined so far are associated with the current configura-
tion and are regarded at the spatial point P . The quantities that are regarded at the
points of the reference configuration will be denoted by barred letters (for example
GK or dr).

Motion (3.2) is a mapping of the reference configuration onto the current configu-
ration. The deformation gradient

F =
∂(B)xp

∂XL
gpG

L
and its inverse F

−1 =
∂XK

∂(B)xq
GKg

q (3.9)

represent a linear mapping and remapping between the line elements dr = dXKGK

and dr = dxpgp regarded, respectively, in the reference and current configurations:

dr = F · dr, dr = F−1 · dr. (3.10)

With the line elements dr = ds e and dr = ds e, in which e and e are unit vectors
in the reference and current configurations, one can define stretches in the directions
e and e:

λe =
ds

ds
, λ2e = e · FT · F · e =

1

e ·
(
F

−1
)T

· F−1 · e
. (3.11)

3.4. By using the polar decomposition theorem, the deformation gradient F (detF =
J 6= 0) can be decomposed into the dot product of the rotation tensor

R = R
p
KgpG

K
, R

−1 = RT (3.12)

with the right and left stretch tensors

U = U
K

LGKG
L
, V = V p

q gpg
q (3.13)

in a unique fashion:
F = R ·U = V ·R. (3.14)

Here the tensors U and V are defined in the reference and current configurations and
are both positive definite and symmetric tensors while the tensor R is orthogonal.

Let np and nq be orthonormal eigenvectors directed along the principal axes of
the stretch tensors U and V , respectively. The coordinate systems constituted by
the principal axes of the right and left stretch tensors are denoted by {νp} and {νp}.
It can be shown that

np = R · np, np = RT · np (3.15)
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The tensors U and V have the same eigenvalues (denoted by λp). In the coordinate
systems {νp} and {νp} we have

U = λpδ
p
qnpn

q, U
−1

=
1

λp
δpqnpn

q, V = λpδ
p
qnpn

q, V
−1 =

1

λp
δpqnpn

q.

(3.16)
In addition we define the Hencky strain tensor in the coordinate system {νp}

lnV = lnλpδ
p
qnpn

q. (3.17)

3.5. The velocity vector of the moving continuum at the point with coordinates
XK observed from the coordinate system {xp} can be obtained from the motion (3.2):

(x)v =
∂r

∂t

∣∣∣∣
(X)

=
∂r

∂xp
∂(B)xp

∂t

∣∣∣∣
(X)

= (x)vpgp,
(x)vp =

∂(B)xp

∂t

∣∣∣∣
(X)

. (3.18)

From the velocity vector field (x)v of the moving continuum we can derive the velocity
gradient, the strain rate tensor and the spin tensor:

(x)
L = (x)lpqgpg

q = (x)v∇, (x)lpq = (x)vp;q, (3.19)

(x)
D = (x)dpqgpg

q =
1

2

(
(x)
L+ (x)

L
T
)
, (x)dpq =

1

2

(
(x)lpq +

(x)l p
q

)
, (3.20)

(x)
W = (x)wp

qgpg
q =

1

2

(
(x)
L− (x)

L
T
)
, (x)wp

q =
1

2

(
(x)lpq −

(x)l p
q

)
. (3.21)

The velocity vector at the point with coordinates XK of the continuum being now
observed from the coordinate system

{
x̂k
}
(from the grid), i.e., the relative velocity

of the continuum follows from the the relative motion (3.1):

(x̂)v =
∂r

∂x̂k
∂(B)x̂k

∂t

∣∣∣∣
(X)

= (x̂)v̂kĝk,
(x̂)v̂k =

∂x̂k

∂t

∣∣∣∣
(X)

. (3.22)

From the relative velocity vector field of the continuum we can obtain the relative
velocity gradient, the relative strain rate tensor and the relative spin tensor:

(x̂)
L = (x̂) l̂klĝkĝ

l =
∂

∂x̂l

(
(x̂)v

)
ĝl, (x̂) l̂kl =

(x̂)v̂k;l, (3.23)

(x̂)
D = (x̂)d̂klĝkĝ

l =
1

2

(
(x̂)
L+ (x̂)

L
T
)
, d̂kl =

1

2

(
(x̂) l̂kl +

(x̂) l̂ kl

)
, (3.24)

(x̂)
W = (x̂)ŵk

lĝkĝ
l =

1

2

(
(x̂)
L− (x̂)

L
T
)
, (x̂)ŵk

l =
1

2

(
(x̂) l̂kl −

(x̂) l̂ kl

)
. (3.25)

It follows from the nature of things that the velocity at the point XK of the
continuum with respect to the convected coordinate system

{
XK

}
vanishes: (X)v = 0,

(X)v̂K = 0.

Similarly, it can be checked with ease that (X)L = (X)D = (X)W = 0 .
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3.6. Velocities of the points of continuum defined in the coordinate systems {xp}
and

{
x̂k
}
can be related to each other by using the motion (2.2) of the grid and the

relative motion (3.1) of continuum:

(x)v =
∂r

∂t

∣∣∣∣
(X)

=
∂r

∂xp

(
∂(G)xp

∂t

∣∣∣∣
(x̂)

+
∂(G)xp

∂x̂k
∂(B)x̂k

∂t

∣∣∣∣
(X)

)
.

Substituting (2.10) and (3.22) we arrive at the result

(x)vp = (Gx)vp +
∂(G)xp

∂x̂k
(x̂)v̂k = (Gx)vp + (x̂)vp or (x)v = (Gx)v + (x̂)v. (3.26)

From equation (3.26), which relates the various velocities to each other, taking
equations (2.15)-(2.17), (3.19)-(3.21) and (3.23)-(3.25) into account, we can readily
establish further equations for the velocity gradients, the strain rate tensors and the
spin tensors:

(x)
L = (Gx)

L+ (x̂)
L

(x)lpq = (Gx)lpq +
(x̂)lpq, (3.27)

(x)
D = (Gx)

D + (x̂)
D , (x)dpq = (Gx)dpq +

(x̂)dpq, (3.28)

(x)
W = (Gx)

W + (x̂)
W , (x)wp

q = (Gx)wp
q +

(x̂)wp
q. (3.29)

The component forms of equations (3.27)-(3.29) can be written not only in the coor-
dinate system {xp}, but also in the coordinate system

{
x̂k
}
and

{
XK

}
.

3.7. On the analogy of equation (2.19) we can obtain the time derivatives [measured

in the coordinate system {xp}] of the base vectors ĜK and ĜL:

(x)

...
∂ĜK

∂t

∣∣∣∣
(X)

= (x)
L · ĜK ,

(x)

...
∂ĜL

∂t

∣∣∣∣
(X)

= − ĜL · (x)
L. (3.30)

Similarly, for the time derivatives of the base vectors ĜK and ĜL[measured in the
coordinate system

{
x̂k
}
] we have:

(x̂)

...
∂ĜK

∂t

∣∣∣∣
(X)

= (x̂)
L · ĜK ,

(x̂)

...
∂ĜL

∂t

∣∣∣∣
(X)

= − ĜL · (x̂)
L. (3.31)

4. Material time rates of tensors

4.1. First, we shall separately define material time derivatives in the coordinate
systems {xp},

{
x̂k
}
and

{
XK

}
. Then we are seeking relations between the material

time derivatives so introduced. Special care will be given to the metric tensor.
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Consider the tensor fields

A = apqg
pgq, B = b̂klĝ

kgl, C = ĉKLĜ
KĜL,

apq
(
x1, x2, x3; t

)
, gp

(
x1, x2, x3

)
,

b̂kl
(
x̂1, x̂2, x̂3; t

)
, ĝk

(
x̂1, x̂2, x̂3

)
,

ĉKL

(
X1, X2, X3; t

)
, ĜK

(
X1, X2, X3

)
.

written in the various coordinate systems as if they were fixed coordinate systems. By
material time derivatives defined in the coordinate systems introduced, and for the
tensors listed above we mean the time rate of change of the given tensor with respect
to the coordinate system in which the tensor is defined and taken at the material
point identified by the convected coordinates

{
XK

}
.

Taking the possibilities one by one

- if {xp} is the defining coordinate system in which the continuum moves according
to equation (3.2) and with the velocity (x)v given by equation (3.18) then

(x)
A

· = (x)ȧpqg
pgq =

(x)

...
∂A

∂t

∣∣∣∣
(X)

=
∂apq

∂t

∣∣∣∣
(x)

gpgq +
∂A

∂xs

∣∣∣∣
(x)

∂(B)xs

∂t

∣∣∣∣
(X)

, (4.1)

i.e., (x)ȧpq =
∂apq

∂t

∣∣∣∣
(x)

+ apq;s
(x)vx, (4.2)

- if
{
x̂k
}
is the defining coordinate system with respect to which the continuum

moves according to (3.1) and with the with velocity (x̂)v given by equation (3.22)
then

(x̂)
B

· = (x̂)̂̇bklĝkĝl =
(x̂)

...
∂A

∂t

∣∣∣∣
(X)

=
∂b̂kl

∂t

∣∣∣∣
(x̂)

ĝkĝl +
∂B

∂x̂m

∣∣∣∣
(x̂)

∂(B)x̂m

∂t

∣∣∣∣
(X)

, (4.3)

i.e., (x̂)̂̇bkl =
∂b̂kl

∂t

∣∣∣∣
(x̂)

+ b̂kl;m
(x̂)v̂m, (4.4)

- if
{
XK

}
is the defining coordinate system in which the continuum does not move,

i.e., the velocity (X)v = 0 then

(X)
C

· = (X)̂̇cKLĜ
KĜL =

(X)

...
∂C

∂t

∣∣∣∣
(X)

=
∂ĉKL

∂t

∣∣∣∣
(X)

ĜKĜL, (4.5)

i.e., (X)̂̇cKL =
∂ĉKL

∂t

∣∣∣∣
(X)

. (4.6)

Making use of the previous results, material time derivatives can be established for
second-order tensors with position of indices other than above and for any tensor of
higher order.
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The material time derivatives obey the derivation rules valid for the sum and
product of tensors.

Being real tensors the material time derivatives follow the general transformation
laws of tensors. According to (2.5) for example:

(x)̂̇akl =
∂x̂k

∂(G)xp
∂(G)xq

∂x̂l
(x)ȧpq. (4.7)

4.2 The material time derivatives of the independent tensors A, B and C , which
we have defined in a given coordinate system and discussed so far, are also independent
of each other.

We are, however, faced with a distinct case when we consider the material time
derivatives of the same tensor in various coordinate systems which move with respect
to each other, i.e., if the tensor in question is defined independently of a coordinate
system since, on the contrary, the material time derivative itself is always defined in
a given coordinate system, as is the case, for instance, in respect of the material time
derivatives of the tensor

A = apqg
pgq = âklĝ

kĝl = âKLĜ
KĜL. (4.8)

Depending on what the coordinate system is, the material time derivative of a
tensor will be referred to as

- material time derivative if it is defined in the coordinate system {xp},

- relative material time derivative if it is defined in the coordinate system
{
x̂k
}
,

- convected material time derivative if it is defined in the coordinate system
{
XK

}
.

In addition, relations can be established between the various material time deriva-
tives.

Assuming that formulae (4.2), (4.4) and (4.6) are valid for the tensor field given by
(4.8), we obtain for the tensor A, the material time derivative, the relative material
time derivative and the convected material time derivative:

(x)ȧpq =
∂apq

∂t

∣∣∣∣
(x)

+ apq;s
(x)vx, (4.9)

(x̂) (âkl)
·

=
∂âkl

∂t

∣∣∣∣
(x̂)

+ âkl;m
(x̂)v̂m, (4.10)

(X) (âKL)
·

=
∂âKL

∂t

∣∣∣∣
(X)

. (4.11)

The preceding equations could be used with minor changes concerning the position
of indices for second-order tensors with indices positioned differently and for a tensor
of any order.

4.3. Material time derivatives, defined respectively in the coordinate systems {xp}
and

{
x̂k
}
, {xp} and

{
XK

}
, and finally in the coordinate systems

{
x̂k
}
and

{
XK

}
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can be related to each other by means of the motion of grid and continuum in the
coordinate system {xp}, provided that the coordinate system {xp} is fixed.

Indeed, the material time derivative of the tensor (4.8) defined independently of
the choice of a coordinate system can also be determined in the following manner:

(x)
A

· = (x)
(
A
(
x̂1, x̂2, x̂3; t

))
·

=

(x)

...
∂
(
âklĝ

kĝl
)

∂t

∣∣∣∣
(X)

=

=

(x)

...
∂
(
âklĝ

kĝl
)

∂t

∣∣∣∣
(x̂)

+
∂A

∂x̂m
∂(B)x̂m

∂t

∣∣∣∣
(X)

=

=
∂âkl

∂t

∣∣∣∣
(x̂)

ĝkĝl + âkl




(x)

...
∂ĝk

∂t

∣∣∣∣
(x̂)

ĝl + ĝk

(xx)

...
∂ĝl

∂t

∣∣∣∣
(x̂)


+

∂A

∂x̂m
∂(B)x̂m

∂t

∣∣∣∣
(X)

. (4.12)

Substituting equations (4.10) and (2.19) we obtain

(x)
A

· = (x̂) (A∗∗)
·

− (Gx)
L
T ·A−A · (Gx)

L

where (Gx)L is the velocity gradient for the motion of grid. The asterisks which
indicate the positions of indices, refer to the fact that the relation between the two
material time derivatives depends on the positions of indices in the grid coordinate
system

{
x̂k
}
.

We may notice that the difference between (x)A
· and (x̂)A

·

∗∗
follows from the change

of the base vectors ĝk and ĝl of the grid coordinate system
{
x̂k
}
in the fixed coordinate

system {xp}.

By repeating the above procedure for other positions of indices and gathering then
the results we may write

I. (x̂) (A∗∗)
·

= (x)
A

· + (Gx)
L
T ·A+A · (Gx)

L, (4.13)

II. (x̂) (A∗

∗
)
·

= (x)
A

· − (Gx)
L ·A+A · (Gx)

L, (4.14)

III. (x̂) (A ∗

∗
)
·

= (x)
A

· + (Gx)
L
T ·A−A · (Gx)

L
T, (4.15)

IV. (x̂) (A∗∗)
·

= (x)
A

· − (Gx)
L ·A−A · (Gx)

L
T. (4.16)

In the case (Gx)D = 0 , i.e., if the grid has a rigid body motion, (Gx)L = (Gx)W ,
where (Gx)W is the spin tensor of the grid, equations (4.13)-(4.16) lead to the equa-
tions

(x̂) (A∗∗)
·

= (x̂) (A∗

∗
)
·

= (x̂) (A ∗

∗
)
·

= (x̂) (A∗∗)
·

= (x̂)
A

·, (4.17)

(x̂)
A

· = (x)
A

· − (Gx)
W ·A+A · (Gx)

W . (4.18)

It is clear that the latter equation, which relates material time derivatives defined
in the coordinate systems

{
x̂k
}
and {xp}, is independent of the position of indices.
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4.4. Apply all that has been said above to the metric tensors. In the case when
{xp} is the fixed coordinate system then, according to (2.4), gpq does not depend on
time but ĝkl does, and conversely, when

{
x̂k
}
is the fixed coordinate system, then

ĝkl does not depend on time but gpq does. Accordingly if, for instance, {xp} is the
fixed coordinate system, then on the basis of equation ( 4.13) it follows

(x)ġpq
∂(G)xp

∂x̂k
∂(G)xq

∂x̂l
= 0 = (x̂) (ĝkl)

·

− (Gx) l̂skĝsl − ĝks
(Gx) l̂sl,

i.e. (x̂) (ĝkl)
·

= (Gx) l̂lk +
(Gx) l̂kl = 2 (Gx)d̂kl . (4.19)

Similarly, on the basis of equation (4.16) we have

(x̂)
(
ĝkl
)
·

= − 2 (Gx)d̂kl.

4.5. Consider now the case of two grids moving arbitrarily with respect to each

other. Let
{
x̂k
}
and

{
ξ̂b
}
be the two grids. Further let (ξx̂)L = (ξx)L− (Gx)L, where

(ξx)L and (Gx)L are the velocity gradients in the coordinate systems
{
ξ̂b
}
and

{
x̂k
}

being measured in the coordinate system {xp}. In other words (ξx̂)L is the gradient
of the velocity (ξx̂)v = (ξx)v − (Gx)v, which we measure observing the motion of

the coordinate system
{
ξ̂b
}
from the coordinate system

{
x̂k
}
. Writing the equations

(4.13)-(4.16) both for the coordinate system
{
x̂k
}
and for the coordinate system

{
ξ̂b
}

and then subtracting the equations resulting from each other we obtain:

I. (̂ξ) (A∗∗)
·

= (x̂) (A∗∗)
·

+ (ξx̂)
L
T ·A+A · (ξx̂)

L, (4.20)

II. (̂ξ) (A∗

∗
)
·

= (x̂) (A∗

∗
)
·

− (ξx̂)
L ·A+A · (ξx̂)

L, (4.21)

III. (̂ξ) (A ∗

∗
)
·

= (x̂) (A ∗

∗
)
·

+ (ξx̂)
L
T ·A−A · (ξx̂)

L
T, (4.22)

IV. (̂ξ) (A∗∗)
·

= (x̂) (A∗∗)
·

− (ξx̂)
L ·A−A · (ξx̂)

L
T. (4.23)

The results implied in equations (4.13)-(4.16) and (4.20)-(4.23) can be summarized
as follows:

If the material time derivative of a tensor defined in a given - say, in the first -
coordinate system is known, then the material time derivative of the tensor defined
in another - say, the second - coordinate system (moving arbitrarily with respect to
the first one) is obtained by adding such an expression to the first material time
derivative which is a linear combination of products involving as factors the gradient
of the velocity vector field — measured observing the motion of the second coordinate
system relative to the first one — and the tensor itself. The terms involved in the
linear combination depend on the order of the tensor and the positions of indices.

4.6. On the basis of the above rule it holds for time rate of change of tensors
defined in the convected coordinate system (without detailing the equations with
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mixed positions of indices) that

I. (X) (A∗∗)
·

= (x)
A

· + (x)
L
T ·A+A · (x)

L, (4.24)

· · ·

IV. (X) (A∗∗)
·

= (x)
A

· − (x)
L ·A−A · (x)

L
T. (4.25)

where (x)L is the velocity gradient for the velocity vector field (x)v, and

I. (X) (A∗∗)
·

= (x̂)
A

· + (x̂)
L
T ·A+A · (x̂)

L, (4.26)

· · ·

IV. (X) (A∗∗)
·

= (x̂)
A

· − (x̂)
L ·A−A · (x̂)

L
T. (4.27)

where (x̂)L is the velocity gradient for the velocity vector field (x̂)v.

4.7. Relations between the time derivatives can be given, of course, in indicial
notations. Considering relation (4.14), for example, we may write

(x̂)
(
âkl
)
·

=
(
(x)ȧpq −

(Gx)lpsa
s
q + aps

(Gx)lsq

) ∂x̂k

∂(G)xp
∂(G)xq

∂x̂l
. (4.28)

The results obtained can also be generalized for a tensor of any order. Considering
a third-order tensor A = a qr

p gpgqgr = â lm
k ĝkĝlĝm, for example, we shall find

(x̂)
(
â lm
k

)
·

=
(
(x)ȧ qr

p + (Gx)lspa
qr
s − a sr

p
(Gx)lqs − a qs

p
(Gx)lrs

) ∂(G)xp

∂x̂k
∂x̂l

∂(G)xq
∂x̂m

∂(G)xr
.

(4.29)

4.8. Dependence of material time derivatives on position of indices can also be
shown in indicial notations. For this purpose we write equation (4.28) in the form

(x)ȧrq =
∂(G)xr

∂x̂m
∂x̂l

∂(G)xq
(x̂) (âml)

·

+ (Gx)lrsa
s
q − ars

(Gx)lsq .

Multiplying both sides by gpr and manipulating then the first term on the right side
into

gpr
∂(G)xr

∂x̂m
∂x̂l

∂(G)xq
(x̂) (âml)

·

= ĝkm
∂x̂k

∂(G)xp
∂x̂l

∂(G)xq
(x̂) (âml)

·

=

=
∂x̂k

∂(G)xp
∂x̂l

∂(G)xq

(
(x̂) (ĝkmâ

m
l)
·

− (âkm)
·

âml

)
,

we obtain, also with regard to equation (4.19) that

(x)ȧpq =
∂x̂k

∂(G)xp
∂x̂l

∂(G)xq
(x̂) (âkl)

·

− (Gx)lspasq − aps
(Gx)lsq

which is identical to equation (4.13).

4.9. Now we shall consider a covariant and a contravariant vector:

(x̂)ȧ∗ = (x)ȧ+ a· (Gx)L, (x̂)ȧ∗ = (x)ȧ− (Gx)
L · a. (4.30)
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4.10. Let (x)a and (x̂)a∗ be the accelerations of the point XK in the coordinate
systems {xp} and

{
x̂k
}
. For completeness we shall give how these accelerations are

related to each other.

By definition
(x)a = (x)

(
(x)v

)
·

and (x̂)a = (x̂)
(
(x̂)v

)
·

. (4.31)

It follows from equation (3.26) that

(x)a = (x)
(
(x)v

)
·

= (x)
(
(Gx)v+ (x̂)v

)
·

,

where

(x)
(
(Gx)v

)
·

=

(x)

...
∂(Gx)v

∂t

∣∣∣∣
(X)

=

(x)

...
∂(Gx)v

∂t

∣∣∣∣
(x̂)

+
∂(Gx)v

∂x̂k
∂(B)x̂k

∂t

∣∣∣∣
(X)

=

= (Gx)a +
(
(Gx)v∇

)
· (x̂)v .

According to equation (4.30) we have

(x)
(
(x̂)v

)
·

= (x̂)
(
(x̂)v

)
·

+ (Gx)
L ·(x̂) v.

On the basis of the above equations we get from equation (4.31)

(x)a = (x̂)a∗ + (Gx)a+ 2(Gx)L · (x̂)v. (4.32)

For our latter considerations we remark that neither the velocity (x)v nor the accel-
eration (x)a are physically objectiv quantities.
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Abstract. The present paper is devoted to the plane problem of elastostatics assuming that
the governing equations are given in terms of stress functions of order one. After clarifying
the conditions of single valuedness we have constructed the fundamental solution for the dual
basic equations. Then the integral equations of the direct method have been established.
Numerical examples illustrate the applicability of the integral equations.
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1. Introduction, Preliminaries

In spite of a great number of publications devoted to plane problems there are only a
few dealing with plane problems in terms of stress functions of order one. As regards
classical elasticity we refer to the paper [1] and the book [2] by Jaswon and Smith
in which the unknown biharmonic function (stress function of order two) is given in
terms of two harmonic functions as a single layer potential and the authors set up a
pair of integral equations for the unknown source densities.

Application of stress functions of order one was initiated by Frejis de Veubeke in
a new complementary energy based finite element procedure [3,4] since the use of
C0 continuous stress functions of order one guarantees continuous surface tractions
and makes possible to construct isoparametric elements. Further applications with an
emphasis on three dimensional problems and laminated structures are due to Bertóti
— see [5,6].

If one uses stress functions of order one calculation of stresses requires determina-
tion of first derivatives (in contrast to stress functions of order two from which stresses
can be obtained in terms of second derivatives) and this property makes them attrac-
tive in boundary element applications though a further equation is needed to ensure
that the stresses be symmetric.

As regards the derivation of integral equations for plane problems it is worth citing
the papers by Heise [7,8], in which altogether 32 + 16 different integral equations are
obtained with the aid of the singularity method. The reader taking an interest in
the various formulations made by Heise is referred to these works and the references
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listed therein.

In the present paper we confine ourselves to the direct formulation within the
framework of classical elasticity. Our aims are as follows:
1. Clarifying the conditions of single valuedness for a class of mixed boundary value

problems assuming multiply connected regions.
2. Derivation of the fundamental solutions for the stress functions of order one.
3. Setting up the dual Somigliana relations (both for inner regions and for outer

ones) from which the boundary integral equations of the direct method can be
derived.

4. Presentation of some results obtained by solving the integral equations of the
direct method.

We remark that some results of the paper can be found in the work [9].

2. Dual equations in terms of stress functions of order one

Throughout this paper x1 = x and x2 = y are rectangular Cartesian coordinates,
referred to an origin O. The totality of x1 = x and x2 = y is denoted by x.
{Greek}[Latin subscripts] are assumed to have the range {(1,2)}[(1,2,3)], summation
over repeated subscripts is implied. The triple connected region under consideration
is denoted by Ai — inner region — and is bounded by the outer contour

L0 = Lt1 ∪ Lu2 ∪ Lt3 ∪ Lu4

and the inner contours which — partly or wholly — consist of the arcs Lt1, Lt3, Lt5
and Lu2, Lu4, Lu6.

P P
P P
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Figure 1

Further the inner contours L1 and L2 lie wholly in the interior of the outer contour L0

and they have no points in common. We stipulate that each contour has a continuously
turning unit tangent τκ and admits a nonsingular parametrization in terms of its arc
length s. The outer normal is denoted by nπ. In accordance with the notations
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introduced δκλ is the Kronecker symbol, ∂α stands for the derivatives with respect to
xα and ε3κλ is the permutation symbol. The {symmetric}[skew] part of a tensor, say
the tensor tκλ, is denoted by {t(κλ)}[t[κλ]].

Assuming plane strain, let uκ, eκλ and tκλ be the displacement field and the in
plane components of stress and strain, respectively. The stress functions of order one
are denoted by Fρ.

For homogenous and isotropic material the plane strain problem of classical elas-
ticity in dual system is governed by the dual kinematic equations

tκλ = εκρ3Fλ∂ρ +
o

tκλ x ∈ Ai (2.1)

(
o

tκλ is the particular solution that belongs to non-zero body forces), the inverse form
of Hook’s law

eκλ =
1

2µ

(
t(κλ) − νtψψδκλ

)
x ∈ Ai (2.2)

(µ is the shear modulus of elasticity, ν is the Poisson number), the dual balance
equations

εκρ3eλκ∂ρ + ϕ3∂λ = εκρ3 (eλκ − ελκ3ϕ3) ∂ρ = 0 x ∈ Ai (2.3)

(equations of compatibility for a simply connected region; ϕ3 is the rigid body rota-
tion) and the symmetry condition

ε3κλtκλ = 0 x ∈ Ai (2.4)

(equation of rotational equilibrium). If this equation is fulfilled, then one of the
equations (2.2) can be omitted. In this way we have nine equations for the nine
unknowns F1, F2, t11, t12 = t21, t22, e11, e12 = e21, e22 and ϕ3.

The field equations (2.1), (2.2), (2.3) and (2.4) should be associated with appro-
priate boundary conditions. If a contour is not divided into parts, then either trac-
tions or displacements are imposed on it. If a contour is divided, then it is assumed
to consists of arcs of even number on which displacements and tractions are im-
posed alternately. In the present case {tractions}[displacements] are given on the arc
{Lt = Lt1 ∪ Lt3 ∪ Lt5}[Lu = Lu2 ∪ Lu4 ∪ Lu6]. We remark that hatted letters stand
for the prescribed values.

Upon substitution of the equation (2.1) into the traction boundary condition nπtπρ =
t̂ρ we arrive at the differential equation

t̂ρ −
o

tρ = nκεκν3Fρ∂ν =
dFρ
ds

(2.5)

where
o

tρ = nπ
o

tπρ. One can readily check that the solution on the arcs of Lt assumes
the form

F̂ρ(s) =

∫ s

Pti

[

t̂ρ(σ)−
o

tρ(σ)
]

dσ , s ∈ Lti , i = 1, 3, 5 .
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Let the constants C
(ti)

ρ be that of integration. The condition

Fρ(s) = F̂ρ(s) + C
(ti)

ρ i = 1, 3, 5 (2.6)

is equivalent to the boundary condition (2.5) and conversely.

Remark 1.: Observe that the number of undetermined constants of integration is
two times as much as the number of those arcs on which tractions are imposed.

Since the displacements do not belong to the unknowns of the dual system one has
to clarify what boundary conditions can be prescribed on the arcs constituting Lu.
Let

K = K(tκλ, ϕ3) = −
1

2

∫

Ai

tκλeκλ dA+

∫

Lu

nκtκλûλ ds−

∫

Ai

tκλεκλ3ϕ3dA (2.7)

be a modified form of the complementary energy functional. (The modification is a
must in order to keep up the rotational equilibrium.) Solution to the problem posed
can be sought by making use of the stationary condition

δK = 0 (2.8)

since the latter equation should ensure all the conditions the strains eκλ and the rigid
body rotation ϕ3 are to meet in order to be kinematically admissible. In the functional
(2.7) eκλ is given in terms of the stresses tκλ via Hook’s law while the stresses tκλ
should satisfy the equilibrium equation and the traction boundary condition though
it is not necessary for them to be symmetric. Consequently, the variations of stresses
can not be arbitrary but should meet the conditions

δtκλ∂κ = 0 x ∈ A and nκδtκλ = 0 x ∈ Lt . (2.9)

Both conditions are satisfied if δtκλ is given in terms of the variations of stress func-
tions

δtκλ = εκρ3δFλ∂ρ (2.10)

where δFλ is arbitrary on Ai. However, with regard to (2.6) it follows that on Lt

δFρ(s) = δ C
(ti)

ρ (i = 1, 3, 5) . (2.11)

Derivation of the conditions the strains eκλ and the rigid body rotation should meet
in order to be kinematically admissible requires the transformation of the stationary
condition

δK = −

∫

Ai

eκλ δtκλ dA+

∫

Lu

nκδtκλûλ ds−

∫

Ai

δtκλεκλ3ϕ
3dA−

∫

Ai

tκλεκλ3δϕ
3dA = 0 .

(2.12)
The main steps of the transformations are as follows:
1. Substitution of the condition (2.10) into the first and second surface integrals

and substitution of (2.1) into the third surface integral.
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2. Substitution of the relation

nκεκρ3δFλ∂ρ =
dδFλ
ds

into the line integral taken on Lu.
3. Application of the Green-Gauss theorem [10] to the first and second surface

integrals.
4. Performation of partial integrations on the arcs constituting Lu taking into ac-

count the validity of (2.11) at the extremities of the arcs.
5. Division of the line integrals obtained by the application of the Green-Gauss

theorem by using the relation
∫

L

.... =

∫

Lu

....+

∫

Lt

....

then substitution of (2.11) into the line integrals taken on Lt.
6. Transformation of the result making use of the equation

nρεκρ3 = −τκ . (2.13)

After performing the steps listed above

δK =

∫

Ai

(εκρ3eκλ∂ρ + ϕ3∂λ) δFλdA−

∫

Ai

(Fψ∂ψ) δϕ3dA

+
∑

i=2,4,6

∫

Lui

{

nπ[επκ3eκλ − δπλϕ3]−
dûλ
ds

}

δFλds

+
∑

i=1,3,5

{∫

Lti

nπ[επκ3eκλ − δπλϕ3]ds− ûλ|
Pt,i+1
Pti

}

δ C
(ti)

λ = 0

is the stationary condition. Since the variations are arbitrary from this condition it
follows the compatibility condition (2.3), the symmetry condition (2.4) — in the latter
tκλ is given in terms of Fψ —, the strain boundary condition

dûλ
ds

= nπ[επκ3eκλ − δπλϕ3] , (2.14)

the compatibility condition in the large
∫

Lt5

nπ[επκ3eκλ − δπλϕ3]ds = 0 (2.15)

and the supplementary condition of single valuedness
∫

Lti

nπ[επκ3eκλ − δπλϕ3]ds− ûλ|
Pt,i+1
Pti

= 0 (i = 1, 3) . (2.16)

Remark 2.: The strain boundary condition can also be obtained if one regards
the primal kinematic equation

eκλ =
1

2
(uκ∂λ + uλ∂κ)
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on the contour, multiplies it by nπεπκ3 = τκ taking into account that u[κ∂λ] =
−εκλ3ϕ3.

Remark 3.: Both the compatibility condition in the large (2.15) and the supple-
mentary condition of single valuedness (2.16) can be set up by integrating the strain
boundary condition (2.14) appropriately.

Remark 4.: It can be shown that only two of the three conditions (as a matter of
fact three times two conditions) (2.15) and (2.16) are independent of each other. In
accordance with this, one can set one times two of the three times two undetermined
constants of integration C

(ti)
ρ, say C

(t1)
ρ, to zero since there belong no stresses to the

stress function Fρ = C
(t1)

ρ = constant. In other words, we have as many indepen-

dent macro conditions of single valuedness as there are undetermined constants of
integration.

3. Basic equations and fundamental solutions

Here and in the sequel we shall assume that there are no body forces. Substitut-
ing the dual kinematic equation (2.1) into Hook’s law (2.2) and the result into the
compatibility equations (2.3) we have

1

2µ
(1− ν)∆F1 −

1

2µ
(
1

2
− ν)(F1∂1 + F2∂2)∂1 + ϕ3∂1 = 0 , (3.1a)

1

2µ
(1− ν)∆F2 −

1

2µ
(
1

2
− ν)(F1∂1 + F2∂2)∂2 + ϕ3∂2 = 0 . (3.1b)

These equations are associated with the symmetry condition in terms of Fρ:

F1∂1 + F2∂2 = 0 . (3.1c)

Upon substitution of (3.1c) into (3.1a,b) the latter, two equations become much sim-
pler. In spite of that and for the sake of a comparison with the plane orthotropic
case, the work on that problem is in progress, we do not change the above equations.
Introducing the notations

[Dlk] =








1

2µ
(1− ν)∆−

1

2µ
(
1

2
− ν)∂1∂1 −

1

2µ
(
1

2
− ν)∂1∂2 −∂1

−
1

2µ
(
1

2
− ν)∂2∂1

1

2µ
(1− ν)∆−

1

2µ
(
1

2
− ν)∂2∂2 −∂2

−∂1 −∂2 0








(3.2a)
and

uk = (F1,F2,−ϕ3) (3.2b)

the basic equation takes the form

Dikuk = 0 . (3.3)
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Let Dkj be the cofactor of Djk:

[Dkl] =










−∂2∂2 ∂1∂2
1

2µ
(1− ν)∆∂1

∂2∂1 −∂1∂1
1

2µ
(1− ν)∆∂2

1

2µ
(1− ν)∆∂1

1

2µ
(1− ν)∆∂2

1

8µ2
(1− ν)∆∆










. (3.4)

It is obvious that
DikDkl = DikDkl = det(Djl) δkl (3.5)

where

det(Djl) = −
1

2µ
(1− ν)∆∆ . (3.6)

If we introduce a new unknown χl [11], [12] defined by the equation

uk = Dklχl (3.7)

and substitute it back into the equation (3.3) we have an uncoupled system of differ-
ential equations

Dikuk = DikDklχl = det(Djl)χi = 0 . (3.8)

Let Q(ξ1, ξ2) and M (x1, x2) be two points in the plane of strain (the source point
and the point of effect). Further let e with components ei be a unit vector at Q. We
shall assume temporarily that the point Q is fixed. The distance between Q and M is
R, the position vector of M relative to Q is rκ. Solution to the differential equation

Dikuk + δ(M −Q)ei = 0

is referred to as fundamental solution. It is clear from all that has been said — see (3.7),
(3.8) and (3.5) — that the fundamental solution is obtainable from the fundamental
solution for the Galorkin functions, i.e., from the solution of the differential equation

det(Djl)χi + δ(M −Q)ei = −
1

2µ
(1− ν)∆∆χi + δ(M −Q)ei = 0 . (3.9)

Making use of the fundamental solution

χi(M,Q) =
µ

4π(1− ν)
R2(lnR− 1)ei (3.10)

valid for the plane biharmonic equation [2] we have

uk = Ukl(M,Q)el(Q) (3.11)

where

[Ukl(M,Q)] =
µ

4π(1− ν)













−2 lnR− 3− 2
r2r2

R2
2
r1r2

R2

2

µ
(1− ν)

r1

R2

2
r2r1

R2
−2 lnR− 3− 2

r1r1

R2

2

µ
(1− ν)

r2

R2

2

µ
(1− ν)

r1

R2

2

µ
(1− ν)

r2

R2
0













.

(3.12)
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Remark 5.: The fundamental solution Ukl(M,Q) satisfies the symmetry conditions

Ukl(M,Q) = Ulk(M,Q) = Ukl(Q,M) = Ulk(Q,M) . (3.13)

Consequently

uk = Ukl(M,Q)el(Q) = el(Q)Ulk(M,Q) . (3.14)

Remark 6.: Each row and column of Ukl(M,Q) as a three dimensional vector
satisfies the basic equation (3.3) both in M and in Q.

Substituting the columns of Ukl(M,Q) into (2.1) and recalling that the particular
solution for stresses is assumed to be zero, we have the fundamental solution for
stresses





t11
t12
t22



 =
µ

4π(1− ν)R2











−6r2 + 4
r32
R2

2r1 −
4r1r

2
2

R2
−
4

µ
(1− ν)

r1r2
R2

2r1 −
4r22r1
R2

−2r2 +
4r21r2
R2

2

µ
(1− ν)

r21 − r22
R2

−2r2 +
4r21r2
R2

6r1 − 4
r31
R2

4

µ
(1− ν)

r1r2
R2















e1
e2
e3



 .

(3.15)
It can be shown that t12 = t21.

With the aid of Hook’s law (2.2) one obtains the fundamental solution for strains





e11
e12
e22



 =
Ĉ

R2















−2(3− 2v)r2 + 4
r32
R2

2(1− 2v)r1 − 4
r1r

2

2

R2
−

4

µ
(1− ν)

r1r2

R2

2r1 −
4r22r1
R2

−2r2 +
4r21r2
R2

2

µ
(1− ν)

r21 − r22
R2

−2(1− 2v)r2 + 4
r21r2

R2
2(3− 2v)r1 − 4

r31
R2

4

µ
(1− ν)

r1r2

R2



















e1
e2
e3



 ,

(3.16a)

Ĉ =
1

8π(1− ν)
. (3.16b)

For our later considerations we shall introduce the notation

tλ = −
duλ
ds

(3.17)

where the vector tλ is referred to as displacement derivative. Comparing (2.14),
(3.16a,b) and (3.17) for the vector tλ from the fundamental solution we get

tλ(
o

M) = el(Q)Tlλ(
o

M,Q) (3.18a)
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where

Tlλ(
o

M,Q) =
Ĉ

R2



























n1r1

(

4
r22
R2

− 2(3− 2v)

)

+n2r2

(

4
r22
R2

− 2(3− 2v)

)

−n2r1

(

4
r22
R2

+ 2(1− 2v)

)

−n1r2

(

4
r21
R2

− 2(1− 2v)

)

−n1r2

(

4
r21
R2

+ 2(1− 2v)

)

−n2r1

(

4
r22
R2

− 2(1− 2v)

)

n2r2

(

4
r21
R2

− 2(3− 2v)

)

+n1r1

(

4
r21
R2

− 2(3− 2v)

)

−n1
2

µ
(1− ν)

r21 − r22
R2

−n2
4

µ
(1− ν)

r1r2
R2

−n1
4

µ
(1− ν)

r1r2
R2

+n2
2

µ
(1− ν)

r21 − r22
R2



























.

(3.18b)
Here and in the sequel the small circle over the letters M and/or Q has the meaning
that the corresponding point is located on the contour. The normal nλ is taken at

the point
o

M .

Remark 7.: Recalling that in the circle of the boundary value problems considered
either the stress functions or the derivative of the displacements with respect to the
arc coordinate can be prescribed at a point on the contour for our later consideration,
it is worth giving the value of the stress functions from the fundamental solution on
the boundary:

uλ = el(Q)Ulλ(
o

M,Q) . (3.19)

The displacement derivative from the fundamental solution is given by (3.18a,b).

4. Somigliana identity and formulae in dual system — inner region

Here and in the sequel it is assumed that the region Ai under consideration is simply
connected and lies wholly in finite. The contour L0 is divided into arcs of even number
on which displacements (or their derivatives with respect to s) and tractions (or stress
functions) can be imposed alternately. In Figure 2 the region Ai is divided into four
arcs though this fact does not play any role in the transformations.

The functions Fψ, tκλ, eκλ and ϕ3 are referred to as an elastic state of the region
Ai provided that they satisfy the field equations (2.1), (2.2), (2.3) and (2.4). Let

Fψ, tκλ, eκλ, ϕ3 and
∗

Fψ,
∗

tκλ,
∗
eκλ,

∗
ϕ3

be two elastic states of the region Ai. Applying the Green—Gauss theorem and taking
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(2.1) into account (since there are no body forces
o

tκλ = 0) one can write
∫

Ai

[εκρ3eκλ∂ρ + ϕ3∂λ]
∗

FλdA−

∫

Ai

(Fψ∂ψ)
∗
ϕ3dA = (4.1)

=

∮

Lo

nπ[επκ3eκλ − δπλϕ3]
∗

Fλds

−

∫

Ai

(
∗

Fψ∂ψ

)

ϕ3dA−

∫

Ai

(Fψ∂ψ)
∗
ϕ3dA .

Remark 7.: Observe that the first surface integral and the sum of the last two
surface integrals on the right side do not depend on the placement of the asterisk
which can be put over the first or the second factor of the corresponding products.

P P

s

L t1

t4 u4
=

A
e

L u2

b
n

P P
t2 u2
=

P
t1

=P
u5

n
^

L
u4

A
i

L
t3

P P
t3
=

u3

Figure 2

If we replace the asterisk over the letters denoting the first elastic state and subtract
(4.1) from the resulting equation, then we get the dual Somigliana identity for plane
problems

∫

Ai

[εκρ3
∗
eκλ∂ρ +

∗
ϕ3∂λ]FλdA−

∫

Ai

(
∗

Fψ∂ψ

)

ϕ3dA (4.2)

−

∫

Ai

[εκρ3eκλ∂ρ + ϕ3∂λ]
∗

FλdA−

∫

Ai

(Fψ∂ψ)
∗
ϕ3dA =

=

∮

Lo

nπ[επκ3
∗
eκλ − δπλ

∗
ϕ3]Fλds−

∮

Lo

nπ[επκ3eκλ − δπλϕ3]
∗

Fλds.

On the left side we have the integrals of the basic equations. As regards the right
side, we have the integrals of those quantities one can prescribe on the boundary.
Recalling the relations (3.1a,b,c), (3.2a,b), (3.3) giving the basic equations and the
notation (3.17) in which the derivative is given by (2.14), one can cast the Somigliana
identity into a form similar to the Green identity [2]

∫

Ai

[

uk

(

Dkl

∗
ul

)

−
∗
uk (Dklul)

]

dA =

∮

Lo

[uλ
∗

tλ −
∗
uλtλ] ds . (4.3)
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Remark 8.: When deriving (4.3) we have never taken into consideration that
∗
uk

and uk are compatible, i.e., fulfill the basic equation (3.3). Consequently, the equation

(4.3) is really an identity which is always valid if
∗
uk and uk are differentiable as many

times as required — in other respects both functions can be arbitrary.

In order to establish the dual Somigliana relations it is assumed that
∗
uk is an elastic

state given by (3.11) and (3.12). Quantities in the line integrals are defined by (3.19)
and (3.18a,b).

In what follows we shall utilize that uk is also an elastic state.

Since the state identified by the asterisk is singular at the point Q (at the source
point), we distinguish three cases depending on the location of Q with respect to the
region Ai.
1. If Q ∈ Ai, then the neighborhood of Q with radius Rε, which is denoted by

Aε and is assumed to lie in Ai, is removed from Ai and we apply the dual
Somigliana identity to the double connected domain A′ = Ai \ Aε. We remark
that the contour Lε of Aε and the arc L

′

ε of the contour Lε within Ai coincide
with each other.

2. If Q =
o

Q ∈ ∂Ai = Lo, then the part Ai ∩ Aε of the neighborhood Aε of Q
is removed from Ai and we apply the dual Somigliana identity to the simply
connected region A′ = Ai \ (Ai ∩ Aε). If this is the case, the contour of the
simply connected region consists of two arcs, the arc L

′

o left from Lo after the
removal of Aε and the arc L

′

ε, i.e., the part of Lε that lies within Ai.
3. If Q /∈ (Ai ∪ Lo), we apply the Somigliana identity to the original region Ai.
Since both

∗
uk and uk are elastic states, the surface integrals in (4.3) are identically

equal to zero. In what follows we regard the three cases one by one focusing attention
on the line of thought.
1. Making use of all that has been said above for Q ∈ Ai, it follows from (4.3) that

∮

Lo

[Tkλ(
o

M,Q)uλ(
o

M)− Ukλ(
o

M,Q)tλ(
o

M)] ds o

M
(4.4)

+

∮

Lε

[Tkλ(M,Q)uλ(M)− Ukλ(M,Q)tλ(M)] dsM = 0 .

It can be shown that

∮

Lε

Tκλ(M,Q) dsM = δκλ , (4.5a)

lim
Rε→0

∮

Lε

Tκλ(M,Q) [uλ(M)− uλ(Q)] dsM = 0 , (4.5b)

∮

Lε

T3λ(M,Q) dsM =
1

4πµ

1

Rε

∫ 2π

0

cosϕdϕ = 0 , (4.5c)

(The latter equation is fulfilled for any Rε 6= 0. Consequently, if Rε → 0 the
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limit of the integral is also zero.)

lim
Rε→0

∮

Lε

T3λ(M,Q) [uλ(M)− uλ(Q)] dsM = (4.5d)

= lim
Rε→0

{
∮

Lε

T3λ(M,Q)

[

∂uλ
∂x1

∣
∣
∣
∣
Q

r1 +
∂uλ
∂x2

∣
∣
∣
∣
Q

r2

]

dsM + Iε(Rε)

}

=

=
1

4πµ
(t21 − t12) + lim

Rε→0
Iε(Rε) = 0 ,

(Since uλ(M) is an elastic state, the stress tensor is symmetric and the expression
Iε is homogenous in Rε.)

lim
Rε→0

∮

Lε

Uκλ(M,Q)tλ(M) dsM = 0 , (4.5e)

(The relation

tλ = −
∂uλ
∂s

= −
∂uλ
∂x1

dx1
ds

−
∂uλ
∂x2

dx2
ds

has been applied here and it should also be applied in the following transforma-
tion. In addition one should take the limit limRε→0Rε lnRε = 0 into considera-
tion.)

lim
Rε→0

∮

Lε

U3λ(M,Q)tλ(M) dsM = ϕ3|Q = −u3|Q . (4.5f)

If we take the limit of the equation (4.4) as Rε → 0 and substitute the formulae
(4.5a,...,e), we obtain the first dual Somigliana relation:

uk(Q) =

∮

Lo

Ukλ(
o

M,Q)tλ(
o

M) ds o

M
−

∮

Lo

Tkλ(
o

M,Q)uλ(
o

M) ds o

M
. (4.6)

2. If Q =
o

Q ∈ ∂A = Lo, it follows from (4.3) by the steps leading to (4.4) that

∫

L
′

o

[Tκλ(
o

M,
o

Q)uλ(
o

M)− Uκλ(
o

M,
o

Q)tλ(
o

M)] ds o

M
(4.7)

+

∫

L
′

ε

[Tκλ(M,
o

Q)uλ(M)− Uκλ(M,
o

Q)tλ(M)] dsM = 0 .

It can be shown that

lim
Rε→0

∫

L
′

ε

Tκλ(M,
o

Q) dsM = cκλ(
o

Q) , (4.8a)

where cκλ(
o

Q) = δκλ/2 if the contour Lo is smooth at the point
o

Q. If the contour

is not smooth, then cκλ(
o

Q) depends on the angle formed by the tangents to the
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contour at
o

Q.
It can also be proved that

lim
Rε→0

∫

L
′

ε

Tκλ(M,
o

Q)

[

uλ(M)− uλ(
o

Q)

]

dsM = 0 , (4.8b)

lim
Rε→0

∫

L
′

ε

Uκλ(M,
o

Q)tλ(M) dsM = 0 . (4.8c)

If we take the limit of equation (4.7) as Rε → 0 and substitute the formulae
(4.8a,b,c) we obtain the second dual Somigliana relation:

cκλ(
o

Q)uλ(
o

Q) =

∮

Lo

Uκλ(
o

M,
o

Q)tλ(
o

M) ds o

M
−

∮

Lo

Tκλ(
o

M,
o

Q)uλ(
o

M) ds o

M
. (4.9)

Remark 9.: The two line integrals in (4.9) should be taken in principal value.

Remark 10.: The integral equation (4.9) with unknowns uλ(
o

M) on Lu and

tλ(
o

M) on Lt is that of the direct method.
3. If Q /∈ (A ∪ Lo), then the line integral in the identity (4.3) is taken on Lo (the

surface integrals on the right side are ab ovo equal to zero) and by repeating the
steps leading to (4.4) we have the third dual Somigliana formula:

0 =

∮

Lo

Ukλ(
o

M,Q)tλ(
o

M) ds o

M
−

∮

Lo

Tkλ(
o

M,Q)uλ(
o

M) ds o

M
. (4.10)

Making use of the first dual Somigliana formula (4.6) and the dual kinematic equation
(2.1) (in the latter case one has to recall that there are no body forces, consequently the
particular solution is zero) one obtains the formula for the stresses sk = (t11, t12, t22)
by performing the corresponding derivations

sk(Q) =

∮

Lo

Dkλ(
o

M,Q)tλ(
o

M) ds o

M
−

∮

Lo

Skλ(
o

M,Q)uλ(
o

M) ds o

M
(4.11)

where the elements of Dkλ(
o

M,Q) and Skλ(
o

M,Q) are given by

Dkλ(
o

M,Q) =
µ

4π(1− ν)R2
D̂kλ(

o

M,Q) , (4.12a)

D̂kλ(
o

M,Q) =





6r2 − 4r32/R
2 −2r1 + 4r1r

2
2/R

2

−2r1 + 4r1r
2
2/R

2 2r2 − 4r21r2/R
2

2r2 − 4r21r2/R
2 −6r1 + 4r31/R

2



 (4.12b)

and

Skλ(
o

M,Q) =
1

8π(1− ν)R2
Ŝkλ(

o

M,Q) , (4.13a)

Ŝ11 =
1

R2
(n1r1 + n2r2)

[

16
r32
R2

− 4(5− 2ν)r2

]

− n2

[

4
r22
R2

− 2(3− 2ν)

]

, (4.13b)
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Ŝ12 = n1

[

4
r21
R2

− 2(1− 2ν)

]

−

1

R2
n2r1

[

16
r32
R2

− 4(1 + 2ν)r2

]

−

1

R2
n1r2

[

16
r21r2

R2
− 4(1− 2ν)r2

]

, (4.13c)

Ŝ21 = Ŝ12 , (4.13d)

Ŝ22 =
1

R2
n1r2

[

16
r31
R2

− 4(3− 2ν)r1

]

+
1

R2
n2r1

[

16
r1r

2

2

R2
− 4(1− 2ν)r2

]

−n2

[

4
r22
R2

+ 2(1− 2ν)

]

, (4.13e)

Ŝ31 = Ŝ22 , (4.13f)

Ŝ32 =
1

R2
(n1r1 + n2r2)

[

16
r31
R2

− 4(5− 2ν)r1

]

− n1

[

4
r21
R2

− 2(3− 2ν)

]

. (4.13g)

We remark that the normal is taken at
o

M .

5. Somigliana formulae in dual system — outer region

By the outer region Ae we mean the region outside the contour L0. We shall assume
that the stresses are constants at infinity. These are denoted by

t11(∞), t12(∞) = t21(∞) and t22(∞).

We shall also assume that there is no rigid body rotation at infinity, that is,

ϕ3(∞) = 0 . (5.1)

Observe that the strains obtainable from the stresses at infinity via Hook’s law are
compatible for they satisfy the compatibility condition (2.3). The corresponding stress
functions are of the form

ũλ(Q) = εα3ρξαtλρ(∞) + cλ(∞) (5.2)

where cλ(∞) is a constant vector to which there belong no stresses. Further let

ũ3(Q) = −ϕ3(∞) = 0 . (5.3)

When deriving the dual Somigliana formula for the outer region Ae, we shall follow
the line of thought of the previous section with an emphasis placed on the difference.

It is assumed again that
∗
uk is the elastic state described by the fundamental solutions

(3.11) and (3.12). Further, uk is also an elastic state arbitrary at finite but it is to
meet the conditions

uκ = ũλ and u3 = ũ3 = 0

at infinity. Depending on the location of the point Q, we distinguish three cases in
the same way as we did for the inner region Ai. It is assumed that the origin O is
within the region Ai.
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1. If Q ∈ Ae, we shall consider the triple connected region A′e bounded by the
contours L0, Lε and the circle LR with radius eR and center at O. Here Lε is
the contour of the neighborhood Aε of Q with radius Rε while eR is sufficiently
large to involve both L0, and Lε. In addition, Aε is to lie wholly in A′e. Now
we apply the dual Somigliana identity to the region A′e and take the limit of the
resulting equation
∮

Lo

[Tkλ(
o

M,Q)uλ(
o

M)− Ukλ(
o

M,Q)tλ(
o

M)] ds o

M
(5.4)

+

∮

Lε

[Tkλ(
o

M,Q)uλ(
o

M)− Ukλ(
o

M,Q)tλ(
o

M)] ds o

M

+

∮

LR

[Tkλ(
o

M,Q)uλ(
o

M)− Ukλ(
o

M,Q)tλ(
o

M)] ds o

M
= 0

as Rε −→ 0 and eR −→∞. As regards the sum of the first two integrals observe,
that the limit is formally the same as that of the integrals in (4.4):

∮

Lo

· · ·+ lim
Rε−→0

∮

Lε

· · · = uk(Q)+

∮

Lo

[Tkλ(
o

M,Q)uλ(
o

M)−Ukλ(
o

M,Q)tλ(
o

M)] ds o

M
.

(5.5)
For the limit of the third integral we obtain

lim
eR−→∞

∮

LR

· · · = −ũk(Q) . (5.6)

By making use of the results (5.5) and (5.6) we shall find from (5.4) for the first
dual Somigliana identity on the outer region that

uk(Q) = ũk(Q)+

∮

Lo

Ukλ(
o

M,Q)tλ(
o

M) ds o

M
−

∮

Lo

Tkλ(
o

M,Q)uλ(
o

M) ds o

M
. (5.7)

Remark 11.: Derivation of the relation (5.7) requires long formal transforma-
tions. First one has to approximate Ukλ and Tkλ with one series in terms of

eR to the power 1, 0,−1,−2 etc. This transformation relies upon the use of the
relations:

xα(
o

M) = eRnα(
o

M), rα(
o

M,Q) = xα(
o

M)− ξα(Q) (5.8a)

1

R
=

1

eR



1 +
nα(

o

M)ξα(Q)

eR
−

1

2

ξα(Q)ξα(Q)

eR2
+ · · ·



 (5.8b)

ln
1

R
= ln

1

eR
+
nα(

o

M)ξα(Q)

eR
−

1

2

ξα(Q)ξα(Q)

eR2
+ · · · (5.8c)

rαrβ

eR2
≈ nαnβ + 2nαnβ

nψξψ

eR
−

1

eR
(ξαnβ + nαξβ) + · · · . (5.8d)

Further one has also to utilize the following:
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(a) For the outward unit normal and unit tangent in terms of ϕ, we may write

na = (sinϕ, cosϕ) , τα = (− cosϕ, sinϕ) (5.9a)

(ϕ is the polar angle).

(b) For eR −→∞ — see (3.17), (2.15), (2.14) and (2.2) —

tλ(
o

M) = −
duλ
ds

= τκeκλ = τκ
1

2µ
(tκλ(∞)− νtψψ(∞)δκλ) (5.9b)

and
ds o

M
= eRdϕ . (5.9c)

(c) Since the stresses (consequently the strains as well) tend to constant value
as eR −→ ∞ the coefficients of eR always assume the form: an expression
constant at infinity and multiplied by

∫ 2π

0

sinn ϕ cosk ϕdθ

where the powers n and k are natural numbers and depend on the term
considered, but the integral is of zero value.

(d) The structure of the terms being the coefficients of eR to the power zero is
similar, but they involve ξα and the trigonometric integrals are not neces-
sarily equal to zero.

(e) It holds that
∮

LR

Tκλ(
o

M,Q) ds o

M
= −δκλ . (5.9d)

(The same relation holds for any simply connected contour provided that
Q is an inner point.)

For keeping the extent of the paper below a reasonable limit we have omitted
the transformations leading to (5.7).

2. If Q =
o

Q ∈ ∂A = Lo, we shall consider the double connected region A′e bounded
by L′o, L

′
ε and LR where L′o is the part of Lo that is left after the removal of Aε

and L′ε is the part of Lε that lies within Ae. Applying again the dual Somigliana
identity to A′e and taking the limit as as Rε −→ 0 and eR −→ ∞, we get the
second dual Somigliana relation for the outer region Ae:

cκλ(
o

Q)uλ(
o

Q) = ũκ(Q)+

∮

Lo

Uκλ(
o

M,
o

Q)tλ(
o

M) ds o

M
−

∮

Lo

Tκλ(
o

M,
o

Q)uλ(
o

M) ds o

M
.

(5.10)

Remark 12.: The integral equation (5.10) with unknowns uλ(
o

M) on Lu and

tλ(
o

M) on Lt is that of the direct method for outer regions.
Remark 13.: We have omitted again the details since the limit of the integral
on LR is the same as that for Q ∈ Ae while the other terms can be derived letter
by letter in the same way as for the integral equation (4.9).
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3. It is obvious on the basis of all that has been said above that for Q ∈ Ai the
third dual Somigliana relation for the outer region is of the form

0 = ũk(Q) +

∮

Lo

Uκλ(
o

M,Q)tλ(
o

M) ds o

M
−

∮

Lo

Tκλ(
o

M,Q)uλ(
o

M) ds o

M
. (5.11)

Let
s̃k = (t11(∞), t12(∞), t22(∞)) . (5.12)

By repeating the line of thought leading to (4.11) we obtain the formula for the
stresses at the internal points of the outer region Ae:

sk(Q) = s̃k(Q) +

∮

Lo

Dkλ(
o

M,Q)tλ(
o

M) ds o

M
−

∮

Lo

Skλ(
o

M,Q)uλ(
o

M) ds o

M
(5.13)

where Dkλ(
o

M,Q) and Skλ(
o

M,Q) are given by (4.12a),. . . ,(4.13g).

6. Examples

We have applied the usual and well known procedure — see for instance [13] — for the
solution of the boundary integral equation of the direct method (4.9). The program
was written in Fortran 90.

In what follows we detail the main features of the algorithm.

We have used partially discontinuous quadratic elements by mapping the element
onto the interval η ∈ [−1, 1]. The corresponding shape functions are Lagrange poly-
nomials

N1(η) =
1

(η1 − η2)(η1 − η3)
(η − η2)(η − η3) ,

N2(η) =
1

(η2 − η3)(η2 − η1)
(η − η3)(η − η1) ,

N3(η) =
1

(η3 − η1)(η3 − η2)
(η − η1)(η − η2)

(6.1)

with local nodal points η1, η2 and η3 where η1 = −1 and −1 < η2 < η3 < 1 are
regarded as previously fixed parameters if the discontinuity occurs at η = 1 while
η3 = 1 and −1 < η1 < η2 < 1 are regarded again as previously fixed parameters
if the discontinuity occurs at η = −1. For η1 = −1 η2 = 0 and η3 = 1 the above
polynomials give the usual isoparametric approximation.

Let nbn be the number of nodal points. Further let nbe be the number of boundary
elements. The elements are denoted by Le — e = 1, . . . , nbe.

Let

uj =

[
u
j
1

u
j
2

]

and tj =

[
t
j
1

t
j
2

]

j = 1, . . . , nbn (6.2)

be the stress functions and the displacement derivative −duλ/ds at the nodal point
j. The matrices of the stress functions u and that of the displacement derivatives t
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are defined by

u
T = [ u11 u

1
2

︸ ︷︷ ︸

uT
1

| u21 u
2
2

︸ ︷︷ ︸

uT
2

| . . . | unbn1 u
nbn
2

︸ ︷︷ ︸

uTnbn

] , (6.3a)

t
T = [ t11 t

1
2

︸︷︷︸

tT
1

| t21 t
2
2

︸ ︷︷ ︸

tT
2

| . . . | tnbn1 t
nbn
2

︸ ︷︷ ︸

tTnbn

] . (6.3b)

Let there be constructed a function a(j, e) giving the local node number of the node
on element e with global node number j. For our latter considerations we introduce
the integrals

ĥij =




∑

e∈j

∫

Le

Tκλ(Qi, η)N
a(j,e)(η)J(η) dη



 (6.4)

and

bij =




∑

e∈j

∫

Le

Uκλ(Qi, η)N
a(j,e)(η)J(η) dη



 (6.5)

where the summation is taken over those elements containing the nodal point with
number j, Qi is the i-th nodal point (collocation point) and J(η) is the Jacobian.
With the notations (6.2),. . . ,(6.5),

cii = [cκλ(Qi)] (6.6)

and

hij =

{
ĥii + cii ha i = j

ĥij ha i 6= j
(6.7)

it follows from the second dual Somigliana formula (4.9) taken at the collocation point
o

Q = Qi that

[
hi1 hi2 · · · hinbn

]







u1

u2

· · ·
unbn






=
[
bi1 bi2 · · · binbn

]







t1

t2

· · ·
tnbn






,

i = 1, . . . , nbn (6.8)

After uniting these equations we have








h11 h12 · · · h1nbn

h21 h22 · · · h2nbn

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
hnbn1 hnbn2 · · · hnbnnbn

















u1

u2

· · ·

unbn









=









b11 b12 · · · b1nbn

b21 b22 · · · b2nbn

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
bnbn1 bnbn2 · · · bnbnnbn

















t1

t2

· · ·

tnbn









(6.9)

or in a more compact form
Hu = Bt . (6.10)
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After solving the above system of linear equations we have the nodal values of the
unknown stress functions uλ on Lu and the nodal values of the unknown displacement
derivatives tλ on Lt.

In the knowledge of the nodal values stresses at the internal points are computed
by using (4.11). Stresses on Lu are computed element by element by substituting the
local approximation of the stress functions into (2.5).

Since there belong no stresses to the constant stress functions they are determined
with the accuracy of a constant vector. Consequently

tλ = −
duλ
ds

= −ϕ3
dxκ

ds
ε3κλ

where ϕ3 is the rigid body rotation which is to be constant if there are no stresses
and strains. Therefore it can be set to zero. If this is the case then t = 0 and if we
take the constant stress functions as uk = 1 (k = 1, . . . , nbn), then we have

2nbn∑

j=1

Hij = 0 or, which is the same thing, Hii = −

2nbn∑

j=1
(i 6=j)

Hij i = 1, 2, . . . , 2nbn ,

(6.11)
where Hij is an element of the matrix H. By using this property one can avoid the
numerical integration of strongly singular integrals.

If the region under consideration is an outer one, then there are some changes in
the final equation system. Let the matrix ũ be defined by

ũ
T = [ ũ11 ũ

1
2

︸ ︷︷ ︸

ũT
1

| ũ21 ũ
2
2

︸ ︷︷ ︸

ũT
2

| . . . | ũnbn1 ũ
nbn
2

︸ ︷︷ ︸

ũTnbn

] (6.12)

where ũj is the matrix that involves ũκ at the nodal point Qj (j = 1, . . . , nbn). With
this notation the equation system to be solved for the unknown nodal values takes
the form

Hu = ũ+Bt. (6.13)

Computation of strongly singular integrals can be avoided if we use the relation

Hii = −

2nbn∑

j=1
(i 6=j)

Hij + 1 i = 1, 2, . . . , 2nbn . (6.14)

Equation (6.14) can be established in the same way as (6.11). cρ in ũj — see (5.2) —
is set to zero.

Three examples are presented. The region under consideration including its matter,
is the same for the first two cases. r0 = 10[mm], µ = 8 · 104[MPa], ν = 0.3
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Figure 3.

Problem 1. On arc BC the radial stress (normal stress) is σo = 100 [MPa] (there are
no shear stresses). On arc CB the radial displacement is uo = (1−2ν)σoro/2µ (there
is no tangential displacement). One can check with ease that these values determine
a homogeneous state of stress of the region. The exact solutions are given by the
equations

F1 = Fx = σoy = σor sinϕ , F2 = Fy = −σox = −σor cosϕ ,

σxx = σyy = σo , τxy = 0 ,

ux =
1− 2ν

2µ
σox =

1− 2ν

2µ
σor sinϕ ,

uy =
1− 2ν

2µ
σoy =

1− 2ν

2µ
σor cosϕ

where r and ϕ are polar coordinates. On arc BC and CB

ux = Fx = σoro sinϕ , uy = Fy = −σoro cosϕ

and

−tx =
dux
ds

=
1− 2ν

2µ
σo sinϕ , −ty =

duy
ds

=
1− 2ν

2µ
σo cosϕ

are the boundary conditions. The contour was divided into 16 equidistant elements.
The table below contains the numerical results for the stresses

x [mm] y [mm] σxx [MPa] τxy [MPa] σyy [MPa]
-7.50 0.00 99.99927 0.0001113 99.99983
-5.00 0.00 99.99912 0.0000478 99.99988
-2.50 0.00 99.99917 0.0000182 99.99983
0.00 0.00 99.99918 0.0000000 99.99982
2.50 0.00 99.99917 0.0000182 99.99983
5.00 0.00 99.99912 0.0000478 99.99988
7.50 0.00 99.99927 0.0001112 99.99983
7.50 5.00 99.98317 0.0048330 100.00853
5.00 7.50 100.00854 0.0048269 99.98308
9.00 1.00 99.96938 0.0122755 100.02786



Integral equations in terms of stress functions of order one 257

Problem 2. The region is subjected to a pair of compressive forces with magnitude
100.0 N/mm. Consequently the boundary conditions on the arcs AB and BC are

Fx = P = −100 , Fy = 0

and
Fx = 0 , Fy = 0 ,

respectively. With the notations of Figure 4

σxx =
2P

π

[
cos3 ϑ1
r1

+
cos3 ϑ2
r2

]

−
P

πro
,

τxy = −
2P

π

[
sinϑ1 cos

2 ϑ1
r1

−
sinϑ2 cos

2 ϑ2
r2

]

,

σyy =
2P

π

[
sin2 ϑ1 cosϑ1

r1
+

sin2 ϑ2 cosϑ2
r2

]

−
P

πro

are the exact solutions [14]. Figures 4 to 6 represent the exact and the numerical
solutions. The latter is denoted by diamonds. In this case the contour was divided
into 40 equidistant elements. The pairs of elements that meet at A and B are partially
discontinuous.

Figure 4. Exact and numerical solution — σxx along the horizontal diameter
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Figure 5. Exact and numerical solution — σyy along the horizontal diameter

Figure 6. Exact and numerical solution — σxx along the vertical diameter
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Figure 7. Exact and numerical solution — σyy along the vertical diameter

Problem 3. Though the contour Lo and the material are the same as in the previous
examples the region under consideration is the outer one for which a constant stress
state σxx(∞) = 100[MPa], σxy(∞) = σyx(∞) = σyy(∞) = 0 is prescribed at infinity.

y

xO

r
0

a
xx
( )ooa

xx
( )oo

A

D

Figure 8. Outer region bounded by a circle with radius ro = 10 [mm] and centered
at O
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It is well known that the formulae

σrr =
σxx(∞)

2

[(

1−
r2o
r2

)

+

(

1 +
3r4o
r4

−
4r2o
r2

)

cos 2ϕ

]

,

σϕϕ =
σxx(∞)

2

[(

1 +
r2o
r2

)

−

(

1 +
3r4o
r4

)

cos 2ϕ

]

,

σrϕ =
σxx(∞)

2

[(

1−
3r4o
r4

+
2r2o
r2

)

sin 2ϕ

]

written in polar coordinates give the exact solution to this problem [15], [14]. The
table below shows both the stresses we computed and the exact solution on the y
axis. The contour was divided into 16 equidistant element.

x [mm] y [mm] σxx [MPa] τxy [MPa] σyy [MPa]
0.00 10.00 300.0395 0.0000000 0.001035

300.0000 0.0000000 0.000000
0.00 11.00 243.7623 0.0000000 21.51840

243.7743 0.0000000 21.51494
0.00 12.00 207.0554 0.0000000 31.82829

207.0602 0.0000000 31.82870
0.00 13.00 182.1018 0.0000000 36.23794

182.1049 0.0000000 36.23823
0.00 14.00 164.5539 0.0000000 37.48413

164.5564 0.0000000 37.48438
0.00 15.00 151.8498 0.0000000 37.03671

151.8518 0.0000000 37.03704

7. Concluding remarks

In accordance with our aims we have clarified what the supplementary conditions of
single valuedness are for a class of mixed boundary value problems in the dual system
of plane elasticity assuming multiply connected domains.

The fundamental solutions for the stress functions of order one have also been
constructed. In the knowledge of the fundamental solutions we have established the
dual Somigliana relations both for inner regions and for outer ones, which involve the
equations of the direct method. It has been shown that the system matrix H has the
same properties as in the primal system that is the sum of the elements in a row is
equal to zero (inner region) or to one (outer region). A program has been developed
in Fortran 90 for the numerical solution by using partially discontinuous quadratic
boundary elements. The three examples illustrate the applicability of the algorithm.

Two advantages of the algorithm are worthy of mention (a) calculation of stresses
requires the knowledge of the first derivatives of stress functions (b) concentrated
forces can be handled. It is, however a disadvantage that the supplementary conditions
of single valuedness should be taken into account on multiply connected domains. The
present program has not been capable of handling multiply connected domains.
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It can be shown, though the proof is not presented here, that the integrand in the
boundary integral equations is divergence free. Therefore it is possible to develop the
boundary contour method in a dual system as well [16].
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Abstract. By using the method of direct integration for solving the differential equations
of plane elasticity in a semi-plane, continuous and integrable solutions are found for the
boundary value problems when tractions, displacements or mixed boundary conditions are
imposed on the boundary. Single-valued relations are established between the tractions and
displacements on the boundary of the semi-plane. To ensure the correctness of the solutions,
the necessary integral equilibrium conditions for the tractions and a compatibility condition
for the displacements are formulated.
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1. Introduction

As is well known, the biharmonic Airy and Love functions are widely used [1,2,3] to
solve two-dimensional quasi-static boundary value problems of elasticity in infinite
regions by which we mean plane problems in a plane, semi-plane, and infinite strip
or axisymmetric problems in a space, semi-space, and infinite layer. By applying for
their construction the most powerful, as Gakhov aptly indicated in his famous treatise
[4], method of integral transforms [4,5], one can ascertain that the biharmonic func-
tions mentioned exist in the original space and belong to the class of continuous and
bounded functions, if the equilibrium conditions are satisfied by the loads. The reason
for this is that the integrals, in terms of which these functions are determined, are non-
convergent. This phenomenon is due to the discontinuity of the integrands for s = 0,
where s is the parameter of the integral transformation. We consider the Airy func-
tion for a plane elasticity problem in the semi-plane D = {x ∈ (−∞,∞), y ∈ [0,∞)}
as an example. This function can be given in the form

ϕ =
1

2π

∞
∫

−∞

1

s2

[

p̄+

(

p̄+ i
|s|
s
q̄

)

|s|y
]

exp(−|s|y + isx) ds, i =
√
−1.

Here p̄ and q̄ are the integral Fourier transforms [4,5] of the normal and shear tractions
p(x) and q(x) imposed on the boundary of the semi-plane. The correctness of the
representation above can be checked by inserting the formulae for stresses, which
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will be derived below, into the expressions giving the stresses in terms of the Airy
function. The previous formula shows that the integrand has a pole of order two if
s = 0. However, we are able to remove it by forcing the tractions p and q to satisfy
the static equilibrium conditions

∞
∫

−∞

pdx =

∞
∫

−∞

xpdx =

∞
∫

−∞

qdx = 0 . (1.1)

In view of the definition [4,5]

(p̄, q̄)
def
=

∞
∫

−∞

(p, q) exp(−isx)dx,

conditions (1.1) are equivalent to the following ones in the transformed space:

p̄(0) = p̄′(0) = q̄(0) = 0. (1.2)

It is proved in the well-known treatise [6] by Muskhelishvili that fulfillment of the static
equilibrium conditions (1.1)1,3 by the external forces is necessary for the displacements
to be bounded.

Note that the static equilibrium conditions, i.e., making the resultant vector and
the moment of the external forces about a given point equal to zero, are natural
preconditions the loads should meet in the theory of elasticity if the region under
consideration is a finite one. However, when we consider infinite regions, e.g., a semi-
plane or semi-space, in many cases the infinitely remote parts of the body are unloaded
though the resultant vector and moment of the total load are different from zero. It
is obvious that this leads to the violation of conditions (1.1). The vivid example for
such a problem is that of a semi-plane subjected to the pressure p = const, x ∈
[−a, a], a < ∞; p = 0, x ∈ (−∞,−a) ∪ (a,∞), and q = 0, x ∈ (−∞,∞) on its
boundary.

As a matter of fact, when one establishes the problem of finding continuous and
bounded solutions for the stresses and displacements in infinite regions under the
supplementary conditions of integrability of the functions in question in their domain
of definition, — these conditions, among others, follow from the requirement that
the strain energy should also be bounded — then in order that correct solutions [7]
of these problems could exist it is necessary that the tractions and body forces are
self-equilibrated as is the case for bounded regions. Besides, we shall require that
the correct solution of the boundary value problem of the classical elasticity theory
should be within the framework of an appropriate mathematical model: the stress
tensor should be symmetric and the model should adequately reflect the properties
of continua, i.e., integral equilibrium conditions deduced below for the stresses and
the integral compatibility conditions for the displacements and strains should all be
satisfied.

Making use of the method of direct integration of equilibrium equations, the paper
presents a correct solution of a plane elasticity problem in a semi-plane provided that
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tractions are imposed on the boundary. Single-valued relationships are set up between
the tractions and displacements on the region’s boundary. Utilizing these relations
and the solution in terms of stresses, we can easily find solutions for such problems
when displacements are prescribed on the boundary as well as under mixed boundary
conditions. It is proved that the solution of a plane problem in a semi-plane is correct
if the tractions satisfy the equilibrium conditions (1.1) and one component of the
displacement vector satisfies the so-called integral compatibility condition.

2. Solution of the problem if tractions are imposed on the boundary

In the absence of body forces the plane strain state in a homogeneous and isotropic
semi-plane D = {x ∈ (−∞,∞), y ∈ [0,∞)} is governed by [1,2]

the equilibrium equations:

∂σx

∂x
+

∂σxy

∂y
= 0,

∂σxy

∂x
+

∂σy

∂y
= 0, (2.1)

the compatibility equation in terms of stresses:

∆σ = 0, σ = σx + σy, ∆ =
∂2

∂x2
+

∂2

∂y2
, (2.2)

the physical relations (ez = 0):

2Gex = (1− ν)σx − νσy , σz = νσ , (2.3a)

2Gey = (1− ν)σy − νσx , Gexy = σxy , (2.3b)

and the Cauchy compatibility equations (relations):

ex =
∂u

∂x
, ey =

∂v

∂y
, exy =

∂u

∂y
+

∂v

∂x
. (2.4)

Here (x, y) are dimensionless coordinates; σi (i = x, y, z), σxy, and ei (i = x, y, z), exy
denote the components of the stress tensor and strain tensor, respectively; G and ν

are the shear modulus and Poisson’s ratio; u and v are dimensionless displacements
(referred to l).

Let us assume that both the tractions

σy(x, 0) = −p(x), σxy(x, 0) = q(x) (2.5)

imposed on the boundary of the semi-plane and the stresses vanish if |x|, y → ∞ .
Under this condition the Fourier transforms of the solution

σ̄x = σ̄ − σ̄y, σ̄ = −2 (p̄+ i
|s|
s
q̄) exp(−|s| y),

σ̄y = −
[

p̄+ (p̄+ i
|s|
s
q̄) |s| y

]

exp(−|s| y),

σ̄xy =

[

q̄ − (q̄ − i
|s|
s
p̄) |s| y

]

exp(−|s| y)

(2.6)
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can be obtained from the differential equations (2.1), (2.2) — see [8] for details — by
the method of direct integration. Formulae (2.6) can easily be transformed back into
the original space [4,5].

As the solutions of equations (2.1)—(2.5) are sought in the class of functions deriv-
able continuously — see equations (2.1), (2.2), and (2.4) — the tractions p(x) and
q(x) should be continuous and absolutely integrable functions. The continuity re-
quirements for the tractions on the boundary are also caused by the fact that — as
an analysis of the solutions found by Muskhelishvili [6] shows — the stresses are un-
bounded at the point of the boundary where the normal tractions have a discontiniuty
of the first kind. In addition, the shear stress does not fulfill the symmetry condition.
If we suppose that the shear traction is discontinuous, the violation of the symmetry
law is obvious at the point of discontinuity. Moreover, as follows from the second
equilibrium equation (2.1) for such a case, discontinuity of the shear traction on the
line y = 0 leads the mathematical model of the problem out of the classical theory into
the theory of generalized functions [9]. This follows from the fact that the derivative

∂σy

∂y

∣

∣

∣

∣

y=0

= − dq

dx

should be considered in a generalized sense. Therefore, when the discontinuity of the
tractions p(x) and q(x) violates the symmetry of the stress tensor, in order that the
solution could be correct under given piecewise continuos tractions on the boundary,
we should expand our mathematical model to the so called micropolar or unsymmetric
theory of elasticity [2].

Integrability of the corresponding functions and the existence of the double integrals
[10] which involve the components of the stress tensor demand that these functions
should belong to the class L(D), i.e., the class of absolutely integrable functions
in their domain of definition D. By integrating the equilibrium equations (2.1) and
taking the boundary conditions (2.5) into account, one can prove that the components
of the stress tensor should satisfy the integral equilibrium conditions

2

∞
∫

0

σx dy =

∞
∫

−∞

q sign (x− η) dη ,

∞
∫

−∞

σy dx =

∞
∫

−∞

σyxdx = 0 ,

2

∞
∫

0

σxy dy = −
∞
∫

−∞

p|x− η|dη ,
∞
∫

−∞

σxy dx = 0 , 2

∞
∫

0

σxy dy = −
∞
∫

−∞

p sign (x− η) dη

as necessary conditions. Making use of the boundary conditions (2.5), it is easy to
obtain the equilibrium conditions (1.1) the tractions should meet from the conditions
we have set up above for σy and σxy provided that y = 0.

After the stresses (2.6) have been found, the strains are determined by relations
(2.3). Then integrating any two of the three equations (2.4), one can find the displace-
ments. The easiest way for such a procedure is to give the displacements in terms
of the longitudinal strains ei (i = x, y). Consequently, under the condition that the
displacements vanish at the infinitely remote points of the semi-plane, we find from
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equations (2.4)1,2 the displacements

2u =

∞
∫

−∞

ex sign (x− η) dη, 2v = v1 +

∞
∫

0

ey sign (y − ξ) dξ, v1 = v(x, 0), (2.7)

whence the conditions

∞
∫

−∞

ex dx = 0, and v1 = −
∞
∫

0

ey dy (2.8)

follow if x → ±∞ and y = 0, respectively. The first one expresses the compatibility
condition for the strain ex, and the second one determines the displacement v1 of the
boundary of the semi-plane in terms of the strain ey.

Inserting equations (2.7) into equation (2.4)3, we obtain the initial compatibility
equation

2exy =
∂

∂y

∞
∫

−∞

ex sign (x− η) dη +
∂

∂x



v1 +

∞
∫

0

ey sign (y − ξ) dξ



. (2.9)

Differentiating with respect to x and y, we get that the latter equation implies the
well-known compatibility equation

∂2exy

∂x∂y
=

∂2ex

∂y2
+

∂2ey

∂x2
(2.10)

under the necessary equivalence condition

2
dv1
dx

= 2exy(0)−
∞
∫

−∞

∂ex(0)

∂y
sign (x− η) dη , (2.11)

whence

2v1 =

∞
∫

−∞

[

exy(0) sign (x− η)− ∂ex(0)

∂y
|x− η|

]

dη . (2.12)

For the sake of brevity here and in the sequel we employ the notational convention
exy(0) = exy(x, 0), etc. Observe that the equivalence condition (2.11) has been
obtained by an appropriate integration of equation (2.10) with the purpose of reducing
it to equation (2.9) and by further comparison of the two expressions obtained.

It follows from expressions (2.8)2 and (2.12) that the strain ey should satisfy the
compatibility condition

2

∞
∫

0

ey dy = −
∞
∫

−∞

[

exy(0)sign (x− η)− ∂ex(0)

∂y
|x− η|

]

dη . (2.13)
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By integrating equation (2.4)3 and taking the solution (2.7) for the displacement u
into account, we obtain the integral compatibility condition for the shear strain

∫ ∫

D

exy dxdy =

∞
∫

−∞

xex(0) dx . (2.14)

For our analysis to be complete, we also give the two integral compatibility con-
ditions for the displacement vector components. These are easily obtainable by inte-
grating formulae (2.7) and utilizing conditions (2.8):

∞
∫

−∞

udx = −
∞
∫

−∞

xex dx ,

∞
∫

0

v dy = −
∞
∫

0

yey dy . (2.15)

Consequently, in the case of a plane problem of mechanics of deformable solids in
a semi-plane the strains and displacements should satisfy the integral compatibility
conditions (2.8), (2.13)—(2.15).

Using the physical relations (2.3) for the longitudinal strains and the solution (2.6)
for the stresses and taking the conditions (2.8) into account, we can express the
displacements (2.7) in terms of the tractions imposed on the boundary:

4Gu =
1

π

∞
∫

−∞

[(

p̄+ i
|s|
s
q̄

)

|s|y − (1− 2ν)p̄− 2(1− ν)i
|s|
s
q̄

]

exp(−|s|y + isx)
ds

is
,

(2.16a)

4Gv =
1

π

∞
∫

−∞

[(

p̄+ i
|s|
s
q̄

)

y + 2(1− ν)
1

|s| p̄+ (1− 2ν)
i

s
q̄

]

exp(−|s|y + isx) ds .

(2.16b)

These formulae show that the integrands have a singularity of the first order at s = 0.
In other words, for the integrals (2.16) and simultaneously the solutions of the problem
(2.1)—(2.5) — including the solutions for the displacements as well — to exist in the form
of continuous and bounded functions the singularity of the integrals (2.16) should be
removed. If we require that p̄(0) = q̄(0) = 0, then the singularity is removed. This
condition is equivalent to making the resultant vector of the tractions (1.1) equal zero.

It can also be proved that vanishing of the resultant moment (1.1) of the traction p

is necessary for fulfilling the integral condition (2.14) and the existence of the integrals
(2.15). Fulfillment of conditions (1.1) is sufficient for the validity of conditions (2.8)
and (2.13).

Therefore, it follows from the equilibrium equations (2.1) and the compatibility ones
that for the solution of the plane elasticity problem (2.1)—(2.5) to exist in the class of
continuous and integrable functions, the tractions imposed on the boundary should
satisfy the equilibrium conditions (1.1), i.e., they should be self-equilibrated. In the
opposite case neither the stresses nor the strains are integrable and the displacements
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do not belong to the class of bounded functions. In other words, solutions of elasticity
problems when the tractions on the boundary or the body forces are given in the form
of the Dirac delta-function should be considered only as Green’s functions [11]. The
latter represent some generalized functions [9] (from a mathematical point of view),
which have a physical sense on a par with given “good” functions in the form of
an integral convolution. In our case, this is the convolution with self-equilibrated
tractions on the boundary of the semi-plane. On the basis of formulae (2.6) and
(2.16) they can be presented in a final form similar to that in [5].

It should be emphasized that according to our investigations the stresses (2.16)
in a semi-plane subjected to tractions being not self-equilibrated are the asymptotic
solution of a plane elasticity problem in an infinite strip under the same tractions
exerted on one side of the boundary and the Winkler conditions on the opposite one,
the latter tending to infinity. If this is the case, both the displacements and the elastic
strain energy are unbounded and thus lose their physical sense.

3. Solution of the problem if displacements are imposed on the boundary

Let us assume that the field equations (2.1)—(2.4) are associated with the boundary
conditions

u(x, 0) = u1(x), v(x, 0) = v1(x), (3.1)

where the functions u1(x) and v1(x) are continuous together with their first deriva-
tives, absolutely integrable and vanish if |x| → ∞. Using formulae (2.16), we can give
the displacements on the boundary in terms of the tractions p and q:

−2Gisū1 = (1− 2ν)p̄+ 2(1− ν)i
|s|
s
q̄ , (3.2a)

2G|s|v̄1 = 2(1− ν)p̄+ (1− 2ν)i
|s|
s
q̄ (3.2b)

or vice versa:

p̄ =
2G

3− 4ν
[(1− 2ν)isū1 + 2(1− ν)|s|v̄1] , (3.3a)

q̄ =
2G

3− 4ν
[(1− 2ν)isv̄1 − 2(1− ν)|s|ū1] . (3.3b)

Inserting expressions (3.3) into formulae (2.6), we have the solution of problem (2.1)—
(2.4) under the boundary conditions (3.1). Since relations (3.2) and (3.3) are one-
to-one, the solution of problem (2.1)—(2.4), (3.1) has been reduced to the solution
of problem (2.1)—(2.5). By using the integral Fourier transformation of generalized
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functions [12], these relations can also be presented in the original space:

2Gu1 = −1

2
(1− 2ν)

∞
∫

−∞

p sign (x− η) dη +
2

π
(1− ν)

∞
∫

−∞

q ln |x− η|dη , (3.4a)

2Gv1 = −1

2
(1− 2ν)

∞
∫

−∞

q sign (x− η) dη − 2

π
(1− ν)

∞
∫

−∞

p ln |x− η|dη ; (3.4b)

p =
2G

3− 4ν



(1− 2ν)
du1
dx

− 2

π
(1− ν)

∞
∫

−∞

v1

(x− η)2
dη



 , (3.5a)

q =
2G

3− 4ν



(1− 2ν)
dv1
dx

+
2

π
(1− ν)

∞
∫

−∞

u1

(x− η)2
dη



 . (3.5b)

If the functions p(x) and q(x) are even, we see from (3.4) that the displacement u1
depends on the traction q only, and the displacement v1 — on p. In the absence of
one traction, i.e., if q = 0, p 6= 0 or p = 0, q 6= 0 it follows from (3.3) or (3.5) that the
displacements on the boundary are interdependent and the non-zero tractions can be
given in terms of the displacements in a very simple form

p = − 2G

1− 2ν

du1
dx

, q = − 2G

1− 2ν

dv1
dx

.

Note that the second integrals in the expressions (3.4) giving the displacements can
be determined by integrations by parts:

∞
∫

−∞

(p, q) ln |x− η| dη = lim
η−→∞

ln |x− η|
η
∫

−∞

(p, q) dη1 +

∞
∫

−∞

dη

x− η

η
∫

−∞

(p, q) dη1,

whence it follows that, by forcing the functions
η
∫

−∞

(p, q) dη1 to satisfy the Hölder

conditions, the Cauchy integrals in the above expressions exist in the sense of the
Cauchy principal value [6], and the limits are equal to zero if conditions (1.1) are
satisfied. If the tractions p and q are not self-equilibrated, these limits are equal to
infinity, which confirms again the above assertion concerning the absence of a correct
solution for problem (2.1)—(2.5) when conditions (1.1) are violated.

As regards the existence of a correct solution of problem (2.1)—(2.5), the tractions
p and q should satisfy conditions (1.1), and there exist relations — see (3.5) — between
the tractions and displacements u1 and v1. In addition one has to check whether
additional conditions should be prescribed on these displacements so that an unam-
biguous solution of problem (2.1)—(2.4), (3.1) can exist. Inserting the expressions for
tractions (3.5) into conditions (1.1) (or expressions (3.3) into conditions (1.2)), we
easily ascertain that they are satisfied identically by the resultant vector. However,
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for condition (1.1) or condition (1.2)2 in the transformed space to be satisfied by the
resultant moment the equality ū1(0) = 0 should be fulfilled. In the original space, the
latter is equivalent to the additional compatibility condition:

∞
∫

−∞

u1 dx = 0 . (3.6)

Consequently, for a solution of problem (2.1)—(2.4), (3.1) to exist in the class of con-
tinuous and integrable functions, it is also necessary that the displacement u1 of the
boundary of the semi-plane should satisfy the integral compatibility condition (3.6).
This fact does not mean that there exist no solution of the elasticity equations men-
tioned if the boundary condition u(x, 0) = u1(x) violates the integral condition (3.6).
However, such a violation leads to dissatisfying the necessary condition (1.1) for the
resultant moment. This makes the fulfillment of conditions (2.14) and (2.15) impos-
sible; the solution becomes an incorrect one for the mechanics of deformable solids
because it does not satisfy the conditions of compatibility of continua. However, the
integral compatibility condition (3.6) is not an unexpected one typical only of the
problem under consideration. As the research in connection with the existence of
solutions for some other one- and two-dimensional elasticity problems for which dis-
placements are imposed on the boundary (e.g. a two-dimensional non-axisymmetric
problem in a hollow cylinder) has shown, the displacements cannot be given in an
arbitrary way — they should satisfy some integral condition.

4. Solution of the problem if mixed conditions are imposed on the

boundary

Let us consider finally the solution to the problem (2.1)—(2.4) in a semi-plane, when
the mixed boundary conditions

(q 6= 0) σy(x, 0) = −p(x), u(x, 0) = u1(x), (4.1)

or
(p 6= 0) σxy(x, 0) = q(x), v(x, 0) = v1(x) (4.2)

are imposed on the boundary. If equations (4.1) are the boundary conditions, then, by
making use of the relation (3.2a), we determine the Fourier transform of the unknown
shear traction q on the boundary in terms of the given functions p and u1:

q̄ =
1

2(1− ν)
[(1− 2ν)i signs p̄− 2G|s|ū1] . (4.3)

Inserting expression (4.3) into formulae (2.6) we obtain the solution of the boundary
value problem (2.1)—(2.4) for the case of mixed boundary conditions (4.1). In a similar
manner we can also get the solution for the case of the mixed boundary conditions
(4.2): from the relation (3.2b) we determine the transform p̄ in terms of the prescribed
functions on the boundary q and v1 and insert that expression into formulae (2.6).
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It is obvious that for the correctness of the solutions the functions imposed on the
boundary of the semi-plane should satisfy the integral conditions (1.1) and (3.6).

The paper does not intend to seek solutions for the problem (2.1)—(2.4) in a semi-
plane under such mixed boundary conditions when tractions are prescribed on a part
of the boundary, and the displacements are prescribed on the complementary part,
or if different versions of the conditions (4.1) and (4.2) are imposed on separate parts
of the boundary.

5. Conclusions

Using the method of direct integration, continuous and integrable solutions are found
for the equations of plane elasticity in a semi-plane provided the tractions are imposed
on the boundary. Making use of the one-to-one relations set up between the tractions
and the displacements taken on the boundary of the semi-plane, boundary value prob-
lems of the plane theory of elasticity with displacement or mixed boundary conditions
are reduced to the solution of the problem when the tractions are prescribed on the
boundary. Integral equilibrium conditions for the tractions and a compatibility con-
dition for the displacements are established to ensure the correctness of the solutions
we have constructed.
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Abstract. The inverse problem of the variational calculus is discussed in the present paper.
We shall show step by step how to find a Lagrangian for the large deflections of a rhombic
plate from the nonlinear partial differential equation proposed by Banerjee.
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1. Introduction

It is well known from the literature [1] that a system of differential equations has a
variational representation if it is self-adjoint, but it is very difficult to identify the
variational model in a traditional way. If the system of equations is not self-adjoint
there is no simple way to find an equivalent variational model.

For example, first let us consider the following equation

u′′

u′
+ a = 0, u′ (x) 6= 0, (1.1)

which is clearly self-adjoint [1]. As we have just mentioned, it is difficult to find an
equivalent variational model in the traditional way. By applying the semi-inverse
method [2, 3, 4, 5], however, we can easily obtain the corresponding variational func-
tional.

Let us assume that the Lagrangian of equation (1.1) can be expressed as

L (x, u, u′) = u′ lnu′ + F (x, u) , (1.2)

where F is an unknown function to be determined. Therefore we obtain the following
Euler equation

− (lnu′)
′

−

(

u′

u′

)

′

+
∂F

∂u
= 0 , (1.3)

or

−
u′′

u′
+
∂F

∂u
= 0 . (1.4)

If we set
∂F

∂u
= −a , (1.5)
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then equation (1.4) coincides with the original equation (1.1). It follows from equation
(1.5) that the unknown function F has the form

F = −au . (1.6)

Consequently, we have obtained the following functional for equation (1.1):

J (u) =

∫

(u′ lnu′ − au) dx . (1.7)

Howerer, if equation (1.1) is written in the form

u′′ + au′ = 0 , (1.8)

then it is clearly not self-adjoint.

According to He’s semi-inverse method [2, 3, 4, 5], a Lagrangian assumes the form

L (x, u, u′) = F (x, u)u′2, (1.9)

where F is an unknown function. The corresponding Euler equation can be written
as

∂F

∂u
u′2 − 2 (Fu′)

′

= 0 , (1.10)

from where by performing the derivation we have

∂F

∂u
u′2 − 2

(

∂F

∂u
u′2 +

∂F

∂x
u′ + Fu′′

)

= 0 , (1.11)

and

u′′ +
∂F

F∂x
u′ +

∂F

2F∂u
u′2 = 0 . (1.12)

If we assume that
∂F

F∂x
= a and

∂F

2F∂u
= 0, (1.13)

then equation (1.12) coincides with equation (1.8). In addition it immediately follows
from equations (1.13) that the unknown functional has the form

F = Ceax, (1.14)

where C is a nonzero constant. In other words, the variational representation for
equation (1.8) can be expressed as

J (u) =

∫

Ceaxu′2 dx. (1.15)

In the present paper, we shall propose a straightforward approach to the inverse prob-
lem of the calculus of variations, and seek a Lagrangian for the differential equation
which describes the large deflections of rhombic plates [6]. We should remark that we
shall neglect the question of boundary conditions.
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2. Mathematical formulae for small displacement theory

Consider a rhombic plate made of an elastic, isotropic material and having a uniform
thickness h. Let the size of each side of the skew plate be sufficiently large compared
to h. The origin of the rectangular Cartesian coordinate system (x, y) is located at
one of the corners of the skew plate.

y

x
O

Figure 1. Skew plate

Following Banerjee’s hypothesis [7], the differential equation which describes the
large deflection of plates is a complex nonlinear 4th order partial differential equation
[6,7]:

∇4w −
12A

h2
(wxx + vwyy)−

−
6λ

h2

(

3wxxw
2

x
+ 3wyyw

2

y
+ wxxw

2

y
+ wyyw

2

x
+ 4wxywxwy

)

=
q

D
, (2.1)

where E is the modulus of elasticity, D is the flexural rigidity, h is the thickness of
the plate, q is the load intensity, v is the Poisson ratio of the plate material, λ = v2,
A is a constant, w is the deflection normal to the middle plane of the plate.

First we shall consider the biharmonic equation

∇4w = 0 . (2.2)

The Lagrangian of equation (2.2) can be found with ease:

L1 (w) =
1

2

(

∇2w
)2

. (2.3)

To proceed, we regard the equation

wxx + vwyy = 0 , (2.4)

for which obviously

L2 (w) = −
1

2

(

w2

x
+ vw2

y

)

(2.5)

is the Lagrangian. Now we consider the Lagrangian

L3 (w) = −
1

2
w2

x
+ w2

y
(2.6)
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since the corresponding Euler equation reads

(

wxw
2

y

)

x
+
(

wyw
2

y

)

y
= 0 (2.7)

or which is the same
wxxw

2

y
+ wyyw

2

x
+ 4wxwywxy = 0 . (2.8)

It is obvious that the left side of equation (2.8) is involved in equation (2.1).

Now we take the following Lagrangian

L4 (w) = w
(

wxxw
2

x
+ wyyw

2

y

)

. (2.9)

The corresponding Euler equation reads

wwxxw
2

x
+
(

ww2

x

)

xx
− 2 (wwxxwx)x+wwyyw

2

y
+
(

ww2

y

)

yy
− 2 (wwyywy)y = 0. (2.10)

By a simple manipulation, equation.(2.10) can be transformed into the form

3wxxw
2

x
+ 3wyyw

2

y
= 0. (2.11)

which is again a part of equation (2.1). Making use of equations (2.3), (2.5) (2.6) and
(2.7), we obtain

L (w) = L1 (w)−
12A

h2
L2 (w)−

6λ

h2

(

L3 +
3

4
L4

)

(2.12)

=
1

2

(

∇2w
)2

+
6A

h2

(

w2

x
+ vw2

y

)

+
3λ

h2
w2

x
w2

y
−

9λ

2h2
w
(

wxxw
2

x
+ wyyw

2

y

)

.

as the Lagrangian of equation (2.1). It can easily be checked by determining the Euler
equation of the functional (2.12) that the former really coincides with equation (2.1).

3. Conclusion

We have found a Lagrangian for the Banerjee equation which describes the large
deflections of a rhombic plate. However, the paper has dealt neither with the issue
of the boundary conditions nor with the effect the skew angle in the rhombic has on
the solutions. As regards the issue how to involve boundary conditions in the model,
we refer the reader to paper [8]. At the same time we remark that the singularities
due to discontinuous distributions of bending moments can be taken into account by
applying the method proposed in the book by Washizu [9].
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