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Abstract-This study has, for the first time, analyzed in detail the risk occurrences of the 
last spring frost, first fall frost, and the length of the frost-free period during the growing 
season of vegetable crops at a high horizontal resolution of 10 km (CZGRIDS, ALADIN- 
Climate/CZ) in the Elbe River lowland. The daily minimum air temperature from 116 
grid points throughout the studied area for the period 1961-2011 was used. The daily 
values of minimum air temperature ranges of 0 °C to -1.1 °C, -1.2°C to -2.2 °C, and 
below -2.2 °C were considered to constitute mild, moderate, and severe frosts intensities, 
respectively. Firstly, comprehensive analysis of the spatio-temporal variability of the date 
of the last spring frost, the date of the first fall frost, and the length of the frost-free period 
in the Elbe River lowland were provided. Secondly, a catalogue of the mean dates of the 
spring and fall frosts for the three frost severities (mild, moderate, and severe) and 
degrees of earliness (early, mean, and late ending/beginning), as well as the length of the 
frost-free period over the Elbe River lowland, was developed. Thirdly, to identify the 
areas with high-risk occurrences of damaging last spring frosts during the 
sowing/planting period of vegetables in the Elbe River Lowland.

According to the regional catalogue of frosts, an earlier ending of spring and a later 
beginning of fall frosts, simultaneous with the latest ending of the frost-free period, were 
recorded during the 1990s, 2000s, and 2010s. The severe spring frosts in the period of 
1981-2011 ended earlier than in the period of 1961-1980; consequently, the end of the 
20th and the beginning of the 21st century are suitable periods for the growth extension of 
species and varieties of vegetables with longer growing seasons and higher demands on 
temperature. Whereas the latest spring frost has ended on an earlier date across the Elbe 
lowland, the first frost date in the fall has generally been delayed to a later date.

Key-words: thermophilic, cold-resistant, frost-resistant vegetables, late spring frost, early 
fall frost, frost-free period



1. Introduction

Most of Europe experienced increases in the surface air temperature from 1901 
to 2005, which amounts to a 0.9 °C increase in annual mean temperature over 
the entire continent (Alcamo et a/., 2007). In the mean temperature series for the 
Czech Republic determined for the period 1848-2000, the significant linear 
trend for the increase reached 0.69°C/100 years (Brazdil et al., 2009). In context 
of global warming, Karl et al. (1993) noted an asymmetrical rise in temperature 
extremes that manifests as a swifter rise in minimum temperatures than in 
maxima, which resulted in a decrease in the diurnal temperature range. For 
example, in Australia and New Zealand, the frequency of days below 0 °C 
decreased with warming in daily minimum temperatures (Plummer et al., 1999). 
Easterling et al. (2000) concluded that the number of frost days has decreased in 
every country (Australia, China, central and northern Europe, New Zealand, 
USA) where it has been examined.

For central Europe, Menzel et al. (2003) found a greater change in the frost- 
free period, most likely also due to the greater increase in daily minimum 
temperatures. Consequently, trees may not take advantage of the frost-free 
period as before but may profit from a reduced risk of damage by late spring 
frosts. Scheifinger et al. (2003) indicated that the occurrence date of the last 
spring frost in central Europe has been increasingly early during the last few 
decades.

Numerous studies have evaluated the variability in the frost events and 
associated statistics (e.g., Thom, 1959; Easterling et al., 2000; Robeson, 2002; 
Tait and Zheng, 2003; Menzel et al., 2003; Scheifinger et a!., 2003; Rahimi et 
al., 2007; Didari et al., 2012). Nearly all of the studies in the previous decades 
have reported increases of the frost-free period. For example, Bootsma (1994) 
and Shen et al., (2005) noticed an increased frost-free period, a later growing 
season end, and an increase in growing degree days for most of Canada. 
Robeson (2002) determined a trend toward earlier spring frosts in Illinois but no 
consistent trends in autumn frosts.

Variations in the frost-free period length and the timing of frost events can 
also be an important indicator of climatic change that may not be represented in 
mean conditions (Robeson, 2002; Easterling et al., 2000). There are a large 
variety of extreme events, and their impacts can be highly variable. Our research 
examines the variations in the last spring frost, the first fall frost, and the frost- 
free period length for the Elbe River lowland in the Czech Republic as an 
indicator of climate variations in this region. Vegetable crops are the most 
sensitive to the timing of extreme cold events at the beginning and end of the 
growing season. Damage caused by late frosts in spring (or early frosts during 
fall) is a limiting factor, particularly in the case of fruits and vegetables in 
central Europe.
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In the Czech Republic, research focusing on the risks of late spring and 
early autumn frosts and their impacts on agricultural production gained 
considerable attention during the 1960s and 1970s (Stibral, 1966; Forgac and 
Molnar, 1967; Pejml, 1955, 1973). This subject has remained in the 
background of interest to climatologists, although frost is one of the most 
devastating weather events that diminishes agriculture productivity in the 
Czech Republic.

Therefore, there were three main objectives in this study: (i) comprehensive 
analysis of the spatio-temporal variability of the date of the last spring frost 
(LSF), the date of the first fall frost (FFF), and the length of the frost-free period 
(FFP) in the Elbe River lowland; (ii) estimation of the tendency of the last spring 
frost, the first fall frost, and the length of the frost-free period; and (iii) the 
evaluation of the risk occurrences of damaging last spring frosts during 
sowing/planting for thermophilic, cold-resistant, and frost-resistant vegetables.

2. Methods and materials

2.1. Quality control and homogenization o f gridded datasets

Monthly and daily series of temperatures (mean, minimum, and maximum), 
rainfall and sunshine duration for period 1961-2011 were analyzed. A regular 
gridded network with a high horizontal resolution of 10 km (CZGR1DS, 
ALADIN-Climate/CZ) from the Czech Hydrometeorological Institute (CHMI) 
was applied (Fig. la). High-density gridded datasets allow very precise and 
detailed delimitation of the area in which frosts occur in comparison with the 
station network datasets. The station network in the Elbe River lowland has 
significantly fewer units located primarily in non-agricultural areas, and their 
data series are not complete. The gridded network was created using the 
technical series from 268 climatological and 784 rain-gauge stations of the 
CHMI network. From these technical series, new values for the regular 
10x10 km grid network (ALADIN-Climate/CZ RCM outputs) were interpolated 
(Stepanek et al. 2011a, 2011b). The spatial interpolation of the
agroclimatological characteristics ranges between longitudes 13.7°E and 16.5°E 
and latitudes 49.6°N and 50.8°N. The lowest and highest altitudes of the gridded 
dataset were 169 m and 573 m above sea level, respectively.

In our approach, data quality control is carried out by combining several 
methods: (i) by analyzing difference series between candidate and neighbouring 
stations, i.e., pairwise comparisons (ii) by applying limits derived from 
interquartile ranges (this can be applied either to individual series, i.e., 
absolutely or to difference series between candidate and reference series, i.e., 
relatively), and (iii) by comparing the series values tested with “expected” 
(theoretical) values -  technical series created by means of statistical methods for 
spatial data (e.g., IDW, kriging).
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Fig. 1. (a) Location of the 116 grid points and their elevation (m a.s.l.) situated in the Elbe 
River lowland and (b) geographic boundaries of the Elbe River lowland.

The relative homogeneity tests applied were: the standard normal 
homogeneity test (SNHT) developed by Alexandersson (1986, 1995), the 
Maronna and Yohai bivariate test (Potter, 1981), and the Easterling and 
Peterson test (1995). The reference series were calculated as a weighted average 
from five nearest stations (with the same period of observations as the candidate 
series) with statistically significant correlation. The power of weights (inverse 
distance) for temperature was taken as 1 and for precipitation as 3. All the 
procedures for quality control and homogenization have been carried out with 
the ProClimDB and AnClim softwares (Stepdnek, 2010). More details on quality 
control and homogenization procedures are provided in Stepdnek et al. (201 la, 
201 lb).

2.2. Study region

The Elbe River lowland is the traditional and informal name for a lowlands region 
located in the Central Bohemian Region of the Czech Republic (Fig. la-b). The 
gridded data of the annual and growing season temperatures (mean, minimum, 
and maximum), rainfall, and sunshine duration were spatially averaged using 
ArcGIS Spatial Analyst extension over the Elbe River lowland. The results are 
presented in Table 1. In the Elbe River lowland, the mean long-term annual 
precipitation total was 591.6 mm compared with the 674 mm average for the 
entire territory of the Czech Republic. This precipitation primarily falls in the 
summer (40% of annual totals). In the growing season, the mean precipitation 
totals are 365 mm (Table /). A significant excess of precipitation during some 
periods can result in catastrophic flooding (e.g., as in the year 2002), whereas a 
long-term lack of precipitation can contribute to extreme drought incidences 
(Tolasz et al., 2007; Potop, 2010, Potop et al., 2011).

4



Table I . Areal averages of the basic agroclimatological characteristics determined using 
ArcGIS Spatial Analyst extension over the Elbe River lowland for the period 1961-2000. 
These averages are over all 116 grids (/.- 13.7°E -  16.5°E; ip=49.6°N -  50.8°N, h=169 to 
573 m a.s.l.)

T1 m e a n

°c
Tmax
°c

Tmi„
°c

Rainfall
mm

Sunshine
hours

Growing season
Mean 14.5 20.5 8.9 365.0 1160.0
Minimum 12.7 17.8 7.4 304.7 1002.0
Maximum 15.6 21.4 10.0 461.1 1257.6
Range 2.9 3.6 2.6 156.4 255.6

Annual
Mean 8.4 13.1 3.9 591.6 1574.2
Minimum 6.6 10.6 2.6 460.5 1327.2
Maximum 9.4 14.0 4.9 849.7 1730.3
Range 2.8 3.4 2.3 389.2 403.1

The annual mean temperature (Tniean) at the Elbe River lowland and in the 
country is 8.4 °C and 7.5 °C, respectively. The mean temperature during the 
growing season is 14.5 °C. The mean annual maximum (Tmax) and minimum 
(Train) temperatures are 13.1 °C and 3.9 °C, respectively. The average Tmax and 
Tmin during the growing season are 20.5 °C and 8.9 °C, respectively. The mean 
annual sunshine totals reach 1574.2 hours, whereas, in the growing season, the 
total is 1160 hours (Table I).

The Tmean during the growing season ranges between 12.7 °C and 15.6 °C. 
The majority of the Elbe River lowland area had Tmean values from 14.5 °C to 
15.0 °C. In terms of the mean Tmin, the lowest values (less than 7.5 °C) were 
centered in the northern part of the Elbe River lowland, which has an altitude 
higher than 450 m (Fig. 2d). The mean Tmin varies from 7.4 °C to 10.0°C over 
the Elbe River lowland territory. The mean Tmax during the growing season 
ranged between 17.6 °C and 21.4 °C, while a small area had Tmax values less 
than 18.5 °C (Fig. 2b). The mean precipitation total in the growing season 
fluctuates between 304 and 461 mm, but in a large portion of the Elbe River 
lowland, total precipitation is less than 350 mm. The mean sunshine duration 
total ranges from 1000 to 1257 hours, but the maximum value is received in the 
central portion of the Elbe River lowland. The warmest and longest duration of 
sunshine and the lowest precipitation totals during the growing season occur in 
the middle to lower reaches of the Elbe River, between Podebrady and 
Litomerice. As a practical recommendation, the authors suggest that this region 
may be suitable for cultivation of thermophile vegetable crops in combination 
with an irrigation system that would assure the qualitative yields (Potop et al., 
2012;Potopet al., 2013).
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Fig. 2. Spatial distribution of the minimum (a) and maximum (b) temperatures during the 
growing season (April-September) for the period 1961-2000 over the Elbe River lowland.

2.3. Determining the dates o f the last spring first fall frosts, and the length o f the
frost-free period

The daily minimum air temperature from 116 grid points throughout the 
studied area for the period 1961-2011 was used {Fig. Id). For each grid point 
and for each year, the first and the last frost day and the frost-free period (i.e., 
the number of consecutive days from the date of the last frost with minimum 
air temperature greater than 0 °C) were identified. The LSF day is defined as 
the last date in a year on or before July 15 on which the daily minimum 
temperature Tmin< 0°C. The FFF day is defined as the first date in a year after 
July 16 on which Tmin< 0°C. The FFP is the number of days between the LSF 
and FFF.

The three degrees of frost severity were defined with regard to the 
physiological requirements of the vegetable types. The daily values of minimum 
air temperature ranges of 0 °C to -1. 1°C, -1.2 °C to -2.2 °C, and below 
—2.2 °C were considered to constitute mild, moderate, and severe frosts 
intensities, respectively ( WMO, 1963). Using these definitions, the last three 
spring and first three fall frosts were specified for the spring and fall of each 
year. After determining the frost dates, it was necessary to transform them into a 
form that we could analyse statistically. For this purpose, Julian days (calendar 
days of the year) were used. These values were statistically processed, and we 
identified the mean, standard deviation, latest occurrence, earliest occurrence, 
and the length of the frost-free period. The extreme values were the latest 
beginning/ending, the earliest beginning/ending of spring and fall frosts and the 
shortest/longest FFP. The ending of the spring frost and beginning of the fall 
frost were classified into three categories: early, mean, and late. In this study, 
percentiles of date of spring and fall frosts for the fitted Gaussian distribution 
from 25 to 75% correspond to mean date of beginning/ending of frosts,
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percentiles less than 25% are qualified as early date, and percentiles above 75% 
correspond to late date (Table 2).

Table 2.Classification of the timing of ending of the spring frost and beginning of the fall 
frost. The units used are Julian days

Categories Percentile
O//o

Last
mild
spring frost

Last Last 
moderate severe 
spring frost spring frost

First
mild
fall frost

First 
moderate 
fall frost

First 
severe 
fall frost

early <25 < 102 <92 <86 <284 <290 <294
mean 25-75 102-121 92-113 86-111 284-303 290-313 294-317
late >75 >121 >113 >111 >303 >313 >317

3. Results and discussion

3.1. Statistical characteristics o f the variability offrost series from 116 grid 
points

The mean, standard deviation, latest and earliest occurrence of the LSF and FFF, 
and length of the FFP are given in Table 3. The mean date of occurrence of the 
last mild spring frosts in the Elbe River lowland is on day 112 (April 22). The 
mean dates of the last spring frost with moderate and severe intensity were April 
13 and April 8, respectively. The earliest last mild spring frost occurred on day 
74 (March 15) in the period 1961-201 I. The latest mild frosts occurred on day 
164 (June 13). According to these results, the highest risk for field vegetables is 
a late spring frost.

Table 3. Statistical characteristics of the average frost series (at 116 grid points) of the 
studied area. The units used are dates and Julian days

Last Last Last First First First Frost-
mild moderate severe mild moderate severe free
spring frost spring frost spring frost fall frost fall frost fall frost period
1 12 103 98 293 302 305 180mean
(Apr 22) (Apr 13) (Apr 8) (Oct 20) (Oct 29) (Nov 1)

STDev 15 16 14 15 17 16 25

earliest 74
(Mar 15)

59
(Feb 28)

65
(Mar 6)

260
(Sep 17)

270
(Sep 27)

276 
(Oct 3) 93

latest
164
(Jun 13)

135
(May 15)

125
(May 5)

329
(Nov 25)

344
(Dec 10)

345
(Dec 11)

284
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The earliest first mild fall frosts occurred on September 17, and the latest 
onset was November 25. Frosts with higher intensity occurred later, and the 
earliest beginnings of the moderate and severe frosts were on September 27 and 
October 3, respectively, whereas the latest onsets of moderate and severe frosts 
fell in the winter period on December 10 and 11, respectively. In the studied 
region, there were years with a possible extension of the growing season for 
frost-resistant vegetables, allowing distribution of the harvest. From the 
climatological point of view, this phenomenon indicates a delay in the onset of 
winter. The average length of the frost-free period was 180 days, almost half of 
the year.

3.2. Temporal evaluation o f the frosts characteristic 

3.2.1. Date o f the last spring frost

Catalogues of the spring and fall frost dates of the three severities (mild, 
moderate, and severe), degrees of earliness (early, mean, and late 
ending/beginning), and the lengths of the frost-free periods were developed 
(Table 4). According to the timing (Table 2), the ending of the LSF and the 
beginning of the FFF, we can divide the earliness into three categories: early, 
mean, and late ending (beginning) to evaluate the impact of frost on the 
production of vegetables, where the highest risk is a late spring ending and early 
fall beginning of frosts. The mean dates of spring and fall frosts for three frost 
severities (mild, moderate, and severe) and earliness (early, mean, and late 
ending/beginning) and the length of the frost-free period was averaged over the 
Elbe River lowland for the period 1961-2011 (Table 4). As shown in Table 4, in 
the last two decades, the last mild spring frosts were concentrated into categories 
of early and mean ending, whereas in May they did not occur. Conversely, in the 
period from 1961 to 1980, the majority of cases were recorded in the mean and 
late ending categories of LSF. We observed that in the coolest decade of the 
1970s (the lowest negative deviation of mean temperature since 1961), the 
majority of LSF and FFF events were concentrated in the late ending category. 
In this respect, the regional average of the late ending of mild spring frosts 
occurred in the first half of May in live consecutive years (1976, 1977, 1978, 
1979, and 1980). At the same time, the years of 1977, 1979, and 1980 had 
shorter frost-free periods of 143, 152, and 156 days, respectively. Moreover, an 
extreme year in terms of the termination of the spring frost was 1976 with the 
latest end of the mild (May 4), moderate (April 25), and severe (April 30) frosts. 
This year, however, had an average length of the frost-free period (177 days), 
which was caused by the delayed onset of mild (October 30), moderate 
(November 17), and severe (November 26) fall frosts. The exceptionality of this 
year was also confirmed by a persistent extreme summer drought, and as a 
result, the yield was reduced for all vegetable types as well as for cereals in the
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Czech Republic and central Europe (Potop et ah, 2011; Potop el al., 2012; 
Polop, 2013).

Table 4. Mean dates of spring and fall frosts for three frost severities (mild, moderate, and 
severe) and earliness (early, mean, and late ending/beginning) and the length of frost-free 
period over the Elbe River lowland (1961-2011)

Year

M ild sp ring  frost M oderate sp rin g  frost Severe  sp ring  fro st F rost-free

pe riod ,
d a y s

M ild autum n frost M od e ra te  au tum n  frost S evere  au tu m n  fro st

Early M ean Late Early M ean U te Early M ean Late Early M ean Late Early M ean Late Early M ean Late

1961 1 A p r 28 M ar 18 M ar 217 5 Nov 21 Nov 20  N ov

1962 28 A pr 22 A p r 9  A p r 173 19 O ct 25 Oct 26 O ct

1963 28 A pr 17 A p r 8 A pr 169 14 O ct 23 Oct 9 N ov

1964 23 A pr 2 A p r 27 M ar 167 8 Oct 25 Oct 1 N ov

1965 28 A pr 3 A pr 29 M ar 166 12 Oct 15 O ct 18 Oct

1966 11 A p r 2 A pr 28 M ar 202 30 Oct 3 N ov 31 O ct

1967 28 A pr 19 A pr 4 A p r 177 23 Oct 4  N ov 14 N ov

1968 17 A pr 10 A p r 14 A p r 194 28 Oct 24 Oct 2 N ov

1969 18 A pr 17 A p r 21 A p r 178 15 Oct 12 Nov 7 N ov

1970 1 M ay 18 A p r 7 A pr 147 26 Sep 15 O ct 8 N ov

1971 29 A pr 20 A pr 13 A p r 149 26 Sep 9 O ct 7 Oct

1972 10 A pr 10 A p r 26 A p r 180 8 Oct 11 O ct 7 Oct

1973 6 M ay 20 A p r 9 A p r 161 15 Oct 24 Oct 13 Oct

1974 22 A pr 2 A pr 18 A p r 171 11 Oct 26 Oct 5 N ov

1975 25 A pr 8 A pr 30 M ar 172 15 Oct 29 Oct 28 O ct

1976 4 M ay 25 A pr 30 A p r 177 30 Oct 17 Nov 26 N ov

1977 12 M ay 24 A pr 19 A p r 143 3 O ct 25 Oct 24 N ov

1978 4  M ay 3 M ay 13 A p r 176 28 Oct 5 N ov 13 N ov

1979 7 M ay 6 M ay 3 A p r 152 7 O ct 15 O ct 18 O ct

1980 12 M ay 7 M ay 26 A p r 156 15 Oct 23 Oct 28 O ct

1981 30 A pr 24 A p r 20 A p r 176 24 O ct 3 N ov 9  N ov

1982 30 A p r 26 A pr 20 A p r 182 30 O ct 8 N ov 6  N ov

1983 9 A p r 2 A pr 28 M ar 190 17 Oct 28 O ct 28 O ct

1984 26 A pr 20 A pr 19 A pr 184 28 Oct 13 Nov 29 N ov

1985 25 A pr 11 A p r 16 A p r 179 22 Oct 21 O ct 24 O ct

1986 3 A p r 4 A p r 14 A p r 190 11 O ct 31 Oct 18 N ov

1987 24 A p r 8 A p r 27 M ar 184 26 O ct 4  N ov 3 N o v

1988 22 A p r 15 A pr 25 A p r 190 29 Oct 30 O ct 27 O ct

1989 10 A p r 30 M ar 23 M ar 190 18 Oct 7 N ov 16 N ov

1990 26 A pr 5 A p r 11 A p r 183 27 O ct 31 Oct 26 O ct

1991 6 M ay 21 A pr 13 A pr 167 21 O ct 27 Oct 23 O ct

1992 16 A pr 14 A p r 13 A p r 179 13 Oct 16 Oct 1 2 0 c l

1993 11 A pr 8 A p r 10 A p r 187 16 Oct 18 Oct 27 O ct

1994 22 A pr 11 A p r 4 A p r 167 8 Oct 12 Oct 7 Oct

1995 28 A pr 9 A p r 1 A p r 180 26 Oct 25 Oct 30 O ct

19% 18 A pr 16 A p r 11 A p r 200 4 N ov 5 N ov 20  N ov

1997 24 A p r 20 A p r 23 A p r 170 12 Oct 21 Oct 20 Oct

1998 11 A p r 2 A p r 6 A pr 199 28 Oct 6  N ov 12 N ov

1999 15 A p r 14 A p r 28 M ar 186 1 9 0 c t 26 Oct 21 O ct

2000 4 A p r 3 A p r 16 M ar 210 31 Oct 28 Nov 18 N ov

2001 16 A pr 14 A p r 2 A pr 208 10 Nov 11 Nov 7 N ov

2002 8 A pr 6 A p r 10 A p r 194 21 Oct 3 N ov 4  N ov

2003 14 A pr 5 A p r 12 A pr 180 12 Oct 19 Oct I 7 0 c t

2004 18 A p r 9 A p r 19 M ar 187 23 Oct 20 Oct 24 O ct

2005 28 A pr 10 A pr 22 A pr 190 5 Nov 11 Nov 22 O ct

2006 11 A p r 4 A p r 6 A p r 197 27 Oct 31 Oct 30 O ct

2007 28 A pr 17 A p r 9 A p r 176 22 Oct 15 Oct 6  N ov

2008 13 A pr 12 A pr 30 M ar 192 23 Oct 4  N ov 7 N ov

2009 2 A pr 27 M ar 26 M ar 205 25 Oct 2 N ov 20  N ov

2010 18 A pr 10 A pr 28 M ar 175 11 O ct 15 Oct 23 O ct

2011 29 A pr 28 A pr 5 A p r 171 1 9 0 c t 17 Oct 20 O ct
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As we approach summer, the risk of the last spring frosts occurring after 
May 15 decreases. Extremely late occurrences of moderate spring frosts, 
reaching up to the month of June, were observed in 1975 and 1977 (June 6) 
and 1962 (June 3) (not shown). Severe frosts in June with intensities greater 
than ~2.2 °C did not occur in any of the grid points during the entire study 
period.

3.2.2. Date o f the first fall frost and the length o f the frost-free period

The late onset of fall frosts extends the growing season of field vegetables. The 
longest lasting FFPs occurred in 1961 (217 days), 2000 (210 days), and 2009 
(205 days) (Tabled). The shortest lasting FFPs occurred in 1977 (143), 1970 
(147), and 1971 (149) (Table 4). In these years, the early beginnings of the mild 
fall frosts were on September 26. From 1970-1980, there were 6 years recorded 
with early beginnings of mild fall frosts, 4 years with early beginnings of 
moderate and severe frosts, and 9 years where the length of FFP was below 
average (180 days). According to the timing of frosts in 1980-1990, a mean fall 
frost beginning prevailed for all intensities, except for 1986, when mild frosts 
occurred on October 11 (early category) (Table 4). However, the severe fall 
frosts in 1986 had a late onset 38 days later (November 18). Usually, the first 
severe and moderate fall frosts occur closer to winter, after the mild ones. The 
period of the 1990s had a large number of years in which the severe fall frosts 
began earlier than mild frosts. In 1994, the FFP ended earlier due to the early 
beginning of the severe fall frosts (October 7), which occurred the day before 
the first mild frost. Similarly, in 1992, the severe fall frosts began on 
October 12, and the mild frosts began on October 13 (Table 4). In the first 
decade of the 21st century, such a situation occurred in 2001, when the severe 
fall frosts began approximately three days earlier than the mild frosts. This year 
also had the latest ending of the FFP (208 consecutive days, from April 10 to 
November 10) for the entire study period. The years with sudden 
commencement of the severe fall frosts are associated with the occurrence of an 
uncharacteristic synoptic situation for the fall season. The years 2010 and 2011 
had an early beginning of fall frosts that occurred during the harvest period of 
root vegetables (Table 4).

An early ending of spring, together with the late onset of fall frosts in, e.g., 
1961 (November 5) and 2000 (October 31), provides suitable conditions for 
sowing/planting of field vegetables, as well as their ripening and harvesting. 
However, our regional average frost date series suggests that the FFP exhibits a 
large amount of interannual variability, and it is also apparent that the region’s 
average FFP has lengthened over the preceding two decades.
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3.3. Trends o f changes in the last spring frost, first fall frost, and length o f the 
frost-free period

The change trends in the dates of the last and first frosts of the three severities, as 
well as the length of the frost-free period from 1961 to 2011 and their statistical 
significance according to a t-test (a=0.05) were evaluated. To study the mean 
tendency in the lowlands region, the results of individual grid points were 
averaged. For all thresholds, the linear trends of the start, end, and length of the 
frost-free period are plotted in Fig. 3. Overall, the last spring frosts display a 
decreasing trend, whereas the first fall frosts display an increasing tendency. The 
early start of the FFP and the consequent lengthening of the FFP also suggest an 
early ending of the spring frost for the last 51 years. This conclusion is confirmed 
by the results in Fig. 3, which indicate that, for the entire study region, the last 
mild spring frosts have shifted to an earlier date, and there is a trend of a 2-day 
earlier shift per decade on average. The last moderate and severe spring frosts 
have also shifted to an earlier date with a decadal trend of 1.5 days per 10 years. 
An early ending of spring frost is consistent with the increase of the region’s daily 
minimum temperatures in the recent decades (Potop et al., 2013).

141 
«131
■3 121 
1 111 
3 101

91
1961 1971 1981 1991 2001 2011 

320 
« 3 1 0  
.§ 300 
<= 290ТО
3  280 

270 
260

1961 1971 1981 1991 2001 2011

136 
w 126
3  116 
I  106
3  96 

86

Last moderate spring frost 126
£116TÔ106 
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Fig. 3. Date change trends for the last spring frost and first fall frost of the three frost 
severities and length of frost-free period over the Elbe River lowland for the period 1961-
2011 .

The increases in the mean minimum temperatures have been demonstrated 
to have affected the length of the frost-free period (Easterling et al., 1997; 
Easterling et al., 2000). A pronounced trend towards higher daily minimum



temperatures can be observed, often coincidently with a decrease of the number 
of frost days over central Europe (Scheifinger et al., 2003; Menzel et al. 2003), 
Australia, and New Zealand (Plummer et al., 1999), the US (Feng and Hu, 
2004) and large portions of the Earth’s continents (Easterling et al., 1997).

Whereas the latest spring frost has ended on an earlier date across the Elbe 
lowland, the first frost date in the fall has generally been delayed to a later date 
(Fig. 3). The delay of the first fall frost date exhibits a trend of 1.8 days per 10 
years. There has been a general increase in the length of the frost-free period. 
The FFP is lengthening by up to 3.7 days per 10 years on average. The trend for 
the frost-free season displays two distinct periods: a shortening of the FFP in the 
1960s and an intensified lengthening of the FFP since the 1980s. These changes 
are consistent with the global, European, and national temperature changes. For 
the first period, including the 1960s-1970s, the temperatures do not exhibit 
conspicuous changes, whereas in the second, beginning with the 1980s, 
significant warming is evident (Brazdil et al., 2009).

The lengthening FFP in lowlands was primarily a result of an earlier start 
of the growing season. The consequences to agriculture from these changes 
include a reduced risk of spring and fall frost damage to crops and a lengthened 
growing season for vegetable crops. The earlier LSF implies that consecutive 
warm days in the spring occur earlier and, hence, allow spring melts to occur 
earlier too. These conditions raise soil temperature earlier for seed germination 
and, thus, reduce the frost risk for spring crops. The delay of consecutive cold 
days in the fall improves the chances for crops to mature to a higher-quality 
yield (Shen et al., 2005).

These changes in the last spring and the first fall frosts are also in general 
agreement with those in Feng and Hu (2004), Menzel et al. (2003), and Shen et 
al., (2005). For example, in Germany (1951-2000), the dates of the last spring 
frost have advanced by 0.24 days per year on average. The respective fall dates 
are delayed up to 0.25 days per year, whereas the frost-free period is lengthening 
by up to 0.49 days per year (Menzel et al., 2003).

3.4. Risk occurrences o f damaging last spring frosts during sowing/planting for
thermophilic, cold-resistan,t and frost-resistant vegetables

The aim here is to identify the areas with high-risk occurrences of damaging 
LSF during the sowing/planting period of vegetables in the Elbe River lowland. 
A wide assortment of vegetables grown in the studied region has been divided 
into three basic types according to their sensitivity to low temperatures: 
thermophilic vegetables (heavy damage to plants in all development stages), 
cold-resistant vegetables (can tolerate a short period of decreasing temperature 
slightly below 0°C), and frost-resistant vegetable (can tolerate a frost less than 
-2.2°C depending on development stage) (WMO, 1997). The per cent risk values 
of LSF occurrence during the sowing/planting of thermophilic (Fig. 4a), cold-
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resistant (Fig. 4b), and frost-resistant vegetables (Fig. 4c) in the Elbe River 
lowland for the period 1961-2011 are given in Table 5 and Fig. 4. According to 
the per cent values for frost occurrences, four types of frost risk areas were 
defined: low, moderate, high, and critical (Fig. 4).

Fig. 4. Frost risk maps for last spring frosts during sowing/planting of thermophilic (a), cold- 
resistant (b), and frost-resistant (c) vegetables over the Elbe River lowland (1961-2011). Red 
indicates critical-risk areas, pink indicates high-risk areas, orange indicates moderate-risk 
areas and yellow indicates low-risk areas.
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Table 5. Risk occurrences (%) of the last spring frosts during sowing/planting of 
thermophilic, cold-resistant, and frost-resistant vegetables in the Elbe River lowland 
(1961-2011)

Altitude 
m a.s.l.

Thermophilic
tи,jn <-0.1 after May 15

Cold-resistant
tmin <-2.2 after April 15

Frost-resistant 
tmin <-2.2 after April 1

mean min max mean min max mean min max

below 250 4.5 0 15.4 30.6 19.2 48.1 56.9 38.5 73.1

251-300 11.3 0 38.5 41 15.4 82.7 67.4 40.4 94.2

above 300 15.4 1.9 34.6 46.2 32.7 67.3 74.3 61.5 90.4

Thermophilic vegetables (e.g., tomato, pepper, pumpkins, and cucumber) 
from an agronomic point of view should be planted before May 15, considering 
risk {Maly et al., 1998). The critical temperature after May 15 for thermophilic 
vegetables is Tmin <-0.1 °C {Table 5). In areas with an altitude below 250 m, 
the risk of critical temperature occurrence is as high as 4.5%; at altitudes from 
251 to 300 m, the risk is as high as 11.3%; and at altitudes above 300 m, the risk 
is as high as 15.4% {Table 5). The risk level of frost after May 15 in the 
traditional grown vegetable regions (up to 250 m) is low {Fig. 4a). At higher 
altitudes (251-300 m), areas with zero incidences of negative temperatures were 
found, which may allow for the possible expansion of thermophilic vegetable 
growth. The critical and high risks after May 15 are related to high altitudes in 
the region (higher than 300 m) and frost hollows, whereas low frost risk is 
observed in the lower areas (lower than 250 m) {Fig. 4a).

During the sowing/planting of cold-resistant vegetables (e.g., early 
kohlrabi, summer savoy cabbage, late cauliflower, late cabbage, late carrots, and 
celeriac), a severe LSF after April 15 has occurred every second year at higher 
altitudes. The risk levels for severe LSF occurrence (up to 250 m) are moderate 
(30.6%) at lower altitudes and high (46.2%) at higher altitudes {Table 5). Most 
vegetable growing areas fall within the low and moderate risk categories for 
severe spring frosts {Fig. 4b). It will be possible to extend the areas suitable for 
the growing of cold-resistant vegetables (i.e., mostly Brassicas) towards the 
north-east in the middle Elbe lowland.

Typically, the date of planting/sowing of frost-resistant vegetables (e.g., 
onion, root parsley) in the Czech Republic corresponds with the end of March, 
and a gradual shift occurs from the hottest regions of south Moravia towards the 
Elbe region. Fig. 4c defines two main areas with a low risk of severe frosts after 
April 1. The occurrence of severe frosts during the planting of frost-resistant 
vegetables in the growing area of the Elbe lowland is, on average, 56.9% 
{Table 5). It follows that, despite the considerable resistance of these vegetables 
to low temperatures, it is necessary to choose lands with southern exposure (or 
cover plants with non-woven textile). Utilizing resistant varieties and hardening 
seedlings before planting are advisable.
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4. Summary and conclusions

This study has, for the first time, analyzed in detail the risk occurrences of the 
last spring frost, first fall frost, and the length of the frost-free period during the 
growing season of vegetable crops at a high horizontal resolution of 10 km in 
the Elbe River lowland. The main results for the period of 1961-2011 can be 
summarized as follows:
(i) The most frosts occurring during the vegetable growing season are the 

spring frosts in the last third of April. According to the frost series averaged 
over the Elbe River lowland region, the earliest and latest dates of the 
spring frost range have been March 15 and May 27, respectively. The 
earliest and latest dates of the fall frost range have been September 17 and 
November 25, respectively. The latest endings of the spring frost were 
recorded in 1973 (May 6), 1976 (May 4), 1977 (May 12), 1978 (May 4), 
1979 (May 7), 1980 (May 12) and 1991 (May 6). Conversely, the earliest 
beginnings of the first frost were in 1970 and 1971 (September 26).

(ii) A catalogue of the mean dates of the spring and fall frosts for the three frost 
severities (mild, moderate, and severe) and degrees of earliness (early, 
mean, and late ending/beginning), as well as the length of the frost-free 
period over the Elbe River lowland, was developed. According to the 
regional catalogue of frosts, an earlier ending of spring and a later 
beginning of fall frosts, simultaneously with the latest ending of the frost- 
free period, were recorded during the 1990s, 2000s, and 2010s. The 
shortest frost-free periods were recorded in 1961-1970 and 1971-1980. 
The severe spring frosts in the period of 1981-2011 ended earlier than in 
the period, of 1961-1980; consequently, the end of the 20th and the 
beginning of the 21st century are suitable periods for the growth extension 
of species and varieties of vegetables with longer growing seasons and 
higher demands on temperature. These results agree with other studies 
conducted at a European scale (Menzel et al., 2003, Scheifinger et al., 
2003).

(iii) The real risk of late frost damage for vegetable crops have been lower 
during the last three decades (1990s, 2000s, and 2010s) than estimated in 
the previous decades (1970s and 1980s). These results corroborate other 
research, indicating that spring frost is a critical period for detecting recent 
climatic changes and their impacts {Robeson, 2002; Easterling et al., 2000; 
Scheifinger et al., 2003).
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Abstract—The importance and risk of emerging mosquito borne diseases is going to 
increase in the European temperate areas due to climate change. The present and 
upcoming climates of Transdanubia seem to be suitable for the main vector of 
Chikungunya virus, the Asian tiger mosquito, Aedes albopictus Skuse (syn. Stegomyia 
albopicta). West Nile fever is recently endemic in Hungary. We used climate envelope 
modeling to predict the recent and future potential distribution/occurrence areas of the 
vector and the disease. We found that climate can be sufficient to explain the recently 
observed area of A. albopictus, while in the case of West Nile fever, the migration routes 
of reservoir birds, the run of the floodplains, and the position of lakes are also important 
determinants of the observed occurrence.

Key-words: climate change, climate envelope model, vector-bome diseases, Culex, 
mosquitoes, Aedes albopictus. West Nile fever, Chikungunya disease
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1. Introduction

1.1. Climate change and emerging mosquito-borne diseases

Within the class Insecta, the order Diptera has the greatest vectorial potential 
(e.g., flies, sand flies, mosquitoes) as vectors of important human infectious 
diseases. The most important family is Culicidae with such important genera as 
Aedes and Culex. Vector-borne diseases are sensitive to climatic conditions 
(Githeko et al., 2000; Harwell et a I.. 2002; Hunter, 2003; Rogers and Randolph, 
2006). While the length of every development stages varies among species, it is 
common that it is greatly affected by the ambient temperature (Rueda et al., 
1990; Bayoh and Lindsay, 2003, 2004; Teng and Apperson, 2000). Global 
warming can cause the expansion and the increasing abundance of insect 
populations (e.g., pests of plants) by changing the length of vegetation period 
and moderation of the winter colds throughout Europe (Cannon, 2004; Dukes 
and Mooney, 1999; Ladányi and Horváth, 2010). Climate change can facilitate 
the migration of these arthropod vectors to north (De la Roque et al., 2008). The 
projected warmer conditions are favored by mosquitoes and their parasites 
(.Epstein et al., 1998; Reiter, 2001). Since the adult mosquitoes have good flying 
ability, their expansion can be rapid. They are vectors of many serious viral 
infection, such as West Nile fever (hence: WNF) and Chikungunya disease 
which are re-emerging or emerging diseases in the Northern Hemisphere 
(.Meckenzie et al., 2004; Reiter et al., 2006). The transmitters and main sources 
of the disease are Culex species.

While the potential mosquito vectors of West Nile virus (hence: WNV) live 
in the entire holarctic ecozone, theoretically West Nile virus may be endemic in 
every part of Eurasia and North America. In contrast to the theoretical 
investigations, the historical presence of WNF was less abundant. From this 
reason we aimed to study the climatic requirements of the disease itself and not 
those of the potential vectors. According to Spielman (2001), Culex mosquito 
populations begin to proliferate when the water temperature exceeds 15°C 
during June, so the first stable week, when the ambient temperature reaches the 
15 °C, can be used as the start of the WNF season.

Many of the potential vectors of WNV are native in Europe. As it is 
expected, the climate in the Carpathian Basin will be warmer, more arid, and 
will have extreme rainfalls more frequently in the colder half-year (Bartholy et 
al., 2007). The increased frequency of heavy rainfall events, with consequential 
floodings may increase the incidence of mosquitoe-borne diseases and water
borne diseases (Hunter, 2003).

Chikungunya virus belongs to the family Togaviridae and is usually 
transmitted to humans by Aedes mosquitoes (e.g.. the Asian tiger mosquito, 
Aedes albopictus Skuse (1894). Before 2006, Chikungunya disease and the 
Aedes mosquitoes were mainly reported from the sub-saharan Africa, the
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Hindustan Peninsula, and Southeast Asia, but now the vector, Ae. albopictus, is 
presents widely in the Mediterranean Basin (in Spain, France, Italy, Slovenia, 
Croatia, Serbia, Bosnia and Herzegovina, Albania, and Greece).

Our aim was to study the influence of the ambient temperature and floods 
on WNF case number and to create a model to take into consideration the 
potential future distribution of West Nile virus and Ae. albopictus mosquito.

1.2. Climate envelope modeling

Ecological modeling methods are utilized in ecology to predict how species, 
diseases, or ecological structures will response to global warming or other 
changes of the ecological environment. To project the possible impact of climate 
change on the distribution of the selected vector, Ae. albopictus, and the 
occurrence of the disease WNF we used climate envelope modeling (CEM) 
method (Hijmans and Graham, 2006). Fischer et al. (2001) also used CEM to 
model the future expansion of Ae. albopictus. CEM is based on statistical 
correlations between the observed distributions of species (e.g., Aedes 
albopictus mosquito) or occurrences of diseases (e.g., WNF) and environmental 
variables to define the tolerance, the limiting ecological factors (e.g., 
minimum/maximum of temperature, precipitation, length of the vegetation 
season) of the species or the disease (Guisan and Zimmermann, 2000; Elith and 
Leathwick, 2009). Based on this bioclimatic envelope, using a selected climate 
scenario, one can predict the probable future range of the species/disease. The 
hidden and sometimes arguable idea of the CEM is assuming that climate plays 
primary role on the present and future distribution of the species (Czucz, 2010). 
For example, in the case of a vector-borne infectious disease, the long-distance 
transport, the migrating workers and traveling can play a very important role as 
the determinant of the real geographical occurrence (Walther et al., 2009; 
Neghina et al., 2009).

1.3. Migrating birds, rivers, wetlands, and West Nile virus

Not only climatic factors determine the distribution of WNF. The principal 
vectors of the West Nile virus are Culex pipiens complex and Culex modestus 
(in Europe, Culex species and ticks in Russia also ticks, while migrating birds 
are the most important reservoirs and propagators of WNV) (McLean et al., 
2001; Reed et al., 2003). Mosquitoes transmit the virus to birds, and then the 
next generation of the virus will infect the biting mosquitoes.

The mean water level and the changes of the water level of the rivers may 
have an important influence on the mosquito season.

WNV (a member of Flaviviridae) originally was autochthonous in Africa 
before the 1990’s and it was first isolated in 1937, in the Sub-Saharan West Nile 
territory of Uganda. Then the virus was isolated from humans, birds, and 
mosquitoes in Egypt (Nile delta) in the early 1950s (Hubdlek and Halouzka,

21



1999). In Europe it appeared at first, in Albania, 1958 (Bárdos et al., 1959) and 
many of the early larger outbreaks were reported from the river deltas: from the 
Rhone delta in 1963 (Hannoun et al., 1964), the Rumanian Danube delta in 1971 
(Topciu et al., 1971), and the Volga Delta in 1964 (Chumakov et al., 1964).

Bird migration is the most important way of WNF/WNV introduction to 
the temperature areas (Malkinson et al., 2002; Reed et al., 2003). It is clear that 
rivers and riverbanks, coastal plains and deltas are the gathering and feeding 
places of migrating birds (Malkinson et al., 2002). In Hungary also most of the 
cases occurred near to riversides, mainly between the riverbank of Tisza, 
Zagyva, and Rába, as it was seen in 2008. (Krisztalovics et al., 2008).There are 
3 main migration routes between Africa and Eurasia (via Gibraltar, via Sicily, 
via Sinai) (Fig. 1A), and one of them (Fig. IB, red lines) makes connection 
between Eurasia and the eastern sub-saharan part of Africa, e.g., the West Nile 
territory (Fig. IB), which is the most important migration route of white stork 
(Ciconia ciconia Linnaeus (1758) (Bertho/d, 2004), which bird species itself an 
important introducer of WNF (Malkinson et al., 2002). It seems that migratory 
birds are the most important introductory hosts for the virus (Rappo/e and 
Hnbálek, 2003). According to Jourdain et al. (2007), the risk for introduction of 
African pathogens, such as WNF into Mediterranean wetlands may be the 
highest from March to July, which is in accordance with the spring migration 
and breeding for birds.

Fig. /.A: The simplified scheme o f the main migration routes of birds between Africa and 
Europe. Red: Via Sinai per the Middle East from East Africa to Central and Eastern 
Europe, Yellow: Via Sicily per the Apennine Peninsula, Green: Via Gibraltar per the 
Hispanic Peninsula. The composite figure mainly was based on the migration routes of 
different birds of the homepage Global Register of Migratory Species. B: The right 
picture shows the eastern migration scheme route of white stark (Global Register of 
Migratory Species, Ciconia ciconia). Note, that the West Nile territory is an important 
part of their migration route.
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1.4. The threshold minimum temperature o f West Nile season

Since according to Kilpatrick et al. (2008), Reisen et al. (2006), and Spielman 
(2001) the temperature derived transmission of WNV from Culex mosquitoes to 
humans may be between 14-15 °C, we handle the 15 °C as the minimum 
temperature limit of the WNF season.

2. Materials und methods

2.1. Data sources

2.1.1. West Nile data o f Hungary’ for the period o f2004-2010

The Hungarian WNF data was derived from the Hungarian Epidemiological and 
Surveillance System and Epinfo (2010A), Epinfo (2010B), and Krisztalovics et 
al. (2008). We could gain the geographical distribution data of the years 2008, 
2010, 2011, and 2012.

2.1.2. The hydrological data o f the river Tisza

The hydrological data of the river Tisza in the period of 2007-2012 were 
retrieved from the National Water Warning Network of Hungary (Hydroinfo). 
We averaged the monthly water levels of May to September. To depict the 
annual amplitude of the water regime, we used the difference between the 
annual maximum and minimum water levels.

2.1.3. Climate data

We used the REMO climate model (ENSEMBLES, 2013), which is nested into 
the ECHAM5 global climate model (Roeckner et al., 2003, 2004) and is based 
on the IPCC SRES A1B scenario. The Al scenarios suppose rapid economic 
and population growth, and rapid global transfer of technologies and knowledge 
(Nakicenovic et al., 2000).

1961-1990 is the reference period of the REMO model, and the periods of 
2011-2040 and 2041-2070 are the selected prediction periods. REMO has 
25 km horizontal resolution and the entire Europe is within its domain. In our 
model we used about the 80% of the points of REMO.

2.1.4. Distribution and occurrence data

Since the model studied the climate requirements only of the European 
populations -  the North African distribution segments were excluded it was 
able to project the shift of this part only. The distribution data of A. albopictus 
was derived from the VBORNET database of the European Centre for Disease
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Prevention and Control according to stage in September 2012 (Medlock et al.,
2012) .

The occurrence of WNF was also derived from European Centre for 
Disease Prevention and Control homepage and from the European Disease and 
European Centre for Disease Prevention and Control (ECDC) homepage (ECDC 
West Nile Fever Maps 2012 and 2011). Furthermore, we also used a publication 
of the Eurosurveillance journal (Krisztalovics et a l, 2008).

The Chironomidae (family Chironomidae) mosquito geographical presence 
data was derived from Móra and Dévai (2004). The original checklist and map 
was based on the review of the faunistical data in the period of 1990-2004. In 
these 104 years long period, 228 species were observed in Hungary and 98 
species are expected to occur (Móra and Dévai, 2004).

We did not use weighting process, the distribution/occurrence maps of the 
mosquito and WNF was reduced to simple presence-absence maps. The regions 
entitled as ‘indigenous’ and ‘recently present’ of Aedes albopictus while in the 
case of WNF, the ‘area reporting cases in 2012’, ‘area reporting cases in 201Г, 
‘area reporting cases in 2010’ were selected to be digitized. All the data were 
based on the NUTS3 regions, which are the third level public administration 
territories of the European Union. After a georeferencing process with third 
order polynomial transformation, the digitization of the bitmap-format 
distribution maps were realized with the assistance of the digital NUTS3 
polygon borders (GISCO, 2013).

2.1.5. Population o f the Hungarian regions

While we studied the regional WNF incidence rate of 2008, 2010, 2011, and 
2012 (5-year-long short interval), we could use the population numbers of the 
year 2012. We retrieved the statistical data from the Central Statistical Office of 
Hungary (KSH, 2012).

2.2. Statistics

We applied descriptive statistics using SPSS 10.0 and Excel 2010 softwares.

2.3. Modeling method

According to Thuiller et al. (2004), climate has the greatest influence on 
forming the geographical distribution of the species in Europe. We used three 
physical (climate) factors averaged in the 30-year periods: the monthly mean 
temperature (Tmean, °C), the monthly minimum temperature (Tmin, °C), and the 
monthly precipitation (P, mm) of the 12 months. This means 3x12 factors in the 
model.

Cumulative distribution functions were calculated by PAST statistic 
analyzer (Hammer et al., 2001) for the selected 3><12 climatic parameters (Tmean,
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Tmin, P). 10-10% from the extrema in the case of Ae. albopictus and 5-5% from 
the extrema in the case of WNF were neglected from the climatic values found 
within the observed distribution/occurrence. The selection of the amount of 
percentiles to be left from the climatic values was based on our former studies. 
The aim was to restrict the false positive error of the model result in a 
reasonably degree. We refined the climatic data by the inverse distance weighted 
interpolation method of ESRI ArcGIS 10 software. The modeling steps were the 
follows: first, the grid points within the distribution were quoted; second, the 
percentile points of the climatic parameters were calculated; third, the suitable 
percentiles of the climatic parameters were chosen; fourth, modeling phrases (3 
strings) were created by string functions of Microsoft Excel 2007 for the three 
modeling periods; fifth, the ranges were selected where all the climatic values of 
the certain period were between the extrema selected in step 3.

3. Results

3.1. West Nile fever in the period o f2004-2012 in Hungary

3.1.1. Statistics

In Hungary, West Nile fever is recently endemic; 34 cases were reported in the 
period of 2004-2009 (Krisztalovics et a/., 2011; Epinfo, 20I0A), 11 cases in 
2010 (Epinfo, 2010B), 4 cases in 2011 and 12 cases in 2012 (ECDC, West Nile 
fever maps 2012). In the period of 2004-2012 WNF showed an increasing trend, 
but the annual incidence was low and highly variable (0-19/10 million) from 
year to year (Fig. 2), so the trend was not significant at 5% significance level.
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Fig. 2. The absolute annual WNF case number in the period of 2004-2012 in Hungary.
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The Hungarian regions correspond to the NUTS 2 statistical regions of the 
European Union. In 2008 and 2010-2012 (the geographical data of 2009 is 
missing), the highest WN incidence rates were observed in northern Great Plain 
(NGP; 6.6*10“(’), southern Great Plain (SGP; 5.24* 10 6), southern Transdanubia 
(STD; 5.2*10 (1), and western Transdanubia (WTD; 5.01*106). In central 
Transdanubia (CTD; 3.62*10 6), northern Hungary (NH; 2.48*10 6), and central 
Hungary (CH; 2.41*10 6), the WNF average incidence of this 3 regions were 
about the half of the average incidence rate of NGP, SGP, STD, and WTD. The 
changing WNF incidence rate did not show any significant trends, and the 
geographic distribution of the cases showed that the focuses of occurrence 
changed from year to year (Fig. 3).

3.1.2. Regional distribution o f  the WNF incidences
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Fig. 3. WNF incidence rates per 1 million inhabitants in the different Hungarian regions in 
2008 and 2010-2012 according to the population numbers of 2012. WTD=westem 
Transdanubia, STD=southem Transdanubia, CTD=central Transdanubia, CH=central 
Hungary, NH=northem Hungary, NGP=northem Great Plain, SGP=southern Great Plain.

3.1.3. Seasonality

WNF showed a clear seasonality (Fig. 4). About the 3A of the cases occurred in 
August and September. In most of the years the season started in late July (e.g.,
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in the 30th week in 2010) or August (e.g., in 2007, 2008). No cases were 
recorded between December and March and in June.
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Fig. 4. The seasonal distribution of the WNF cases in Hungary in the period of 2004-2010 
and 2012.

3.1.4. Ambient mean weekly temperature and WNF

In 2004-2010 and 2012, the 66.66% of the first symptoms of the disease cases 
occurred above 19 °C and 84,84% above 16 °C. The highest case numbers were 
observed between 21-21.9 °C weekly mean ambient temperatures {Fig. 5). No 
cases were observed under 10 °C. Note, that the incubation period of the 
infection with WNV is thought to range from 3 to 14 days (CDC), but the 
probability distribution of the latency interval is not known.
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Fig. 5. The frequency histogram of weekly ambient temperatures of 2008, 2010, and 
2012, and the number of the WNF cases.
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3.1.5. West Nile season

The averaged ambient weekly temperature of the 4 previous weeks before the 
first WNF case was 21.6 °C in 2008 (Fig. 4), 23.82 °C in 2010 (Fig. 5), and 
23.65 °C in 2012 (Fig. 6). 78.6% of the cases in the period of 2004-2010 and 
2012 (the weekly data of 2011 is missing) occurred in August and September. In 
2008 and 2010 the WNF cases terminated, when the weekly mean temperature 
dropped below 14.3-13.7 °C. In 2012 after the penultimate case, the ambient 
temperature dropped below 13.7 °C and the last case occurred, when the mean 
temperature was 7.5 °C. 19 weeks passed from the first stable week with 15 °C 
or more ambient temperature to the first WNF case 2008, 14 in 2010, and 13 in 
2012 .

As we mentioned in Section 2, we selected the weeks of the mean ambient 
temperature more than 15 °C as the season of Culex mosquitoes. According to 
these observations, we practically handled the period of May to September as 
the main time of the Culex season.

The Culex season started in the 18th week of the year (in mid-April) in 
2008 and terminated in the 37th week in the first quarter of September. In 2008 
the observed WNF season exceeded the theoretical Culex season by 2 weeks 
(Fig. 6).

30
2008

■ ■ W N F case number —C— Weekly mean ambient temperature (°C)

Fig. 6. The weekly ambient temperatures in 2008 and the absolute number of WNF cases. 
Light gray points mark the weeks, when the ambient temperature was less than 5 °C.

In 2010, the Culex season started in the 20th week in the start of May and 
terminated in the 35th week in late August. In 2009, the last case occurred in the 
last week of the theoretical season (Fig. 7).
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Fig. 7. The weekly ambient temperatures in 2010 and the absolute number of WNF cases. 
Light gray points mark the weeks, when the ambient temperature was less than 5 °C.

In 2012, the season started in the 16th week and terminated in the 43rd 
week in late October. In 2012, the last observed case exceeded the theoretical 
season by 4 weeks, the previous case occurred 1 week before the theoretical end 
of the mosquito season (Fig. 8).

Fig. 8. The weekly ambient temperatures in 2012 and the absolute number of WNF cases. 
Light gray points mark the weeks, when the ambient temperature was less than 15 °C.
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3.2.1. Presence o f Chironomidae mosquitoes as wetland indicators and WNF

From the first observed human WNF in Hungary in 2004 most of the cases were 
tied to the rivers Tisza, Raba, Drava, Zagyva, Körös, and Hernád channels (e.g., 
East Main Channel), and lake Balaton. The river Danube had a less importance. 
For example from January 2008 to September 2008, 8 WNF cases occurred in 
the Tisza valley and only 2 cases were observed in the Danube valley. Only 1-2 
cases per year were matched to the river Danube. Since before 2007 the WNF 
level were very low (in the period 2004-2006 only 4 cases were observed), we 
used the period 2007-2012.

Despite the fact, that Chironomidae (non-biting) mosquitoes are not the 
vectors of WNF, this species are tied to wetlands, rivers in Hungary since the 
larvae live in aquatic or semi-aquatic habitats (Móra and Dévai, 2004). They are 
good water quality indicators as well, while the larvae can live in polluted 
waters (Lindegaard, 1995). The larvae of Culex mosquitoes are also live in 
aquatic habitats. In 2008, most of the WNF cases between May and September 
were linked to similar habitats (rivers, lakes, channels) as non-biting mosquitoes 
(Fig. 9).

3.2. Floods and WNF in Flungary

Fig. 9. The confirmed presence of Chironomidae mosquitoes (dark blue), the non-confirmed, 
but expected presence of Chironomidae mosquitoes (light blue) (according to Mára and 
Dévai, 2004), and the occurrence of WNF in 2008 between May and September (n= 14) in 
2008, Hungary (red circles within red spots; according to Krisztalovics et at., 2008).
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The mean of the annual maximum and minimum water levels of river Danube 
was A=556 cm, since in the case of river Tisza it was 1.6 times higher: 
A=899 cm. {Fig. 10).

3.2.2. Amplitude o f the water level changes o f the rivers Tisza and Danube
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Fig. 10. Differences between the annual maximum and minimum water levels of the 
rivers Danube and Tisza in the period of 2007-2010.

3.2.3. Water level o f the river Tisza at Szolnok (2007-2012)

Since over the Danube the number of the observed WNF cases was negligible 
under the studied period, we selected the river Tisza as a typical representative 
of the rivers in the Carpathian Basin, while the entire drainage basin of Tisza is 
within the Carpathian Basin, and the water regime of the Tisza is the 
consequence of the previous and the same year’s precipitation patterns of the 
Carpathian Basin.

The average water level of Tisza between May and September in Szolnok 
(according to the long-time average, /) was the following: -71 cm in, 118.6 cm 
in 2008, -108 cm in 2009, 454.6 cm in 2010, -40.2 cm in 2011, and -99.6 cm in 
2012. We calculated the own mean of the 6-year-long period, which was 
42.4 cm. Thereafter, we calculated the water level differences from the mean: -  
I 13.4 cm in 2007, 76.2 cm in 2008, -150.4 cm in 2009, 412.2 cm in 2010, -  
82.6 cm in 2011, and -142 cm in 2012. After this process we calculated the 
percent values according to the absolute range -150.4 cm in 2009, 412.2 cm 
in 2010, absolute range 562.6 cm as 100%: -20.16% in 2007, 13.54% in 2008, 
-26.73% in 2009, 73.26% 2010, -14,68% in 201 1, and -25.28% in 2012.
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The case numbers of the years were the following: n=4 in 2007, n=19 in 2008, 
n=7 in 2009, n=l 1 in 2010, n=4 in 201 I and n=12 in 2012. The mean of the 
WNF case numbers was 9.5 cases per year in the period. We calculated the 
differences of the cases from the mean: -5.5 in 2007, 9.5 in 2008, -2.5 in 2009, 
1.5 in 2010, -5.5 in 201 1 and 2.5 in 2012. After this process we calculated the 
percent values of the differences according to the absolute range of the maxima 
and the minima of the WNF cases (-5.5 [2007, 2011]; 9.5 [2008]; absolute 
range)= 15 as 100%): 36.6% in 2007, 63.3% in 2008, -16.6% in 2009, 10% in 
2010,-36% in 2011 and 16.6% in 2012.

The comparison of the changes of the water level of the Tisza in Szolnok 
and the WNF cases- showed that five years from the six the sign (less or more 
than the mean, 0%) of this percent values changed simultaneously except the 
year 2012 (Fig. 11). The relative risk to the above-average number of WNF 
cases was 4 times higher when the mean level of the river Tisza was higher than 
the mean of the studied six years (WNF > mean and water level> mean: 2 years, 
WNF < mean and water level > mean: 0 year, WNF > mean and water 
level<mean: 1 year, WNF<mean and water level<mean: 3 years).

3.2.4. Changes in the WNF case number (2007-2012)
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Fig. 11. The percent difference of the May-September mean water level of the period 
2007-2012 within the absolute water level range of the river Tisza at Szolnok (DWL%) 
and the percent difference of the annual WNF case number in Hungary within the 
absolute water level range of the maxima and minima of the case inerval (DWNF%) in 
the period of 2007-2012.
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3.3. Model results

3.3.1. The predicted occurrence o f West Nile fever

The observed and predicted potential distributions of the WNF are shown in 
Fig. 12. The recent occurrence of visceral WNF is mostly restricted to the 
eastern Mediterranean areas and Eastern Europe. The model predicted the 
potential occurrence of WNF with the sporadic cases in the reference period to 
be greater than the observed current occurrence. The major difference can be 
seen in Spain. Future expansion is expected principally in Asia Minor, the 
Carpathian Basin, and the Balkan Peninsula, but the set of the affected countries 
is much larger: Spain, France and Hungary (mainly in the far future period), 
Serbia, Macedonia, Bulgaria, Romania, Ukraine, and Turkey. Considering the 
current occurrence and the model result, east-southeast Europe and the 
Carpathian Basin are highly vulnerable areas. In the western parts of Europe, the 
primary limiting value is the minimum temperature in July (Tmin of July more 
than 20.9 °C). It seems that the continental climate with warm summers and 
September are favor of West Nile disease (Tmean from June to September should 
be more than about 22 °C). WNF need for moderate summer precipitation (P in 
July is less than about 80 mm).

Fig. 12. The recent (2010-2012) distribution of WNF (dark green according to the 
VBORNET database), the potential distribution area for the reference period (1961-1990, 
light green), and the projected future distribution for the periods of 2011-2040 (orange) 
and 2041-2070 (yellow)
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Observed and predicted potential distribution of the aggregation of the Asian 
tiger mosquito species are shown in Fig. 13. The Mediterranean, most of the 
territories of Italy, and some regions of the Balkan and Spain with 
Mediterranean climate are included in the observed distribution. The modeled 
potential distribution seems to be greater in Western Europe and in the north 
Balkan, and some parts of the Carpathian Basin. In the near future period 
expansion is predicted mainly in France, Spain, Croatia, Serbia, and Hungary. In 
the period of 2041-2070, significant expansion is projected in the northern parts 
of France. The primary limiting value is the minimum temperature in January 
(Tmi„ should be more than about -2 °C), Ae. albopictus prefers the relatively dry 
summers (P in July is less than about 6 mm).

3.3.2. Predicted distribution o f the Ae. albopictus mosquito

Fig. 13. The recent (2012) distribution of A. albopictus mosquito (dark green according to the 
VBORNET database), the potential distribution area for the reference period (1961-1990, 
light green), and the projected future distribution for the periods of 2011-2040 (orange) 
and 2041-2070 (yellow).

4. Discussion

The comparison of the recent and predicted future distributions of a vector and a 
vector-bome diseases, at first aspect, may seem to be problematic, but the recent 
geographical range of WNF is cannot be explained without the climate factors. 
The most important determinants of the spatial range of Ae. albopictus are 
climate factors according to our model.
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The recent distribution of WNF suggests that climate, topographically the 
run of the rivers, floods, the migrating routes of birds, and the annual ontogeny 
of Culex mosquitoes together determine the occurrence of the disease.

The annual features of the epidemics suggest brief exposures in multiple 
focuses. In contrast to the Lyme disease occurrence in Hungary (Lyme disease is 
also an emerging vector-borne disease) WNF did not show constant occurrence 
pattern in 2008 and 2010-2012. It may explained by the fact, that in the case of 
Lyme disease, the parasite permanently persists in the local tick and host animal 
populations, while it is plausible, that birds recurring from Africa and the 
Mediterranean wetlands are re-introduce WNV into Hungary every year. It also 
explains the very low incidence of WNF in Hungary.

Our findings showed that Hoods have an important influence on annual 
WNF case number. There are differences between the major rivers, since over 
the larger Danube less WNF cases were observed in every year than between 
the smaller, but more natural rivers as Tisza and its tributaries, which have 
backwaters, wreaths and high amplitude water level changes. The high water 
level fluctuation can play an important role to create the appropriate 
conditions for mosquito populations (as this phenomenon is known in the 
case of Anopheles darlingi Anopheles Meigen (1818) malaria mosquitoe; 
Rozendaal, 1992) and consequently for the presence of WNF. The water level 
of Tisza as a characteristic representative of the rivers of the Carpathian 
Basin and the annual WNF case number simultaneously changed between 
2007 and 2011. We studied separately the year of 2012 and we found, that the 
contradiction was apparent, since most of the cases occurred in Transdanubia 
and not in the Tisza valley thanks to the extraordinary low water level of the 
Tisza in this year.

According to Epstein (2010), the epidemic of WNF is ecologically similar 
to that of the St. Louis encephalitis, since these two vector-borne diseases are 
connected to long, hot, and dry (continental) summers with occasionally wet 
summers, when the case number generally is the highest. Extreme summer 
rainfalls are favored by WNF, and the increasing amount of extreme 
meteorological events are one of the consequences of climate change {Fay et ai, 
2008; Meehl et al., 2000). It may explain the observations, since the year of 
2010 in Hungary was unusually wet; the total annual rainfall was two times 
higher than the average of the last 100 years, the 25% of the cases occurred in 
this year. Naturally, we cannot make conclusions based on the observations of a 
single year.

In the case of the Aedes mosquito, the connection between the climate and 
the geographical distribution is the clearest. The main determinants of the 
European distribution of Ae. albopictus are climatic conditions, mainly the mean 
temperature in July, the minimum temperature in January, and the low 
precipitation of the summer months (Mediterranean summers). Climatically the 
geographical occurrence of WNF is partly determined by the warm ambient

35



temperature of July and August with wet summers. According to the VBORNET 
(2012) database, the recent occurrence of WNF in Europe is mainly similar to 
the migration route of white stork from the east sub-saharan Africa (e.g., 
Uganda, by via Sinai) to central and eastern Europe. Although climatic factors 
alone cannot explain the observed occurrence of West Nile virus, they indicate 
that dry and warm summers, and heavy rainfalls can enhance the population 
density of Culex mosquitoes (Reeves et al., 1994; Reiter, 2001). According to 
Sellers and Maarouf (1990), warm winds may carry infected mosquitoes from 
the dry riverbanks to northern areas. The above described extreme weather 
events are specific to continental climate conditions, where the disease recently 
occurred.

The seasonality of WNF is regular as far as it can be judged from the low 
case number of the last decade, it starts in late July, has a peak from August to 
mid-September and declines, when the weekly mean ambient temperature drops 
below 13—14 °C. Climate change may cause a shift in the WNF season 
elongating the hottest period of summer and enhancing the warmer period of the 
autumn season. This seasonality may correspond to the spring early summer 
migration of birds (Jourdain et al., 2007), in the sense that time needs to ensure 
a sufficient number of mosquito contaminate with the virus for the chance of 
human transmission.

In contrast to, e.g., Culex pipiens or Culex modestus, Ae. albopictus 
mosquito prefers the more balanced conditions and milder winters of subtropical 
coasts of the Mediterranean basin. Higher summer precipitation seems to be a 
major limiting factor in the model for Ae. albopictus, which is in accordance 
with the study of Alto and Juliano (2001) who found that Asian tiger mosquito 
populations occurring in warmer regions are likely to produce more adults as 
long as water bodies (e.g., containers, little ponds) do not dry completely. We 
found, that Ae. albopictus does not prefer the wetter climate of the oceanic areas 
of Western Europe, which also matches with Alto and Juliano (2001) who found 
that the populations of the mosquito in cooler regions produce less amount of 
adults with the variability of precipitation. In the case of Aedes mosquito, 
wetlands and floodplains do not seem to be primary determinants of the 
distribution. Our model findings are highly in accordance with the findings of 
Fischer et al. (2011) who projected the future expansion of Ae.albopictus 
mosquito to the end of the 2060’s to France, the western part of the Carpathian 
Basin.

The major benefit of our model is that the observed temperature 
requirement of the WNF peak season in Hungary is similar to the modeled 
temperature needs (Tmean of the summer months and September is more than 
20 °C). Since 3 days to two weeks latency is plausible (CDC), the mosquito 
bites may occur at higher weekly mean temperatures.
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5. Conclusions

Our study indicates that in creating a climate envelope model for a vector-bome 
disease or a vector, the primary concern is to consider the behavior, and the 
requirements of every elements of the vectorial chain. Climate can be the main 
determinant of the distribution, but in other cases climate itself is not sufficient 
to explain the observed distribution or occurrence. The predicted future warmer 
and dryer summer seasonal climate of the Carpathian Basin is likely to extend 
the northern distribution of Ae. albopictus and may modify the seasonality of 
West Nile fever. Floods has a very important role in modifying the mosquito 
abundance rivers which have a major water running as the river Tisza and have 
more or less preserved floodplains offering better conditions for mosquitos than 
the highly regulated rivers. Recently it is plausible, that birds re-introduce WNF 
into Hungary from year to year.
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Abstract—The impact of climate change on the potential distribution of four 
Mediterranean pine species -  Pinus brutia Ten., Pinus halepensis Mill., Pinus pinaster 
Aiton, and Pinus pinea L. -  was studied by the Climate Envelope Model (CEM) to 
examine whether these species are suitable for the use as ornamental plants without frost 
protection in the Carpathian Basin. The model was supported by EUFORGEN digital 
area database (distribution maps), ESRI ArcGIS 10 software’s Spatial Analyst module 
(modeling environment), PAST (calibration of the model with statistical method), and 
REMO regional climate model (climatic data). The climate data were available in a 
25 km resolution grid for the reference period (1961-1990) and two future periods 
(2011-2040, 2041-2070). The regional climate model was based on the IPCC SRES 
A1B scenario. While the potential distribution of P. brutia was not predicted to 
expand remarkably, an explicit shift of the distribution of the other three species was 
shown. Northwestern African distribution segments seem to become abandoned in the 
future. Current distribution of P. brutia may be highly endangered by the climate 
change. P. halepensis in the southern part and P. pinaster in the western part of the 
Carpathian Basin may find suitable climatic conditions in the period of 2041-2070.

Key-words: Mediterranean pines, climate envelope model, CEM, potential distribution, 
climate change, distribution modeling, Pinus brutia, Pinus halepensis, Pinus 
pinaster, Pinus pinea
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1. Introduction

According to the predictions for the period of 2011-2040, spatially analogue 
territories of Hungary -  the territories with present climate similar to the future 
climate of Hungary -  can be found in Southern Romania, Northern Bulgaria, 
Serbia, Macedonia, and Northern Greece {Horváth, 2008). Therefore, the 
ornamental plant assortment of Hungary -  as the assortment of other central and 
eastern European countries -  should be reconsidered {Szabó and Bede-Fazekas, 
2012; Schmidt, 2006). This realization inspired some previous studies (Bede- 
Fazekas, 2012a,b) on whether some warm-demanding ligneous plants are able to 
be adapted in Hungary in the future.

By this time, regional climate models have good horizontal and temporal 
resolution and are reliable enough for creating some climate envelope models 
(CEMs) based on the current distribution of tree species. Our previous works of 
research were about modeling the future area of introduction of several 
Mediterranean ligneous plant species that can have significance in the future 
ornamental plant usage. Based on these former studies, it was aimed to run a 
new and more accurate model on four of the previously studied species. The 
improvement of the modeling method was achieved by statistical calibration 
based on an iterative error evaluation. Hence, the improved model is able to 
study not the future area of introduction but the future potential distribution.

We aimed to create multi-layered distribution maps with a GIS 
(Geographic Information System) software, displaying the predicted shift of the 
potential distributions. These maps can have importance not only in forestry, 
landscape architecture, and botany, but in visualization of the effects of climate 
change also for non-professionals {Czinkóczky and Bede-Fazekas, 2012). The 
studied species were Brutia pine {Pinus brutia Ten. syn. Pinus halepensis var. 
brutia (Ten.) A. Henry), Aleppo pine {Pinus halepensis Mill.), maritime pine 
{Pinus pinaster Aiton syn. Pinus maritima Lam.), and Italian stone pine {Pinus 
pinea L.), which are very close relatives (classified in section Pinus, subsection 
Pinaster) according to phylogenetic studies {Wang et a!., 1999; Gernandt et a/., 
2005; Eckert and Hall, 2006). 2

2. Materials and methods

2.1. Climate data and distribution maps

The current (latest update was achieved in 2008) continuous distribution map of 
the species was derived from the EUFORGEN digital area database (Euforgen, 
2008), while the discrete (fragmented) observations were ignored. Therefore 28 
{P. brutia), 233 {P. halepensis), 23 (P. pinaster), and 109 {P. pinea) observed 
data were disregarded by the model. The distributions from 2008 were bound to
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the reference period. This difference may not cause any problem since the pines 
have long life cycle and can slowly adapt to the changing climate.

The climatic data were gained from the REMO regional climate model 
(RCM); the grid had a 25 km horizontal resolution. The model REMO is based 
on the ECHAM5 global climate model (Roeckner et al., 2003, 2004) and uses 
the IPCC SRES scenario called A IB. This scenario supposes a future world 
characterized by a very rapid economic growth, a global population that peaks in 
the mid-century, and rapid introduction of new and more efficient technologies 
(Nakicenovic and Swart, 2000). The reference period was 1961-1990, the two 
future periods of modeling were 2011-2040 and 2041-2070. The entire 
European continent is within the domain of REMO, we used, however, only a 
part of the grid (25724 of the 32300 points; Fig. 1).

36 climatic variables were used for the distribution modeling: monthly 
mean temperature (T, °C), monthly minimum temperature (M, °C), and monthly 
precipitation (P, mm). All climatic data were averaged in the three periods.

Fig. 1. The domain of climate model REMO and its part used in the study.

43



2.2.1. Modeling approach and software

ESRI ArcGIS 10 software was used for preparing climatic data, running the 
model, and displaying the model results. Climatic data were managed and the 
expressions for modeling were prepared with the assistance of Microsoft Excel 
2010 program. PAST statistic analyzer software (,Hammer et a!., 2001) was used 
for creating the cumulative distribution function of the climatic parameters, and 
getting the percentile values of the parameters (model calibration).

The impact of climate change on the distribution of selected species was 
modeled with climate envelope modeling (CEM; also known as niche-based 
modeling, correlative modeling) (Hijmans and Graham, 2006). This method is 
about predicting responses of species to climate change by drawing an 
envelope around the domain of climatic variables where the given species has 
been recently found, and then identifying areas predicted to fall within that 
domain under future scenarios (Ibanez et al., 2006). It hypothesizes that (both 
present and future) distributions are dependent mostly on the climatic variables 
(Czucz, 2010) which is somewhat dubious (Skov and Svenning, 2004). 
Compared to mechanistic models, CEM tries to find statistical correlations 
between climate and distribution of species (Guisan and Zimmermann, 2000; 
Elith and Leathwick, 2009), and models the future temporal correspondence 
based on the present spatial correspondence between the variables (Pickett, 
1989).

2.2.2. Calibration by iterative modeling

The calibration of the model has been conducted by iterative error evaluation. 
The model was run iteratively to determine the optimal amount of percentiles to 
be left from the climatic values. Cumulative distribution functions were 
calculated by PAST for all climatic parameters. Then 0 to 14 percentiles have 
been left from the lower values of a certain type of climate parameters (e.g., 12 
monthly precipitations), while the maximum values were fixed and also the 
other 24 climatic parameters were fixed at the extreme values. In case of a 
certain species, 90 error evaluations were done. Two types of error values were 
calculated: internal (the ratio of the current distribution segment not determined 
by the model), and external (the ratio of area outside the current distribution, 
determined falsely by the model). Then the errors were summarized. The 
increasing accumulated error function determined the appropriate number of 
percentiles to left: the greatest number of percentiles was chosen which 
produces no more than 100% summarized error. Cohen’s kappa values {Cohen, 
1960) were estimated in two cases: without and with percentile leaving to 
evaluate the improvement achieved by the model calibration.

2.2. Climate envelope modeling
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This iterative calibration technique shows several similarities with “area 
under the receiver operating characteristic (ROC) curve” (AUC; Hanley and 
Mcneil, 1982). The comments of Lobo et a/. (2008) on AUC may also refer to 
the calibration method used in this research. For further error-based model 
calibration procedures see Fielding and Bell (1997).

2.2.3. Modeling method

First, climatic data were refined by Inverse Distance Weighted interpolation 
method. Then the modeling steps were as follows:

1. The grid points within the distribution were queried (a few hundred x 36 
data; ArcGIS).

2. The percentile points of the 36 climatic parameters (101><36 data, PAST) 
were calculated.

3. The appropriate percentiles of the climatic parameters determined by the 
calibration were selected (2x36 data. Excel).

4. Modeling phrases (3 strings, Excel) were created by string functions for the 
three modeling periods.

5. Those territories were selected where all the climatic values of the certain 
period were between the extremes selected in step 3. (ArcGIS -  Raster 
Calculator function).

Positive raster results were transformed to ESRI shapefile format 
(polygons). The order of the four layers (one observed and three modeled 
distributions) determines whether the result maps are able to display the 
northward expansion, not the retreat from the southern parts (trailing edge) of 
the current distribution. Therefore, two types of layer order were applied and are 
shown herein. 3

3. Results

3.1. Result o f iterative modeling

Based on the iterative modeling, the optimal number of percentiles to be left was 
determined in case of the four species, and two extremes of the three types of 
climate variables (Table l). The improvement of the model can be estimated by 
comparing the two different Cohen’s kappa values. The most significant 
improvement can be seen in case of P. pinaster, while the Cohen’s kappa value 
shows inessential increase in case of P. pinea.
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Table 1. The result of model calibration: the number of percentiles to be left over, the 
Cohen’s kappa value before (Ck 1) and after (Ck 2) percentile omission

Species niin(7J max(7) min(M) inax(iW) min(P) max(P) Ck 1 Ck 2
P. brutia 3 2 3 3 5 3 0.1157 0.2056
P. halepensis 9 2 9 3 3 2 0.1103 0.2474
P. pinaster 6 3 6 3 2 4 0.0862 0.2848
P. pinea 6 1 5 2 2 1 0.0805 0.1484

3.2. Modeled potential distributions

3.2.1. Brutia pine (Pinus brutia)

The current distribution of P. brutia (Fig. 2a; Fig. 3a) is focused on the eastern 
Mediterranean region (Turkey, Cyprus, and Malta), while the model results in a 
much larger potential distribution for the reference period that includes southern 
Portugal, southern Spain, northern Morocco, northern Algeria, Sardinia, 
southern Italy, and Greece. The Cyprian and Cretan distribution segments 
were however, not redrawn by the model. Significant northern expansion is 
not predicted, and Hungary is not affected by the model. Maritime 
distribution in Turkey seems to become partly viable for the species in the 
periods of 2011-2040 (near Adana) and 2041-2070 (near Denizli). The Turkish 
discrete distributions seem to remain climatically viable.

3.2.2. Aleppo pine (Pinus halepensis)

Segments of the observed distribution of P. halepensis (Fig. 2b; Fig. 3b) can be 
found in eastern Spain, southern France, Italy, southern Greece, northern 
Morocco, Algeria, Tunisia, and Libya. The model cannot redraw the Libyan 
distribution fragment. The potential distribution for the reference period seems 
to be larger than the observed area: southern Portugal and Spain, Italy, Corsica 
and Sardinia, the coast of the Aegean Sea, and greater North African territories 
are modeled to be suitable for the species. Future expansion is predicted in 
Spain, France, Italy, Croatia, Bosnia and Herzegovina, Serbia, Bulgaria, and the 
Crimea. The western territories seem to become suitable for living sooner, while 
the Balkan Peninsula and the Crimea are predicted to be affected only in the far 
future period. Although most of the discrete distributions in the western 
Mediterranean were redrawn by the model, discrete observations near Croatia, 
Lebanon, and Jordan were not. A large part of the distribution in North Africa 
seems to become abandoned in the period of 201 1-2040. Also the Italian and 
Greek coastline may be negatively affected. Interestingly, some of the Spanish 
and French distribution segments are predicted to find more suitable climatic 
environment in the future than in the reference period.
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Maritime pine  (Pinus pinaster Aiton) Italian s to n e  pine  (Pinus pinea L.)

Fig. 2. Expansion: current distribution (dark green), modeled potential distribution in 
the reference period (light green), and modeled potential distribution in the periods of 
2011-2040 (orange) and 2041-2070 (yellow) of the four studied Pinus species.

a) Brutia pine  (Pinus brutia Ten.) b) A leppo pine  (Pinus halepensis Mill.)

c) Maritime pine  (Pinus pinaster Mon) d) Italian s to n e  pine (Pinus pinea L.)

Fig. 3. Retraction: current distribution (dark green hatch and points), modeled potential 
distribution in the reference period (light green), and modeled potential distribution in the 
periods of 2011-2040 (orange) and 2041-2070 (yellow) of the four studied Pinus species.
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3.2.3. Maritime pine (Pinus pinaster)

The current distribution of P. pinaster (Fig. 2c; Fig. 3c) is focused on the 
western Mediterranean (Portugal, Spain, southern France, Corsica, and northern 
Italy), which is well expressed by the model. The African (continuous and 
discrete) distribution segments are, however, not redrawn by the model. 
Significant northern expansion is predicted to occur in western France, southern 
England, the Balkans, and the western part of the Carpathian Basin. The latter 
areas may become suitable for the species in the far future period, while the 
expansion to western France seems to occur between 2011 and 2040. Maritime 
and southern Iberian distributions may become abandoned in the period of 
2011-2040. By the end of the studied future periods the climate seems to remain 
suitable for the species in northern Spain and France.

3.2.4. Italian stone pine (Pinus pinea)

Apart from central Spain, P. pinea (Fig. 2d; Fig. 3d) is clearly a coastal pine: its 
current distribution includes maritime parts of Portugal, Spain, France, Italy, 
Turkey, Syria, and Lebanon. The potential distribution for the reference period is 
modeled to include North African coastal territories, southern Portugal and Spain, 
Italy, and the coastline of the eastern Mediterranean. Future northern expansion can 
be seen in France, Italy, and the Balkans. Only the Syrian, southern Spanish, and 
eastern Italian distribution segments are somewhat endangered (the latter one only 
in the far future period). Most of the distributions in Italy, France, and Spain seem 
to remain viable by the end of the studied period. Similarly to P. halepensis, some 
continuous and discrete Spanish and French distribution segments are predicted to 
find more suitable climatic conditions in the future than in the reference period. 
Discrete distributions in North Africa, Italy, Greece, and Turkey seem to remain 
viable at least by the period of 2011-2040.

4. Discussion

4.1. Model evaluation

Although the aforementioned predictions are obviously valuable and spectacular, 
there are some questions and disadvantages concerning the model applied. 
Opinions differ if climatic variables are by themselves sufficient or even the most 
important factors for explaining the real distribution of species (Dormann, 2007). 
In case of determining the potential distribution of plant species, edaphic 
characteristics found within their current distribution area seem to be the only 
parameters that may be as important as climatic factors are. The studied conifers 
are, however, tolerant to the alkalinity/lime content of the soil in an extent that they 
are able to be planted as ornamentals in their predicted future potential distribution
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area. Nevertheless, it must be noted that the previously presented model results 
should, in botanical point of view, not to be acknowledged without considering 
edaphic characteristics. It should also be noted that extremes and absolute climatic 
values (rather than averages) may better explain the limits of distribution (Kovács- 
Láng et al., 2008). The input climate data were obtained from RCM, which differ 
from the observed meteorological data. No bias correction was applied on the 
modeled climate data, since the bias correction should have been used in the same 
way in case of the reference and future periods and, therefore, no remarkable 
difference could have been evolved. The applied model calibration technique 
seems to result in a realistic and supportable model, since

1. the differences between the potential and observed distributions are not 
unacceptably large;

2. iterative model calibration resulted in doubled Cohen’s kappa values in 
case of three of the four studied species; and

3. ornamental plantings of these pines in central and western Europe have 
proven that the predictions are not overestimations.
Various other ways can be found to determine the climate envelope, 

including simple regression, distance-based methods, genetic algorithms for 
rule-set prediction, and neural nets (Ibanez et al., 2006). Our subsequent aim is 
to develop a program module for ArcGIS that implements the artificial 
intelligence algorithm artificial neural network (ANN) for modeling the future 
distribution of Mediterranean tree species.

The model results for the reference period show the least difference to the 
observed distribution in case of P. halepensis and P. pinaster, while the model 
performed worst in case of P. pinea (Table 2).

Table 2. The points of grid are within the observed distribution; the ratio of modeled and 
observed points in the reference period; the expansion from the reference period to the 
near future period; and the expansion from the reference period to the far future period in 
case of the four studied species

Species Observed
points

Model/observation
<%)

Expansion 
2011-2040 (%)

Expansion 
2041-2070 (%)

P. brutia 236 591.10 14.41 30.04
P. halepensis 326 380.06 22.28 56.98
P. pinaster 352 351.14 31.55 48.95
P. pinea 176 849.43 23.88 53.98

4.2. Shift o f distributions

Our former research found that the extent of future shift of area of introduction 
is much larger. That model was, however, inaccurate. The results of this 
improved model show clearly and spectacularly the impacts of the predicted
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climate change on the distribution of Mediterranean pines. The most affected 
territories may be France and the Balkans. By comparing the model results of the 
reference period to the results of the future periods (Table 2) it can be concluded 
that the greatest absolute expansion is predicted to occur in case of P. pinaster, the 
greatest relative expansion may occur in case of P. halepensis and P. pinea, while 
the distribution of P. brutia seems to be nearly unchanged. Although the current 
distribution of P. halepensis and P. pinea differs remarkably, the predictions are 
almost the same, which originates from the similar climatic demand and tolerance 
of the two species. The northwestern African coastline was predicted to be suitable 
for P. brutia, P. halepensis, and P. pinea. By 2070, the climate of western and 
southern Flungary seems to become suitable for P. pinaster. In the far future period, 
P. halepensis is predicted to occur in the southern part of the Carpathian Basin, 
while P. pinea and P. brutia seem to stay out of the basin. Nevertheless, it must be 
noted that P. halepensis is better adapted to drought but less adapted to cold than P. 
brutia (Fady et al., 2003). Hence, the latter species is able to serve as ornamental 
plant in the near future period (when frost is limiting factor) and in moist (irrigated) 
plots in the far future period.

Some plant species originating from a certain part of the Mediterranean Basin 
and introduced to other parts of it seem to become particularly invasive (Groves, 
1991), and are better to be treated as potentially invasive species in the territories 
predicted to become climatically suitable for them. P. halepensis is known to be 
invasive (Acherar et al.. 1984; Trabaudet al., 1985; Lepart and Debussche, 1991). 
Other species, such as P. brutia in southern Anatolia (Quezel et al, 1990), can 
effectively be established where they had been introduced and even expand in some 
extent but without becoming really invasive (Le Floc’h, 1991). The phenomena of 
plant invasion is now under revision in ecology, since some of the species treated to 
be invasive may become important elements of the natural vegetation due to 
climate change (Walther et a l, 2009).

It must be mentioned that the original distribution area of P. pinea is obscure, 
since it was extensively planted around the Mediterranean throughout historical 
times by Etruscans, Greeks, Romans, and Arabs because of its edible seeds. 
(Groves, 1991; Barbero et a l, 1998; Fady’ et al., 2004). The differentiation of 
autochthonous and non-autochthonous stands is, as also in the case of P. pinaster, 
controversial (Alia and Martin, 2003).

5. Conclusion

Mediterranean pines are potentially able to expand the ornamental plant 
assortment of the Carpathian Basin. Although some specimens of the four 
studied conifers can be found in arboreta of Hungary, they are susceptible to 
frost and, therefore, not widely introduced. In this research we aimed to examine 
whether these pines will be able to be planted without frost protection in the
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future by modeling the future potential distributions. The result of CEM shows 
that P. halepensis in the southern part and P. pinaster in the western part of the 
Carpathian Basin may find similar climatic conditions in the period of 2041- 
2070 than the observed distributions of these species were living within in the 
reference period. Therefore, landscape architecture, dendrology, forestry, and 
botany should think of these pines as potential ornamental plants or even as 
potential plants of natural vegetation in the future in Hungary.
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Abstract—Microscale meteorological models with obstacle resolving grids are an important 
part of air quality and emergency response models in urban areas providing the flow field for 
the dispersion model. The buildings as bluff bodies are challenging from the discretization 
point of view and have an effect on the quality of the results. In engineering communities the 
same topic has emerged, called computational wind engineering (CWE), using the methods of 
computational fluid dynamics (CFD) calculating wind load on buildings, wind comfort in the 
urban canopy, and pollutant dispersion. The goal of this paper is to investigate the sensitivity 
of this method to the discretization procedure used to resolve the urban canopy with meshes 
which are of operational size, i.e., which can be run on a single powerful computer of a design 
office as well. To assess the quality of the results, the computed mean and rms (root mean 
square) velocity components are compared to detailed wind tunnel results of an idealized 
Central European city center, Michel-Stadt. A numerical experiment is carried out where the 
numerical sensitivity of the solution is tested by additional solutions on different grid 
resolutions (at least 3 stages of grid refinement), unrelated grid types (tetrahedral, polyhedral, 
Cartesian hexahedral, and body fitted hexahedral, all automatically generated), and different 
discretization schemes. For an objective qualitative judgment two metrics are investigated, the 
well know hit rate and another metric that does not depend on threshold values. The quality of 
the meshes is investigated with correspondence to the numerical stability, CPU-time need, 
and grid quality metric. It is shown that the solution with the best resulting metric is not 
necessarily the most suitable for operational purposes and almost 20% difference in the hit 
rate metric can result from different discretization approaches.

Key-words: microscale air quality models, obstacle resolving, urban flow, polyhedral 
mesh, snappyHexMesh, OpenFOAM®
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1. Introduction

Prognostic microscale obstacle resolving meteorological models and 
computational wind engineering (CWE) models deal with the common fields of 
wind and pollutant dispersion modeling inside the urban canopy. Baklanov and 
Nuterman (2009) show that these models with increasing computational 
capacity can be the final scale in a nested multi-scale meteorological and 
dispersion model. Mészáros et al. (2010) have also shown a coupled transport 
and numerical weather prediction system for accidental pollutant releases. They 
say that a microscale resolved model is also needed and investigated resolving 
obstacles at the smallest scale with a computational fluid dynamics (CFD) 
model in Leelössy et al. (2012).

Stull (1988) defines microscale in meteorology being a few kilometers or 
less where the typical phenomena include mechanical turbulence caused by the 
buildings. Britter and Hanna (2003) suggest the following length-scales: 
regional (up to 100 or 200 km), city scale (up to 10 or 20 km), neighborhood 
scale (up to 1 or 2 km), and street scale (less than 100 to 200 m). The two last 
correspond to the microscale definition of Stull and are used in this paper.

Baklanov (2000) showed the possibilities and weaknesses of using CFD for 
air quality modeling and concluded that they have a good potential. Balczó et al. 
(2011) showed a real life test case of dispersion studies of motorway planning 
around Budapest, carried out with the code MISKAM®, compared to wind 
tunnel measurements. That was an extensive example of using microscale 
meteorological and dispersion models for operational purposes and also showed 
its difficulties. To be able to use these models with confidence for operational 
purposes in air quality forecasting or emergency response tools, without using 
additional experiments, a detailed knowledge on their quality is necessary.

There are several research groups dealing with this field who have issued 
best practice guidelines, mainly based on validation studies compared with wind 
tunnel measurements of fairly simple cases. Wind tunnel models are used 
because of the well defined boundary conditions and the relative ease of high 
resolution measurement points compared to full scale field models. In these 
microscale validation studies usually steady state flow models are used, 
assuming neutral stability and neglecting the Coriolis forces. The two most 
thorough guidelines are from the Architectural Institute of Japan (Tominaga et 
al., 2008), and from a COST project, Quality assurance of microscale 
meteorological models (Franké et al., 2011). The German Engineering 
Community has also a standard on validation of microscale meteorological 
models for urban flows with a database of simple building configurations (VDI, 
2005).

Several studies have dealt with the problem of defining inflow conditions 
for the atmospheric boundary layer, the most influential being Richards and 
Hoxey (1993). There was a considerable effort on defining inflow conditions
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which are maintained throughout the computational domain if no buildings are 
inside, i.e., aiming for lateral homogeneity, see Blocken et al. (2007a), Yang et 
al. (2007), Parente et al. (2010), O ’Sullivan et al. (2011), and Balogh et al. 
( 2012) .

Another huge effort was made for developing turbulence models which are 
the best for the purpose of Computational Wind Engineering. Since buildings 
are bluff bodies, the stagnation point anomaly revealed by Durbin (1996) gives a 
challenge for the turbulence models. There were attempts to improve the linear 
approach of the Boussinesq assumption and choose the best model; a wide 
comparison of the possibilities is shown in Tominaga et al. (2004) and Yoshie et 
al. (2005). Nonlinear turbulence models were also considered for flow around a 
single cube obstacle by Erhard et al. (2000) and Wright and Eason (2003), and 
for topographical features by Lun et al. (2003).

The numerical discretization procedure has less focus but it can also have a 
significant effect on the quality of computations. In engineering communities, 
dealing with computational fluid dynamics (CFD), quality assurance, verification 
and validation, and numerical uncertainty analysis are becoming more and more 
important; see e.g., Roache (1997) , Oberkampf and Trucano (2002), and Franke 
( 2010) .

This paper shows different numerical discretization possibilities for a 
test case called Michel-Stadt. This is an idealized Central European city 
center investigated in a wind tunnel with detailed measurement results 
publicly available. When meshing a complex urban geometry, several 
approaches are possible, with different quality in performance and results, 
and with different cost in the meshing and computing procedure. Franke et al. 
(2012a) and Flefny and Ooka (2009) are the only ones to the knowledge of the 
authors who compared different mesh types when investigating microscale 
meteorological or air quality models. Franke et al. (2012a) compared a block- 
structured hexahedral meshing approach to an unstructured hexahedral and an 
unstructured hybrid mesh which consists of tetrahedral and prism elements, 
the latter comprising of 3 layers around the geometries. They investigated 
simple block geometries and rows of blocks, thus simpler urban arrangements 
than the one presented in this paper. Their findings about the quality of the 
results of mean velocity components compared to experiments showed that 
the unstructured meshes yield often better metrics which they attributed to the 
higher resolution of those meshes. In this paper different resolution is used 
for each mesh to enable to compare similar resolutions. For the geometry of 
rows of blocks, Franke et al. (2012a) found that second order simulations 
with unstructured meshes are unstable, which is similar to the findings of this 
paper. Hefny and Ooka (2009) compared hexahedral and tetrahedral elements 
only for a simple block geometry, and they compared the results of dispersion 
to each other. In their findings the hexahedral mesh had the best performance 
regarding estimated numerical error, but they did not compare the results to
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experimental values. There is no comparison for the flow field in their paper 
either, which determines the results of the dispersion essentially. The study 
presented here gives important additional information to these two papers in 
several points. The geometry used is more complex, information about the 
computational cost is given qualitatively for the mean and turbulent velocity 
components as well (dispersion studies will be carried out in the next stage of 
the research), and the stability of the numerical solution is also addressed in a 
systematic way. Apart from the hexahedral and tetrahedral meshes, here a 
polyhedral mesh type is also used.

In the present paper, four mesh types are compared from the points of view 
mentioned above, a tetrahedral, a polyhedral, a Cartesian hexahedral, and a body 
fitted hexahedral mesh. At least 3 spatial resolutions and 3 discretization 
approaches of the convective term are considered for each mesh. For the 
calculations the open source CFD code, OpenFOAM" was used. It was already 
validated by Franké et al. (2012a) for simple obstacle geometries and by Rakai 
and Kristóf (2010) for the Mock Urban Setting Test used in the COST Action 
732. The test-case used in this study was also already calculated and compared 
to results of ANSYS" Fluent by Rakai and Franké (2012), which is a widely 
used industrial CFD code for CWE, and the results were similar with the two 
different codes.

The goal of the paper is to show the change in computational cost and 
quality of the results via statistical metrics of the mean and rms (root mean 
square) velocity components measured inside the urban canopy.

In Section 2, the numerical experiment is described with a detailed description 
of the case study, the numerical discretization methods, and the metrics used for 
comparison. In Section 3, results are shown from different viewpoints and 
conclusions are drawn in Section 4 with an outlook to future work.

2. Numerical experiment

2.1. Case study

The chosen case study is an idealized Central European city centre, Michel- 
Stadt. It was chosen as it is a complex geometry with detailed measurement 
results available (Fischer et al., 2010). In the COST Action 732 (,Schatzmann et 
al., 2009) on the Quality assurance of microscale meteorological models, a more 
simple (Mock Urban Setting Test, simple rows of identical obstacles) and a 
more complex (a part of Oklahoma city) test-case was used, and it was found 
that an in-between complexity would be beneficial. In the COST Action ES 
1006 on the Evaluation, improvement and guidance for the use of local-scale 
emergency prediction and response tools for airborne hazards in built 
environments (http://www.elizas.eu/), the Michel-Stadt case is used for the first 
evaluations.
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Two component LDV (laser doppler velocimeter) measurements were 
carried out in the Environmental Wind Tunnel Laboratory of the University of 
Hamburg. They are part of the CEDVAL-LES database (http://www.mi.uni- 
hamburg.de/Data-Sets.6339.0.html), which consists of different complexity 
datasets for validation purposes. This case, Michel-Stadt, is the most complex 
case of the dataset. There are two versions of it, one with flat roofs and another 
with slanted roofs. In this paper the flat-roof case is used. 2158 measurement 
points are available for the flow field; they can be seen in Fig. 1. They consist of 
40 vertical profiles (10-18 points depending on location for each), 2 horizontal 
planes (height 27 m and 30 m, 225 measurement points for each), and 3 so- 
called street canyon planes (height 2 m, 9 m and 1 m, 383 measurement points 
for each), which are located inside the urban canopy.

Top of the domain: 168 m

-600 -200 0 200 
x„ I ml

400 600

Fig. 1. Michel-Stadt with measurement points, Building 33 highlighted, the location of 
the roughness elements is just illustration, not exact.

The two available components are the streamwise and lateral velocity 
components, and time series are available for each of them. The dataset also 
contains the statistically evaluated mean (Umean-streamwise, Vmcan-lateral), rms 
(Urms-streamwise, Vrms-lateral), and correlation values for comparison with 
steady state computations.
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Approach flow data are provided from 3 component velocity 
measurements. The approach flow is modeled as an atmospheric boundary layer 
in the wind tunnel with the help of spires and roughness elements.

2.2. Computational model and boundary conditions

The computational domain was defined to correspond with the COST 732 Best 
Practice Guideline (Franke et al, 2007) {Fig. 1), which resulted in a 
1575 in x 900 m x 168 m domain, with a distance of the buildings of 11 H3 from 
the inflow, 9.4 H3 from the outflow, and at least 6 H3 from the top boundaries, 
where H3=24 m is the highest building’s height. The computations were done in 
full scale, while the experiment was done at a scale of 1 : 225. The dependence 
of the results on this scale change was investigated by Franke et al. (2012b) 
using both full scale and wind tunnel scale simulations, and only a small 
difference in the statistical validation metrics was observed.

As Roache (1997) explains, the governing partial differential equations 
(PDE) and their numerical solution both add up to the total error of the 
simulation. To have a better view of the effect of the numerical discretization 
(and the resulting numerical error), the governing PDEs were kept the same 
during all the numerical experiments.

As inflow boundary condition, a power law profile (exponent 0.27, with a 
reference velocity Uref=6.11 m/s defined at zref=100m) fitted to the measured 
velocity values was given. This corresponds to a surface roughness length 
z0=1.53 m. Britter and Hanna (2003) define this as a very rough or skimming 
approach flow. The turbulent kinetic energy and its dissipation profiles were 
calculated from the measured approach flow values by their definition and 
equilibrium assumption. At the top of the domain the measurement values 
corresponding to that height were fixed. The lateral boundaries were treated as 
smooth solid walls, as the computational domain’s extension is the same as the 
wind tunnel width. The floor, roughness elements, and buildings were also 
defined as smooth walls. Standard wall functions were used. As the roughness 
elements are included in the domain, there is no need to use rough wall 
functions for the approach flow, and also the problem of maintaining a 
horizontally homogeneous ABL (atmospheric boundary layer) profile, which is 
reported (Blocken et al., 2007b) to be problematic for this kind of modeling, is 
avoided. Franke et al. (2012b) have shown in a further investigation that this is 
not necessary as the flow is governed by interacting with the first buildings. 
They compared the modeling of the roughness elements explicitly and implicitly 
and found little influence on the results.

The Reynolds Averaged Navier-Stokes Equations were solved with 
standard k-e turbulence model and the SIMPLE (semi-implicit method for 
pressure linked equations) method was used for pressure-velocity coupling 
(Jasak, 1996).
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As was stated before, numerical discretization has an effect on the results of the 
solution due to numerical error. In complex geometries its exact quantification is 
difficult as no analytical solution of the governing equations exists, but with a 
numerical experiment the effect can be investigated. In the following the mesh 
type, spatial resolution and the convective term discretization used for Michel- 
Stadt is explained. All the meshes were generated automatically which is a 
necessity for using this model for operational purposes and general building 
configurations.

2.3.1. Spatial discretization

Four mesh types are compared; their visual appearance is illustrated always for 
Building 33, highlighted in Fig. 1\

• Unstructuredfull tetrahedral Delauney mesh generated with AN SYS' Icem.
For the creation of the Delauney volume cells, first an Octree mesh was 

created and kept only at the surfaces, the Delauney mesh was grown from that 
surface mesh (Fig. 2a). The coarsening of the meshes was carried out by scaling 
the defined minimum length scales in ANSYS11 Icem by 1.6. Resolution of 
buildings was given by the minimum face and edge size on each building. The 
maximum allowed expansion ratio was given for the Delauney algorithm.

• Unstructured full polyhedral mesh created by ANSYS" Fluent from the 
tetra mesh.
The polyhedral meshes were converted from the original tetrahedral 

meshes by ANSYS“ Fluent. Each non-hexahedral cell is decomposed into sub
volumes called duals which are then collected around the nodes they belong to 
in order to form a polyhedral cell (see Ansys, (2009) for more details). The 
refinement ratio is thus kept very similar to the one in case of the tetra 
meshes(,F/g. 2b).

• Cartesian hexahedral mesh created with snappyHexMesh o f OpenFOA M .
As the main research tool for these investigations is OpenFOAM®, its open 

source meshing tool is also used for mesh generation. This is done first by 
creating a Cartesian castellated mesh by refining around a given file in STL 
format and deleting cells inside the geometry. This mesh was also investigated 
in the studies (Fig. 2c), as the generation process for this one in much faster than 
for any of the other meshes mentioned. Building resolution cannot be given 
explicitly, only the resolution of the starting domain and the number of 
refinement iteration cycles can be defined.

• Body fitted hybrid mesh with mostly hexahedral elements meshed with 
snappyHexMesh o f OpenFOA M ’.

2.3. Discretization o f the governing PDFs
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The Cartesian mesh is snapped to the edges of the geometry (Fig. 2d) as a 
next step, which takes approximately 10 times more time as the creation of the 
Cartesian mesh.

a: Unstructured tetrahedral mesh b: Unstructured polyhedral mesh

Fig. 2. Coarsest surface meshes on Building 33.

The grid convergence performance of the meshes was also investigated; at 
least 3 different resolutions were used for each mesh type. This makes it 
possible to use them for numerical uncertainty estimation at a later stage of the 
study.

The cell numbers of the investigated meshes can be found in Table I. To 
have a better idea of the resolution of urban area and the buildings, in Table 2 
the number of faces on Building 33 is shown. This building was chosen as it is 
in the measured area close to other buildings, thus it is an indicator of street 
canyon resolution. The entire surface area of this building is approximately 
12 000 m2.

As it can be seen, the resolution on the building for different mesh types is 
not in linear relation with the total cell numbers of that mesh. See, e.g., in 
Table 1 that the coarsest polyhedral mesh has 1.7 million cells and 4038 faces 
on the building, while the coarsest tetrahedral mesh has 6.65 million cells and 
4317 faces on the building.

6 0

c: Cartesian hexahedral mesh d: Body fitted hexahedral mesh



Table 1. Cell num bers (m illion  cells) o f  th e  investigated  m eshes

coarsest finest

polyhedral 1.73 - 3.21 - 6.17
tetrahedral 6.65 - 13.17 - 26.79
Cartesian hexahedral 2.39 3.97 8.04 14.23 27.52
body fitted hexahedral 2.40 3.97 8.04 14.23 27.52

Table 2. Face numbers on Building 33

coarsest finest

polyhedral 4038 - 7455 - 12293
tetrahedral 4317 - 8934 - 15987
Cartesian hexahedral 3600 5486 11780 19879 36525
body fitted hexahedral 3416 5217 11180 18854 34660

2.3.2. Mesh quality

If we would like to resolve complex geometries properly, a compromise in mesh 
quality is unavoidable. This can cause a decrease both in numerical accuracy and 
stability of the computations, for more detail see Jasak (1996).

Some general measures on mesh quality to keep in mind when creating a 
mesh are the following:

• Cell aspect ratio
Ratio of longest to shortest edge length is best to keep close to 1.

• Expansion ratio/cell volume change
Ratio of the size of two neighboring cells is best to keep under 1.3 in 

regions of high gradients (Franke et al., 2007).
• Non-orthogonality

Angle a between the face normal S and PN vector connecting cell centers P 
and N is best to keep as low as possible, see in Fig. 3.

• Skewness
Distance between face centroid and face integration point is best to keep as 

low as possible, see m in Fig. 3. In OpenFOAM* this value is normalized by the 
magnitude of the face area vector S.
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Fig. 3. Non-orthogonality and skewness.

2.3.3. Discretization o f the convective/advective term

The discretization of the convective/advective terms of the transport equations 
solved is an important source of numerical discretization error. Upwind schemes 
use the values of the upwind cell as face value for the flux calculation (Jasak, 
1996).

Central differencing uses a linear interpolation of the upwind and 
downwind cell value for the face value, which is of higher accuracy but may be 
unstable. Other schemes are defined as combination of the two for an optimal 
compromise between accuracy and stability {Jasak, 1996), like linearUpwind (a 
first/second order, bounded scheme) in Open FOAM (OpenCFD Limited, 2011) 
or second order upwind in ANSYS® Fluent (Ansys, 2009).

Different schemes can be used for the different variables, and to reach 
convergence, the following was found to be useful in OpenFOAM1*:

• Initialize the solution domain with a potential flow solution.

• Use full upwind schemes for all convective terms.

• Use linearUpwind for momentum equation convective terms, upwind for 
the turbulence equations.

• Use linearUpwind for all convective terms.

The discretization of the pressure equation used to enforce mass conservation 
and all other gradients was approximated with the linear Gauss scheme. This can 
also add up to the instability of the solution.
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It is important to note here that using higher order schemes of the 
convective/advective terms for meteorological models is not straightforward. 
E.g., in the MISKAM® model, which is a microscale operational model for 
urban air pollution dispersion problems, only upwind-differences are used for 
the discretization of the advection terms in the momentum equations (Eichhom, 
2008). Janssen et al. (2012) also shows that for certain meshes the use of higher 
order terms can cause convergence problems, so users may be forced to use 
lower order discretization. They suggest a not automatically generated 
hexahedral mesh to avoid this problem.

2.4. Validation metrics

With all the modeling and numerical errors inherent in the simulations, it is of 
vital importance to compare the simulation results to measurements. This way 
one can gain more information on the performance of the model. In case of wind 
engineering, the simulations are usually compared to wind-tunnel experiments 
as they are more controllable than field experiments with regard to 
boundary/meteorological conditions and have smaller measurement 
uncertainties, see Schatzmann and Leitl (2011) and Franke et al. (2007).

The most straightforward and inevitable part of the comparison is visual 
comparison with the aid of vertical profiles, contour and streamline plots, scatter 
plots, etc. It is also important, however, to quantify the differences in the 
models, for which reason validation metrics are used.

• HR
The most widespread metric in CWE (see, e.g., VDI (2005), Schatzmann et al. 
(2009), and Parente et al. (2010)) for wind velocity data is hit rate, which can be 
defined as in Eq. (1), where S, is the prediction of the simulation at measurement 
point i, E, is the observed experimental value, and W is an allowed absolute 
deviation, based on experimental uncertainty. N  is the total number of 
measurement locations.

The allowed relative deviation in Eq. (1) was used as 25% first in the VDI 
guideline (VDI, 2005), and from thereon this value is used by the CWE 
community. A disadvantage of the hit rate metric is that it takes into
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consideration only the experimental uncertainty and it is sensitive to the used 
allowed experimental uncertainty (W) value. More detail on this can be found in 
the Background and Justification Document of the COST ES1006 Action (COST 
ESI006, 2012). When comparing different simulations with the same allowed 
threshold values, differences can equally be seen.

For the investigated Michel-Stadt case, the allowed absolute uncertainty 
was defined by Efthimiou et al. (2011) only for the streamwise and lateral 
normalized velocity components (0.033 for Umean /Uref  and 0.0576 for Vmea„ 
/Uref  ), so the calculation of the metric would only be possible for those 
variables. However, as time dependent measurement series are available and 
statistical results are also provided by the EWTL, it is beneficial to compare 
also the Reynolds stress components. Here the normalized diagonal 
components are shown as they are used to calculate turbulent kinetic energy, 
which will be of vital importance for the dispersion simulations.

For the allowed absolute uncertainty in the hit rate metric, different 
values were tested. It was found that the relation of metrics to each other is 
independent of the chosen value, so 0.003 are used for both Urms /Uref  and Vrms 
/Uref , which were found to be appropriate to have sensible values between 0 
and 1 for the hit rate metric.

• L2 norm
Using matrix norms for comparison is also possible. With L2 norm, the 

negative values of velocity components are not problematic. This metric can be 
seen as a normalized relative error of the whole investigated dataset.

Finally, it is important to note that the most recent papers dealing with 
numerical uncertainty suggest metrics incorporating both experimental and 
numerical uncertainties in validation metrics as validation uncertainty, see, e.g., 
Eca and Hoekstra (2008). It is an important part of the quality assurance process 
and will be regarded in a separate publication.

3. Results and discussion

3.1. Mesh quality evaluation

The grid quality measures explained in Section 2 are investigated first for the 
mesh types used for the computations. The values of the quality metrics are 
shown in Fig. 4 as a function of the number of cells. They were computed by the 
checkMesh utility of OpenFOAMf
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Fig. 4. Mesh quality as a function of cell number, in view of metrics explained in Section 
2.3.2.

Maximum aspect ratio is highest for the polyhedral mesh, the tetrahedral 
and body fitted hexahedral ones are approximately half of it, while the Cartesian 
hexahedral mesh has an average aspect ratio of I as it can be expected.

The non-orthogonality is highest for the tetrahedral meshes, followed by 
the polyhedral ones, while all hexahedral based meshes have a constant value of 
10°. Although these meshes are mainly Cartesian where 0° value is expected, by 
halving the cells this rule is broken for different sized neighbors. In Fig. 3 it can 
be observed, how this affects the non-orthogonality. The angle for a transition of 
this kind in 2D can be computed as the ratio of the edges, 1 : 3 as can be seen in 
Fig. 3 (angle a). This is an angle of approximately 20° which is averaged with 
the rest 0° values resulting in this 10° average.

Maximum skewness is the highest for the body fitted hexahedral mesh. For 
this metric no average value is given by the utility, it shows only the values of 
the worst quality cells. In that mesh, cells with skewness vector 3 times greater 
than the face area vector occur.

Minimum cell volume and face area decrease vary rapidly with the increase 
of resolution. The creation of polyhedral mesh is done by splitting the 
tetrahedral first, so smaller volumes and face areas occur in case of the 
polyhedral meshes. This can also be seen in Fig. 2.
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About the expansion ratio it can be said, that it was set to maximum 1.3 in 
case of the tetrahedral meshes. For the snappyHexMesh meshes, neighboring 
cells can differ by a factor of 2 in edge length due to halving cells when refining 
locally. For unstructured meshes, the cell volume change in neighboring cells is 
a more useful indicator of the smoothness of transition between smaller and 
larger cells than expansion ratio. In case of the tetrahedral meshes, the majority 
of this cell volume change is below 2, while for the polyhedral meshes 6-8% of 
the neighbors have a cell volume change more than 10. For the hexahedral 
meshes, the cell volume change is below 2 in 90% of the neighbors and a jump 
appears around 7-8 due to the refinement method of cell halving which is 
expected in 3D.

3.2. Convergence

Reaching convergence in complicated geometries and low quality meshes is not 
always trivial, and in case of this test case, the first computations were often not 
successful. The best way to reach convergence for all of the cases was explained 
before. In cases of tetra- and polyhedral meshes, the simulations were unstable 
also with the described method with default relaxation factors (0.3 for p and 0.7 
for the other variables). The cases had to be drastically underrelaxed to reach 
convergence (0.1 for p and 0.3 for the other variables). In the Best Practice 
Guideline for ERCOFTAC (European Research Community On Flow, 
Turbulence and Combustion) special interest group ’’Quality and Trust in 
Industrial CFD” (ERCOFTAC, 2000) it is suggested to increase the relaxation 
factors at the end of the solution to check if the solution holds, thus we checked 
it for one of the converged underrelaxed simulations. It is important also 
because Ferziger and Peric (2002) has shown that the optimum relation between 
the underrelaxation factors for velocities ( i f , ) and pressure (ufp ) is ufp = 1 -  ufu 
. With raising the relaxation factors each time by 0.1, the combination of 0.2 for 
p  and 0.6 for the other variables were reached, but with the default combination 
the computation crashed again. For this reason, results with the low 
underrelaxation factors were investigated in the paper.

The difference between the convergence behavior of the hexahedral and 
polyhedral based meshes is not only their stability. Residual history is smoother 
for the hexahedral meshes, which makes them a more suitable tool for 
regulatory purpose simulations, where robustness is a big advantage and can 
save a lot of time for the operator.

It is an important question what may cause the instability of the tetrahedral 
and in one case also the polyhedral simulations. Looking at the quality metrics 
of the meshes, one similar behavior was found for the non-orthogality of the 
meshes, which can be seen in Fig. 4. It is clear that the tetrahedral meshes have 
the highest non-orthogonality followed by the polyhedral meshes, what can 
cause the instabilities. This indicates that gradient discretization is also
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problematic. Ferziger and Peric (2002) show that in the discretization of non- 
orthogonal grids of the general transport equation mixed derivatives arise for the 
diffusive term. They say that if the angle between gridlines is small and aspect 
ratio is large, the coefficients of these mixed derivatives may be larger than the 
diagonal coefficients, which can lead to numerical problems. The checkMesh 
utility of OpenFOAM" reports the number of cells above the non-orthogonality 
threshold, which is given as 70° as a default. Although the tetrahedral meshes 
have higher averages of non-orthogonality, their maximum values never reached 
this threshold. For the polyhedral ones on the other hand, there were around 10 
highly non-orthogonal cells in each mesh.

The convergence behavior of the meshes in general is explained in Table 5, 
where the necessary number of iterations is shown for each mesh, separately for 
the first order initialization (full upwind-11 )/linearUpwind for momentum, first 
order for turbulence variables (mixed-21)/all higher order (full linearUpwind- 
22) variations. Convergence is considered when a plateau is reached in the 
residuals for all variables, see Fig. 5. For the meshes where the residuals were 
not smooth, other variables were also checked to stay stable.

Table 3. Necessary iterations for convergence (full upwind-1 l/mixed-21/full 
linearUpwind-22)

coarsest finest
polyhedral-11 500 - 5000 - 3000
polyhedral-21 +2500 - +2500 - +2500
polyhedral-22 +2500 - +3000 - +3000
tetrahedral-11 2000 - 2000 - 3000
tetrahedral-21 + 1500 - + 1500 - +2500
tetrahedral-22 +3500 - +4500 - +2500
Cartesian hexahedral-11 500 2500 2000 2500 3000
Cartesian hexahedral-21 + 1000 + 1000 + 1000 + 1000 + 1500
Cartesian hexahedral-22 +500 +2000 + 1000 + 1000 + 1500
body fitted hexahedral-11 1000 1500 1500 2000 2000
body fitted hexahedral-21 +500 +500 + 1000 + 1000 + 1000
body fitted hexahedral-22 + 1000 + 1000 + 1000 + 1000 + 1000

It can be observed that more iteration is necessary for more cells to reach 
the first converged state than the expected iterations for linear solvers. The 
outstanding value of 5000 for the medium polyhedral mesh can be explained by 
the instability of the computation which made heavy underrelaxation necessary.
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In general, the iteration numbers are of the same order of magnitude for all 
of the meshes. The most orderly results are given by the snapped hexahedral 
meshes, which underlines again their robustness for operational simulations.

No big difference can be seen between the snapped and Cartesian 
hexahedral meshes, but in some cases periodic oscillation occurred using a 
Cartesian mesh. This reduced for the higher order computations, see Fig. 5.

Turning to the value of the residual norm and its drop from the beginning 
of the computation we observed, that this case is too complex and values do not 
reach the machine accuracy in single precision mode. The lowest drop is found 
in each case for the Poisson equation for the pressure, followed by the lateral 
and vertical mean velocity components. Another general observation is that all 
values drop below 10 s for the first order calculations except for the pressure, 
while for the linearUpwind, only for the momentum equation this drop is usually 
smaller, followed by a drop below 10 5 again for the full linearUpwind 
computations. The continuity error had a similar behavior, but the first drop was 
usually below 10 8 (see Fig. 5 for graphical explanation).

This behavior can be explained by the categorization of Menter (2012), 
who states that the classical example of a globally unstable flow is the flow past 
bluff bodies (like the buildings). Because of this unsteadiness, periodical 
changes in the residuals are appearing even if the boundary conditions are 
steady, like in our case.
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One of the main goals of the paper is to compare the models from a regulatory 
purpose point of view. When carrying out simulations for, e.g., a government, it 
is usually not possible to wait several days until the simulation is finished on a 
cluster, and stability is of high importance. For this reason, the computational 
costs are also evaluated.

The results of this analysis for all of the meshes can be seen in Fig. 6. It is 
apparent, that the memory usage scales linearly for all of the meshes, and the 
difference in the mesh types can be explained by the relative number of cell 
faces, i.e., the polyhedral mesh uses more memory for a given number of cells, 
while the tetrahedral mesh uses less. There is no significant difference between 
the two kinds of hexahedral meshes, but it is important to note that the solver 
itself takes no benefit from the fact that one of them is Cartesian.

3.3. Computational cost analysis

cells [million]

CPU time for 4000 iteration

cells [million]
Cartesian hexahedral 

body fitted hexahedral
polyhedral •  
tetrahedral A

Fig. 6. Computational cost of the simulations for the full upwind simulations, 4000 
iterations.

For the comparison of the CPU time, only the relative values are 
interesting, and it can be seen that the CPU time demand scales linearly with the 
number of cells, and there is no significant difference in the mesh types. These 
comparative simulations were carried out on the new cluster of the University of 
Siegen (http://www.uni-siegen.de/cluster/index.html?lang=en), run for 4000 
iterations with first order upwinding for all variables on 24 cores. As a rule of 
thumb for this setup it can be said, that a simulation result can be obtained in
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1 hour/1 million cells. Those meshes which were unstable with the default 
relaxation factors are omitted from the CPU-time graph.

3.4. Sensitivity to discretization in view o f different metrics

Metrics are unavoidable when comparing a lot of different variations, but it is 
better to check with different metrics to reveal if one of them is biased. The 
metrics described in Section 2 are used to compare the performance of 4 mesh 
types, 3-5 spatial resolutions, and 3 discretization scheme combinations for the 
convective term of the transport equations. Hit rate results for all the cases 
investigated are shown in Fig. 7 as a function of the number of cells. The metric 
based on L2 normalization can be seen in Fig. 8 also as a function of the number 
of cells.
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Fig. 7. Sensitivity to discretization, hit rate metric (frill upwind-1 l/mixed-21/fiill 
linearUpwind-22).

Comparing the hit rate metric results in Fig. 7 and the L2 norm metric 
results in Fig. 8 it is important to note, that in case of the hit rates, an ”1 -  ///?” 
is shown to make them visually similar. Thus, on both figures the smaller is the 
better. However, the interpretation is very different. In case of the hit rate figure, 
a smaller value means that more points became ’’hits”, the difference between 
simulation and experiment getting to the acceptable range. Once a point is in this
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range, the hit rate will not improve even if the results get closer to each other. 
On the other hand, for the L2 norm metric, a smaller value means that the 
difference between simulation and experiment got smaller.
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Fig. 8. Sensitivity to discretization, L2 metric (full upwind-1 l/mixed-21/full 
linearUpwind-22).

For the absolute value of the hit rate metric for the mean velocity values it 
can be said, that these high hit rates are good results for this complex case. 
Similar values were found by Efthimiou et al. (2011) for two other codes, 
Andrea“ and Star-CD' , and by Franke el al. (2012b) and Rakai and Franke 
(2012) for the ANSYS® Fluent code for the mean velocities. No further exact 
comments can be made for the turbulent quantities, as the threshold value was 
chosen arbitrarily and not based on measurement uncertainties. In the VDI 
guideline (VDR 2005) an acceptable HR value is given for certain test cases, 
thresholds, and measurement points, but it is not easily transferable to a totally 
different case.

The absolute value of the L2 norm metrics can be interpreted as a kind of 
relative error, showing that for the streamwise velocity results, where the values 
are essentially higher, the metric is smaller than for all the other variables. For 
the conclusions drawn later, the absolute value of this metric is not considered.

The conclusions which can be drawn from Fig. 8 of the L2 metric norm are 
the following:
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1. For streamwise velocities, tetrahedral meshes perform outstandingly better.
From theoretical point of view, the smallest numerical error is expected 

from the hexahedral meshes. The reason for this is shown by Juretic and 
Gosmcm (2010): because the hexahedral mesh is aligned with the flow, the 
errors in fluxes cancel. Explanation for the superior performance of the same 
mesh size for the tetrahedral meshes in this case can be that those were made 
with the Delauney algorithm, so they are not “wasting” so many cells in the 
middle of the domain where there is no geometric feature to disturb the flow, so 
the gradients are small and do not make high mesh resolution necessary. In case 
of the hexahedral meshes, the underlying original mesh block has a quite high 
density. This can be seen in the two coarse meshes compared in Fig 9. It is also 
seen that the transition of tetrahedral cells is smoother from the fine to the coarse 
cells, and above the canopy where there are still strong gradients, the hexahedral 
meshes are not resolved enough. See Fig. 10 for the visualization of these 
gradients above the urban canopy. A line is shown in Fig. 9 below which high 
gradients occur in the solution.

Franke et al. (2012b) used also a block-structured hexahedral mesh for 
their investigations with ANSYSk Fluent and had better performance also in the 
mean velocities. That mesh is not automatically generated and has very different 
mesh quality metrics than the automatic snappyHexMesh meshes (average non
orthogonality 2.64, maximum skewness 1.47, and smooth cell volume 
transition). The worse results of the automatic hexahedral meshes can be 
explained by their larger and lower quality cells in the most important regions 
shown in Fig. 9.

Fig. 9. Tetrahedral (6.65 x io 6 cells) and hexahedral (8.0 xio6 cells) mesh cross sections 
(diagonal lines are just visualization tool specific features in the hexahedral mesh).
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Fig. 10. Profile 29 of one tetrahedral (6.65 xlO6) and one hexahedral (8.0 x io6) mesh 
(full linearUpwind solution). 2 3

2. Better performance of the tetrahedral meshes is not so apparent for lateral 
velocity, and disappears for the rms values.
To better understand this phenomenon, Fig. 10 shows the profiles 

compared at location 29 (see Fig. 1) which is in the yard of an 18 m high 
building. In the non-dimensional scale 0.18 is the top of the building and it can 
be observed that changes in streamwise mean velocity reach 0.4, while for the 
other values the maximum is 0.3. So the smoother transition of the tetra mesh 
can help to better resolve the streamwise velocity, but for the other values it is 
not so important. The oscillations on the profiles for the tetra meshes can be 
found on other profiles computed with OpenFOAM® as well. They may be a 
consequence of the instability of the simulations, however, for the ANSYS* 
Fluent results they do not appear. This phenomenon needs further investigation.

3. Full second order solutions perform better already for the mean values, but 
that difference competes with the CPU-time cost of the results. For the 
turbulent quantities, however, full second order solutions are outstanding.
Theoretically this is obvious as higher order terms are more accurate, but 

on the other hand, this can amplify the errors in the modeling assumptions. In 
the Michel-Stadt case the higher order results for the simulation always compare 
better to the experimental values. It must be kept in mind that not all
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micrometeorological models use higher order advective terms. As the turbulent 
quantities are used for the dispersion calculations, it can have a significant effect 
and higher order terms are suggested.

4. Polyhedral meshes have very low performance compared to all the other 
cases if not full second order discretization is used.

This can be a result of the larger volumes in those meshes and the large cell 
volume changes explained, strengthening the numerical errors. It is suggested to 
use polyhedral meshes only with higher order convective/advective terms, as 
those metrics are comparable with the other mesh types.

5. The Cartesian hexahedral meshes have lower performance in the mean 
velocities, but this disappears for the turbulent statistics.

More comparable results for rms value prediction need further 
investigation. This can be caused by the generally wrong rms predictions for all 
mesh types and by the numerical errors canceling the modeling errors.

6. There is a jump of low performance for the second coarsest hexahedral 
meshes which is visible both in the hit rate metric and L2 norm metric.

This is a sign that mesh refinement does not always lead to improved 
solutions because of the error cancellation explained above. Also the importance 
of investigation of mesh dependency on more meshes must be noted.

4. Conclusions and outlook

Sensitivity of four different metrics to compare experimental and simulation 
results was investigated for a test case of an idealized Central European city 
center, Michel-Stadt. The numerical discretization approaches were compared 
with four different mesh types, at least 3 resolutions for each of them, and 
different discretization procedures of the convective/advective term in a 
numerical experiment.

It was found that snappyHexMesh meshes are more stable computationally, 
so they are more appropriate for operational purposes, although their metric 
performance is not as good as that of the tetrahedral meshes. The lower 
validation metric performance is not true in general for all hexahedral meshes, 
more time consuming block-structured meshes with higher mesh quality metrics 
can be generated which are both stable and more accurate.

For diagonal components of the Reynolds stresses, i.e., the rms values in 
experimental results, discretization schemes of the convective terms have a 
striking but expectable effect which must be kept in mind for dispersion studies 
where their value effects turbulent diffusion. Numerical discretization 
differences can cause almost 20 % change in the hit rate metric.
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There are still many open questions to be further investigated, e.g., the 
oscillation in the tetrahedral profiles, correspondence between stability and mesh 
quality of the different mesh types, and the generation of the polyhedral mesh to 
explain their low upwind validation metrics. This will be carried out through 
further more detailed analyses of the datasets.

The work with Michel-Stadt continues in the framework of COST Action 
ES 1006 with numerical uncertainty estimation and dispersion studies for 
continuous and puff passive scalar sources. The Action involves several research 
groups who use different codes, including prognostic microscale obstacle 
resolving meteorological models, diagnostic tlow models, and operational 
Gaussian type plume models. After investigations of the setup shown in this 
paper, a blind test will be carried out to evaluate the use of local-scale 
emergency prediction and response tools for airborne hazards in built 
environments.
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Abstract-Demands on use of information upon relationship between meteorological 
conditions and agricultural production were from the beginning of meteorology and from 
the beginning of human civilization. The sudden development of natural sciences during 
the 19th and 20th centuries opened up a new prospect in producing meteorological 
information which was of use to food processing. On the other hand, contemporary 
agricultural development needed supply of more detailed and more practical 
agrometeorological information. Increasing importance of ecological agriculture at the 
expense of intensive farming systems and uncertain effects of climate change did not 
reduce the want for agrometeorological information; in fact, they extended the needs for 
those in the last decades. But positive tendencies of domestic agrometeorological research 
and information service in the second half of the 20th century declined till the 1990s, and 
there is no reason to be optimistic on the grounds of current situation.

This work attempts to review not only possibilities and results of agrometeorological 
information supply, but also interdisciplinary factors, such as factors of economical 
development and regulation, education, agricultural-advisory system, etc., which set back 
the development of this area. The base of our investigations is a SWOT analysis which is 
a strategic planning method of economical sciences used to evaluate strengths, 
weaknesses, opportunities, and threats involved in a project. This way we try to answer 
the following questions:

- Why is agrometeorology no longer an important economical factor in Hungary?
- How could we make agrometeorological research and information service become a 

productive economical factor again?

Key-words: agrometeorological information, agrometeorological research, SWOT 
analysis, climate change, decision-making
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1. Introduction

The agrometeorological use of information started after the cold event called as 
Younger Dryas. The climate shock -  a drastic warming - following that event 
caused a significant rise in sea level, and it changed the coastlines and 
topography of continents. But after that neither the sea level (topography), nor 
the climatic conditions changed enormously, so it helped the mankind to 
develop from hunter-gatherer to agricultural societies in the early Holocene 
(.Behringer, 2010). According to Bernal (1963), it is important to make a 
distinction between prescientific stage of cognition and stages of history of 
science. Those early attempts to come to know and to influence the 
environmental (meteorological) effects on agricultural production belonged to 
the previous one of course. The ancient ploughmen awaked to their dependence 
on their environment and especially on weather and climate. Namely, they 
discovered that more sunshine and higher temperature accelerated development 
of plants and more rainfall caused higher yields. Results of observations about 
relationship between meteorological conditions and development, growth, and 
yields of crops came down from father to son, but this kind of knowledge could 
not have been quantified. People tried to influence natural forces, but it 
happened in a superstitious and mystificated way as they were not able to 
discover causal relationships. Anyhow, these efforts were the first -  although 
not scientific -  attempts to use agrometeorological information (Varga, 2010).

A new approach, which supposed that the world around us could have been 
discovered and which focused on understanding the causal relationships 
between phenomena of that world, rose in the first millennia BC and it helped 
scientific thinking to improve. It was a beneficial method also for 
meteorological and applied (agro)meteorological studies. Several findings and 
ideas -  including some erroneous ones -  of that era were undisputed and 
unsurpassable knowledge of the given area of science for the following two 
thousand years. The only way for gathering information was the theoretical 
(speculative) one, as instrumental measurements still were not possible. It 
obstructed to define numerically the processes and attributes of atmosphere and 
relationships of climate-agriculture-soil system, respectively. Consequently, use 
of agrometeorological information was not able to develop for further centuries.

The sudden development of natural sciences during the 19th and 20th 
centuries opened up a new prospect in producing meteorological information 
which was of use to food processing. On the other hand, contemporary 
agricultural development needed supply of more detailed and more practical 
agrometeorological information. The science of agrometeorology developed 
parallel with agriculture, and it worked as a prerequisite of agricultural 
production in those decades.

That period can be considered as the days of glory for using 
agrometeorological information. The well-organized agrometeorological
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information supply system met the demand of intensive crop production better 
and better. To make the first move for this a network of phenological stations for 
observing the development of field crops was organized — under the direction of 
Zoltán Varga-Haszonits -  by the Hungarian Meteorological Institute (now: 
Hungarian Meteorological Service). To help this work, a monograph (manual) 
was published (Varga-Haszonits, 1967), then observers working in collective 
farm systems were drawn into the phenological network. That study used also 
the database collected by the National Institute for Agricultural Quality Control 
(now: Central Agricultural Office). The most comprehensive Hungarian 
phenological database -  especially for the period 1955-2000 -  can be built up 
by unification of those two databases organized by the National Institute for 
Agricultural Quality Control and Hungarian Meteorological Service, 
respectively. The phenological data for field crops collected by the observational 
network of Hungarian Meteorological Service were stored at and used by the 
Department of Agricultural Information Supply and later by the Department of 
Agrometeorological Forecasting. The agrometeorological information service 
using those data worked under the direction of Zoltán Varga-Haszonits, after 
that it was organized by Sándor Dunay. Agroclimatological model-based crop 
yield forecasts were done for decades on behalf of the agricultural ministry.

Increasing importance of ecological agriculture at the expense of intensive 
farming systems and uncertain effects of climate change did not reduce the want 
for agrometeorological information; in fact, they extended the needs for those in 
the last decades. But positive tendencies of domestic agrometeorological 
research and information supply in the second half of the 20th century declined 
till the 1990s and there is no reason to be optimistic on the grounds of current 
situation.

This way we try to answer the following questions:
-  Why -  and what kind of - agrometeorological information is important 

for agricultural production?
-  Why is agrometeorology no longer an important economical factor in 

Hungary?
-  How could we make agrometeorological research and information 

service become a productive economical factor again?

2. The SWOT analysis of agrometeorological information service

Position, possibilities, and problems of agrometeorological information service 
were surveyed by the help of SWOT (sometimes SLOT) analysis. This method 
is a strategic planning used to evaluate strengths, weaknesses (or limitations), 
opportunities, and threats involved in a project. The internal and external factors 
which are favorable or unfavorable to achieve the objective can be determined 
(Székely, 2000). Identification of SWOTs is important, because they can inform
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later steps in planning to achieve the objective. The usefulness of this method is 
not limited to profit-seeking organizations. SWOT analysis may be used in any 
decision-making situation when a desired objective has been defined (URL1). 
The objective of our examined area is to help agricultural decisions and to raise 
food production a higher level. So it seemed to be reasonable to estimate the 
internal advantageous and disadvantageous characteristics of agrometeorological 
research and information supply, as well as the external opportunities and threats 
of those by means of this generally accepted method.

Table l summarizes the SWOTs of agrometeorological information 
service.

Table 1. The SWOTs of agrometeorological information service

Helpful (+)

Strengths:
- th e  agricultural production's need for 

agrometeorological information 
-domestic agrometeorological research includes 

all important approaches of that science 
1 nternal _ SUpp]y can be based on results of
origin former agrometeorological research

-  interdisciplinary nature of agromete
orology

Opportunities:
-  growing need for interdisciplinary 

research
-  more attention should be payed to 

investigation of agricultural impacts 
of global warming

-  former favorable experiences suggest 
External that agrometeorological information 
origin supply can work in Hungary

-  the potential to handle data and 
information by computers and 
exchange them globally is growing

-  high-level food production and food 
security need adequate information 
supply

Harmful (-)

Weaknesses/Limitations:
-  stochastic relationships of soil-atmosphere- 

agriculture system
-  over-emphasizing the importance of 

individual factors
-  sometimes meteorological effects are 

treated as background noise by farmers
-  inexact data and information supply
-  the biological respects are usually in the 

rough in climate scenarios
Threats:
-  current academic structures do not foster 

interactions between biological and 
physical scientists

-  problems of educational and agricultural- 
advisory systems

-  financial problems
-  legal and economical regulation of agri

cultural production does not always inspire 
use of agrometeorological information

-  problems of observational networks
-  tendency for senescence of agromete

orological experts

2.1. Strengths

It can be stated that a permanently high level agriculture which always tries to 
make the best of its environmental potential can not be realized without using 
agrometeorological information. The must for agricultural information supply is
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explained by multiple influences of atmosphere on agricultural production. In 
support of this, let us have a short review of relationship between meteorological 
factors and crop production.

The atmosphere can be considered as a system of terms and conditions for 
plant production. The climate fundamentally determines:

-  which plants can not be grown in a given area (see the failed attempts for 
growing orange or cotton in Hungary in the 1950s),

-  which species and varieties can be planted there, and
-  in which period of the year are those plants able to grow (it could be 

basically decided if we compared the length of actual growing season of 
crops to beginning and end of potentially available growing season (in 
weather and climate respect)).

The atmosphere means also system of resources for agriculture. Plants are 
not able to produce organic matter without climatic resources (energy and 
substances) which come from -  or through -  the surrounding atmosphere. 
Amounts of factors which are required for both photosynthesis and respiration, 
such as water (precipitation), carbon dioxide, oxygene, carbohydrates, 
temperature, and photosyntheticallay active radiation, are significantly 
influenced by weather and climate.

The atmospheric factors work as a system of affecting factors for plants. 
Crops are constantly influenced by (meteorological) factors of their environment 
during the whole growing season. Intensity of life processes continually changes 
as a result of favorable or unfavorable, development accelerating or delaying, 
yield increasing or yield decreasing effects. More unfavorable values of 
meteorological elements cause more serious anomalies of life processes. 
Influences of meteorological elements below the lower or above the upper 
threshold values can be considered as damaging effects. The frequency of those 
marks production risk of varieties and hybrids. That is why the atmospheric 
relations are risk factors for farming as well (Varga-Haszonits and Varga, 
1999).

There is a continuous must for decision-making in agricultural practice. 
The quality of decision-making determines the level of farming.

Decisions can be divided into two groups on the base of term of their 
implication. Strategic decisions are fundamental, directional, and over-arching. 
They affect long term goals. Tactical (or operational) decisions affect the day-to- 
day implementation of strategic decisions and are for short term. Strategy 
defines the “what” is to be done and tactics define the “how”. Decision-making 
always needs information, but information requirements depend on kind of 
decision. Both tactical and strategic decisions of farming demand 
agrometeorological information. Tactical decisions need information about 
weather and short term forecast, however, strategic planning needs climatic 
information and long term forecast.
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Farming success basically depends on the base of decision-making. 
Effectiveness of planning is influenced by thoroughness of the decision-maker. 
In this respect, decisions can be divided into the following groups: intuition- 
based decisions, past experience-based decisions, and decision based on 
professionally collected and processed data and scientific information. Intuition 
means instinctive and unconscious knowing without deduction or reasoning. 
This first group also includes decisions based on information of doubtful origin. 
Effectiveness of these decisions is low, but it is not zero. So we can make even 
good intuition-based decisions, but in this case we can not know why it works. 
All farming decisions without agrometeorological information belong to this 
group.

For the most part of past experience-based decisions, recent experiences are 
used. It is because of the fact that memory of bygone days fades from our minds. 
However there is no guarantee for similar meteorological conditions or effects 
of consecutive years. Sometimes climatic features of distant time periods are 
analogous. That is why this kind of decision is also a hazardous one. A further 
problem is that individual experiences are not able to give enough information 
for a complex approach of agrometeorological problems.

That complex approach is assured only by decisions based on professionally 
collected and processed data and scientific information. Scientific information 
supply developed from individual experiences by making those more objective, 
integrated, and verifiable {Varga, 2010). In the case of those decisions we also 
know probability of effectiveness for different alternatives. Effectiveness of these 
decisions is in general high, but it is not 100 %. So we can make even inexact 
scientific information-based decisions, but in this case we can search the source of 
the problem and it helps to make better decisions in the future.

For this reason, good agrometeorological decisions require exact data and 
information supply. The appropriate data come from professional 
agrometeorological observation networks or from laboratory or field 
experiments. The other two principal elements of agrometeorological 
information service are theoretical and methodical research and information 
service itself. These three elements have to be in close connection with each 
other, and all of them must depend largely on the agricultural requirements 
(Varga-Haszonits, 1983, 1997). Some typical characteristics of a functional 
agrometeorological information service are described in the following.

The basic element of the system is data collection. The efforts in various 
countries led to the recognition of a need for combining and coordinating 
phenological and meteorological observations. Data of professional network of 
meteorological observations combined with data from additional measurements 
of soil properties (temperature, moisture etc.) and with data from phenological 
and other agricultural observations provide an integrated database for research 
of atmosphere-soil-plant system. Agrometeorological information service can 
use all available observed or measeured data of controlled origin.
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The data must be elaborated and analyzed. The detected false data have to 
be corrected or excluded from the database. Data analysis is a process of 
cleaning and transforming data. Afterwards, the analyzed data should be 
transformed into agricultural research or directly into agricultural information 
service. The goal of this process is highlighting useful agrometeorological 
information, suggesting conclusions, and supporting decision-making. It is 
important to send not data, but helpful information for users. This is the task -  
and strength -  of agrometeorological service.

The objective of agrometeorological research is to study and numerically 
determine the influence of meteorological elements on plant development and 
yield of crops. The investigations in this field consist of the following research 
areas: agroclimatological studies, agromicrometeorological model research, 
elaboration of new agrometeorological forecasting methods, and verification of 
new results. The investigations include analysis of databases, field experiments, 
and laboratory experiments ( Varga-Haszonits, 1983).

The data measured in these experiments are much more detailed than that 
of observational network, because those are measured by special instruments. 
Therefore, on the basis of these data, the atmosphere-(soil)-crop basic 
relationships can be elaborated and can be used as fundamental knowledge for 
agroclimatological modeling. The obtained relationships between 
meteorological factors and life processes of crops are fundamental knowledge 
for agrometeorological information service. The results have to be expressed in 
objective, mathematically exact terms which do not depend on the person giving 
information.

We can change mainly characteristics of plants and agricultural production 
technologies -  as input parameters - in the case of field experiments, however, 
also modified weather conditions can be studied in laboratory experiments (in 
plastic tunnels or houses, greenhouses, climate chambers, or phytotrones). 
Therefore, field experiments allow examining the current agricultural production 
and laboratory experiments are suitable for also simulating and giving 
information about the future conditions of plant production.

The analysis of agroclimatological databases is based on long-term data 
series. These studies include investigations of climatic conditions of crop 
production and relationship between climate and agricultural production, as well 
as determination of regions or zones with different agroclimatologic 
characteristics and conditons. These surveys can use much longer but less 
detailed dataseries than that of agroclimatological experiments. In the case of 
building an agroclimatological database, it is very important to check the 
reliability of data sets of different origin.

Methodological investigations -  including models for forecasting soil 
moisture, actual evapotranspiration, plant development, crop yield, etc. - allow 
detailed analysis of climate-agriculture relationship and help decision-making on 
the base of verified information.
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The verification of methods means that we compare the values obtained by 
elaborated methods with the actual measured or observed values. The accuracy 
of results is measured by error of estimation -  that is the difference between 
calculated and measured value -  and then by studying the frequency of these 
errors. Verification is needed for determining the effectiveness of methods and 
effectiveness of decisions based on these proceedings. The practical objective of 
verification process is to improve the information quality and to reduce the 
probability of false decisions.

The practical importance of agrometeorology depends on quantity and 
quality of information presented for agricultural producers. But 
agrometeorological information service could not be qualified as not satisfactory 
if its results are not used in practical decisions. It is because the use of 
information devolves on producers. To supply information to agriculture, it is 
necessary to analyze the biological and meteorological data and transform them 
into agricultural information. In the process of analysis, numerical 
characteristics of meteorological and phenological elements are calculated, 
tables and figures are prepared. In the process of preparation of information, the 
knowledge obtained from data analysis is drafted into answers concerning the 
meteorological effects on agricultural operations and on crop life (Dmitrenko, 
1971). Information service can include information about past, present, and 
expected future meteorological effects on agricultural production. The answers 
can be published in rather different forms: orally or in writing, in television, in 
radio, on internet, in newspapers, in agrometeorological bulletins etc.

There are some criteria for servicing directly applicable information. The most 
important ones are the following:

-  An information is more valuable than others if it has not only more accuracy, but also
longer time interval between the date of issue and the beginning of practical use of 
intbnnation.

-  The information must be drafted in agricultural terms as it is used by agricultural 
producers.

-  The probability of decision alternatives should be known.
If we suppose that:

-a  given problem of agricultural production depends on weather conditions, and
-required information is provided by agrometeorological intbnnation seivice, and
-  we have methods for problem solving,

then we could choose one of the three possibilities:
-  adapting agricultural production to meteorological conditions, or
-  mitigating the unfavorable meteorological effects, or
-  modification of meteorological factors.
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Adaptation is the type of decision when we try to avoid plant damages. Several 
examples can be mentioned for this. Agricultural production can be adapted to 
climatic conditions by cautious choosing of:

-plant species, varieties, hybrids,
-  cultivation area,
-  date of sowing or planting, and
-agrotechnical processes
of agricultural production.
Mitigation means reducing unfavorable effects of environmental factors. If 

we are not able to prevent susceptible crop from meeting extreme 
meteorological effects (by the help of adaptation techniques), then we should try 
to minimize the damages suffered. Two kinds of mitigation can be mentioned 
from agrometeorological point of view: prevention of direct and indirect effects 
of meteorological elements. Damages can be caused by single meteorological 
elements (e.g., frost) and by combined meteorological effects (e.g., drought). 
They exert a harmful influence on plants directly, therefore, they are called 
damaging factors with direct effect. There are cases when the meteorological 
factors cause loss to the agricultural production indirectly, that is when 
meteorological conditions are favorable for those factors (e.g., plant diseases) 
which reduce productivity ( Varga-Haszonits, 1983). Both types of mitigation can be 
applied only based on agrometeorological information.

Modification means effectively influencing meteorological factors to make 
those more favorable for cultivated crops. Theoretically, modification of 
meteorological conditions can be achieved in three levels: macro-, meso-, and 
microscale meteorological elements can be changed. But because of lack of 
energy and lack of exact information about feedbacks of the system, it is 
impossible to modify macroclimate. Opportunities for successful mesoclimatic 
modifications are also limited, but use of shelterbelt planting or preventing hail 
can be mentioned in this field. Methods for modification of micrometeorological 
environment, such as using various reflective materials, changing orientation 
and width of the crop rows, companion planting system, etc., are commonly 
used in agricultural practice. Using all kinds of controlled-environment 
facilities, such as greenhouses, phytotrones, etc., means an effective form of 
modification. These plant-growth chambers would provide the most ideal 
conditions also for commercial production, but these facilities function primarily 
as research tools.

It should be emphasized that all the environmental factors are interrelated; therefore, 
any attempt to modify one parameter may influence the others as well; for example the 
higher air humidity conditions of irrigated fields are favorable for plant diseases. This is the 
reason why quality of information should be important in decision-making. Without 
decisions based on professionally collected and processed data and scientific
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information, only schematic farming with higher risk can be realized which 
ignores actual variability of weather conditions and effects.

Advances in weather forecasting and computer technology have improved the 
potential of farmers to prepare and adjust fanning operations in response to climatic 
variations. For this potential to be realized, the complexity of decision-making in agricultural 
systems needs to be acknowledged, and the challenges facing fanners in accessing and 
learning to apply agrometeorological information need to be addressed (Mem and Tupper, 
2004).

Hungarian agrometeorological research includes all important approaches of this 
science: agroclimatology, agromicrometeorology approached in an inductive way, and 
agromicrometeorology approached in an analytic and deductive way (Szdsz, 1997). In 
addition, research activity of different agrometeorological departments concerns different 
ecological conditions of our country. This complexity of domestic agrometeorological 
research can be considered as strength.

2.2. Weaknesses, limitations

Sometimes it is quite difficult to give the required agrometeorological 
information for producers because of the stochastic relationships of soil- 
atmosphere-agriculture system. The farming is exposed to random effects 
among which the meteorological factors have an important role. In the 
agricultural production it can not be foreseen, whether we can achieve the 
wanted purpose or not, and if we can, with what kind of accuracy. Weather 
factors can cause a wide fluctuation in the yield, so that the role of random 
effects is very important in every case. The yield fluctuations of improved 
varieties or hybrids are greater than that of traditional varieties. The year-to-year 
differences in yield of improved varieties are sometimes greater than the total 
yield value of old varieties ( Varga-Haszonits and Varga, 1999).

The further specific feature of the soil-atmosphere-agriculture system is its 
exposure to synchronous effect of different external and internal factors. The 
productivity of plants is influenced by biological, genetical properties, applied 
agrotechnical methods, soil and weather conditions. These complex 
synchronical effects are realized by direct and indirect processes. Therefore, it is 
difficult to separate the effect of a single factor. Another special biological 
feature, the so-called seasonality makes agrometeorological information supply 
more difficult. It means that crops respond differently to meteorological effects 
during various phenological stages ( Varga-Haszonits, 1983).

Over-emphasizing the importance of individual factors of production levels 
defined by de Wit (de Wit and van Keulen, 1987; Goudrian and van Laar, 1994) 
and leaving the stochastic relationships of soil-atmosphere-agricultural 
production system out of consideration also may cause problems. This way, 
agrometeorological information could be considered unnecessary.
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According to Cousens and Mortimer (1995), many farmers regard 
meteorological conditions as unpredictable and beyond their control. Yearly 
variations are usually treated as background noise and are ignored.

As we mentioned before, the good agrometeorological decisions require 
professionally gathered data and data-based information supply. It suggests that if:

-  used data or information are of unchecked source, or
-  farmers use their own (agro)meteorological data schematically (to reduce 

costs of production), or
-  information supply is independent from the agricultural requirements, or
-  data are not transformed into agricultural information,

then agricultural decisions would not be able to use agrometeorological 
information actually.

The biological respects are usually in the rough in climate scenarios, which 
are the main tools for the assessment of future developments in the complex 
climate-agriculture system. It is often ignored that not only the atmospheric 
conditions but also the agricultural ones could be dynamically changing systems 
when analyzing hypothetical relationships between climate and agriculture. 
Therefore, yield responds on climatic changes should be interpreted 
circumspectly (.Kocsis and Anda, 2010). It also emphasizes that an 
agrometeorologist have to be fluent in both the biological and physical sciences 
and have to look at the world from a different and wider perspective than the 
physical and biological scientist does (Mavi and Tupper, 2004). That is why we 
can state that the interdisciplinary nature of agrometeorology -  and 
agrometeorological information supply -  is both its greatest strength and its 
greatest weakness (Hollinger, 1994).

2.3. Opportunities

As we could see earlier, agrometeorological research and agro
meteorological information supply are in strong relationship with each other. 
Information supply about effects of a dynamically changing atmospheric system 
on a constantly developing farming system can be done only on the base of 
continuous agrometeorological research activities. It is the reason why it is 
practical to review the opportunities of agrometeorological research and 
information service jointly.

In recent decades, interdisciplinar research became more and more 
important, because problems may cut right across the borders of any discipline 
(Popper, 1963). The interdisciplinar approach of agrometeorology is well- 
known, and it can be advantageous in this respect.
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The study of climate change can be identified as research priority because 
of its global impacts. It is like enough that more attention should pay to 
investigation of agricultural impacts of global warming in the future.

Moreover, favorable experiences of agrometeorological information service 
during 1967-1990 suggest that it can work again in Hungary.

The potential to handle data and information by computers and exchange 
them globally via the internet is growing continuously.

Progressing food production supported rise and development of human 
civilization. High-level food production and food security need adequate 
information supply -  especially when environmental conditions are changing, 
resources are limited, and human population growth is increasing.

2.4. Threats

Agrometeorological information supply has to face several problems which 
originate from its external relations.

-There is no need for B.Sc. or M.Sc. degree in agricultural science for 
farming in Hungary. It can cause problems in the quality of decision
making.

-  Most of domestic agricultural BSc and MSc courses do not contain 
agrometeorological studies. Therefore, not even a qualified agronomist 
can realize the importance of using agrometeorological information.

-Neither Hungarian agricultural-advisory system includes agrometeoro
logical information supply.

-Legal and economical regulation of agricultural production does not 
always inspire use of agrometeorological information.

-Hungarian farmers are not interested in agrometeorological information 
service because of their financial problems.

-  Current academic structures do not foster interactions between biological 
and physical scientists.

-  Both the Hungarian Meteorological Service and the agricultural faculties 
including agrometeorological departments or groups have financial 
problems.

-  Financial problems influence also observational (meteorological and 
phenological) networks.

-  There is not any gradual or postgradual course in agrometeorology in 
Hungary.

All the above threats originate in financial and organizational problems.
Average age of Hungarian agrometeorologists is about 54.5 years, two- 

third of them are over 50, one-third of them are over 60 years according to a
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study written by Anda for the Agrometeorological Committee of Hungarian 
Academy of Sciences (URL2). This tendency for senescence is also a threat of 
agrometeorological research and information supply. It could be compensated 
by agrometeorological training programs, but it is far from a solution yet.

3. Summary

Agricultural production and human civilization developed in parallel in the 
Holocene. The intense farming activities of our early agrarian ancestors 
improved food supply, and thus, opened up a new prospect for social processes 
(Behringer, 2010). Ruddiman (2003) -  modifying Crutzen's “anthropocene” 
theory (Crutzen et al, 2000 cit. Behringer, 2010; Crutzen and Steffen, 2003) -  
thinks that human-induced changes in greenhouse gases did not begin in the 
eighteenth century with advent of coal-burning factories and power plants of the 
industrial era, but date back to 8,000 years ago, triggered by increasing 
agricultural production. These theories suggest that the relationships between 
climate, agriculture, and society are more complex than we supposed it before. 
Agriculture needs meteorological information not only for increasing 
productivity, but also for reducing environmental damages.

The global warming tendency means both opportunity and threat for us. 
Behringer (2010) distinguishes between warm and cold periods of the Holocene 
and highlights the ability of agricultural production to adapt to climatic changes. 
He rates warm periods positively and cold periods negatively. On the other 
hand, climate change forces adaptation of farming for it. It is expected that 
modern farming systems should produce big amount and high quality yields 
under changing climatic conditions -  in an economically reasonable and 
sustainable way. Adaptation strategies require professionally gathered 
meteorological and phenological data and data-based information supply.

In this study, advantageous and disadvantageous internal features and 
external relations of agrometeorological information service were analyzed by 
means of a SWOT analysis. It was found that several and significant strengths 
and opportunities enable agrometeorological research and information supply to 
help agricultural decision-making effectively.

Weaknesses originate in complex and stochastic nature of the atmosphere- 
soil-plant system, that makes difficult to give the required agrometeorological 
information, and in inadequate working of agrometeorological information 
supply. Threats include educational, organizational, and financial problems.
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Abstract—N-deposition from atmosphere contributes to the eutrophication of Lake Balaton 
(Hungary). To estimate the share of N-input compared to the effect of other sources, 
measurements have started in the 70’s of the last century. However, in previous calculations 
the flux of N-gases (NH3 and HN03) was estimated using deposition velocity parameters 
determined for terrestrial ecosystems. These simplifications were accompanied by an 
overestimation of the role of these compounds. According to our results for years 2001-2004, 
ammonia has a mean net emission flux from the lake (32.71N year'1), while nitric acid 
deposition takes - 21 .8 1N year'1 that are one order of magnitude lower than sum of other 
deposition forms (esp. wet N-deposition). The pH range in lake water (pH = 8.3-8.9) allows 
the bi-directional flux for ammonia. Ammonia exchange can act as a buffering system, i.e., in 
case of a high N-load to the lake from other sources (rivers, waste water, run-off, etc.) N- 
accumulations can be buffered through nitrogen emission in fonn of NH3 as a consequence of 
the elevated compensation-point concentration. From this reason, eutrophication of Lake 
Balaton is phosphorus limited. Comparing the measured ammonia flux with the fluxes 
calculated by compensation-point models based on single Henry’s law theory and by Hales- 
Drewes theory, it can be concluded that in our case latter theory describes better the exchange 
processes, suggesting that effect of carbon dioxide on the solubility of ammonia can not be 
excluded. However, in contrast with Hales and Drewes who suggested a decreased solubility 
of ammonia in presence of C 02, we find an opposite effect, i.e., CO; favors the solubility of 
ammonia in the slight alkaline pH-range representative to the lake.

Key-words: eutrophication, FLake model, Monin-Obukhov theory, resistance model, 
compensation-point model, ammonia flux, nitric acid flux
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1. Introduction

Atmospheric load of trace materials is one of the most important nutrient 
sources for freshwater ecosystems. Nutrient enrichment causes change of 
ecosystem structure and function; this process is termed eutrophication (Durand 
et al., 2011). Generally, the two limiting elements in eutrophication are the 
nitrogen and the phosphorus. According to an international survey (ICLF, 2010), 
Lake Balaton nowadays is co-limited; i.e., both N and P are limiting factors for 
eutrophication.

The mean surface of Lake Balaton is 598 km2 with a contributing area of 
5775 km2. Being a shallow lake (mean depth of water is 3 m), Balaton is 
especially sensitive to nutrient loading (Jordan et al., 2005). The first serious 
extinction of fish caused by algal bloom as a consequence of nutrient enrichment 
was observed in 1975 (Herodek, 1977).

Since then, intensive investigations have been started to estimate the source 
and strength of nutrient loading to the lake for mitigation purposes. Jolánkai and 
Bíró (2005) compiled the load of N and P into the lake from different sources 
for a three-decade period between 1975 and 2004. According to this work, the 
atmospheric nitrogen deposition has varied within a wide range between 
300 and 1,800 tN  year '. The reason of this large variation is the lack of direct 
measurement of dry deposition of nitrogen compounds to the surface of the lake. 
In all of previous studies, dry deposition of nitrate and ammonium particles and 
nitric acid vapor was estimated by the inferential method taking into account 
deposition velocities determined for terrestrial surfaces (Horváth et al., 1981; 
Horváth, 1990). It led to an overestimation of nitrogen load, especially as the 
consequence of different surface characteristics (e.g., roughness) between 
terrestrial and water systems. To eliminate these discrepancies, a field campaign 
has started in 2002 to measure the dry deposition of nitrogen compounds also 
providing direct measurement data for validation of modeled fluxes. In a 
previous study (Kugler and Horváth, 2004), it was pointed out that dry 
deposition rates of nitrate and ammonium particles over Lake Balaton are much 
lower than it was supposed before and takes a nearly negligible share in the total 
atmospheric N-load to the lake.

In another paper (Kugler et al., 2008), results of a preliminary analysis 
concerning the atmospheric dry deposition of nitric acid and net flux of 
ammonia for a year period (March 2002-February 2003) was reported based on 
a simple compensation-point model. It was found that deposition rate for nitric 
acid is less by one order of magnitude compared to grass surfaces, and ammonia 
has bi-directional flux resulting in either monthly average net emission or net 
deposition as the function of physical and chemical conditions in air and water. 
As ammonia has bi-directional tlux, it is a key component in the nitrogen 
balance between the atmosphere and the lake, since compensation-point 
concentration and emission rate of ammonia is increasing parallel with increase
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of N-load from other sources (waste water, rivers, creeks, leaching of fertilizers, 
etc.)- It means a negative feedback mechanism which probably emits the excess 
nitrogen in the form of ammonia into the atmosphere (Kugler et al., 2008). 
Moreover, in other case, in the lack of nutrient-N the atmosphere may act as 
nitrogen (ammonia) source for this aquatic ecosystem.

The aim of the paper is to investigate in more details the dry fluxes of 
gaseous nitrogen compounds and to estimate their share in total atmospheric bi- 
load. Our investigations are based on sophisticated models for a four-year period 
(2001-2004) validated by flux data measured by the gradient method.

2. Methodology

2.1. Measurements

Meteorological and chemical parameters have been measured at the Storm 
Warning Observatory of Hungarian Meteorological Service, at the shore of lake 
(46° 54’ 48.88” N; 18° T  19.76” E) in the town Siófok.

Meteorological measurements as wind direction and velocity, air 
temperature, relative humidity, and air pressure were observed by standard 
meteorological instruments. The global radiation and long wave radiation 
components were calculated by different parameterization schemes (Holtslag 
and van LUden, 1983; Mészáros, 2002; Fokén, 2006).

Measurement protocol for ammonia and nitric acid concentrations are:
i) for the compensation-point model calculations: March 2002-February 2003 
by 24-h continuous sampling at the height of 12.3 m above lake surface;
ii) for the gradient measurements: July 12,2002-July 25,2012, 3-hour 
samplings, 8 times a day at two levels above the lake surface (12.3 and 2.8 m);
iii) for interpolation of concentration data to Siófok: K-puszta and Farkasfa
background air pollution monitoring stations (46° 58 'N, 19°33'E and 
46° 55' N, 16° 18' E) (2001-2004). Ammonia and nitric acid were sampled by a 
NILU EK-type three-stage bulk filter-pack sampler (EMEP, 1996).
Concentrations of nitrate and ammonium ions in the extract of filters water were 
determined by ion-chromatography and spectrophotometry, respectively. 
Minimum detection limit (MDL) was 0.1 pg N m 3 for both ions. The bulk 
relative error of sampling and measurements is 10%.

The NH3+NH4+ concentration (by spectrophotometry) and pH in the lake 
water were sampled and measured on the basis of bi-weekly samplings by the 
Middle Transdanubian Inspectorate for Environmental Protection, Natural 
Protection, and Water Management and by the VITUK1, Research Centre for 
Environmental Protection and Water Management. Sampling points were 
selected at Balatonakali, Keszthely, Siófok, and Szigliget settlements.

For validation of models, dry fluxes of ammonia and nitric acid were 
measured by the gradient method as described in Section 2.3.
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2.2. The compensation-point modeI

Net dry flux of a gas having bi-directional exchange can be estimated by a 
modified compensation-point model (first described by Farquhar et a!., 1980):

F = —{ c ( z ref ) -  C(z0 ))• f — ’ ( ' }
V K a + Kb

where F is the flux of gases, C(zrej) is the atmospheric concentration of gases 
measured at the level z rej  (in our case 12.3 m), C(z0) is the compensation-point 
concentration at z0 (roughness length) level, Ra and Rb are the resistances of 
turbulent and laminar layers, respectively. In case of ammonia and nitric acid 
vapor above water surfaces, the canopy resistance (Rc) can be neglected 
according to Erisman et al. (1994) and Shahin et al. (2002).

The net dry flux of nitric acid vapor can be calculated by Eq. (1), taking 
into account that in the slightly alkaline water HNOj molecules are completely 
dissociated, i.e., C(z0) = 0 (Kngler et al., 2008).

During the measurement campaign, the compensation-point concentrations 
for ammonia were calculated by two different methods. First, the simple 
Henry’s law was used to determine the compensation-point concentration:

C{z0)
H~

K ( 2 )

where Cw and [H ] are concentrations of sum of ammonia+ ammonium and 
hydrogen ion in water phase, respectively, H\ is the Henry’s law constant of 
ammonia, K, Klt are constants at a given temperature (Horváth, 1982).

According to Hales and Drewes (1979), the simple Henry’s law cannot be 
applied to calculate the compensation-point concentration, since carbon dioxide 
decreases the solubility of ammonia in water phase that must be taken into 
account in compensation-point calculation by the following formula:

w  \ c j h xh 2[c o 2]q  + \)
L lz° ) - ------------------- --------------

H XH 2P[CÖ2 H
(3)

where, Q, P, K, Kw are constants at a given temperature, H2 is the Henry's law 
constant of carbon dioxide, [C 02] is the concentration of carbon dioxide in the 
air (calculated from the average mixing ratio of 380 ppm, in 2002-2003).
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Later on, laboratory experiments (Ayers et al., 1985; Dasgupta and Dong, 
1986) demonstrated by laboratory experiments that theory of Hales and Drewes 
(1979) is not suitable, and the classical Henry’s law should be used to calculate 
the compensation-point concentration. Due to the obvious contradiction among 
different authors and results between field and laboratory measurements, we 
have calculated the compensation-point concentrations using single Henry’s law 
and the modified solubility theory of Hales-Drewes as well.

2.3. The gradient method

The gradient method was applied for validation of compensation-point models 
and in case of ammonia to verify two different outputs of models based on 
different solubility theories. The net gradient flux of a gas can be determined by 
the following equation supposed the similarity in exchange of heat and trace 
gases (Weidinger et al., 2000; Foken, 2006):

F T? ACF = -PmK H —  ,
Az (4)

where K h is the turbulent diffusion coefficient of the heat flux in a certain layer, 
AC is the concentration difference between two heights above surface, Az is the 
difference between the two heights, pm is the average density of the moist air. 
Turbulent diffusion coefficient at dimensionless height (g  = ( z - d ) l  L )  can be 
calculated using the similarity theory by the following formula:

K H (s )= K"‘( c d > • <5»
<Ph {C)

where k is the Kármán constant (usually set to 0.4), u«is the friction velocity, z
is the height, d is the displacement height, L is the Monin-Obukhov length, op„ 
is the universal function of sensible heat flux. Above water surface the 
displacement height is zero. Parameterizations of Businger et al. (1971) and 
Dyer (1974) were used for determination of the universal functions in different 
stratifications. The calculations of the friction velocity are described in Section 2.4.

2.4. The micrometeorological input

Turbulent diffusion coefficient for the gradient method and different resistances 
for compensation-point model were calculated by two different 
micrometeorological methods. First, we used the Monin-Obukhov theory to 
determine the turbulent sensible heat fluxes, the Monin-Obukhov length, and the 
friction velocity. It is named as resistance model (RM), since it was applied to
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calculate the resistances (Weidinger et al., 2000; Acs and Szász, 2002; Acs, 
2003). Another model, namely the I D numerical FLake model (FM) was also 
used to determine the same characteristics (Mironov, 2008).

At first, both models calculate the net radiation (Qs) by the following 
equation:

Qs - Q h  +Qe +Qg ’ ( 6 )

where Qh, Qe are the sensible and latent heat fluxes, Qc is the heat flux into the 
water.

Calculation of momentum flux ( r ), sensible heat flux (Qh), latent heat flux 
(Qe), and trace gas fluxes (Qc) can be described by the following equations 
(Foken, 2006):

_  2 _ y  du
Z" — Pm11* — Pm^ M ’ (7)

Qh pmPmu*T* -~Pmcpm^HZ^,
dO
dz ( 8)

Qe Apmu*q* ÁpmKp , (9)

Qc = ~P,„U-C* = -p,„Kc -^r ,dz
( 10)

where cpm is the specific heat at constant pressure, 2 is the phase transition 
energy, z is the height, 0 , q , c , u are average potential temperature, specific 
humidity, trace gas concentration, and wind velocity, respectively, , Tt , q, , 
c, are dynamical parameters for wind velocity, air temperature, specific humidity, 
and trace gas concentration, respectively. Ks is the turbulent diffusion coefficient 
of a certain property xe (M ,H ,E ,C )  as momentum, sensible, latent heat, and 
trace gas. We assume that eddy diffusivity coefficients of sensible and latent heat 
and trace gases are similar KH = KE -  Kc .

With the knowledge of the gradient of certain micrometeorological 
parameters (Weidinger et al., 2000; Mészáros, 2002), the universal functions of 
momentum, heat, humidity, and trace gases can be calculated as:
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du ll*
dz /c(z -  d)

d e _ T*

dz k {z -  d)

dq q*
dz N 1
dc _ c*
dz /c(z - d )

(Pm (iT)> 

<Ph (C)> 

<<Pe (C). 

<Pc(C),

( 1 1 )

( 12)

(13)

(14)

where £ = (z-d )/L  is the dimensionless height and L is the so-called Monin- 
Obukhov length. Other parameters have been described previously. <ps 
se  (M,H,E,C) is the universal function of a certain property as momentum, 
heat, humidity, and trace gas.

The Monin-Obukhov length is determined by this formula:

9
(15)

where (3 -  g / 6 is the stability parameter, g is the acceleration of gravity.
The general forms of universal functions (Arya, 2001) of momentum and 

sensible heat are described as:

i
(Pm = ^ ~ Y £ ) \ o V ''N (unstable), (16)

<pu = i  + P\ £, if 0 <  ^ (stable), (17)

1

<Ph = a (l - r 2C)2, o V (unstable), (18)

<P,i = a + — £  = a (  1 +  A O ,  
a

if 0 <  £ (stable), (19)

where a, /?,, Px,y^,y2 are constants derived from the micrometeorological 
experiments of Businger et al. (1971) and Dyer (1974).
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By integration of the Eqs. (11-12), turbulent characteristics for a certain 
layer are described as follows:

where *FM> Vn are integral forms of stability function of momentum and sensible 
heat.

Stability functions in cases of stable and unstable stratifications are:

where xM = (1 — Yi Q' 4, xh = (1 - y 2 Q1'4.
RM model uses Eqs. (16-19) for calculation, where the constants used have 

been measured at the Kansas experiment of Businger et al. (1971):

a  = 0,74; /?, = 4,7; = 4 ,7 / o r ;  yt = 15; y2 = 9 . (25)

After calculation of radiation balance, RM is resolving the Eqs. (15, 20-21). 
We considered Z|=z0= 0 .0003  m, and water temperature was applied at height Z/. 
Model uses iteration method to calculate friction velocity (w„), dynamic 
temperature (7) ), and sensible heat flux using Eq. (8). Sensible heat flux was 
calculated using the assumption that (pE = (pH based on the difference in specific 
humidity. At the end of calculations, heat flux into the water is determined as 
residual term in radiation balance.

Since RM uses measured water temperatures at depth of 1 m for 
calculations, we tried to find a lake model which is able to predict the surface
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temperature of a shallow lake. The FLake model (FM) is able to predict a 
vertical temperature structure in lakes at various depths on time scales from a 
few hours to a year.

The change in water temperature is described by the following equation in
FM:

where h is the depth of mixed layer, T,, is the surface temperature of water (the 
same as the temperature in the upper water layer), pw is the density of water, cw 
is the specific heat capacity of water, QK is the heat flux through air-ice-water or 
air-water interface, Iw is the radiation flux through air-ice-water or air-water 
interface, QM is the heat flux at the bottom of mixed layer, 1(h) is the radiation 
flux at the bottom of depth layer ( / 7) .  Terms Qw and /„ are defined as 
Qg = Q, + A, for Qg referring to Eq. (6).

FM uses the following method for calculations. First, prognostic and 
diagnostic values of the model are set to their initial values. As next step, the 
albedo of water, ice, and snow and also optical characteristics of water are 
determined. It follows the calculation of long wave radiation from surface and 
shortwave heat balance. With the Monin-Obkuhov theory momentum, sensible, 
and latent heat fluxes plus the dynamic velocity are derived. At the 
parameterization of the universal functions Eqs. (16-19), FM uses constants of 
Dyer (1974):

a  = \ \P x= j82 =5\Y\ = y 2 = 16. (27)

For further calculations FM uses the Euler explicit scheme. In all time steps 
all model variables are derived. As the next step, heat flux through air-ice-water 
or air-water interface, a heat flux utilized in calculations of the convective 
boundary-layer evolution in the lake water, then heat flux through water-bottom 
sediment interface are computed. Later on, it follows to determine change in 
thickness and temperature of ice and snow, mean temperature of water column, 
mixed-layer depth, mixed-layer temperature, bottom temperature, and shape 
factor with respect to temperature profile in thermocline. Depth of upper layer of 
bottom sediments penetrated by thermal wave and temperature at that depth are 
computed. At the end, lake surface temperature is updated. That is set equal to 
either temperature of the water-surface temperature, or to surface temperature of 
ice or snow. The model applies a 10-step iteration method. More details for the 
FLake model description refer to Mironov (2008) and Mironov et al. (2010).
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Both models determine the turbulent fluxes dynamic velocity, and also 
stratification. Then, aerodynamic resistances can be derived to solve the 
following equation (Acs et al., 2000) using Eq. (5):

z

where KH is the turbulent diffusion coefficient of sensible heat flux in a certain 
layer.

The boundary layer resistance can be calculated by the following formula 
(.Kramm el al., 1996):

(29)

where Sc is the Schmidt-number, Pr is the Prandtl-number, and P is an empirical 
constant (2/3). The quotient of Schmidt- to Prandtl-numbers are 0.96 for 
ammonia and 1.44 for nitric acid (Hicks et al., 1987).

3. Results and discussions

3.1. Calculation o f resistances and turbulent diffusion coefficients

Turbulent heat and momentum fluxes and diffusion coefficient were parallel 
determined by resistance (RM) and Flake models (FM) (Acs and Szász, 2002; 
Mironov, 2008) between January 2001 and December 2004 on hourly base.

Input data for resistance model are: water and air temperature, wetness 
characteristics (e.g., specific humidity), wind velocity and direction, 
cloudiness, and global radiation. Output data are: hourly averages of 
momentum flux (x),  sensible (Qf) and latent (QE) heat fluxes, turbulent 
diffusion coefficients (Kt,), resistances (Ra, Rh), and Monin-Obukhov length 
(L) on the basis of methods described by Acs et al. (2000), Weidinger et al. 
(2000), and Fokén (2006).

Input data for FLake model are: rate of snow accumulation, global 
radiation, longwave radiation, wind velocity, and temperature, humidity, and 
pressure of air. Initial conditions (Table 1) were determined by Vörös et al. 
(2010) based on measurements and sensitivity analysis. Initial mean water 
temperature was always set to the measured water temperature of the lake.
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Table 1. In itia l conditions and pred ic ted  variab les in F L ake  m odel

Type Symbol Name Setting/
initialization

Depth_w Depth of lake* 0.9 m
Fetch Wind fetch 3000 m

Initial TbsO Sediment temperature 283.15 K
conditions Depth_bs Depth of sediment 3 m

Latitude Geographical situation 47°
Albedo Albedo 0.095
T1 snow Snow temperature 273.15 K
T1 ice lee temperature 273.15 K
Tmm, Mean water temperature 274.25 K
T„ML Temperature in boundary layer 274.25 K
Tbot Temperature at boundary of water/sediment 274.25 k

Prognostic Tsi Temperature at the bottom of upper sediment 283.15 K
variables Co Shape factor 0.50

h,lsnow Snow depth 0m
bice Ice depth 0 m
hm. Thickness of mixing layer 0.9 m
hB\ Depth of upper layer of sediment 3 m
Lfc Temperature in the previous time step 274.25 K

*Based on the sensitivity analysis of FLake model for Lake Balaton after Vörös et al. (2010)

Output data of FLake model are: turbulent fluxes over lake, turbulent 
diffusion coefficient of sensible heat flux, aerodynamic and boundary layer 
resistances, and Monin-Obukhov length.

Data of calculated hourly energy balance components by the two methods 
were governed mainly by the water temperature and input meteorological 
variables. Extreme figures caused by i) difference of measured (RM) and 
modeled (FM) water temperature, ii) high negative value of sensible heat flux 
during stable conditions at high wind velocity, and iii) by overestimation of 
latent heat flux during very unstable stratifications were filtered. Corrections 
were applied for cases with extreme large deviations between the figures 
calculated by the two methods caused by unreliable output data at least from one 
of the methods. Filtration criteria were as follows:

i) radiation balance must not be lower than -120 W m 2,
ii) latent heat flux must not reach 450 W trf2,
iii) lower and upper thresholds for sensible heat flux were -75 W irf2 and 

175 W m 2, respectively.

Application of these criteria is justified by, e.g., Liu et al. (2011) in 
calculation of direct fluxes for a water reservoir. Data over or below these limits
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were replaced by the limit figure itself. Hourly energy balance was closed in 
these cases by change of heat flux into water.

Corrections were applied in cases when difference in heat fluxes into water 
was larger than 200 W m 2. In these cases by proportional variation of sensible 
and latent heat fluxes -  keeping the Bowen-ratio constant calculated by the two 
methods the difference between heat flux into water was kept below 
200 W m 2. According to the criteria above, corrections were applied in 3 to 6% 
of cases in the different years.

For validation of results we compared the monthly evaporation rates with 
that of calculated by Central-Transdanubian Water Directorate on the basis of 
Meyer-formula (Anda and Varga, 2010), for the period of 2001-2004. 
According to Kovács (2011) and Szilágyi and Kovács (2011), the Meyer-formula 
(MF) simulates well the real evaporation for Balaton. The monthly evaporation 
rates calculated by the different methods can be seen in Fig. 1. Correlations 
between model results (MF)-(FM) and (MF)-(RM) are r=0.93 and r=0.80, 
respectively, both are significant relations at /7=0.01 probability level.

F ig .l. M o n th ly  e v a p o ra t io n  r a te  c a lc u la te d  b y  th re e  d if fe r e n t  w a y s  fo r  L a k e  B a la to n  (M F : 
M e y e r- fo rm u la , F M : F L a k e  m o d e l ,  R M : re s is ta n c e  m o d e l)

Yearly sum of evaporation calculated by the three different methods can be 
seen in Table 2. There is a good agreement between the mean values of MF an 
FM models, while RM underestimates the evaporation in comparison to others. 
The deviations among the mean values of three models are below 20%.
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Table 2. Y e a r ly  e v a p o ra tio n  ( in  m m )  c a lc u la te d  b y  th re e  d if fe re n t m e th o d s  
((M F : M e y e r- fo rm u la , F M : F L a k e  m o d e l, R M : re s is ta n c e  m o d e l)

Year MF FM RM
2001 887 8 9 2 841

2002 92 2 85 5 725

20 0 3 98 2 9 3 8 843

2 0 0 4 778 8 1 7 728

Mean 892 876 784

Mean monthly sensible heat fluxes were also determined by both FM and 
RM methods (Fig. 2a). It is generally a small value for lakes in comparison to 
radiation balance (Fig. 2b), because the stratifications over the lake are close to 
the neutral. The differences probably derive from differences between measured 
(RM) and calculated (FM) water surface temperatures.

(a) . RM 
♦  FM

+
Apr Aug Dec Apr Aug Dec *kpr Aug Dec Apr Aug Dec 

2001-2004

Fig. 2. V a r ia tio n  o f  m o n th ly  m ean  o f  s e n s ib le  h e a t  f lu x , QH (a ) a n d  r a d ia tio n  b a la n c e , Qs 
(b )  c a lc u la te d  b y  tw o  d if fe re n t m o d e ls  (F M : F L a k e  m o d e l, R M : r e s is ta n c e  m o d e l)
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Fig. 2b shows the course of monthly mean of radiation balance. 
Parameterization of surface energy budget components can be described by 
Eq. (6). The agreement between the two models is appropriate. Calculated 
turbulent diffusion coefficient of sensible heat between the heights of 12.3 and 
2.8 meters using FM and RM methods for the period of experiment carried out 
in July 2002 gives also a good agreement as it can be seen in Fig. 3a. By the 
knowledge of KH, we can estimate the exchange rate of gases by the gradient 
method supposing that exchange for heat and for trace gases are similar as 
mentioned above. Correlation between the diffusion coefficients determined by 
the two methods is r=0.96 (/? = 0.01).
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Fig. 3. T u rb u le n t d i f fu s io n  c o e f f ic ie n ts  o f  s e n s ib le  h e a t  f lu x , KH fo r  th e  h e ig h t b e tw een  
12.3 a n d  2 .8  m e te rs  (a )  a n d  f r ic t io n  v e lo c ity  (b ) c a lc u la te d  b y  th e  tw o  d if fe re n t m e th o d s  
( Ju ly  1 0 -2 5 , 2 0 0 2 )



Finally, friction velocities ( u , ) were also compared derived from RM and 
FM models (Fig. 3b). Agreement is good between results of the two models; 
systematic deviations can only be observed in case of higher values. Correlation 
is significant, p=0.97 (p = 0.01).

In summary, it can be stated that the agreement between turbulent fluxes 
calculated by the two models is reasonable providing appropriate input data for 
determination of gas fluxes.

3.2. Modeling o f fluxes

Ammonia and nitric acid fluxes were modeled at first for the period of July 12-25, 
2002 for intercomparison (validation) of modeled fluxes by the results of 
gradient 11 ux measurements conducted in the same period (Figs. 4a,b).

Fig. 4. Ammonia (a) and nitric acid (b) fluxes measured by the gradient method during a 
summer campaign at Siofok observatory
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Ammonia exchange between the lake and the atmosphere was calculated 
on the basis of hourly micrometeorological parameters and 3-hour measured 
concentrations by means of the compensation-point model Eq. (1) using RM and 
FM methods for calculation of resistances. Only good fetch cases (wind from 
lake dominantly during duration of 3-hour samplings) were taken into 
consideration in evaluation. Compensation-point concentration of ammonia was 
calculated parallel by using the simple Henry’s law equation and by the 
modified solubility theory of Hales-Drewes taking into account the effect of 
carbon dioxide on the solubility of ammonia in water at low concentrations. 
Ammonia concentration in air (at /7 = 12.3m above water surface), 
ammonium+ammonia concentration and pH in water were measured as 
described in Section 2.1. Average of the 3-hour eddy diffusion coefficients for 
sensible heat was used in calculation.

The pH is a crucial parameter in controlling ratio the of ammonia to 
ammonium in diluted water solutions. It follows form Eqs. (2) and (3), that one 
unit decrease in pH results in one order decrease in compensation-point 
concentration. Ammonia in acidic solutions (pH < 7) -  being a weak base -  
exists dominantly in protonated form (NH4+) prohibiting the escape of ammonia 
gas from the water. In the range of pH of the lake (pH=8.3-8.9), ammonia and 
ammonium exist together making the bi-directional change (either volatilization 
or absorption) of ammonia between the water and the atmosphere possible. Sign 
of the tlux is determined by the difference in compensation-point and 
atmospheric concentration of ammonia according to the Eq. (1).

Other two input parameters of compensation-point model were the 
aerodynamic and boundary-layer resistances; they were calculated using both 
the resistance and FLake models as described in Section 2.4. Average 
resistances calculated by the two models were used (for details refer to 3.5).

Flux of nitric acid was modeled by the same way as of ammonia, the only 
difference is that HNCf does not exist in molecular form in diluted solutions, 
especially in the pH range of 8.3-8.9. It follows, that in Eq. (1) the 
compensation-point concentration of nitric acid equals to zero. Nitric acid 
concentrations in air were sampled by 3-hour sampling and analyzed as 
described in Section 2.1.

3.3. Measurement offluxes o f  ammonia and nitric acid by the gradient method

For validation of models, dry fluxes of ammonia and nitric acid were measured 
during a summer campaign at the shore of the lake by the gradient method 
between July 12 and 25, 2002. Concentration gradients were determined by 
concentrations measured at 2.8 m and 12.3 m heights near/above the water 
surface by 3-hour samplings according to Eq. (4). Turbulent diffusion 
coefficient was derived from Eq. (5). Averages of 3-hour diffusion coefficient 
were used in calculation. Fluxes of ammonia and nitric acid by the gradient
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method during expedition can be seen in Figs. 4a,b. The 3-hour mean fluxes 
were varied between -18.9 ng irf2 s~' and 16.3 ng irf2 s~' for ammonia and 
between 2.8ngnT2s~' and -24.1 ng nT2 s~' for nitric acid. (Positive figures 
derive from the 10% uncertainty of nitric acid concentration measurements.) 
Certainly, only good fetch cases (wind dominantly from lake during the duration 
of 3-hour samplings) were taken into consideration in the evaluation. 
Concentrations -  especially for nitric acid -  sometimes were below the detection 
limit; in these cases fluxes were not computed.

3.4. Validation, comparison o f modeled and measured fluxes

The 3-hour mean of ammonia fluxes measured by the gradient method and 
modeled by the compensation-point model (using both resistance and FLake 
models for calculation of resistances) were compared for the period of summer 
campaign in 2002. The regression of the measured and modeled fluxes can be 
seen in Figs. 5a,b. Compensation-point concentrations for models were 
calculated both by simple Henry’s law and Hales-Drewes solubility theory. 
Three-hour averages of calculated and modeled fluxes were plotted. Modeled 
fluxes are calculated as the mean of the results of the resistance and the FLake 
models. (The deviation between results of resistance and FLake models can be 
seen in Table 2.)
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Fig. 5. Comparison of measured ammonia fluxes with results of compensation-point 
model used a) Henry’s law; and b) Hales-Drewes theory for calculation of compensation- 
point concentration in ng m 2 s ' for the period of July 12-25, 2002

The main parameters of comparison can be seen in Table 3. According to 
Fig. 5 and Table 3, the difference between results of the two solubility theories
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is significant. In contrast of finding of Ayers et al. (1985) and Dasgupta and 
Dong (1986), who demonstrated by laboratory measurement that classical 
Henry’s law is applicable for solubility of ammonia, it seems that modeled 
fluxes by the theory of Hales and Drewes ranges much better with our gradient 
method measurements. Though, according to theory of Hales and Drewes 
(1979), carbon dioxide decreases the solubility of ammonia (increases the 
compensation-point concentration as a probable effect of carbamic acid), a 
reversed picture can be observed from our results. As Fig. 5 and Table 3 show, 
the fluxes are much lower calculated by Hales-Drewes theory suggesting that 
solubility of ammonia is rather increasing in the pH regime representative for 
the lake water. The supposed effect of carbon dioxide as the function of pH is 
illustrated in Fig. 6 calculated at 20° C with the average [NH4 ]W+[NH3]W 
concentrations measured in the modeled period (1.61 10 h M)by Eq. (3). As it 
can be seen, the effect of carbon dioxide strongly depends on the pH. At 
pH < 8.25, COi enhances the volatilization ol ammonia above that the influence 
turns to the inverse. This relationship explains our results, because during the 
summer experiment the pH of lake water was always above 8.65.

Table 3. Mean parameters in comparison of ammonia fluxes measured and modeled by 
the two solubility theories

Hales-Drewes theory Henry’s law
Water temperature 22-29 °C
pH 8.65-8.72
Cw (ammonia + ammonium) 48-58 pM
Mean flux 2.21 ng m 2 s 1 24.4 ng n f 2 s“1
Degree of freedom 46
Correlation r = 0.72 r = 0.24
Significance (probability level) p = 0.01 Non significant

Data in Table 3 suggest the applicability of Hales-Drewes solubility theory 
instead of the classical Henry’s law in calculation of compensation-point 
concentration in flux modeling, since correlation is significant, furthermore, the 
measured (2.11 ng m-2 s ') and modeled (2.21 ng m 2 s ') average fluxes were 
practically the same (SD=6.59 and 8.08, respectively). In contrast, modeled 
fluxes using the single Henry’s law equilibrium constant only for ammonia 
(excluding C 02) gives a mean flux higher by one order without significant 
relationship with the measured fluxes. Deviation from single Henry’s law 
solubility theory was found in earlier investigations as well (Lau and Charlson, 
1977; Horváth, 1982), underlying the disagreement among field and laboratory 
measurements in estimating the effect of C 02 on the solubility of ammonia. To 
clarify the reason of this disagreement, further research is needed in this field.



Fig. 6. Compensation-point concentration of ammonia in diluted water solution at 20 °C 
in the function of pH calculated by the Henry’s law and the Hales-Drewes theory at 
[NH4+]W+[NH3]W= 1.61 10~6M

Modeled fluxes of nitric acid were verified by fluxes measured by the 
gradient method similarly to ammonia. Samplings, gradient measurements, and 
gradient flux calculations were the same. Regression is illustrated by Fig. 7. The 
correlation between the calculated and modeled fluxes is r=0.68 (p=0.01).
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Fig. 7. Comparison of measured nitric acid fluxes with results of compensation-point 
model (ng m‘2 s'1) for the period of July 12-25, 2002



3.5. Flux calculation by the RM and FM models using new solubility theory

Ammonia exchange between the lake and the atmosphere was modeled on the 
basis of hourly micrometeorological parameters and daily concentration 
measurement of atmospheric ammonia between 2001 and 2004 by the 
compensation-point model Eq.(l) using the RM and FM models for calculation of 
resistances. Daily ammonia concentrations were measured near the lake between 
March 2002 and February 2003, while for the remaining period, interpolated data 
were used from two Flungarian background air pollution monitoring stations 
(.Farkasfa and K-puszta). The agreement is relatively good (Fig. 8a), showing a 
uniform pattern of background ammonia concentration all over Hungary.
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Fig. 8. Comparison of monthly mean ammonia (a) and nitric acid (b) concentrations in pg 
N m 3 measured near the lakeside (Siófok) and the average of two background air 
pollution monitoring stations (K-puszta, Farkasfa) in pg m between March 2002 and 
February 2003 (r = 0.90 and 0.78 for ammonia and nitric acid, respectively, and p  = 0.01)

For calculation of the compensation-point concentration, the knowledge of 
pH, and sum of NH3 and NH4+ concentrations in water were necessary. They 
were provided by the Middle Transdanubian Inspectorate for Environmental 
Protection, Natural Protection, and Water Management, measured on the basis 
of periodic measurement at five sampling points around the lake (Figs. 9a, b).
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Flux rates calculated by the two models had to be selected according to the 
wind direction. Determined by the location of the measurement point, the fetch 
criteria (homogeneous open water surface within at least 1 km) are fulfilled in 
the sector of 203 to 68 degrees clockwise. In the “wrong” sector, air temperature 
and wind velocity -  both determining the exchange processes -  are different 
from parameters measured in the “good fetch” sector.

Fluxes by the compensation-point model based on RM and FM were 
calculated on hourly base. Mean monthly fluxes can be seen in Fig. 10a. The 
compensation-point concentration of ammonia was generally higher in summer
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half-year compared to the atmospheric concentrations resulting in emission 
peaks in this season. As a yearly average, net flux can be calculated in each year.

Deposition model of nitric acid is similar to the compensation-point model 
of ammonia. Only difference is that compensation-point concentration of nitric 
acid is zero in Eq. (1). Calculation method of nitric acid fluxes was the same as 
for ammonia using direct concentration measurements (March 2002-February 
2003) and interpolated concentrations from the 2 background monitoring 
stations. The correlation between direct measurements and interpolated 
concentrations can be seen in Fig. 8b. Fig. 10b shows the mean monthly nitric 
acid fluxes for the four-year period.

2001-2004

Fig. 10. Modeled mean monthly rates of ammonia (a) and nitric acid (b) fluxes (error bars 
denote the difference between two modeled fluxes by RM and FM)



In frozen periods (typically between the end of December to middle of 
February), fluxes were not computed since compensation-point concentration of 
ammonia is unambiguously zero, because the frozen surface prevents emission. 
Theoretically, deposition (adsorption) is possible onto ice surface probably 
followed by emission (desorption). Moreover, concentrations of ammonia and 
nitric acid in winter season are much lower since the equilibrium of 
(NH3)„as+(HNOOgas^lNIFNOiJpardeie process highly depends on air temperature 
and humidity (Stetson and Seinfeld, 1982). Low temperature and high humidity 
favor aerosol formation in frozen periods. For these reasons, deposition during 
frozen lake event was estimated to be negligible.

Yearly average of ammonia (by Hales-Drewes theory) and nitric acid dry 
fluxes calculated by FLake (FM) and resistance (RM) models are compiled in 
Table 4. For ammonia, upward (emission) fluxes were modeled in each year 
with large difference among years caused by extremely high 
ammonia+ammonium concentrations in lake water in different years (Fig. 9a). 
For nitric acid, the pattern is more even, there are no large differences among 
years.

Table 4. Yearly mean of ammonia and nitric acid fluxes over Lake Balaton (2001-2004) 
using the different turbulence models (FM: Flake model, RM: resistance model)

models 2001 2002 2003 2004 m e a n

(mg N m 2 year ')
FMNHj 42.6 6.01 17.3 138 5 1 .0
RM NH3 43.8 12.5 23.4 156 58.9
mean 43.2 9.27 20.4 147 5 4 .9

FM HN03 -38.3 -37.8 -39.7 -28.5 -36.1
RM HNOj M0.6 -38.9 ^10.0 -29.4 -37.2
mean -39.5 -38.3 -39.9 -29.0 - 3 6 .7

4. Conclusions

Dry flux of ammonia gas and nitric acid vapor were modeled both by a simple 
resistance model and by the more sophisticated FLake model.

Between the years of 2001 and 2004, net yearly ammonia emission and 
nitric acid deposition were observed at Lake Balaton. Calculated net NH3 
emission and HN03 deposition to the whole surface of lake between 2001 and 
2004 were 32.7 t N year1 and -21.8 t N year”1, respectively. The magnitude of 
these figures is less by one order of magnitude compared to nitrogen load from 
wet deposition and from dry deposition of aerosol particles that takes



-437 tN  year 1 in the same period (Kugler and Horvath, 2008). It means 
that dry fluxes of ammonia and nitric acid do not play important role in the 
N-budget and in the eutrophication of Lake Balaton in those years.

The pH range in the lake water allows bi-directional flux of ammonia. 
Direction of net flux (emission or deposition) depends mainly on concentrations 
in the water and air. Ammonia exchange can act as a buffering system, i.e., in 
case of a high N-load into the lake from other sources (rivers, waste water, run
off, etc.), the effect can be buffered through nitrogen emission in form of NH3 as 
a consequence of the elevated compensation-point concentration. In contrast, in 
lack of enough nitrogen for living systems, ammonia can be absorbed 
(deposited) parallel with decrease of compensation-point concentration 
controlled by the water. The main consequence of this phenomenon can be that 
eutrophication of Lake Balaton (and probably of other lakes with similar pH) is 
probably phosphorus limited.

Comparing the measured ammonia flux with the fluxes calculated by 
compensation-point model based on the single Henry’s law theory and by the 
modified solubility theory of Hales-Drewes, it can be concluded that in our case 
latter theory describes better the exchange processes, suggesting that effect of 
carbon dioxide on the solubility of ammonia can not be excluded. However, in 
contrast with Hales-Drewes, who suggested the decrease the solubility of 
ammonia in presence of C 0 2, we find an opposite effect, i.e., C 02 favors the 
solubility of ammonia in the pH-range of the lake. To eliminate the obvious 
contradiction among the different solubility theories, further researches are 
needed in the future.
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Abstract—Reliable long time series have key role in climatological research. Long term 
observations involve inhomogeneities due to change of measuring methods, sensors, 
surroundings of stations, or moving into a new location. Therefore, homogenization is 
necessary in order to make reliable analysis of datasets. In this study, the MASH 
(Multiple Analysis of Series for Homogenization) procedure developed at the Hungarian 
Meteorological Service was applied to improve our wind time series. Daily wind datasets 
were homogenized at 19 Hungarian synoptic stations in the period from 1975 to 2012. 
This paper discusses the validation of the homogenization process and presents the 
quality control results.

Key words', wind speed, homogenization, MASH application, Hungarian wind climate, 
measurement automation

I. Introduction

The existence of long and reliable instrumental climate records is necessary both 
to assess climate variability and climate change and to validate climate model 
outputs (Freitas et at., 2013). Analysis of appropriate and good quality datasets 
may help to mitigate possible negative effects of climate change. Furthermore, 
besides temperature and precipitation, wind is also a key meteorological 
element, therefore, it is essential to study average and extreme characteristics 
and tendencies of present and future wind climate.

Hungarian wind climate research at the Eötvös Loránd University in 
Budapest is based on the analysis of past, present, and modeled wind field data



sets. Projected wind fields are provided by the adapted and validated RegCM3 
regional climate model (Torma et al., 2008) experiments for future periods 
(2021 -2050 and 2071-2100) for the Carpathian Basin.

We analyzed present wind climate using measurements of Hungarian 
synoptic stations, and gridded reanalysis data (Peline et al, 2011). Hungarian 
synoptic measurement network has been developed and installed by the 
Hungarian Meteorological Service taking into account suggestions of the World 
Meteorological Organisation (WMO, 2011). Because of the last decades’ 
developments of measurement and communication technologies, the wind 
observing network has changed several times, which is unfortunately quite 
usual. The most significant change was automation -  i.e., change traditional 
measuring instruments into automated measuring systems -  during 1995-1996. 
This major change introduced large variations in the climate signal, and caused 
inhomogeneities in the data sets. In fact, long instrumental records are very 
rarely homogeneous because of the changing surroundings of measuring sites 
(new buildings, vegetation growth, etc.). To avoid misinterpretation due to this 
inhomogeneity, the available time series can be divided into subsets. For 
instance, we used two subsets in case of previous (Peline et al, 2011) wind 
climate analysis using wind data originating from traditional (1975-1994) and 
automated (1997-2012) measuring systems.

In addition to automation other causes may also lead to inhomogeneities 
such as substitution or relocation of weather stations, changing anemometer type 
or aging of the instruments, changes in measuring height, surroundings (e.g., 
urbanization), surface coverage, and roughness. Therefore, documentation of 
metadata is a crucial issue during any kind of meteorological measurement.

The above-mentioned changes could result in inhomogeneities, which 
cannot be explained by climatological reasons. Brake points in the data sets 
coincide with change in the probability distribution function of the 
measurements. These inhomogeneities must be detected and removed before 
further analyses. For this purpose mathematical methods are widely used, one of 
them is the Multiple Analysis of Series for Homogenization, MASH v3.03 
(Szentimrey, 1999, 2011) developed in HMS. This technique is used here for 
homogenization of available daily wind speed time series between 1975 and 
2012 for records of 19 Hungarian synoptic stations. 2

2. Homogenization with MASH application

A homogeneous climatological time series can be defined as time series where 
variability is only caused by changes in weather and climate (Aguilar et al, 
2003). To decide whether or not a long time series is homogeneous, there are 
different detection and correction methods available for possible use. These 
methods are all based on mathematical formulation and climatological
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experience, however, their performances are different. Objective comparison of 
these existing methods was carried out in the framework of a scientific 
programme COST Action HOME ES0601: Advances in Homogenization 
Methods of Climate Series: an integrated approach {HOME, 2011; Szentimrey, 
2013). The HOME tests concluded that MASH was one of the most successful 
methods (Domonkos et al., 2012, Domonkos 2013, Venema et a/., 2012), that is 
why we used it in this study.

MASH application is a relative homogeneity test procedure {Szentimrey, 
1999). This tool consists of mathematical formulation, climatological station 
information (metadata), and software development for automation. Application 
does not assume that the reference series are homogeneous. The candidate series 
is chosen from the available time series (for example daily wind speed data), and 
the remaining series are considered as reference series. As running the 
application, the role of series changes step by step during the procedure. 
Depending on the climatic element, additive (for temperature) or multiplicative 
(for precipitation or wind speed) models can be used.

It is possible to homogenize monthly, seasonal, or annual time series. The 
daily inhomogeneities can be derived from the monthly ones {Szentimrey, 2008). 
The application provides automatically the probable dates of break points for 
further usage, and the homogenized, completed and quality controlled time 
series. Although MASH is able to use metadata (for example the date of 
relocation) during the break point detection, it was not used during this work.

In this study, daily wind speed data sets for 19 stations {Fig. 1) were 
derived from at least 8 hourly wind speed data a day. Before calculating daily 
wind speed, hourly data was quality controlled and corrected. Metadata of 
stations is summarized in Table 1. Data are available from 1975 to 2012 at most 
stations. At station Paks (No. 15), measurements started only on May 1, 1979. 
Altogether more than one year is missing at Zalaegerszeg (No. 11) during 1993 
and 1994. It is also important to note that 50 days are missing at Kecskemét 
(No. 17) in 2009.

A multiplicative model was applied for homogenization of daily wind 
speed data using the 0.05 significance level. Original series can be described as 
Eq. (1) affected by climate change, inhomogeneity, and noise effect {Szentimrey, 
2011) .

Original series for multiplicative model is

XÓ,j{t) = C*{t) ■ IHj{t)  • £*{t), ( /  =  1 , 2 ........n ) ,  (1 )

where C* is the climate change, IH* is the inhomogeneity, s* is the noise.
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Fig. 1. Hungarian stations used at MASH application for homogenization.

012722

°1 2 8 0 5  A  2822 12851 ^

012812 12*843 1285*2

0  O  n
12910 12915 , ^ 36

012860

°12970

0 1 2 9 2 5 012950 1 2 9 ^

q 1 2960 012982

1 2 9 4 2 0

Table 1. Metadata of Hungarian stations used at MASH application for homogenization 
(in 2012)

No. WMO Station name Lón 
1° El

Lat
l°N|

Altitude
|m|

Anemometer 
elevation [ml

Missing 
data |%1

1 12772 Miskolc 20.77 48.10 232.8 16.25 0.0
2 12805 Sopron 16.60 47.68 233.8 18.40 <0.1
3 12812 Szombathely 16.65 47.20 201.1 10.56 <0.1
4 12822 Győr 17.67 47.71 116.7 11.16 0.0
5 12843 Budapest Lőrinc 19.18 47.43 139.1 14.68 <0.1
6 12851 Kékestető 20.02 47.87 1011.3 25.07 <0.1
7 12860 Szolnok 20.13 47.17 108.1 10.40 <0.1
8 12882 Debrecen 21.61 47.49 107.6 10.23 0.1
9 12892 Nyíregyháza 21.89 47.96 142.1 15.98 0.2
10 12910 Szentgotthárd 16.31 46.91 311.7 16.61 0.1
11 12915 Zalaegerszeg 16.81 46.93 240.1 10.40 3.3
12 12925 Nagykanizsa 16.97 46.46 139.8 13.69 0.1
13 12935 Siófok 18.04 46.91 108.2 15.10 0.0
14 12942 Pécs 18.23 46.01 202.8 10.55 0.0
15 12950 Paks 18.85 46.57 97.2 9.80 11.4
16 12960 Baja 19.02 46.18 113.0 10.30 0.1
17 12970 Kecskemét 19.75 46.91 114.0 10.40 0.4
18 12982 Szeged 20.09 46.26 81.8 12.25 <0.1
19 12992 Békéscsaba 21.11 46.68 86.2 6.50 <0.1

3. Results

MASH v3.03 procedure produces quality control results automatically (e.g., the 
number of days with error, total number of errors; their dates), identifies 
problematic series, and gives the estimated error values. First, our input data was
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checked with partially automated self-developed computer codes including basic 
controlling rules and the detected errors were corrected manually before 
homogenization. As a result, only 2 errors (on two consecutive days) were 
detected at one of the stations, Szombathely (No. 3). Normally, file of MASH 
quality control results contains the detected maximal positive and the minimal 
negative errors and their dates; however minimal negative error was zero in this 
work (Table 2).

Table 2. Q u a lity  co n tro l re su lts

Dates of the detected errors Maximal positive error |m/s|
August 9, 1995 0.31
August 10, 1995 0.54

During verification of homogenization, the null hypothesis supposes that 
the examined series are homogeneous. The homogenization is acceptable if the 
following condition is true (Lakatos et al., 2013): the test statistic after 
homogenization (TSA) has to be either near the critical value (20.57, 
significance level 0.05) or much less than the test statistic before 
homogenization (TSB). TSA and TSB values are summarized in Table 3. Since 
TSA values are much smaller compared to TSB values, it can be concluded that 
the homogenizations are acceptable and improve the qualities of the station time 
series considerably. The smallest TSB value -  less than 100.0 -  is found in case 
of station 3 (30.11) where the homogenization could not improve the data 
quality (station 3 is the only station with this feature among the 19 stations 
evaluated in this study). In fact, the TSA value of station 3 is larger than the 
TSB value. The small difference between them suggests that only a slight 
correction was made in the time series of station 3, since the original time series 
can be considered homogeneous. However, due to missing data of the original 
data set at this station, we used the homogenized time series in the analysis.

Table 3. Y e a r ly  te s t s ta tis t ic s  fo r  in h o m o g e n e i ty  o f  se rie s

Station No. TSA TSB Station No. TSA TSB

1 151.21 2590.78 11 42.39 953.13
2 26.69 137.10 12 100.19 218.26
3 39.76 30.11 13 69.66 395.84
4 29.49 113.96 14 16.70 492.12
5 23.93 285.97 15 50.67 574.81
6 147.45 229.40 16 47.14 512.55
7 53.85 1715.00 17 35.86 490.28
8 60.62 116.63 18 57.82 178.88
9 49.72 1680.52 19 84.57 359.90

10 36.61 578.96
Average 59.17 613.38
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Table 4 lists annual relative estimated inhomogeneities (REI) and annual 
relative modification of wind speed data sets (RMS). They are proportional to 
standard fluctuation based on their definitions (Szentimrey, 2011).

Fluctuation of series is

x ( t ) ( >  0 ) y ( t ) ( >  0 )  ( t  =  1 , 2 , . . . , n ) :

F ( x )  =  (jY t=imax
'x(t) y(t)\ \ n  
,y(t)' x(t)JJ (2)

Standard fluctuation of series is 

x (t)(>  0) (t = 1,2, ...,n):

=  <3)

where G is the geometric mean.
Relative estimated inhomogeneity (REI) is

SF(lH*) * SF(XT)rei. (4)

Relative modification of series (RMS) is

F(X*0,X*h)*SF(X*0)rms. (5)

Annual variability of wind speed is definitely smaller than other meteorological 
parameters such as maximum temperature or sunshine duration. Seasonal REI of 
daily wind speed time series shows an annual cycle with very small amplitude. 
Analysis of time dependence of REI suggests that averaged values for all 
stations are slightly larger in spring (0.46) and summer (0.55) than in winter 
(0.39) and autumn (0.44). Seasonal REI values vary from zero to 1.01 (Fig. 2), 
the smallest values appear in autumn and summer at stations 3 and 4, 
respectively, whereas the largest REI values can be found in summer at station 7 
(in Szolnok). The maximum difference between the seasonal REI values is in 
Sopron (station 2), where REI is eight times larger in summer than in spring (the 
difference is 0.36). Considering the monthly RMS values (Fig. 3), the average 
adjustments were higher during those months when natural variability of wind 
speed is larger (due to higher thunderstorm frequency). Fig. 3 illustrates the 
RMS analysis at three stations, i.e., Szombathely (station 3), Zalaegerszeg 
(station 11), and Kecskemét (station 17), where annual REI and RMS are 
minimum, maximum, and around the multi-station mean values, respectively.
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Table 4. Annual relative estimated inhomogeneities (REI) and annual relative 
modification of series (RMS)

Station nanie REI Station name RMS
Zalaegerszeg 0.90 Zalaegerszeg 1.57
Szolnok 0.90 Szolnok 1.30
Miskolc 0.88 Nyíregyháza 1.07
Nyíregyháza 0.80 Miskolc 1.06
Pécs 0.61 Pécs 0.90
Szentgotthárd 0.60 Siófok 0.77
Paks 0.53 Békéscsaba 0.70
Siófok 0.51 Szentgotthárd 0.67
Kecskemét 0.51 Paks 0.66
Baja 0.51 Kecskemét 0.63
Békéscsaba 0.50 Baja 0.61
Debrecen 0.36 Debrecen 0.58
Nagykanizsa 0.33 Nagykanizsa 0.45
Kékestető 0.23 Szeged 0.31
Szeged 0.19 Kékestető 0.27
Sopron 0.17 Sopron 0.18
Budapest Lőrinc 0.11 Budapest Lőrinc 0.13
Győr 0.06 Győr 0.08
Szombathely 0.06 Szombathely 0.07
Average 0.46 Average 0.64

Stations
Fig. 2. Seasonal relative estimated inhomogeneity in different stations.
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Fig. 3. Monthly RMS at three stations and station average (left), and average monthly 
RMS and average monthly REI calculated from values of the 19 stations (right).
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During the homogenization process, time series can be modified in any 
year. Break points usually were found throughout the whole period, however, 
data series of some stations were corrected only in a shorter period. Fig. 4 
demonstrates annual number of stations where break points were detected.

L O O  I_n O  LH O  Ln O
h- có oó c F i ö n ö O t - H
CT) O l  CTi CTi CTl O  O  O
tH  t- I tH  tH  r—I (N  (N  Csl

Fig. 4. Number of stations of annually detected break points. (Ellipse A: missing values 
during the 1980’s. Ellipse B: inhomogeneity due to automation.)

In general, there is a decreasing trend towards fewer break points in recent 
times. Metadata may be valuable either during the homogenization or the 
validation procedure (Auer et al., 2005). Based on documented metadata, 
missing values were found frequently mainly at night in most of the analyzed 
stations in the 1980’s (ellipse A). Consequently, daily average wind speed was 
calculated from less number (at least eight) of measurement records. 
Automation process obviously caused inhomogeneity in data series at almost 
every station (ellipse B). Moreover, relocated stations and changed height of the 
measuring sensors also could cause break points (after 2000). In these latter 
cases, the modification factors suggest that the inhomogeneity is often more 
explicit than the effect of automation. Therefore, it is important to take into 
account these effects in planning and installation of measurement systems, 
moreover, it is essential to document any changes in meteorological 
measurement network.

After completing the homogenization process, the distribution of daily 
wind speed changed considerably. Fig. 5 shows the relative frequencies of wind 
speed at three stations before and after homogenization. The RE1 and RMS at 
Zalaegerszeg (station 1 1) are the largest, while the minimum values can be 
found at Szombathely (station 3). Therefore, the largest difference between pre- 
and post-homogenized distributions is at Zalaegerszeg, where the distribution 
shifted to a higher wind speed regime.
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Fig. 5. Relative frequencies [%] of daily wind speed [m/s] at different stations before 
(grey) and after (black) homogenization (1975-2012).

The original and homogenized average yearly wind speed time series are 
shown in Fig. 6 for all analyzed stations. Detected numbers of annual break 
points are indicated at the upper right corner of each diagram. Most of the break 
points can be identified from the documented metadata, however, the actual 
required adjustments cannot be quantified from metadata (Menne et a/., 2005).

In many cases (Miskolc, Szolnok, Siófok), time series were modified (see 
vertical lines in Fig. 6) in the first half of the entire period. Measuring station in 
Miskolc moved to another place in 1990, this change caused a significant 
increase in wind speed. Other documented changes include the automation, 
during which both the type of the anemometer (from Fuess to Vaisala) and the 
method of measurement have changed. Moreover, this modernization usually 
coincided with change of the sensor’s height. For example, stations at Miskolc 
and Szolnok were automated in 1997, and at Siófok in 1995. At Miskolc, the 
sensor was installed from 10 meter (standard elevation of anemometers) to 16.25 
meter. Station Siófok is located at the waterfront of Balaton (the biggest lake in 
Central Europe), the measurements were automated in 1995, when the height of 
the anemometer was lifted to 15.10 meters. After automation in 1997 at 
Szolnok, the type of the anemometer was changed twice, in 2004 and 2011.

However, there are some stations, such as Szombathely and Sopron, where 
smaller modifications were applied during the homogenization process. The 
automation in both stations was completed in 1995. Other effects also influenced 
the homogeneity, namely, (i) station of Szombathely was moved in 2002 with 
unchanged sensor’s height, (ii) station of Sopron was reinstalled twice, in 2003 
and 2005, when height of the anemometer was lifted from 15.64 to 18.40 meter.
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Fig. 6. A v e ra g e  y e a r ly  w in d  s p e e d  [m /s] a t d if fe re n t 
s ta tio n s  b e fo re  (g re y )  a n d  a f te r  (b la c k )  
h o m o g e n iz a tio n . V e r t ic a l  lin e s  s h o w  y e a rs  w h e n  an y  
m e ta d a ta  is d o c u m e n te d  a t  n a tio n a l c lim a te  d a ta  b a se  
b e tw een  1975  a n d  2 0 1 2 . D e te c te d  n u m b e rs  o f  an n u a l 
b re a k  p o in ts  a r e  in d ic a te d  a t th e  u p p e r  rig h t c o rn e r  o f  
th e  d iag ram s.
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MASH procedure homogenizes monthly and daily time series and 
completes missing data for further analysis, e.g., extreme value evaluation or 
model output verification. In this study, different yearly and seasonal percentile 
values (median, 0.90 and 0.99) were calculated for 19 stations from 38-year- 
long time series (1975-2012) before and after homogenization. Fig. 7 and 8 
show that the largest difference was found at Zalaegerszeg. At this station the 
yearly homogenized percentile values (0.50, 0.90, and 0.99) were increased by 
131%, 128% and 140%, respectively. The highest decreasing was at station 19 
(Békéscsaba), where homogenized percentiles are 98%, 96%, and 95% 
compared to percentiles of original time series. Median decreased at six stations,
0.90 and 0.99 percentiles were decreased in eight cases each. The smallest 
correction was applied to station data at Szombathely, No. 3 (100.0%, 99.8% 
and 98.3%) and in Kékestető, No. 6 (100.0%, 100.4% and 104.5%). Moreover, 
some smaller differences are demonstrated in Fig. 8 comparing seasonal 
percentile values.
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■ p50 (after)
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Fig. 7. D if fe re n t y e a r ly  p e rc e n ti le  v a lu e s  b e fo re  a n d  a f te r  h o m o g e n iz a t io n  fo r  in v o lv e d  19 
s ta tio n s  c a lc u la te d  fro m  3 8 -y e a r  t im e  se r ie s  ( 1 9 7 5 -2 0 1 2 ) .

Average yearly wind speed was modified significantly by homogenization 
procedure (Fig. 6). Consequently, the fitted linear trends of average and different 
percentile values also changed at many stations. In this paper, three stations 
(Szolnok, Zalaegerszeg, and Siófok) were chosen to demonstrate these differences 
emphasizing that inhomogeneities may lead to misinterpretations. Fig. 9 shows 
monthly linear trend coefficients of 0.9 percentile values for two periods (1975- 
2012 and 1997-2012) calculated from daily wind speed data before (left) and 
after (right) homogenization for the three stations. Decreasing trends dominate in 
the homogenized datasets analyzing the whole period (1975-2012), and most of
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the increasing trends of the non-homogenized data disappeared. Smaller 
differences were found between homogenized and original data after automation 
(1997-2012). For instance, in case of Siófok, both in November and December 
the detected trends are significant and similar for the homogized and non- 
homogenized times series.

* p 5 0  (b e fo re )  ■  p 5 0  (a f te r )  » p 9 0  (befo re) A p 9 0 ( a f te r )  •  p9 9  (b e fo re )  # p 9 9 ( a f te i

Fig. 8. D if fe re n t s e a so n a l p e r c e n t i l e  v a lu e s  [m /s] b e f o re  a n d  a f te r  h o m o g e n iz a tio n  fo r  th e  
19 s ta tio n s  c a lc u la te d  f ro m  3 8 - y e a r  t im e  se rie s  ( 1 9 7 5 -2 0 1 2 ) .

BEFORE HOMOGENIZATION AFTER HOMOGENIZATION

Months
1 2 3 4 5 6  7 8 9 10  11 12

Months

! Szolnok □ Zalaegerszeg U Siófok

Fig. 9. M o n th ly  l in e a r  tren d  c o e f f ic ie n ts  o f  0 .9  p e rc e n tile  v a lu e  fo r  p e r io d s  1 9 7 5 -1 9 1 2  an d  1 9 9 7 -2 0 1 2  
c a lc u la te d  fro m  d a ily  w in d  s p e e d  d a t a  b e f o re  ( le ft)  an d  a f te r  ( r ig h t)  h o m o g e n iz a tio n  fo r  3 s ta tio n s . T h e  

s ig n i f i c a n t  c h a n g e s  a re  m a rk e d  w ith  le tte r  “ S ” .
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4. Conclusions

Daily wind speed data sets of 19 Hungarian synoptic stations were homogenized 
for 1975-2012. Our preliminary results are summarized in this paper, based on 
them the following conclusions can be drawn. (1) Automation, relocated 
stations, and changed height of measurement sensors could cause break points in 
time series. Analyzing the modification factors, the inhomogeneity is often 
larger due to relocations than automation. Therefore, it is important to take into 
account these effects in planning and installation of measurement systems, 
moreover, it is essential to document any changes in meteorological 
measurement network. (2) Homogenization process determined the main break 
points of stations’ time series. Most of the break points could be identified from 
documented metadata, however, it is not possible to deduce the number of break 
points from the metadata only. Consequently, non-climatic biases cannot be 
quantified solely from documented metadata. (3) Spatial variability of wind 
speed is high, but the temporal variability is small compared to other 
meteorological parameters (e.g., maximum temperature, sunshine duration). 
Seasonal relative estimated inhomogeneities of daily wind speed suggest very 
small changes within the year. (4) Values of RMS are higher when thunderstorm 
events occur more frequently, i.e., from spring to autumn.
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Abstract—The aim of this study is to find the optimal spatialization method to model 
spatial differentiation of the climatic water balance (CWB). Monthly mean values from 
the period 1986-2010 for air temperature and precipitation as well as monthly solar 
radiation totals over Poland were considered in the study. Potential evapotranspiration 
data were calculated via the Turc formula.

Two simultaneous methods were used in the modeling: simple and multiple linear 
regression (with latitude, altitude, and distance from the coastline as variables) and the 
map algebra method. Map algebra was shown to be the better spatialization method; 
however, its optimization would require a reduction in the research scale and the use of 
more in-situ data. This would allow more local variables such as landform and land cover 
to be included in the analysis.

Key-words: spatial analysis, regression model, map algebra, climatic water balance, 
Poland

1. Introduction

Geographic information systems (GIS) provide a variety of methods for the 
modeling and presentation of data. GIS provides a powerful research tool for 
climatology and meteorology, where detailed analysis at different temporal and 
spatial scales is essential in order to understand processes prevailing in the
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atmosphere. Although temperature and precipitation have received the most 
attention in GIS research, increasingly complex meteorological and 
climatological indices are also under examination, as they provide information 
useful in the environmental and social sciences (Tveito et al., 2008).

One such index is the climatic water balance (CWB). It focuses on the 
difference between precipitation (RR) and evapotranspiration (ETP), presenting 
a basis for a climatic assessment of water resources in a given geographic area. 
An understanding of the spatial distribution of the climatic water balance 
appears to be very important to its comprehensive application in spatial 
management, agriculture, and hydroclimatological modeling.

Although the CWB index seems to be quite simple to compute, it is 
dependent on many different variables such as solar radiation, relief, land use, 
and urban development, among others. This creates certain difficulties. It is, first 
and foremost, a subject involving evapotranspiration, which varies considerably 
with changes in the natural environment. As data availability is poor, issues arise 
with proper index interpretation, mainly due to spatial differentiation.

GIS techniques enable the merging of different data processing and 
integration methods with complex analyses and modeling methods. However, 
given the complicated nature of the subject, it is no wonder that there exist many 
GIS methods that attempt to model the spatial differentiation of 
evapotranspiration (e.g., Novaky, 2002; Xinfa et al., 2002; Fernandes et al., 
2007; Vicente-Serrano et al., 2007). Remote sensing techniques are also 
becoming more commonly used to address this research issue and is often used 
to supplement ground-based observations (Rosema, 1990; Kalma et al., 2008).

The purpose of this paper is to describe a new methodology for climatic 
water balance index implementation using geographic information systems 
(GIS) in cases when there is no appropriate spatial information given from in- 
situ observations.

The area under consideration is the territory of Poland, located in Central 
Europe. Poland was chosen because of its relatively diverse relief from the north 
(Baltic Sea coast) to the south (the Carpathians), which impacts weather and 
climate conditions. The lie of the land as well as the country's location suggest 
that an analysis based on the study area (Poland) seems to be representative of 
the greater region, e.g., Central and Eastern Europe. 2

2. Data and methodology

As mentioned before, evapotranspiration seems to be the crucial element of 
climatic water balance index calculations. Regrettably, the complexity of the 
process (caused by many factors) makes it very difficult to obtain exact values 
of CWB for current meteorological analyses. The alternative solution, the value 
of ETP. can be calculated to a high degree of precision with the use of simplified
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models including meteorological elements that are typically observed by 
meteorological stations. Therefore, analyses of the climatic water balance 
(CWB) are usually developed for regions where the input data, mainly air 
temperature and precipitation, can be readily obtained.

The research described herein is based on mean monthly values of air 
temperature and precipitation totals obtained from 60 meteorological stations as 
well as monthly totals for solar radiation obtained from 21 actinometric stations. 
The data cover the periods 1951-2010 and 1986-2010, respectively.

Not all the actinometric stations considered collect the necessary 
meteorological data, therefore, detailed analyses of the climatic water balance 
use data obtained only from 16 stations covering the period from 1986 to 2010.

Meteorological data were compiled using topographic information from the 
SRTM DEM model (EROS, 2011).

Given the limited nature of the source data, Turc formula (1961) was used 
to obtain potential evapotranspiration values. This method was confirmed 
(Kowanetz, 2000) to be suitable for describing the relationship between 
evapotranspiration and relief. The resulting formula is as follows:

CWB = RR -  0.4 —  / + 50 , (1)m e  ’ v '

where RR is the monthly precipitation totals [mm], t is the monthly average air 
temperature [°C], and /  is the monthly sum of total solar radiation [cal cm'2 day'1].

Climatic water balance modeling was carried out using two approaches 
simultaneously. The first approach, examining correlations between 
environmental elements, used a linear regression method. Statistical 
relationships between CWB and geographic variables such as latitude, elevation, 
and distance from the coast line were taken into account. The second approach 
was based on data modeling implementing a map algebra procedure. The results 
of both approaches were validated using common error estimators.

The CWB values calculated for 16 stations were used as reference data 
(Fig. 1). In this study, climatic water balance modeling was conducted using the 
two methods simultaneously.

An analysis was conducted for the growing season, defined as the time 
period from May until October. This is consistent with what is frequently 
considered in agrometeorology.

2.1. Regression models: simple linear regression, multiple linear regression

As mentioned above, the first approach utilized regression models: simple linear 
regression (SLR) and multiple linear regression (MLR). Close relationships 
between climatic water balance and geographic factors became the basis for the
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model (Wypych and Henek, 2012), with longitude, latitude, elevation, as well as 
distance from the coast as explanatory variables.

Fig. 1. Location of the climatic water balance data source stations.

Due to the limited number of samples and also the smallest correlation 
(from all the analyzed predictors) coefficient between CWB values and 
longitude, it was finally decided to exclude longitude as a variable from 
regression models, Eqs. (2-4), and not use it in further analyses:

Z(s) = /30 + /32H(s) + e ( s ) ,  (2)

Z(s) = (30 + p 1<p(s) + p2H(s) + e(s) , (3)

Z(s) = Po + /? i< p (s) +  0 2# 0 )  +  / M ( s )  +  £(s) , (4)

where Z(s) is the dependent variable, <p(s) is the latitude, H(s) is the elevation [m 
a.s.l.], d(s) is the distance from the coast [m], and e(s) is the regression residuals.

CWB values were calculated for points on a grid with a spatial resolution of 
1 km on the basis of the described linear relationships and using the described 
regression method.
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Data interpolation using radial basis functions (RBF) was used in the final 
step of creating the climatic water balance spatial differentiation map. RBF is an 
interpolation technique, which takes into account general tendencies as well as 
local variability. Research conducted hitherto (Wypych and Ustrnul, 2011) has 
confirmed the suitability of RBF as a method for CWB index spatialization.

2.2. Map algebra

The second approach was based on a map algebra application. This type of 
model requires a process of raster data transformation using GIS tools.

For this study, map algebra was used to create the final CWB spatial 
differentiation map. First, a series of maps showing the spatial distribution of 
climatic water balance index components such as air temperature, precipitation 
totals, and solar radiation, were created using in-situ data.

Component maps of the climatic water balance index were constructed 
according to a method developed by international research teams dealing with 
GIS implementation in meteorology and climatology (Dobesch et al., 2007). 
The method most widely used and commonly considered most effective is 
kriging (Dobesch et al., 2007).

Temperature spatial differentiation maps were created as the first CWB 
component using the residual kriging method (Ustrim/ and Czekierda, 2005). 
Several geographic parameters including elevation, latitude, longitude, and 
distance to the Baltic coast (for stations located within 100 km), were used as 
predictor variables.

Precipitation totals were interpolated for the territory of Poland using the 
kriging method (Lupikasza et al., 2007).

A solar radiation surface was obtained by the application of Solar Analyst 
ArcGIS. All necessary information such as sunshine duration, altitude at the given 
location, radiation parameters (diffuse factor and transmittivity), as well as 
topographic factors such as slope, aspect, and shaded relief based on the SRTM 
was implemented. Because of element sensitivity to local conditions (astronomical, 
geographic, meteorological), a variety of different settings in the Solar Analyst 
application were tested to achieve satisfactory final results. In most cases, the 
diffuse factor and transmittivity were adjusted. For Poland, the diffuse factor 
approaches 0.5, while a transmittivity value of 0.4 may also be assumed. In-situ 
data were used as the reference for parameter selection and model estimation.

All of the layers created were used as input parameters for the potential 
evapotranspiration model in the Turc formula (air temperature and solar 
radiation map) and used along with the precipitation map to calculate the 
climatic water balance for the territory of Poland using the map algebra method. 
Transformations affected entire layers; all cells of the raster were used as 
variables. Raster cell values were changed due to previously cited formulas for 
potential evapotranspiration and the CWB index.
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2.3. Validation

The final step was to validate the proposed methods. Due to the limited number 
of reference points and the use of several different interpolation methods (which 
are not the typical methods of spatial data interpolation), only simple statistical 
evaluation measures could be used. The first and most basic measure of model 
adjustment was the value of the correlation coefficient between the real (from 
in-situ measurements) and modeled data (R). In addition, bias (RE), percentage 
error (PE), and absolute error (AE) were calculated and used. Because of the 
limited number of reference points, it became impossible to evaluate the models 
using the most common validation methods used for interpolation. Neither 
cross-validation nor the method of independent sampling could be properly used 
in this case. However, the suggested estimation factors used for analyzing the 
results of spatial analyses conducted using different interpolation methods 
(ESRI, 2001) were implemented to assess average real spatial interpolation 
errors. These include errors for points gained in the first validation step: RMSE 
(root-mean square error), MPE (mean percentage error), MAPE (mean absolute 
percentage error). All the model adjustment measures were implemented in 
relation to values obtained at field measurement sites.

3. Results

Research has shown that the spatial differentiation of the climatic water 
balance in Poland in the growing season (May -  October) amounted to less 
than -200 mm in the central part of the country and hundreds of millimeters in 
the high mountain regions of the Carpathians Mountains and the Sudety 
Mountains (Fig. 2).

Most of the territory of Poland is characterized by a moisture shortage. 
Positive moisture values are typical only in the southern highlands, foothills, and 
mountain areas (Fig. 2). In addition, the spatial distribution of the climatic water 
balance varies seasonally.

Nevertheless, a detailed analysis of the climatic water balance index 
distribution shows regional and local differences attributable to the spatialization 
method implemented as described below.

The regression models used in this research study have shown to be most 
strongly affected by elevation in a significant correlation. The predominant role 
of this predictor has been to influence the spatial differentiation of the climatic 
water balance index in Poland. However, regardless of the regression method, 
the belt-like distribution of CWB index values is still discernible. This pattern 
holds true mainly in the spring and summer months, but it is less visible in the 
autumn. The Baltic Sea also affects seasonal differences by limiting 
evapotranspiration -  higher CWB values noted between July and October. In 
May and June, it was not shown to have an important effect.
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Fig. 2. Spatial differentiation of climatic water balance (CWB in mm) in Poland in the 
growing season (May-October) based on different methods.
SLR -  simple regression: f  (H), MLR 1 -  multiple regression: f  (cp, H), MLR 2 -  multiple 
regression: f  (cp, H, d), MAG -  map algebra

With an understanding of the spatial differentiation of climate conditions in 
Poland, it can be stated that regression models can slightly deform CWB 
differentiation visualizations, especially in coastal areas, as mentioned 
previously.

When using the map algebra method (MAG), the belt-like distribution of 
the CWB shows that the index is dependent on geographic parameters such as 
elevation and latitude. The “distance from the Baltic coastline” variable is 
indirectly (i.e., by differentiation of temperature values and precipitation totals) 
implemented in the MAG model. The climatic water balance field shows a 
significant moisture deficit (the lowest CWB index values) in the lowlands of
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Central Poland, whereas values estimated much higher than what other models 
produce can be observed along the coastline. This situation is characteristic of 
the entire growing season.

Fundamental evidence acknowledging and supporting the MAG approach 
can be used for a detailed analysis of CWB component spatial fields, which 
serve as the basis of this study. A MAG image is the effect of the spatialization 
of different elements such as precipitation and evapotranspiration, whereas the 
latter is a result of integrating solar radiation and temperature maps.

Research results produced using both methods were validated using 
universal statistical error estimators. CWB values calculated for the 16 weather 
stations considered in the study were used as reference data.

For all 16 weather stations considered, CWB values were calculated for the 
study period. For each point, the deviations of the modeled values were defined 
by subtracting the true values (CWBmod -  CWBcalc) for the growing season 
(May-October) for each month separately. Positive error values (calculated 
differences) indicate model overestimation, whereas negative error values show 
undervaluation of predicted values.

Results for the growing period (May-October) clearly show that the map 
algebra (MAG) method gives the best fitting results in relation to the reference 
data. The highest (close to 1), correlation coefficient value confirms the best 
model adjustment. Absolute errors are also significantly smaller than those 
produced by other research methods (Table 1). The MAG model overestimates 
CBW values for northern and central Poland and produces the best predictions 
for the northeastern part of the country, and the least accurate predictions for the 
central part of Poland. For southern Poland, modeled values of the climatic 
water balance are lower than calculated values.

The differences reach an average in the tens of millimeters; however, in 
extreme cases, the model can give CWB index values different from true values 
by several hundred millimeters. This has been reported for the Kasprowy 
Wierch and Sniezka mountain weather stations. Regression models not 
considering the distance from the Baltic coastline as a predictor (MLR 1) as well 
as simple regression (SLR) were shown to be the least accurate methods. The 
correlation coefficient is about 0.5 lower, and other estimators show minimally 
higher values in both cases (Table 1). It is worth noting that the spatial 
differentiation of the results produced by the methods used in this paper is 
readily observable. Simple linear regression (SLR) gives better results for areas 
near the Baltic coast and for the Sudety mountains in southern Poland. On the 
other hand, in the central Polish lowlands, differences between the methods used 
cannot be clearly distinguished. Finally, the MLR 1 method performs well in the 
Carpathian region.
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Table 1. Climatic water balance values (CWE) with selected model errors at reference 
points in the growing season (May -  October)

Reference
stations

CUB 
[111 m]

SLR
APE RE 
(%) | in m |

MLR 1
APE RE 
(%) |mm|

MLR_2
APE RE 
(%) |mm|

MAG
APE RE 
(%) | m 1 1 11

Kotobrzeg -73.3 107.9 -79.2 17.5 12.8 146.1 107.2 66.4 -48.7
Leba -69.4 122.0 -84.7 16.4 11.3 176.6 - 122.6 88.9 -61.7
Pita -155.4 19.5 30.4 14.2 22.0 12.4 19.3 12.4 19.3
Toruh -160.9 21.7 35.0 13.3 21.4 14.5 23.3 14.5 23.4
Mikotajki -97.6 1.4 -1.4 5.0 4.8 28.3 -27.6 28.3 -27.6
Koto -181.8 38.6 70.2 9.5 17.3 39.3 71.5 39.3 71.5
Warszawa 177.6 38.0 67.5 16.9 30.0 38.5 68.4 38.5 68.4
Legnica -165.6 37.9 62.7 27.7 45.9 47.4 78.5 47.4 78.5
Sulejow -157.9 52.8 83.4 13.3 21.0 60.5 95.5 60.5 95.5
Jelenia Gora -16.1 117.2 18.9 46.7 -7.5 154.3 24.9 154.6 24.9
Sniezka 271.1 40.7 110.2 55.3 -149.9 50.2 136.0 50.0 135.6
Klodzko —44.5 77.3 34.4 38.2 -17.0 139.0 61.8 138.9 61.8
Bielsko-
Biala 165.2 88.4 -146.1 26.5 -43.8 75.8 -125.2 75.8 -125.3

Zakopane 378.5 39.7 -150.2 11.0 -41.7 37.0 -140.2 37.0 -140.2
Kasprowy
Wierch 819.7 32.0 -262.4 35.7 -292.7 21.6 -177.1 21.5 -176.6

Lesko 86.5 87.5 -75.7 44.1 -38.2 56.0 -48.4 56.0 —48.5

MAE |mm| 82.0 83.0 75.5 48.6
RMSE |mm| 102.5 95.3 88.3 86.1

MAPE (%) 57.7 68.6 58.1 24.4
R 0.940 0.937 0.950 0.988

RE -  bias, APE -  absolute percentage error, MAE -  mean absolute error, RMSE -  root- 
mean-square error, MAPE -  mean absolute percentage error, R -  Pearson’s correlation 
coefficient, MAG -  map algebra, SLR -  simple linear regression: f  (H), MLR l-multiple 
linear regression: f  (cp, H), M LR2 -  multiple linear regression: f  (9 , H, d)

The least accurate results, regardless of method, were observed for 
Poland’s mountain regions. All of the models predict values lower than real 
values for the Carpathians (Table I). For the Sudety Mountains, significant 
positive differences were modeled only for Mount Sniezka. Other weather 
stations are characterized by errors commonly found in the rest of the country. 
Coastal areas encountered the same difficulty as mountain areas when it came to 
the spatialization of the CWB index. Regression models significantly lower the
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prediction and estimate values close to those recorded for Poland’s lake districts 
and the central part of the country.

As previously mentioned, map algebra images are produced by the 
spatialization of climatic water balance index components. Therefore, it could be 
supposed that the final map additionally contains some errors such as precipitation 
errors, and above all, potential evapotranspiration interpolation errors, since the 
latter were obtained using map algebra, where the temperature field was integrated 
with solar radiation. Moreover, solar radiation was modeled using the Solar Analyst 
tool, and the potential solar radiation field was based primarily on elevation.

4. Discussion

The climatic water balance is a complex index influenced by many different 
factors. These factors affect both precipitation and evapotranspiration values 
including solar radiation, relief and slope aspect, land use, and degree of 
urbanization.

In the course of research and analysis, several problems were identified that 
could potentially affect further research in this area.

Climatic water balance components such as precipitation and potential 
evapotranspiration are characterized by considerable spatial and temporal 
differentiation as well as strong correlations between atmospheric circulation, 
meteorological conditions, and local factors. Therefore, CWB spatial variability 
is difficult to identify. Current understanding of mesoclimate differentiation, 
especially that of mountain areas, suggests that many geographic variables 
should be taken into consideration. In order to accurately describe the spatial 
distribution of CWB, it is necessary to take into account variables such as slope, 
aspect, land use, and soil type, all of which determine how much solar radiation 
is available to produce given air temperature values (Ustrnul and Czekierda, 
2005). Both solar radiation and air temperature affect the degree of 
evapotranspiration. Furthermore, both parameters must be calculated
independently for smaller regions -  especially regions characterized by specific 
mesoclimate conditions such as those found in coastal or mountain areas.

In order to determine the value of the CWB index, the magnitude of 
evapotranspiration must be properly estimated. Although Turc formula used in 
this paper is strongly correlated with geographic factors (especially elevation), it 
seems insufficiently sophisticated to fully represent evapotranspiration 
conditions. The purpose of this study was to identify the best spatialization 
method in a situation with a shortage of data; therefore, Turc formula was 
chosen as the least demanding. Ultimately, the final results do contain errors.

At least 30 years of daily data are needed in order to analyze the 
climatology of an element; in this case, the spatial and temporal differentiation 
of the climatic water balance. The data must address all CWB components. As
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mentioned before, no evapotranspiration data were available, and the available 
data required the use of complex formulas that are not completely suitable for 
long-term data. Furthermore, commonly used formulas providing potential 
evapotranspiration data only fulfill environmental requirements to a certain 
extent and tend to produce unreliable data (Jaworski, 2004).

The main objective of this research study was to depict CWB spatial 
differentiation using a limited quantity of homogenized data. Recent developments 
in GIS techniques have produced a wide range of powerful methods for capturing, 
modeling, and displaying of climate data. Using geospatial analysis seems to be 
the sensible response to the current research needs for this topic. Nevertheless, 
even the most advanced data processing methods we use contain failures and 
problems that need to be solved in order to perform detailed analysis of the 
climatic water balance index on different temporal and spatial scales.

Using only 16 reference points to create the regression models and validate 
the data, the results were error laden. The magnitude of the regression model 
errors cannot be accepted. The weather stations were not representative enough 
to build the final model. This is why, among other things, the land use factor 
was removed from the formula. In the regression methods, the most deficient 
were solar radiation data. It would be possible to use more reference points 
(however not so many as 60 stations as used for temperature and precipitation 
data), if modeled data were used instead of in-situ solar radiation data. There 
exist empirical formulas (Podogrocki, 1978) for which daily sums of total solar 
radiation are obtained using sunshine duration data.

It would also be possible to generate the missing data from, for instance, 
the Solar Analyst application. Nevertheless, the more generalized or simplified 
the data, the greater the possibility of error in the final model.

The data deficit problem also concerns the map algebra model and 
validation section. Model errors generated for “blank” areas (without measuring 
points) cumulate while being aggregated in the map algebra method. As far as 
estimating the models, weather stations located in the northeast and east of 
Poland, as well as in mountain areas are desirable.

The least accurate results were obtained for mountain areas. This is mainly 
because in the mountains weather systems are strongly affected by the topography, 
and the modeling of climate conditions requires representative points for different 
elevations, landforms, aspects, etc. The spatial resolution suggested for 
mountainous areas is at least one weather station per 1,300 km2 for temperature, 
wind velocity, precipitation, and one weather station per 500 km2 for snow data 
(Barry, 1992). The validation results for climatic water balance variability 
would be different (more positive) if the Kasprowy Wierch and Sniezka weather 
stations were not taken into account. Model errors are also the effects of 
temporal/seasonal differentiation of particular climate elements included in the 
CWB index. Local factors are of great importance, especially in the spring and 
summer months, which is also reflected in the selected estimator values.
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Regardless of the validation results, the obtained maps of climatic water 
balance spatial differentiation in Poland show certain problems with the methods 
used. Regression models are affected mainly by the lack of data used to create 
the formulas taking into account long-term and homogenous data series of 
necessary meteorological elements. The fundamental error source was the 
irregular location of the data gathering points and subsequently limited 
representativeness regarding various environmental conditions. This can be 
more clearly seen along the Baltic coast, but also in the northeastern part of 
Poland, and of course, in its mountains in the south. On the other hand, solar 
radiation field data seems to be the vulnerable point of the map algebra method. 
The limitations of the Solar Analyst application -  mainly due to highly variable 
cloud cover -  and the lack of a sufficiently dense network of weather stations 
failed to ensure good interpolation results.

5. Conclusions

The primary objective of this study was to find the optimal spatialization method 
to describe spatial differentiation of the climatic water balance (CWB) in Poland. 
Two different approaches employing five spatialization methods were used -  
regression models (simple linear regression, various multiple linear regression 
formulas) and map algebra. Climatic water balance values and their spatial 
distribution are dependent on both atmospheric circulation (i.e., weather 
conditions) and local environmental conditions. Hence, it was necessary to use 
many different geographic predictors including coordinates, elevation, and 
others.

The research confirmed that the application of GIS techniques is a useful 
and promising tool for constructing maps of different climate elements and 
indices. At the same time, through a detailed analysis of the research results, 
certain shortcomings of the proposed method can be reported. Aside from the 
nature of the method itself, the principal problem can be the lack of source data. 
As a consequence, there is the risk of performing extrapolation instead of 
interpolation.

The largest differences between model values and real values were noted 
for regions with a sparse weather station network. This means that the final 
results may be the effect of the particular method used in spatial analysis, 
especially for areas with few measuring points. Such cases warrant a very 
careful interpretation of the research results.

Regardless of the research method used, the obtained results confirm the 
role of local factors in CWB modification. Therefore, it is necessary to take into 
account not only the spatial scale, but also the time scale used for explanatory 
variables. This is because, depending on the area and the season, their impact on 
the predictand will vary.
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No matter how accurate the results are, research experience and scientific 
intuition are the keys to the interpretation of research results. Careful and 
detailed analysis is required as well as thorough knowledge of pertinent physical 
processes and complexity of the geographic environment. Both types of factors 
need to be considered when choosing predictors and later in the course of model 
validation, where a complex series of explanatory variables is used.
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Abstract—Climate is a decisive tourism resource and plays key role in the attractiveness 
of tourist destinations and the seasonality in tourism demand. The suitability of climate 
for general tourism purposes (i.e., sightseeing, shopping, and other light outdoor 
activities) is most frequently expressed by the Tourism Climatic Index (TCI), which 
combines several tourism-related climatic elements. In this study, the original TCI is 
modified in two ways. On the one hand, one of the most popular and widely used 
bioclimatic indices, Physiologically Equivalent Temperature (PET) is applied instead of 
effective temperature (ET) in the part of the index related to thermal comfort conditions. 
Furthermore, the TCI is adjusted to a ten-day scale since it is more relevant to tourism 
than the original monthly averages of the climatic parameters. Using the modified TCI we 
characterize and compare climatically suitable or even unfavorable places and periods of 
the year in case of some Hungarian and two other relatively close tourist destinations as 
examples. Analytical results indicate that the most optimal climatic conditions are in the 
shoulder seasons in all investigated places. The summer period is more unpleasant for 
sightseeing activities mainly due to the instense heat load. There are some remarkable 
differences between the cities in the time of occurence of different tourism climatic 
conditions and, therefore, in the seasonality conditions.

Key-words: climatic conditions, tourism, modified Tourism Climatic Index, 
Physiologically Equivalent Temperature, Central Europe
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1. Introduction

Tourism is one of the key sectors in Hungarian economy. In 2011, more than 
41 million foreign tourists contributed with 1200 billion HUF to the tourism 
sector. Tourism related industries generate about 5.9% of national gross 
domestic product (GDP) and employ 8.4% of all workers in Hungary (KSH, 
2012) .

The attractiveness of a tourist destination is influenced by several factors. 
Together with geographical location, topography, landscape, flora and fauna, 
climate constitutes the natural tourism resource of a place (de Freitas, 2003). 
Climate can directly affect tourism in many ways. Climate may be a decisive 
factor in the choice of a destination by determining the time of the year, when 
climatic conditions are at their optimum, or by designating the area that offers 
the most suitable climatic conditions (Mieczkowski, 1985). Ultimately, it affects 
tourists’ satisfaction with the destination area, thermal comfort, and climatic 
well-being of visitors. Inter-annual climate variability influences the length and 
quality of tourism seasons, and thus, the tourism demand (Scott and McBoyle, 
2001; Scott et al., 2008).

Mainly due to the increasing competition between tourist destinations, 
considerable effort has been put into defining an easily applicable metric in 
order to investigate the suitability of different tourist activities in terms of 
climatic conditions. It is generally accepted that tourists respond to the 
integrated effects of the atmospheric environment, therefore, a comprehensive 
tourism climatic metric has to integrate all three tourism-relevant aspects of 
climate identified by de Freitas (2003): thermal, physical, and aesthetic 
(Matzarakis, 2006; Scott et al, 2008; Yu et al., 2009; Perch-Nielsen et al., 
2010). An overview of these three different facets of climate and their 
significance to tourists is provided in Table L

One of the most comprehensive and widely used metrics in tourism 
climatology is the Tourism Climatic Index (TCI) (Mieczkowski, 1985), which 
attempts to reflect the destination’s climatic suitability for ’’average” tourists 
engaged in light physical outdoor activities (e.g., sightseeing, shopping). TCI is 
also capable to characterize global or regional effects of climate change to 
tourism according to projected scenarios of future climatic conditions. For 
example, Scott et al. (2004) used the TCI to assess its temporal and spatial 
distribution and seasonal variability in the future focusing on destinations in 
North America, while Amelung and Finer (2006) and Perch-Nielsen et al. 
(2010) in Europe. Zaninovic et al. (2010) studied the influence of climate 
change on summer tourism potential in the Pannonian lowland (great parts of 
Hungary and Croatia) by analysing the differences between future and present 
bioclimatic and tourism climatic conditions based on climate simulations 
focusing on the changes in single climatic parameters and Physiologically 
Equivalent Temperature (PET, see in Section 2). The results indicate diverse
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changes in summer tourism potential of the area due to the global warming. In 
addition, Németh (2013) analyzed the changes of the tourism climate potential in 
the Lake Balaton region of Hungary in detail during the last half-century based 
on the original TCI index. According to the results, the best climatic conditions 
for tourism purpose can be observed in the summer months. Between three 
climatological normal periods, significant changes in tourism climatic 
conditions cannot be detected in the last half-century.

Table 1. Various aspects of tourism climate, their impact, and significance (based on de 
Freitas, 2003)

Facets of climate Impact, significance
Thermal Physiological impact
integrated effects of air temperature, humidity, heat sensation, thennal comfort, 
wind speed, short- and long-wave radiation, physiological stress__________
personal factors climate therapy
Physical Physical impact
wind dust, sand, damage to property
rain wetting, reduced visibility and enjoyment
snow winter sports/activities
ice personal injury, damage to property
air quality health, allergies, well-being
ultraviolet radiation health, suntan, sunburn
Aesthetic Psychological impact
sunshine/cloudiness enjoyment, attractiveness of site
visibility enjoyment, attractiveness of site
day length period of activities, convenience

The present study aims a modification of the original TCI in order to 
reduce its two current serious limitations and reflect a more current state of 
knowledge. We make an attempt to update the thermal comfort parts of the 
index and its original temporal scale to the Central European conditions. We 
present the behavior of the modified index while describing climatically suitable 
or even unfavorable periods of the year in case of some Hungarian and two 
relatively close tourist destinations as examples.

2. The Tourism Climatic Index

TCI was developed by Mieczkowski (1985) based on previous research related to 
climate classifications for tourism and human biometeorology. In TCI, monthly 
averages of seven climate variables relevant for tourism are integrated into five 
sub-indices, listed in Table 2: daytime comfort index (Cld), daily comfort index
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(Cla), precipitation (R), sunshine (S), and wind (W). All of them are rated on 
different scales from 0 (unfavorable) to 5 (optimal) values while the thermal 
comfort sub-indices (Cld and Cla) are rated from -3 to 5. By distinct weightings 
and then combining all weighted sub-indices, the overall TCI is calculated as 
follows:

TCI = 2x(4xCId + CIa + 2xR + 2xS + W). (1)

Table 2. Summary of the sub-indices, their impact, and weigthing in TCI (based on Scott 
and McBoyle, 2001)

Sub-index Monthly averages Influence on TCI Weighting

daytime comfort index
daily maximum 
temperature (°C) and

represents thermal comfort 
when maximum tourist 40%(Cld) minimum relative 

humidity (%)
activity occurs (usually 
between 12 a.m. and 4 p.m)

daily comfort index 
(Cla)

daily mean temperature 
(°C) and mean relative 
humidity (%)

represents thermal comfort 
over the full 24-hour period 10%

precipitation (R) total precipitation (mm)
negative impact 
on outdoor activities and 
climatic well-being

20%

sunshine (S) sunshine duration (hour) positive impact 20%

wind (W) wind speed (ms-1)
variable impacts depending 
on its value and the 10%
maximum temperature

As all sub-indices have a maximum score of 5, Mieczkowski (1985) 
proposed a rating system of TCI with an overall maximum score of 100, where 
acceptable scores are above 40, good climatic conditions are above 60, and 
excellent scores are above 80 (Table 3).

Table 3. Tourism Climatic Index rating system (Mieczkowski, 1985)

TCI scores Descriptive categories
9 0 -1 0 0 ideal
8 0 -8 9 excellent
7 0 -7 9 very good
6 0 -6 9 good
5 0 -5 9 acceptable
4 0 -4 9 marginal
3 0 -3 9 unfavorable
2 0 -2 9 very unfavorable
1 0 - 19 extremely unfavorable
< 10 impossible
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Scott and McBoyle (2001) presented a conceptual framework of six 
possible types of annual TCI distributions; the tourism resource of all 
destinations can be classified into one of them {Fig. 1). In our study, this 
framework is used to characterize the tourism climatic conditions in the selected 
cities.

optimal pooi-

optimal: TCI > 80 for each month of the year 

poor: TCI < 40 for each month of the year
winter peak

dry season peak

summer peak: highest TCI scores in summer 

winter peak: highest TCI scores in winter

bimodal: highest and second highest TCI 
scores in spring/autumn

dry season peak: highest TCI scores in 
spring or autumn

month of the year

Fig. 1. Conceptual framework of annual tourism climate distributions (based on Scott and 
McBoyle, 2001).

The sub-indices of TCI expressing thermal comfort conditions (Cld, Cla) 
are based on the effective temperature (ET), which is a simple empirical index 
of air temperature/relative humidity combinations (Houghten and Yaglou, 1923). 
The optimal comfort zone of ET is between 20 and 27 °C according to ASHRAE 
(1972) rated with maximum point 5. The rating scale then decreases on both 
sides of the optimal zone with 1 or 0.5 points. However, the rating points of the 
zones are based on the subjective opinion of the author, they are not empirically 
tested against the preferences of tourists {de Freitas, 2003; de Freitas et ai, 
2008). A further important shortcoming of ET is that it does not include the 
effects of such thermal parameters as wind speed, short- and longwave radiation 
fluxes, in addition, it does not take into account such physiologically, and thus, 
bioclimatically relevant personal data as age, gender, height, weight, metabolic 
rate, and clothing. Therefore, it cannot evaluate the thermal conditions of the 
human body in a physiologically significant manner.

Instead of empirical indices, a full application of rationale indices based on 
the energy balance of the human body gives detailed information on the effect of 
thermal environment on humans {VDI, 1998). Such indices include all relevant
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thermophysiological parameters: air temperature, relative humidity, wind speed, 
short- and longwave radiation fluxes. One of the most popular and widely used 
rationale bioclimate indices is the Physiologically Equivalent Temperature 
(PET), which was developed typically for outdoor applications (Mayer and 
Hoppe, 1987; Hoppe, 1999). The interpretation of the index refers to indoor 
standard reference conditions and the evaluation of the thermal comfort 
conditions concerns a standardized fictive person. PET is defined as the air 
temperature at which, in a typical indoor setting, the heat budget of the body is 
balanced with the same core and skin temperature as those under the prevailing 
complex outdoor conditions (Hoppe, 1999). The PET value categories were 
initially defined according to thermal sensations and physiological stress levels 
of Western and Central European people, where the thermally neutral heat 
sensation and stress are indicated by PET value range of 18-23 °C (Fig. 2) 
(Matzarakis and Mayer, 1996).

THERMAL
SENSATION

PET (°C)

PHYSIOLOGICAL 
STRESS LEVEL

cool slightly neutral slightly warm 
cool comfortable warm

______ g g  8 13 18 23 29 35 41 j
[CYtrjcmcJdrong moderate slight no slight moderate sfrongMcxtrcmcl

coldstress stress heatsmss';

Fig. 2. Categories of the PET values (°C) for different grades of thermal sensation and 
physiological stress level of Western and Central European people (based on Matzarakis 
and Mayer, 1996).

3. Modification methods on Tourism Climatic Index

Despite the comprehensive nature and wide applications of TCI, a number of 
limitations were addressed and some modification possibilities were suggested 
by different studies (e.g., tie Freitas, 2003; Matzarakis, 2006; tie Freitas et al., 
2008; Perch-Nielsen et al., 2010). The rating systems and the weightings of the 
sub-indices are partly based on human biometeorological literature, but also on 
the author’s subjective opinions. A further important limitation is the application 
of ET, which was addressed by e.g., Scott et al. (2004), Amelung and Finer 
(2006) and Perch-Nielsen et al. (2010), therefore, they used apparent 
temperature (AT) (Steadman, 1979) instead of ET. However, AT is also based 
only on temperature/humidity combinations, and it is not really applied in recent 
human biometeorological research. A further important shortcoming of TCI is 
its temporal scale since monthly averages of the applied climatic parameters are 
considered, which are insufficient for tourism climatic purposes because 
tourists’ length of stay during sightseeing is generally shorter (de Freitas et al., 
2008; Scott et al., 2008; Yu et al., 2009; Perch-Nielsen et al, 2010).
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Based on the above mentioned shortcomings, in the present study two 
modifications are performed in the structure of the original TCI, which means an 
initial step forward in the development of an updated index applicable at Central 
European climatic conditions. Firstly, in order to take into account human 
thermal comfort conditions more precisely in TCI, we attempted to integrate 
PET into the thermal sub-indices instead of ET, and for this purpose, a new 
rating system of PET has been developed, too. Secondly, the TCI is adjusted to a 
ten-day scale, i.e., ten-day averages of each climatic variables were rated, and 
then the values obtained in this way were taken at the index calculation.

The annual variations of the modified index and its sub-indices are 
presented and compared in case of four Hungarian and two other European 
cities: Szeged-Bajai út (46°15’N, 20°05’E), Siófok (46°54’N, 18°02’E), 
Debrecen (47°29'N, 21°36’E), Győr-Likócs (47°42’N, 17°40’E), Prague-Libus 
(50°0’N, 14°26’E), Thessaloniki-Airport (40o3TN, 22°58’E) (Fig. 3). The 
analysis concerns the periods of 1996-2010 and 2000-2010 in the first three and 
second three places, respectively.

Fig. 3. The investigated Hungarian and other European cities.

For the calculation of PET, hourly air temperature, relative humidity, wind 
speed, and cloudiness data of Hungarian Meteorological Service were used in 
the case of the Hungarien cities, while hourly and three-hourly synop report 
queries were utilized for Prague and Thessaloniki, respectively. PET was
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calculated by means of the bioclimate model RayMan (Matzarakis et al., 2007).
The measured wind speed data were transformed to the

bioclimatological reference height of 1.1 m. Ultimately, the daytime (Cld) 
and daily comfort (Cla) sub-indices of the modified TCI consist of the 
calculated daily maximum and daily average PET values holding the basic 
concept of Mieczkowski (1985) (see in Table 2). In addition to the data necessary 
for PET, daily precipitation and sunshine duration data obtained from the above 
mentioned databases were utilized. Concerning the parameters used for the 
calculation of PET, it is often difficult to access appropriate data, especially the 
radiation component of PET due to the lack of long-term or fine temporal scale 
(i.e., hourly) data sets. For example, application of global radiation instead of 
cloudiness data would be more appropriate, but its availability is often limited 
due to the uncertain measurement program and the lack of long-term data. 
Nevertheless, we could select several tourist destinations with complete data sets 
in different climatic regions, and evaluation and comparison are possible using 
these datasets representing these regions.

The original rating systems of wind speed (W), precipitation (R), and 
sunshine duration (S), and the weightings of all TCI sub-indices remained 
unchanged. (Note: Mieczkowski rated monthly precipitation on a scale from 0 to
5. Because of the ten-day averages, this scheme was changed by simply dividing 
the monthly values by 3, and these categories were rated by the original scores).

However, for the evaluation of PET, a new rating scheme had to be 
developed keeping in mind that the rating categories and scores should be based 
on objective, international standards, and subjective factors should be 
eliminated. The rating scores of PET were derived based on the principle that 
the comfortable thermal conditions should get higher scores while in case of 
intesifying warm or cold thermal stress conditions the values should decrease 
progressively on both sides of the comfort zone in an objective way.

Therefore, in the derivation of rating scores of PET, we utilized the 
function relationship declared in ASHARE (2004) and ISO (2005) between two 
bioclimatic measures, predicted mean vote (PMV) and predicted percentage of 
dissatisfied (PPD) (Fanger, 1972). PMV derived from the comfort equation of 
Fanger (1972) predicts the mean values of the thermal votes of a large group of 
persons on a seven-point (later nine-point) thermal sensation scale (from -4  
very cold to +4 very hot) based on the heat balance of the human body in an 
environment characterized by given thermal variables (air temperature, relative 
humidity, wind speed, mean radiant temperature) (ASHRAE, 2004; ISO, 2005). 
Individual votes are obviously scattered around this mean PMV value, i.e., 
thermal environment characterized by the same PET value does not necessarily 
evoke the same thermal sensation of all persons. However, the distribution of 
thermal votes as a function of PMV can be statistically predictable. PPD 
establishes a quantitative prediction of the ratio of thermally dissatisfied people
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who feel too cold or too warm, i.e., do not vote -1, 0, or +1 on the seven-point 
scale (ASHRAE, 2004; ISO, 2005). For example, in case of 0, PMV such thermal 
votes belong to only 5% of the given population, while 95% of them can be 
considered thermally satisfied. The relationship between PPD and PMV can be 
given as follows {ASHRAE, 2004; ISO, 2005) (Fig. 4):

PPD = 100 -  95 x exp(-0.03353 x PMV4 -  0.2179 x PMV2). (2)

- 4 - 3 - 2 - 1 0  1 2 3 4

PMV

Fig. 4. Relationship between PMV and satisfaction-dissatisfaction with thermal 
conditions (based on ASHRAE, 2004; ISO, 2005).

In the derivation of the rating scores we utilized Eq. (2) and assumed that 
the TCI scores as a function of PET should decrease in the same way as the 
satisfaction with the thermal environment characterized by PMV declines. Our 
initial value was 0 PMV related to neutral thermal sensation, which was 
considered equivalent to the median value (20.6 °C) of the neutral PET category 
values (18.1-23.0 °C). Towards cold or warm discomfort conditions, decline of 
satisfaction associated with one-hundredth continuous PMV change was 
corresponded to decrease of TCI rating score associated with one-tenth PET 
change. Therefore, we obtained rating scores for all decimal PET values.

In this study, we utilized the widely used PET thermal sensation categories 
applicable in Western and Central European climatic conditions (Fig. 2), and 
these ranges were rated in case of the selected cities. All categories were 
characterized by an above derived rating score belonging to the median values 
of each PET categories. Thus, extreme cold conditions have lower rating scores
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than those of the warm extremities, because PET covers a larger range towards 
cold direction (Table 4; Fig. 5).

The above rating system was applied in the rating of the ten-day averages 
of both thermal comfort sub-indices in TCI.

Table 4. Rating system of PET-based sub-indices (Cld, Cla) in the modified TCI (neutral 
PET category is marked with green)

PET categories
m

Median of PET 
categories (°C)

Rating
score

35.1 -4 1 .0 38.1 1.9
29.1 -3 5 .0 32.1 3.5
23.1 -2 9 .0 26.1 4.7
18.1-23.0 20.6 5.0
13.1 -  18.0 15.6 4.7
8.1 -  13.0 10.6 3.9
4.1 -  8.0 6.1 2.8
0.1 -  4.0 2.1 1.6

-1 0 .0 -  0.0 -5.0 0.3

01
ou
i/ i

20.6; 5.0

PET (°C)

Fig. 5. Medians of PET thermal sensation categories (°C) and their obtained rating scores.
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4.1. Annual variation o f ten-day TCI

In the following, the annual variations of the modified TCI and its sub-indices are 
analyzed in the selected cities. In Fig. 6, the annual cycle of the ten-day TCI is 
presented. In all cities, bimodal type of distribution (see Fig. 1) was obtained, that 
is the most pleasant climate in terms of sightseeing activities in spring and 
autumn, while in summer, the climatic conditions are rather unfavorable. There 
are excellent climatic conditions (TCI >80) in several ten-day intervals of spring 
and autumn, while in summer more unpleasant but still very good (70 < TCI < 80) 
conditions prevail. However, in the last decade of July and in early August, TCI 
often falls below 70 (except Siófok) but it still refers to good conditions. In 
Thessaloniki, this can be observed as early as mid-June and it lasts till mid- 
August.

During the winter season, generally unfavorable and marginal conditions 
(30 < TCI < 50) occur. From the last ten days of February, the climatic conditions 
are getting acceptable (TCI >50), which lasts until the end of November or early 
December. It is remarkable that the conditions of Thessaloniki are suitable for 
sightseeing almost all winter (TCI > 60) (Fig. 6).

4. Application of modified TCI in case of European examples

1 F M A M J  J A S O N D  J F M A M J  J A S O N D

P ra g u e T h e s s a lo n ik i

J  ^

/  \ — ^  ^  \  7

— - j - -----------------------------------------------------------W —
---------------------------------------------------------------------------------------- Vr-

— j= L -------------------------------------------------------------------

J F M A M J  J A S O N D J F M A M J  J A S O N D

Fig. 6. Annual cycle of the modified ten-day TCI rating scores.
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Iii order to analyze the differences between the cities and their possible 
causes in details, it is also necessary to examine the contribution of each sub
indices to the overall value of TCI (Fig. 7). It is obvious that the daily 
maximum PET sub-index (Cld) is mainly responsible for the bimodal structure 
of TCI, because in the afternoon hours of summer ten-day intervals, when 
usually the maximum PET occurs, the prevailing heat stress (slight to strong 
stress conditions in Fig. 2) greatly reduces the rating scores in all cities, 
particularly in Thessaloniki. In summer and autumn, however, the average 
maximum values are closer to the comfort zone resulting higher rating scores. 
Furthermore, Cld causes the plesant climate in winter in the Greek city 
(Fig. 7). In early August, a setback in Cld in Szeged occurs, which is equal to 
the Cld score of Thessaloniki. Therefore, overall TCI (62.2) barely indicates 
good climate in Szeged, and this warm load can particularly adversely affect 
the outdoor activities. It is interesting to note that the Greek city has somewhat 
higher TCI (66.6) in early August, which is caused by the higher average 
sunshine duration and lower precipitation conditions; however, the strong 
warm stress can reduce the comfort level of tourists to such an extent there, 
that this presumably cannot be fully compensated by the pleasant effects of sun 
and lack of rain.

The daily average PET (Cla) substantially contributes to TCI only from 
March to November in Hungary and Prague, while in the summer decades (in 
the Czech capital only in mid-summer) it falls into the comfort zone providing 
maximum score. In Thessaloniki, this is limited only to the second and third ten- 
day intervals of May, while in summer this sub-index indicates slight heat stress. 
However, Cla has significant effect also in the other periods, because it does not 
indicate such a level of cold stress conditions there as in the other cities (Fig. 7).

From May to August, relatively significant precipitation amount (R) is 
detected in terms of the ten-day averages in Hungary and Prague, which reduces 
tourism climatic conditions according to its rating system. Therefore, the 
contribution of precipitation is less in summer than in the other periods. Thus, in 
addition to Cld, precipitation is also responsible for the bimodal structure shown 
in Fig. 6, even though it has smaller effect than Cld because of its lower weight. 
Thessaloniki has very uneven distribution of rainfall, nevertheless, except in 
winter, less average precipitation can be detected compared to the other places, 
therefore it does not influence significantly the outdoor activities in most part of 
the year as shown in Fig. 7.

TCI score is increased the most obviously in summer and the least in winter 
by the sunshine (S). It should be noted that lower sunshine in Prague can affect 
adversely, while more hours of sunshine in the Greek city can influence 
favorably the attractiveness of the place. Significant differences cannot be 
explored in the averages of wind speed (W) during the year. Their rating scores 
are somewhat smaller in summer, but there are not any significant monthly or 
seasonal characteristics and differences between the cities (Fig. 7).
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Fig. 7. Ten-day TCI sub-index rating scores (Cld: daily maximum PET, Cla: daily mean 
PET, R: daily precipitation, S: daily sunshine duration, W: daily average wind speed).

4.2. Frequencies o f TCI classes per ten-day intervals and seasonality

We have highlighted three distinctive threshold values of TCI (40, 60, 80), and 
the annual cycle of the average number of days (frequency) per ten-day interval 
above these thresholds was also investigated. As between the Hungarian cities 
there are not significant differences, the results are presented in case of Szeged, 
Prague, and Thessaloniki (Fig. 8). Climate is considered to be at least 
marginal/acceptable, good, and very good in terms of tourism above 40, 60, and 
80, respectively.

In Szeged and Prague, all days are at least marginal (TCI >40) from March 
to November, while this is valid for the whole year in Thessaloniki. In the 
distribution of the number of climatologically good days (TCI >60), a bimodal 
structure can be recognized, particularly in Szeged. The Greek city has at least 
good days relatively uniformly throughout the whole year. The distribution of 
excellent days (TCI > 80) has some interesting characteristics, especially
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regarding the time of occurence. Bimodal structure remains in all three places, 
but while excellent days also occur already from the end of winter until the end 
of autumn in the Greek city, this starts later and ends earlier in Szeged and 
Prague. It is remarkable that in the shoulder seasons, one more excellent days 
can be expected in Prague and Thessaloniki than in the Hungarian city. In the 
summer period, decline in the number of excellent days can be observed in all 
cities, but there are significant differences in their temporal occurences. For 
example, in Thessaloniki, it decreases quickly in spring and reappears only in 
early autumn, while in Szeged some excellent days occur also in summer. 
However, in Prague, these rather unpleasant conditions are limited to a very 
short period in summer: excellent days can be expected even in June and already 
at the end of summer (Fig. 8).

J F M A M J J A S O N D

TCI>40 —  TCI>60 ------- TCI>80

160

Fig. 8. Average number of days per ten-day interval above different TCI thresholds. At 
least marginal/acceptable, good, and excellent days are defined as having a TCI above 40. 
60, and 80, respectively.



Fig. 9 illustrates the average relative frequencies of all TCI classes (see in 
Table 3) per ten-day interval resulted by the ratio of the average number of days 
belonging to a given class in a given ten-day interval and the number of days of 
that unit. According to Fig. 9, it can be definitely concluded that the best 
tourism climatic conditions in terms of the whole year can be observed in 
Thessaloniki, and the unpleasant climatic conditions occur most commonly in 
Szeged. In terms of ideal conditions, they appear the least frequently in Szeged 
and only in some periods of spring. In December and January, very and 
extremely unfavorable conditions can be often observed there. It should be noted 
that in summer acceptable and marginal conditions also appear in Szeged to a 
great extent besides the good categories, which indicates the frequent occurence 
of warm stress there. It can also be clearly detected that Thessaloniki has the 
most stable conditions in the whole year without significant diversities: there are 
almost only good, very good, and excellent days (Fig. 9).

The above findings and charts can be associated with the seasonality in 
tourism, which is one of the most worrisome yet least understood facets of the 
tourism industry (Jang, 2004). We used the ’’seasonality ratio” (SR), a simple 
indicator to measure the seasonality in tourism. SR expresses seasonality in a 
single value, therefore, it is easy to use in tourism climatology. It was initially 
defined in relation to the ratio of tourist flows (Yacoumis, 1980), and the concept 
was then applied in the context to climate resources characterized by TCI. It is 
calculated by simply dividing the mean number of good days (TCI >60) per 
month by the number of good days in the month with maximum good days (the 
„best” month) (Perch-Nielsen et al., 2010). The lower the value, the stronger the 
seasonality, while value 1 indicates equal distribution of good days across all 
months. We applied this concept in ten-day resolution. SR illustrated in Fig. 9 
indicates approximately moderate seasonality in Prague (SR=0.56) and a slightly 
higher seasonality in Szeged (SR=0.52) due to their winter and summer 
conditions. However, Thessaloniki is essentially free of seasonality (SR=0.85), 
therefore, its SR also confirms that this city offers relatively stable climatic 
conditions throughout the year.

5 . Discussion and conclusions

The applied modifications of Tourism Climatic Index are an initial but 
significant step towards developing the index for use in Central European 
climatic conditions. By integrating the PET index into TCI, the thermal comfort 
sub-indices of TCI are based on more advanced knowledge of bioclimatology 
than in case of the original index. During the development of the rating system 
of PET, objective and international standards related to the evaluation of thermal 
environment were utilized. We assumed that the standardized relationship 
between the heat sensation of large number of persons evoked by thermal
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environment, and their resulting satisfaction with the environment may be 
appropriate for the rating of the thermal environment of the tourists 
characterized by PET. The rating system of PET was derived based on this 
relationship, and the PET thermal sensation ranges used in Western and Central 
European climatic conditions were applied. By using ten-day averages instead of 
monthly ones, the climatic conditions can be described suiting better to tourists’ 
length of stay during sightseeing.

—  60%

J F M A M J  J A S O N D  
□  i d e a l  □  e x c e l l e n t  □  v e r y  g o o d  D g o o d  □ a c c e p t a b l e  □  m a r g in a l  

□  u n f a v o r a b l e  □  v e r y  u n f a v o r a b l e  ■  e x t r e m e l y  u n f a v o r a b l e  ■  i m p o s s ib l e

Fig. 9. Average relative frequencies of TCI categories per ten-day interval (see Table 3 
for details). SR indicates the ’’seasonality ratio”.
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Our results clearly show the optimal or even unfavorable periods for 
outdoor (sightseeing) tourism activities in a given place or the comparability of 
places in a given period. According to the bimodal structure of TCI, summer 
period has slightly less favorable climatic conditions in all six investigated cities 
mainly due to the heat load in the afternoon hours, therefore, the shoulder 
seasons may be the best times for sightseeing. Unlike the other places, in 
Thessaloniki, winter can also offer suitable climatic conditions. Between the 
four Hungarian cities only small differences are found, significant and 
characteristic differences can be detectable only in larger spatial scale. 
Considering the entire year, Thessaloniki is suitable for sightseeing activities 
throughout the year without significant seasonality, and it provides pleasant 
conditions most frequently. Szeged and Prague have higher seasonality and 
show unfavorable conditions more frequently, but except for winter, these cities 
are also appropriate for outdoor activities without any doubt, though in Szeged 
(moreover slightly in Prague, too) warm stress often can impair the level of 
thermal comfort and well-being of tourists in summer.

It should be noted that it is not sufficient to consider only the overall TCI 
itself, but it is desirable to analyze individually the contribution of all sub-indices. 
As an example, Thessaloniki has only a slightly less favorable conditions in 
summer according to its overall TCI, but if considering each sub-indices, PET 
sub-indices indicate worse thermal stress conditions by 1 - 2  categories compared 
to the other cities, which has a substantial negative impact on the comfort level 
and well-being of tourists. Presumably, these discomfort conditions cannot be 
fully compensated by the pleasant (physical-aesthetic) effects of more sunhine 
and less precipitation there.

During the analysis, basically three drawbacks of the index were identified 
which would, therefore, need to be changed in order to reflect more accurately 
and realistically the tourism climatic conditions. Firstly, the precipitation sub
index -  particularly in case of convective rainfall -  substantially distorts the 
value of TCI in some ten-day intervals in the calculation of the many-year and 
ten-day averages, therefore it has such a low rating score compared to other 
intervals that it rates too unfavorably and unrealistically the climatic conditions. 
Moreover, such heavy but short rainfalls usually do not have a great effect from 
a tourist perspective. Some annual differences in rating scores of precipitation 
can be noticed due to the definite maximum amount in summer and minimum in 
winter. Nevertheless, if possible, it would be worth changing the applied 
precipitation variable and its rating system.

Secondly, in the structure of the original TCI, wind speed is rated by means 
of different scales depending on the value of average maximum temperature and 
wind speed (as seen in Table 2). In case of very cold conditions and high wind 
speeds, a wind chill rating system has to be used but its rating scores downgrade 
significantly the relevant ten-day intervals compared to the others. We used this 
original rating system in this study, but it was developed mainly according to the
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thermal effects of wind, which is already expressed by PET in our study, 
therefore, rather the physical (mechanical) effects of wind should be taken into 
account in a modified and simplified rating system.

Finally, it would be reasonable to exclude the night hours from the study 
currently covering the whole day due to the negligible tourist activities at night 
and to use only the daytime periods, for example the hours between the average 
sunrise and sunset. Nevertheless, as after sunset the tourist activities often 
remain significant for a few hours, particularly in summer, this period after 
sunset would worth being investigated separately.

Our further analysis will be directed to the application of new PET thermal 
sensation ranges according to an outdoor field survey revealing subjective 
estimations of thermal environment carried out in Szeged, south Hungary 
(.Kántor et al., 2012). As it is expected, it will provide information on the 
differences in bioclimatic and tourism climatic conditions of European places 
for travellers visiting these places but living in south Hungary, therefore 
accustomed to the thermal conditions prevailing there. By means of the ranges 
reflecting the thermal sensation of the south Hungarian people, we can compare 
the results based on the original and new ranges.
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Abstract—Acidification caused serious environmental problems over Europe in the 70’s 
and 80’s. The signs of the phenomenon were observed also in Hungary. However, a 
comprehensive assessment of acidic deposition on long term has not been carried out yet. 
Therefore, the purpose of this study is to assess the degree of this process and to investigate 
its long-term change in Hungary based on deposition time series for oxidized sulfur, 
oxidized nitrogen, and reduced nitrogen compounds. To achieve our goal, we used existing 
results of atmospheric chemistry transport models, and precipitation chemistry as well as 
background air pollution measurements at the Hungarian K-puszta site. Comparing the 
results with national emission datasets, we also made an attempt to interpret the changes in 
depositions. According to our time series (oxidized sulfur: 1880-2011, oxidized nitrogen: 
1982-2012, reduced nitrogen: 1981-2012), the effect of acidification was most likely to 
intensify before 1980. Since then, the phenomenon presumably has been weakening 
gradually. In the case of oxidized sulfur and nitrogen compounds, transboundary 
transport has to be considered while comparing them to depositions. On the other hand, 
the impact of Hungarian industrial recession as well as the improvement of emission 
abatement techniques and national emission controlling measures can be observed not 
just on the emissions, but depositions as well. Moreover, we found that the atmospheric 
concentration and subsequent deposition of ammonia is strongly affected by the 
atmospheric concentration of sulfur dioxide, which highlights the need for further 
refinement of the estimation method for yearly dry deposition of ammonia.

Keywords: acidic deposition, long-term, oxidized nitrogen, oxidized sulfur, reduced 
nitrogen, ammonia, atmospheric concentration, emission, emission reduction.
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/. Introduction

The problem of acidification got wider public and scientific attention at first in 
the beginning of the 70’s, when the reason for the serious damage of 
Scandinavian lakes and German forests was identified: the decreasing pH of 
freshwaters and soil (Aimer et a l, 1974; Sakamoto et al., 1986). It was found 
that the phenomena had been caused by the excessive emission and subsequent 
deposition of oxidized sulfur (sulfur dioxide, S02 and sulfate, S042") and 
oxidized nitrogen compounds (nitric acid, HNO3, nitrogen oxides, NOx and 
nitrate, NO3") (see the quoted references in Galloway, 1989). Since then, the 
problem has been considerably mitigated over Europe, owing to a series of 
emission control measures (Grennfelt and Hov, 2005). However, it has been a 
more and more serious environmental issue in the developing countries of Asia, 
especially in China (Duan et al., 2013).

The process that leads to acidification consists of three main steps: i) 
emission of acidifying components or their precursors, ii) their atmospheric 
transport, simultaneous chemical conversion, phase transition to particles, iii) 
deposition to the surface. The main source for oxidized sulfur as well as 
nitrogen compounds is anthropogenic. Most of the oxidized sulfur compounds 
are emitted during the combustion of fossil fuels (Seinfeld and Pandis, 2006). 
These usually contain a certain amount of sulfur, which is oxidized to S02 

during burning. The primary emission sectors of the oxidized nitrogen 
compounds are transportation and energy industry (see the same reference). In 
both cases, nitrogen content of the air is oxidized mainly to nitric oxide (NO) 
and in smaller amount to nitrogen dioxide (N02) at the high burning 
temperature.

In addition, reduced nitrogen compounds (ammonia, NH3, and ammonium, 
NH4 ) are considered as additional exacerbating factors for acidification. In the 
soil during nitrification, NH4+ ions are oxidized while two equivalent hydrogen- 
ions (H+) are produced (Raven, 1985). In freshwater ecosystems, algae and 
macrophyte species release equivalent H when NH4A is consumed (Goldman 
and Brewer, 1980). Therefore, further sources must be considered for acidifying 
components. The largest emission sector of reduced nitrogen compounds is 
agriculture, releasing gaseous NH3 to the atmosphere. The primarily source of 
NH3 is the breakdown of urea in livestock excreta, but a similar process takes 
place in the case of urea- and ammonium-based fertilizers as well.

There are two ways for an atmospheric compound to get back to the 
surface from the atmosphere: by wet or dry deposition. Wet deposition occurs 
when the compound is washed out from the atmosphere by being dissolved in 
precipitation, whilst during dry deposition, the substance is transported to the 
surface by the turbulent flux.

In the atmosphere, S 0 2 and NOx compounds are further oxidized to 
sulfurous acid (H2S03) and sulfuric acid (H2S04), as well as nitrous acid
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(HONO) and nitric acid (HN03), respectively. The produced acidic components 
may be neutralized by dissolved NH3, forming aerosol particles. These usually 
act as condensation nuclei; therefore, they can be easily washed out of the 
atmosphere by precipitation. In addition, during droplet growing as well as 
rainfall, acidic species and gaseous S02 and NH3 may also dissolve to the 
droplets. Dry deposition of acidifying compounds is possible as gas molecules 
as well as in the form of aerosol particles. Deposition of NH3 and S02 in this 
way is closely related and largely dependent on the pH of the surface wetness 
(Fleehard et al., 1999).

The distance, from the source the atmospheric trace compounds can be 
transported to, besides meteorological conditions, is basically determined by 
their atmospheric lifetime. Calculating with a lifetime of 2 days (172 800 s) for 
S02 (Seinfeld and Pandis, 2006) and an average wind speed of 3 m s~' at 2 m 
height, the result is more than 500 km. The lifetime of NOx as well as N 03", 
S042’, and NH4+ aerosols usually ranges also from a few days to weeks, which 
raises the problem of transboundary air pollution. On the other hand, as a result 
of their high solubility and reactivity, NH3 and HN03, depending on the surface 
characteristics and micrometeorological conditions, especially at higher air 
temperature and lower humidity when dissociation of ammonium nitrate 
particles into gases is dominant (Stelson and Seinfeld, 1982), can have a lifetime 
of a few hours, causing local rather than regional problems.

Beside the damage of surface water and forest ecosystems, high 
concentration of acidic components can have a severe impact also on human 
health through inhaling the respirable, fine fraction of formed aerosols (Pope et 
al., 2002). In addition, in the 70’s and 80’s, erosion of buildings and statues by 
“acid rain” was reported (Lipfert, 1987). Despite serious acidification caused 
mainly by excessive emission of S02 (Johnson and Reuss, 1984) has been 
largely mitigated over Europe, the environmental effect of reactive nitrogen 
compounds (Nr), such as NH3, HN03, and NOx, has been still in the focus of 
scientific research projects (e.g., GRAMINAE, NitroEurope, ENA, ÉCLA1RE). 
Sutton et al. (2011) identified five key threats related to excessive Nr emissions: 
water quality, air quality, greenhouse balance due to the aerosol particles, 
ecosystems and biodiversity, and soil quality.

Signs of acidification occurred also in the country: yield reduction of 
crops, potential forest damage, especially in synergy with other biotic factors, 
corrosion of historic monuments, and deformation of building ornaments made 
of limestone were reported (Várallyay et al., 1986; OKTH/MTA, 1987). Since 
then, the impact of acidic compounds, similarly to the whole European region, 
has been weakening in the country.

Although Horváth et al. (2009) published time series of measured 
atmospheric concentration and wet deposition of NH3 and NH4+ for the period 
of 1981-2005 for a Hungarian site, for the country a comprehensive assessment 
of acidic deposition on long term has not been carried out yet. Therefore, the
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purpose of this study is to assess the degree of this process and to investigate its 
long-term change in Hungary based on deposition time series for oxidized 
sulfur, oxidized nitrogen, and reduced nitrogen compounds. The data sets were 
compiled from existing atmospheric chemistry transport model results and air 
concentration as well as precipitation chemistry data measured at the Hungarian 
K-puszta site.

2. Methods and data

2.1. Oxidized sulfur compounds

The long-term deposition data set for oxidized sulfur compounds were compiled 
from existing results from different versions of the atmospheric chemistry 
transport model (ACTM) ran by the European Monitoring and Evaluation 
Programme (EMEP) under the Convention on Long-range Transboundary Air 
Pollution (CLRTAP). An ACTM calculates atmospheric concentration and 
deposition fields for a given time and grid from predefined emission fields. 
Driven by a meteorological model it is capable of simulating the horizontal and 
vertical transfer of atmospheric trace compounds, as well as the mixing of the 
different pollutants and the possible chemical reactions between them.

EMEP is a policy driven program for international co-operation to solve 
transboundary air pollution issues. The model results from their ACTM are used 
by policy makers Europe-wide. EMEP consists of five Centers and four Task 
Forces. Among them, the Meteorological Synthesizing Centre-West (MSC-W) 
is responsible for the modeling of acidifying and eutrophying air pollutants, 
photochemical oxidants, and particulate matter.

The first part of our deposition data set, for the period 1880-1980, 
originates from a model experiment (Mylona, 1992) for 1880-1991 with an 
early version of the EMEP model (Sandnes and Styve, 1992). Mylona 
determined the required S 0 2 emission fields based on historical energy and 
industry statistics. The effect of meteorological variability was disregarded in 
the experiment, meteorological data for 1991 were used for every year. 
Depositions were simulated over the 150x150 km2 EMEP grid, for every fifth 
year.

From the year 1980 we obtained model results, derived from later versions 
of the EMEP model, from the open database of MSC-W {EMEP/MSC-W, 
2013). The main differences compared to the version used by Mylona are that 
these operate on a higher resolution grid (50x50 km2), and in every year the 
meteorological data for the given year were fed to the model (for detailed 
description of the different model versions see the references at EMEP/MSC-W, 
2013). The data to the second part of our deposition time series, for the period 
1980-2011, are originating from the following model versions:
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-  version rv4.4: for the years 1990, 2000-2011,
-  version rv2.5: for the years 1995-1999,
-  version rv2.1: 1980, 1985.
During personal communication, Sophia Mylona provided us her model 

results for the four 150x150 km“ grid cells in which the fraction of Hungarian 
area are the largest (the shaded cells in Fig. /). To keep the consistency of the 
deposition data set for the whole period (1880-2011), we downloaded the 
gridded version of the model results from the MSC-W database, and then 
selected the 36 pieces of 50x50 km2 grid cells covered by the four grid cells 
provided by Sophia Mylona. All the deposition data were given as flux; 
therefore, to get the total deposited sulfur over the grid cells, we multiplied the 
fluxes by the corresponding grid area. According to Kugler et al. (2014), the 
background air pollution in Hungary can be considered homogenous. Therefore, 
to get country scale depositions, we up-scaled the grid depositions (for 
4x150x150=90,000 km“) for the area of Hungary (93,036 km2).

Fig. 1. Hungary on the new EMEP grid with 50x50 km2 resolution (solid lines), and on 
the old EMEP grid with 150x150 km2 resolution (dashed lines). Plain numbers and 
numbers in boxes indicate the EMEP coordinates for the new and the old grid, 
respectively. For our sulfur deposition calculations, the shaded grid cells were used from 
both grids.
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2.2. Oxidized and reduced nitrogen compounds

The longest available Hungarian atmospheric chemistry data set for oxidized 
and reduced nitrogen compounds can be obtained from the measurement data 
base of the Hungarian precipitation chemistry and background air pollution 
monitoring network maintained by the Hungarian Meteorological Service 
(HMS). Among the stations of the network, K-puszta has the longest 
measurement time series; it has been operating since 1974. Therefore, we 
choose it as the base of our further investigations.

K-puszta (46°58’ N, 19°33’ E, 136 m a.s.l.) is situated on the Hungarian 
Great Plain, in the clearing of a mixed coniferous-deciduous forest, far from 
main anthropogenic emission sources. The site is a part of the network of the 
Global Atmospheric Watch (GAW) and the EMEP. The starting year of the 
available data sets for atmospheric concentration and rainwater chemistry 
(including also precipitation sums) can be seen in Table 1.

Table 1. Starting year of the measurements of concentration in air and in precipitation of 
the depositing nitrogen compounds at K-Puszta station

Oxidized nitrogen 
compounds

Reduced nitrogen 
compounds

Atmospheric concentrations N 02 : 1974 NHf: 1977
N O f : 1977 NH3 : 1981
HNO,: 1982

Concentration in the rain water N 03~ : 1974 NH4+: 1974

As we attempted to assess the country scale deposition of nitrogen 
compounds on the base of a single station’s measurements, we kept the data in 
the form of fluxes, rather than calculating the total mass of deposited nitrogen 
over the country. For simplicity’s sake, in the following we will refer to only 
deposition without ‘flux’. We calculated the total deposition as a sum of dry and 
wet deposition. Calculation of dry deposition was carried out by the inferential 
method using Eq. (1) for both oxidized and reduced N-compounds:

where
-  Fdn, -  total yearly deposition flux of oxidized/reduced nitrogen 

compounds ( g N m "year-1),
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-  Fdn,\ -  yearly dry deposition of the oxidized/reduced compound i 
(g N m’ year ),

_  C a m  i ~ yearly average air concentrations of the oxidized/reduced nitrogen 
compound i (pg N m 3),

-  vd,i ~ yearly average dry deposition velocity of the oxidized/reduced 
nitrogen compound i (cm s '), and

-  f -  conversion factor between the different units (3.1536x10').

According to its definition (Eq. (2), Seinfeld and Pandis, 2006), dry 
deposition velocity is the reciprocal of the sum of the resistances between the 
atmosphere and the surface. These are the aerodynamic resistance (Ra), the 
resistance of the quasi-laminar layer (Rh), and the bulk canopy resistance (Rc). 
Whilst Ra and Rh account for the atmospheric turbulence, Rc expresses for a 
given trace substance the absorbing or adsorbing capacity of the canopy that 
covers the surface. Therefore, v</ is a function of the actual micrometeorological 
conditions, and it strongly depends on the surface characteristics. For our yearly 
estimations, however, we used constant yearly average deposition velocities, 
collected from the literature for selected land-cover types.

(2 )

For both oxidized and reduced compounds we gave estimation for dry 
deposition on grass, and in the case of oxidized compounds, we calculated it 
also for mixed land-cover types (grass, forest, arable, urban), giving a closer 
approach for dry deposition on country level. The same could not been 
carried out for reduced nitrogen compounds due to the relatively rare 
occurrence of NH3 and NH4 dry deposition velocity values in the literature. 
All the applied dry deposition velocities can be seen in Table 2. Data for 
oxidized nitrogen compounds are originating from the deposition velocity 
inventory compiled by Marner (2003). To get the dry deposition velocities 
for mixed land coverage, we averaged the data for every oxidized compound 
using the land-cover fractions (Table 3) from the CORINE CLC-50 database 
over Hungary as weights.

The steps of calculation of yearly wet deposition are described in Eqs. (3), 
(4), and (5). Daily wet deposition of oxidized and reduced nitrogen compounds can 
be calculated as a product of the amount of daily precipitation (p„ dnr’m : day 1) 
and the concentrations of N 03" and NH4+ ions measured in precipitation samples 
{ c a q . i ,  mgN dm-’ ), respectively. Summed up these for a month (Eq. (3)), one 
can get the monthly wet deposition (FwelJ, mg N m 2 month-1).
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Table 2. Applied yearly average dry deposition velocities for reduced and oxidized 
nitrogen compounds (latter from the inventory by Marner (2003)) for different surface 
types, their references and - where applicable -  their weighted average, as used in our dry 
deposition calculations for mixed vegetation (for the weights see Table 5)

Deposition velocity (cm s' )
^ompounci

Grass Arabic Forest Urban Weighted
average

0.99
NH, (Horváth et 

at, 2005) 
0.087

NHf (Gallagher et 
at, 2002)
0.16 0.16 0.26 0.08 0.17

NO: (Nicholson et a t , (Nicholson et (Puxbaum and (Nicholson et
2001) a t,  2001) Gregori, 1998) a t, 2001)

HN03 1.39
(Marner, 2003)

2.06
(Marner, 2003)

7.33
(Marner, 2003)

7.33
(Marner,
2003)

3.81

0.15 0.26 1.78 1.78 0.77
N 03' (Slinn, 1982) (Davidson et a t , (Ruijgrok et at, (Ruijgrok et

1982) 1997) a t, 1997)

Table 3. Area of the different land cover types over Hungary and their fraction in the 
total area of the country, used as weights in our dry deposition calculations

Grasslands Forest
Arable Urban

Semi-natural Pasture Deciduous Mixed Coniferous

Area (10"’ nf) 0.58 0.39 1.55 0.08 0.16 5.12 1.42
Fraction 10.43% 19.25% 55.05% 15.27%

The variability of the time series derived in this way is influenced by that 
of the monthly precipitation amount. According to Horváth (1978), there is a 
positive, strong and significant relationship between the monthly amount of 
precipitation and the monthly wet deposition. Same was true for our datasets 
{Fig. 2). Based on this, we normalized the monthly wet deposition values 
applying Eq. (4), where a and b are the slope and the intercept of the regression 
line, respectively {Fig. 2), pj is the monthly precipitation, and Fwelave is the wet 
deposition with the long-term average monthly precipitation (for the values of a, 
b, and F wel,ave see Table 4). Finally, to get the yearly wet deposition {Fweh 
mg N m 2 year '), we summed up the normalized monthly values ( F
mg N m 2 month 1) for a year (Eq. (5)).
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F«,,J= 'LCaq,Pn ( 3)

Fnorm _ wet,]
r w et,j ~  r  wet,ave ~ T  ’ap.+b

(4)

f T  — V  nr"orm
wet Z ^ i  wet , j  ’

j=\
(5)

After calculating the total deposition (Ftota/=Fwel+Fdry) for both the 
oxidized and reduced nitrogen compounds, to get the total nitrogen load we 
summed up the two total deposition values over grass. To characterize the 
change in all of the resulted nitrogen time series, we fitted trends to them. The 
trends with the best fit were determined by applying the Akaike information 
criterion (AIC, Sakamoto et al., 1986), as a built-in function in the statistical 
programming language R.

Fig. 2. Regression between monthly precipitation and wet deposition of nitrate (a) and 
ammonium (b) over the period 1974-2012 at K-puszta. R2 indicates the square of 
correlations between the datasets.

Table 4. Parameters of the regression between the monthly precipitation and monthly wet 
deposition of nitrogen species, where pa„. (mm) is the long-term average of the monthly 
precipitation values, a (mg N dm'3 month'1) is the slope, b is the intercept (mg N m'2 
month'1), and FweMve (axpavc+b) is the wet deposition with the average monthly 
precipitation (mg N m'2 month'1)

Ions a h P1 wet, ave

N H f
44.3

0.70 5.92 36.9
N 0 3' 0.33 7.90 22.4
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2.3. Further data sources

During the interpretation of our results, we used further data sources. In the case 
of oxidized sulfur compounds, we compared the deposition time series to a 
national emission time series compiled from the historical emission database of 
A.S.L. & Associates (Lefohn et a/., 1999) for the period 1880-1990 and from 
emissions reported to the EMEP (CE1P, 2013) for the period 1990-201 1. The 
emission data obtained from the open database of A.S.L. & Associates (A.S.L. 
& Associates, 1999) are in a good agreement with the emissions published by 
Mylona (1992); however, for illustration purposes the A.S.L. data set is better, 
as it has a finer, yearly temporal resolution compared to the 5-year resolution of 
the data set by Mylona.

The deposition of oxidized nitrogen species were compared to the national 
NOx emissions reported to EMEP that are available in the emission database of 
EMEP for the period of 1980-2011. In addition, we refined our comparison 
with data for the total number of cars in Hungary for 1974-2011, from the 
freely available database (KSH, 2013) of the Hungarian Central Statistical 
Office.

To interpret our results for NH3 and NH4 depositions, we compiled a 
national NH3 emission dataset from Horváth et al. (2009) (for 1980-2005) and 
from the EMEP database (for 2006-201 I). As deposition of S02 and NH3 has a 
strong relationship, for further investigations we calculated also the average 
yearly S02 surface concentrations based on the daily HMS measurements at K- 
puszta.

3. Results

3.1. Time series o f oxidized sulfur compounds

Between 1880 and 1950, deposition of oxidized sulfur compounds over Hungary 
showed a moderate increase (Fig. 3), which was interrupted only by World War II. 
Over this period, sulfur deposition was mainly under 100 Gg S year ', except in 
1940, when it slightly exceeded this limit. From 1950, sulfur deposition was 
intensifying until it peaked at 381 Gg S year 1 in 1980. In the last three decades 
deposition has been decreasing. Since 2005, the values has been under 
100 Gg year-1 again.

The emission time series (Fig. 4) is very similar to that of the deposition. 
However, also differences can be noticed between the two time series. In 
1880-1950, the increase of emission was not as steady as that of the deposition. 
Despite it reached its maximum in 1940, there were several other substantial 
peaks and lows over this period, including a clear minimum after World War II. 
For this difference more explanations are feasible.
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Fig. 3. Sulfur deposition over Hungary between 1880 and 2011 compiled 
from the two data source: Mylona (1992) and the EMEP database (EMEP/MSC- 
W, 2013).

Fig. 4. Sulfur emission in Hungary between 1880 and 2011 compiled from the two data 
source: A.S.L. & Associates (1999) and the EMEP emission database (CEIP, 2013).
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Firstly, over this period for deposition modeling another emission data set 
was used. On the other hand, the relationship between emission and deposition 
of oxidized sulfur compounds on country scale is not linear, as due to their long 
atmospheric lifetime, their atmospheric transport is transboundary. 
Consequently, not all of the sulfur emitted in Hungary deposits over the 
country, and similarly, a part of the deposited sulfur originates from the 
neighboring countries. As a consequence, even an intense increase in national 
emission can lead to a more moderate change in national depositions.

Emission reached its absolute maximum in 1964, 16 years earlier than 
deposition. Same is true for the emission dataset published and used in the model 
runs by Mylona (1992) (not presented here): the most sulfur was emitted in 1960. 
This could imply that the later maximum in deposition is a result of the imperfect 
match of the two deposition data sets. However, in the whole deposition time 
series derived by Mylona for 1880-1991, the highest value occurred also in 1980. 
The difference can be explained only by the above described phenomena of 
transboundary air-pollution, i.e., the emission tendencies on a larger scale in 
Europe suppressed the local emission trends. This is supported by the European 
total emission time series by Mylona, that shows an absolute maximum in 1980, 
at the same time with the highest deposition in Hungary.

It is difficult to qualify the strength of acidification, because it depends, 
among others, on the buffering capacity of the surface. However, based on the 
observations -  the higher deposition, the stronger the effect of acidification -  it 
can be concluded that during 1950-1980, Hungary was the most exposed to the 
harmful effects of acidification triggered by the deposition of oxidized sulfur 
compounds. In the last 3 decades, sulfur emissions has been reducing 
presumably due to the recession of Hungarian industry as well as the more 
conscious handling of European industrial emissions as a result of -  among 
other international conventions on air pollution -  the 1979 Geneva Convention 
on Long-range Transboundary Air Pollution. Consequently, the oxidized sulfur 
deposition has been also decreasing over the last 30 years, possibly leading to 
gradually weakening acidification.

3.2. Oxidized nitrogen compounds

The wet deposition of oxidized nitrogen compounds (Fig. 5) in the period of 
1974-2012 ranged between 150 and 350 mg N m 2, except in 1975, when it 
reached an extreme high value of 446 mgN m . Two waves of the tendency 
can be distinguished: one in 1974-1998 with the highest values during the 
middle of the 80’s, and another from 1998 to 2012 with the largest values in the 
middle of the last decade. However, the fitted 2nd order polynomial trend shows 
a steady decline over the whole period (for a summary of our results for 
nitrogen species see Table 5).
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Fig. 5. Wet deposition of oxidized nitrogen compounds between 1974 and 2012 at K-puszta, 
the best fit line, and the yearly precipitation sum.

Table 5. Summary of our results for the deposition time series of the nitrogen 
compounds, with their starting year (the last year was 2012 in every case) and the order 
of the best fit trends

Compounds Deposition Beginning of the 
time series

Order of the 
fitted trend

Oxidized nitrogen Wet 1974 2
compounds Dry8 1982 4

Dry'" 1982 1
Total® 1982 4
Total'” 1982 1

Reduced nitrogen Wet 1974 3
compounds Dry® 1981 4

Total® 1981 1
Total nitrogen load8 1982 1

8 calculated for grass, m calculated for mixed vegetation

For grass the dry deposition ranged from 200 to 500 mg N m 2, whilst for 
mixed vegetation it varied mostly between 400 mg and 800 N m 2, except in four 
years (1982, 1983, 1993, and 1994), when deposition was around or over 
1,000 N m 2 {Fig. 6). Despite that the atmospheric concentration of N 02 (Fig. 7) 
was the highest over the whole period, dry deposition of HNO3 particles was 
predominant for both surface types. This is a result of the high reactivity and 
solubility of FINO3 and consequently its deposition velocity, that is larger by one 
order of magnitude compared to those of the other two compounds. This led also to
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the above mentioned four peak values in dry deposition for mixed vegetation, as 
HNO3 concentrations were relatively high in these years. The higher dry deposition 
for mixed vegetation compared to grass was caused mostly by the almost three 
times larger average HNO3 deposition velocity applied for this surface type.

Y ears

Y ears

Fig. 6. Dry deposition of oxidized nitrogen compounds over grass (a) and mixed 
vegetation (b) between 1982 and 2012 at K-puszta, and the best fit lines to the total dry 
depositions.

In the case of grass, the year-to-year variability was smaller than for mixed 
vegetation. The fitted 4th order polynomial trend shows a moderate decrease
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over most of the period with an increase over the last four years. However, the 
significance of this rise can be considered low, regarding that the length of the 
period is quite short and the depositions over the four year do not change 
consistently. For mixed vegetation the decreasing is much clearer, the best lit 
trend is linear with a slope of 14 mg N m 2 year '.

Fig. 7. Atmospheric concentration of oxidized nitrogen species between 1974 and 2012, 
measured at K-puszta.

Since the variability in wet deposition was smaller, the tendency of total 
deposition followed that of the dry deposition for both surface types {Fig. 8). 
The ranges of total deposition were 200 mg N m 2 higher than for dry 
deposition for both grass and mixed vegetations. The fitted trends are of the 
same order like the trends of dry depositions: 1st for mixed vegetation with a 
yearly reduction of 18 mg N m 2 year1, and 4th for grass with a slightly stronger 
decrease than in dry deposition.

Apparently, the relationship between national NOx emissions (Fig. 9) and 
depositions is not as clear as in the case of oxidized sulfur compounds. A 
possible reason for that could be that we are comparing national emissions to 
depositions calculated from the data of a single station. On the other hand, due 
to the relatively long atmospheric lifetime of oxidized nitrogen compounds, 
transboundary transport of pollutants also has a strong influence on depositions. 
Finally, Fowler et al. (2007) suggested, that such non-linearity between 
emissions and depositions for oxidized nitrogen compounds grows with
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distance from the main European source region of the highly populated northern 
Europe, stretching from the Czech Republic to South East England.

Y ears

Y ears

Fig. 8. Total deposition (dry + wet) of oxidized nitrogen species over grass (a) and mixed 
vegetation (b) between 1982 and 2012 at K-puszta, and the best fit lines to the total 
depositions.

The approximately 25% decrease in NOx emission since the beginning of 
90’s is due to the breakdown of heavy industry after political changes. However, 
the steadily growing number of cars over the whole period (Fig. 9) comparing to 
the decreasing trend both of emission and total deposition may suggest the impact 
of technical improvements and national measures in abatement of oxidized
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nitrogen emission and resulting deposition -  from 1990 the usage of catalyst in 
cars is ordered by the Hungarian law for newly sold vehicles.

Years

Fig. 9. National emission of NOx and the number of cars in Hungary between 1982 and 
2011 .

3.3. Reduced nitrogen compounds

Yearly wet deposition of NH4+ ion between 1974 and 1982 (Fig. 10) varied 
from 800 to 1,600 mgN m 2, then the values were under 800 mg N m 2. The 
best fit trend was a 3rd order polynomial, showing a strong decrease in the first 
2 0  years, and then a moderate further reduction until the end of the period.

Yearly dry deposition (Fig. 11) ranged mostly between the values of 200 
and 400 mg N m 2 before 1996, then the great majority of deposition ranged 
between 300 and 500 mg N m 2. The fitted 4th order polynomial trend shows 
a wave-like tendency, with a period of decrease before 1986, followed by a 
2 0 -year long increasing period and then a subsequent reduction until 2 0 1 2 . 
Despite that atmospheric concentration of NH4+ was higher in the first 20 years 
(Fig. 12), dry deposition was dominated by NH3 deposition over the whole 
period. The cause of that is that NH3 is highly soluble, resulting in a one order 
of magnitude higher dry deposition velocity than that of NH4+. Moreover, 
majority of ammonium are in the range of fine particles (PM2.5) (Horváth, 
2003), where deposition velocity has smaller rate than that of ammonia gas.
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Fig. 10. Wet deposition of reduced nitrogen compounds between 1974 and 2012 at K- 
puszta, the best fit line, and the yearly precipitation sum.

Total deposition {Fig. 13) is mainly dominated by wet deposition, 
especially in the first half of the period. As the difference between wet and dry 
deposition is not too large, the opposite tendencies compensated each other, 
resulting in a balanced total deposition. The best fit, linear trend shows a weak 
decline of 1.7 mg N year-1.

1981 1987 1993 1999 2005 2011

Y e a r s

Fig. 11. Dry deposition of reduced nitrogen species between 1981 and 2012 at K-puszta, 
and the best fit line to the total dry deposition.
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Fig. 12. Atmospheric concentration of reduced nitrogen species between 1974 and 2012, 
measured at K-puszta.

Y ears

Fig. 13. Total deposition (dry + wet deposition) of reduced nitrogen species between 
1981 and 2012 at K-puszta, and the best fit line to the total deposition.

In the national NH3 emissions (Fig. 14), a rapid decrease can be seen 
between 1989 and 1994, with a close-to-constant emission before and after it. 
This is mainly parallel with the tendency of wet deposition, but apparently it is
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the opposite of the trend in dry deposition. This raises the obvious question: 
how can the dry deposition grow if emission is reducing? Considering that in 
our approach the atmospheric concentration and deposition of NH3 differ only 
in a constant multiplying factor, the question is the same for concentrations and 
emissions. Since gaseous NH3 after emission dissolves quickly on the surface, 
in this case the influence of long-range transport is presumably weak.

As an alkaline compound, dry deposition of NH3 is largely dependent on 
the acidity of the surface water (water film on the surface). Therefore, its 
deposition is influenced by the deposition of atmospheric acidic components 
(Flechard et al., 1999). According to Erisman et al. (2001) and Fowler et al. 
(2001), the lower the ratio of atmospheric concentration of S02 to NH3 (i.e., 
S02 concentration is relatively low or NH3 concentration is relatively high), the 
higher the surface resistance to NH3 deposition. Consequently, even if the 
atmospheric input of ammonia decreases with a decreasing S02 concentration, it 
cannot be removed from the atmosphere as the higher pH of the surface water 
film, caused by the less dissolved S02, hampers NH3 dissolution. As a result, 
the emitted NH3 remains in the atmosphere raising its atmospheric 
concentration, as it was observed earlier by Horvath et al. (2009).

Fig. 14. National emission of ammonia in Hungary between 1980 and 2011.

According to Fig. 15, the above described process, referred as the co
deposition of NH3 and S02, was most likely the key process in Hungary as well. 
On the other hand, this founding highlights the weakness of our simple 
estimation approach for dry deposition of NH3, as the process, preventing NH3
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removal from the atmosphere, could lead to lower deposition than our 
calculations. Therefore, the estimation of NH3 dry deposition requires further 
investigation.

In addition, the transfer of ammonia between atmosphere and surface is bi
directional, i.e., not just deposition but also emission can occur depending on 
the difference between the atmospheric Nfh concentration and above the 
surface (Farquhar et a/., 1980). Further influencing factors on the magnitude of 
NH3 exchange are, among others, temperature, wind speed, and relative 
humidity, which were all neglected during our approach.

However, considering bi-directional exchange would require a much 
complex estimation, which has not been applied either in operational ACTMs 
(1Sutton el al., 2013). ACTMs nowadays calculate dry depositions based on the 
same formula we used, that -  even if the calculations are more detailed in an 
ACTM -  supports the relevance of our simple approach.

Fig. 15. Atmospheric concentration of S 02 (pg S m \  triangles) and NH3 (pg N m 3, 
dots), and their ratio (thick line) between 1981 and 2012 at K-puszta.

3.4. Total nitrogen load

Summing up the total depositions of oxidized and reduced nitrogen compounds 
for grass, we got the total nitrogen load over grass-covered surface (Fig. 16). In 
the period of 1982 and 2012, it varied mainly between 1,000 and
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1,600 mg N m"2. According to the measurement practice of air concentration 
and dry deposition velocity, we estimated the uncertainty of the total nitrogen 
load ±10% shown as error bars in Fig. 16. This uncertainty covers much 
possibly the year-to-year variability of yearly dry deposition velocities. 
Compared to the oxidized compounds, deposition of reduced nitrogen 
compounds had a larger fraction in the total load. As we showed it, both of them 
had a slow decreasing trend, resulting in a moderate decrease in the total load as 
well. The fitted trend is linear, with a slope of 12 mg N m 2 year-1.

Likewise in the case of oxidized sulfur compounds, it is difficult to 
quantify the acidifying effect of the nitrogen compounds examined above. In 
addition, in this case the neutralizing effect of dissolving gaseous NH3 has to be 
also considered. However, even if dry deposition of reduced nitrogen 
compounds is highly dominated by NH3 deposition, in the total load the other 
components overcame it. Overall, the declining trend of the total nitrogen load 
implies a mitigating tendency of acidification.

1982 1988 1994 2000 2006 2012

Y e a rs

Fig. 16. Total nitrogen load (as a sum of the total deposition of reduced and oxidized 
nitrogen compounds) over grass between 1982 and 2012 at K-puszta.

4. Conclusions

The purpose of this work was to compile long-term deposition time series for 
Hungary for acidifying compounds, such as oxidized sulfur, as well as oxidized 
and reduced nitrogen compounds. To achieve our goal, we used existing results 
from ACTMs and precipitation chemistry as well as background air pollution
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measurements. Comparing the results with national emission datasets, we also 
made an attempt to interpret the changes in depositions. Finally, we gave a 
qualitative estimation for the strength of acidification on long term.

In the case of oxidized sulfur compounds, according to the 132-year long 
deposition time series, 1980 was a changing point: until this year, deposition 
was steadily increasing, and since then it has been decreasing rapidly. For 
deposition of oxidized nitrogen compounds, we got declining trend between 
1982 and 2012; however, in the case of grass, a non-significant increase 
occurred in the last four years of the period. We found that the deposition of 
reduced nitrogen compounds has been also decreasing since 1982. 
Consequently, our calculation showed that also the total nitrogen load followed 
a slowly declining tendency.

Despite that the transboundary transport of both oxidized sulfur and nitrogen 
compounds, influences the national depositions, in the case of the oxidized sulfur 
compounds the relationship between the emissions and depositions was clearer 
than for the oxidized nitrogen compounds. On the other hand, we found that the 
decrease of total deposition of oxidized nitrogen compounds is most likely a sign 
of the improvement of emission abatement techniques and national emission 
controlling measures. Same is true for the total deposition of oxidized sulfur 
species; however, in this case, also the Hungarian industrial recession could be a 
substantial influencing factor. The total deposition of reduced nitrogen 
compounds showed only a weak declining tendency in contrast with drastically 
weakening NH3 emissions. Moreover, atmospheric NH3 concentration is nearly 
constant in spite of emission reduction. We showed that this trend in atmospheric 
concentration and -  in our approach -  dry deposition of NH3 is possibly a result 
of the declining surface concentration of SO2. Considering this effect, estimation 
of dry deposition of NH3 requires further investigation.

Based on our results, only qualitative conclusions can be drawn regarding 
the progress of acidification in Hungary: the effect of acidification was most 
likely to intensity before 1980, since then the phenomenon presumably has been 
weakening gradually. On the other hand, if atmospheric concentration of NH3 

continuously grows in Hungary, in spite of its potential neutralizing effect in the 
atmosphere, it may raise new environmental issues in the future due to its key 
role in the cycle of reactive nitrogen compounds (Galloway et al., 2008).
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Abstract—Spatial distribution of several indices characterizing wine production in 
Hungary are analyzed in this paper using the bias-corrected outputs of three different 
regional climate models: RegCM, ALADIN, and PRECIS. For this purpose, the daily 
minimum, maximum, and mean temperature, and daily precipitation time series were 
used. The indices include the active degree days, Huglin’s heliothermal index, length of 
vegetation period according to thermal conditions, hydrothermal coefficient, and 
frequencies of extreme temperature events. In the study, first, the past changes of these 
indices are evaluated, and then, the main focus is on the projected changes until the end 
of the 21st century. Our results suggest that white wine grapes are very likely to lose their 
dominance over red wine grapes in Hungary in the next few decades. Furthermore, the 
ripening of late-ripening and very-late-ripening grape varieties will become more likely. 
Extreme high summer temperatures will become more frequent, while the risk of frost 
damage in the reproductive cycle is projected to decrease.

Key-words: Vitis vinifera, RegCM, ALADIN, PRECIS, regional climate change, 
Hungarian wine regions 1

1. Introduction

Wine grape production is a segment of major importance in Hungarian 
agriculture. The life cycle of the grape is influenced by climatic, edaphic, and 
biotic factors, from which climatic factors are the most dominant and 
dynamically changing ones (Kozma, 2002). As vineyards in Hungary produce 
grapes for 25-30 years, predicting these climatic factors for the next decades has 
a great importance.

In this work, we analyze the temporal trends of selected climatic factors, 
and use several indices to identify grape varieties in Hungary that are more
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suitable for the projected climatic changes. Additionally, we predict the trend of 
change in the probability of desease development for the next decades. Although 
there has been a recent work studying the future changes of ecological factors 
affecting Hungarian grape fields (Szenteleki, 2012), our work is the first climatic 
study of the entire Hungarian region focusing specifically on grape and wine 
production.

2. Studied regions and applied methods

2.1. Studied regions

The wine subregions of Hungary belong to the northern territorries of grape 
production. Grape production is made possible primarily by the diverse 
microregions of the country and their specific meso- and microclimate. Based on 
microclimatic similarities, the 22 Hungarian wine subregions are categorized to 
7 regions (127/2009. (IX. 29.) FVM regulation, appendix 1), covering Danube 
(Duna), Balaton, Eger, North-Transdanubia (Eszak-Dunantiil), Pannon, Sopron, 
and Tokaj. On these wine regions, the wine grape production is dominated by 
white wine grapes, however, in some regions (e.g., in Sopron region), red grape 
production is also important. From the grape varieties, both early-, medium-, 
and late-ripening ones are produced in the different regions (.Hajdu, 2003).

2.2. Applied regional climate models

Results provided by global climate models (GCMs) cannot be applied to small 
regions like the Carpathian Basin and Hungary. Therefore, in our analysis we 
applied regional climate models (RCMs) nested in GCMs. The RCMs have finer 
spatial resolution than GCMs, thus they can take into account local scale 
landscape features and topography.

We used the outputs of the following model simulations carried out in the 
framework of the European ENSEMBLES project (van der Linden and Mitchell, 
2009): the RegCM (Giorgi et al., 1993), the ALAD1N (Deque et a/., 1998) 
regional climate models, and the PRECIS regional climate model developed by 
the UK Met Office Hadley Centre for Climate Prediction and Research (Wilson 
et al., 2007) applied specifically to the Carpathian Basin (Pieczka, 2012). The 
raw RCM outputs generally overestimate the temperature in summer and the 
precipitation throughout the entire year (Pongracz et al., 2011; Pieczka et al., 
2011). Therefore, they were corrected using a percentile-based bias correction 
technique (Formayer and Haas, 2009) consisting of correcting the simulated 
daily outputs on the basis of the monthly distributions of observed 
meteorological data. Observations are available from the gridded E-OBS 
database (Haylock et al., 2008). The RCM simulations use the A1B emission 
scenario (Nakicenovic and Swart, 2000) for the 21st century. This scenario

194



assumes a slowly growing trend of atmospheric carbon-dioxide concentration, 
which is likely to exceed 700 ppm by the end of the century.

All RCMs applied a horizontal resolution of 25 kilometers. This resolution 
is still too coarse for detailed studies on the changing microclimatic conditions 
of vineyards, but it enables us to estimate some general tendencies. The 
simulated model datasets used in this study cover the geographic region between 
latitudes 44°-50° N and longitudes 14°-26°E, and contain the time interval 
1951-2100 (except for the PRECIS simulation, where the time interval was 
1951-2098). The applied RCM outputs include the daily minimum, maximum, 
and mean temperature, as well as the daily precipitation, which are used to 
calculate past and future time series of various indices described in Section 2.3, 
and derive conclusion on their effect on wine grape production in Hungary in 
the middle o f the 21st century (for the period 2021-2050) and in the end o f the 
21st century (for the period 2071-2100; or between 2069-2098 for the PRECIS 
model due to shorter simulation time range). The years 1961-1990 is defined as 
the reference period.

2.3. The applied indices

The indices that we analyze in this paper are the following.

Active degree days (ADD). This can be easily calculated from the daily 
mean temperatures and can be used to determine the grape varieties that the 
given region is suitable for (see Table 1). The calculation is carried out by 
summing the residual above 10 °C of the daily mean temperatures throughout 
the growing season (Davitaja, 1959; Kozina, 2002). Note, that in all our 
calculations we defined the growing season as the period of a year when the 
daily mean temperature is above 10°C for at least three consecutive days 
(Kozina, 2002). This practically corresponds to the time beginning with budburst 
and ending with leaf-fail, and thus, covers a longer interval of the year than the 
one discussed in Table 1.

Table 1. G ro u p in g  o f  g ra p e  v a rie tie s  b a s e d  o n  th e  a c tiv e  d e g re e  d a y s  (Davitaja , 1 9 5 9 ; 
Kozma, 2 0 0 2 )

Ripening categories
Active degree days Number of days
( f ro m  b u d b u rs t to  fu l l  r ip e n in g  o f  b e r r ie s )

v e ry -e a r ly - r ip e n in g  v a r ie tie s 6 9 0 - 8 5 0  °C 1 1 0 - 1 2 0  d ay s

e a r ly -r ip e n in g  v a r ie t ie s 8 5 0 - 1 1 5 0 °C 1 2 0 - 1 3 0  d a y s

m e d iu m -r ip e n in g  v a r ie tie s 1 1 5 0 - 1 3 5 0 °C 1 3 0 - 1 4 5  d a y s

la te -  &  v e ry - la te - r ip e n in g  v a r ie tie s > 1 3 5 0 °C > 1 4 5  d ay s
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Huglin’s heliothermal index (HI) (Huglin, 1978). This gives a measure on the 
suitability of a region for different grape varieties based on the daily mean and 
maximum temperatures of the region, and on a factor denoted as d, which depends 
on the geographic latitude of the region (and thus the average length of the days 
during the growing season). Huglin’s heliothermal index can be written as:

/// . ^ [(r-io°c) + (7;-iooc)] (1

where d is the latitude coefficient increasing monotonically from d4o= 1.02 at 
latitude 40° N to d50=\ .06 at latitude 50° N; T is the daily mean temperature, and 
Tx is the daily maximum temperature, both given in °C. In Eq. (1), each term of 
the sum corresponds to one day in the growing season, and thus, the sum goes 
through all the days of the growing season. The optimal values of HI for 
selected grape varieties are shown in Table 2.

Table 2. T h e  o p t im a l  v a lu e s  f o r  H u g l in ’s h e lio th e rm a l in d e x  (H I)  fo r  s e le c te d  w h ite  
(n o rm a l fo n ts) a n d  re d  ( i ta l ic  f o n ts )  w in e  g ra p e  v a r ie tie s . (Huglin, 1978; Kozma, 2 0 0 2 )

lluglin's Heliotermal 
Index (HI; in °C )

Grape varieties

2300 Aramon
2200 Carignan, Zinfandel
21 0 0 Cinsaut, Grenache, Syrah, Sangiovese
20 0 0 U g n i b la n c

1900 C h e n in  b la n c ,  W e ls c h rie s lin g , Merlot, Cabernet Sauvignon
1800 Cabernet franc, Blaufränkisch
1700 C h a r d o n n a y ,  R h in e  R ie s lin g , S ilv a n e r ,  S a u v ig n o n  b la n c , Pinot noir
1600 P in o t  b la n c ,  G e w ü rz tra m in e r , Camay
1500 M ü lle r - T h u r g a u

1400 lr s a i  O l iv é r

Occurrences o f extreme temperature episodes. Thermal susceptibility of 
wine grapes depends on many biotic and climatic factors, and it is variety and 
site specific according to different levels of risk severity at different extreme 
temperature values. Therefore, several thermal indices can be defined. To give 
examples, we used the following measures in studying the occurrences of 
extreme temperatures (Dunkel and Kozma, 1981; Kozma, 2002):
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0 daily minimum temperature is below -17 °C in the reproductive cycle,
0  daily minimum temperature is below -21 °C in the reproductive cycle,
O daily maximum temperature is above 35 °C in the vegetative cycle.

Hydrothermal coefficient (HTC'). We can characterize the combined effect 
of precipitation and temperature on grapes using the hydrothermal coefficient 
(HTC). This characteristic number, which measures the water supply of a 
vegetation, is calculated as:

HTC = \OP/T0i (2)

where P is the precipitation during the growing season in mm and T0 is the 
effective degree days in °C (which is the sum of daily mean temperatures for 
days of the growing season when this temperature is above 10 °C). In areas, 
where the HTC is below 0.5 mm/°C, grape production is only possible if the 
humidity is high or if irrigation is applied. The maximum value of the HTC is in 
the range of 1.5-2.5 mm/°C, while its optimal value is around 1.0 mm/°C 
(Szeljanyinov, 1928; Kozma, 2002).

3. Results and discussion

According to the RCM simulations, the ADD values were in the range of 
1200-1400 °C* in the Hungarian wine regions during the 1961-1990 reference 
period (Fig. I). These results suggest that climatic conditions were in favor of 
early- and medium-ripening grape varieties at the end of the 20th century. 
However, there are certain regions where late-ripening varieties are also 
produced (Hajdú, 2003). The reason for this controversy is that RCMs do not 
take into account the extra heat the grapes are subjected to when they are grown 
on hill- and mountainsides and are being exposed to sunlight at lower incoming 
angles. Thus, maps of heat distribution are biased to lower-than-actual heat 
supply conditions at hilly terrains (such as the Sopron regions), and 
consequently, they falsely suggest that these regions are only suitable for low 
heat demanding grape varieties. As it can be seen in Fig. 2, based on HI, we 
could think that heat conditions in Sopron wine regions can only support less 
heat demanding varieties, and only the Danube regions are optimal for more 
heat demanding ones. In practice, the Sopron regions are known to be optimal 
for more heat demanding varieties, which can be explained by taking into 
account the extra heat the regions are obtaining from sunlight arriving at lower 
incoming angles.

T h e s e  v a lu e s  a re  o n ly  a v e ra g e s , i.e ., in  so m e  y e a rs  th e  AD D  c a n  b e  lo w e r  o r  h ig h e r . N e g a tiv e  
d e v ia tio n s  fro m  th ese  a v e ra g e s  can  lead  to  an  in su ff ic ie n t a m o u n t  o f  h e a t fo r  th e  r ip e n in g  o f  g rap e  
v a r ie tie s  th a t req u ire  a  lo n g e r  g ro w in g  se a so n .
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Fig. 1. T h e  v a lu e s  o f  a c t iv e  d e g r e e  d a y s  (ADD) in  th e  C a rp a th ia n  B a s in . T h e  u p p e r  ro w  
c o rre sp o n d s  to  th e  r e fe re n c e  p e r io d ,  w h ile  th e  m id d le  an d  lo w e r  ro w s  c o r re s p o n d  to  th e  
p re d ic te d  m id d le  a n d  e n d  o f  th e  2 1 s t  c e n tu ry , re sp e c tiv e ly . T h e  th re e  c o lu m n s  sh o w  o u r 
re su lts  u s in g  the  R e g C M  ( le f t ) ,  A L A D IN  (m id d le ) , an d  P R E C IS  ( r ig h t)  r e g io n a l  c lim a te  
m o d e ls ’ o u tp u ts .

The length of the growing season allowed by the thermal conditions in 
Hungary is between 160-190 days within the reference period of the RCM 
simulations. This is about 1 month longer than that is necessary for early- and 
medium-ripening varieties (see Table 1 and Fig. 3). Thus, we can conclude that 
the projected thermal conditions by the end of the 21st century are optimal for 
late-ripening and very-late-ripening grape varieties.
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Fig. 2. T h e  te m p o ra l  e v o lu tio n  o f  H u g lin ’s h e lio th e rm a l in d e x  (HI) in  th e  C a rp a th ia n  
B a s in  b a se d  o n  th e  R e g C M  (u p p e r) , A L A D IN  (m id d le ) , an d  P R E C IS  ( lo w e r)  re g io n a l 
c l im a te  m o d e ls ’ o u tp u ts .
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Fig. 3. T h e  le n g th  o f  th e  g r o w in g  se a so n  in  d a y s  a l lo w e d  b y  th e rm a l c o n d itio n s . T h e  
u p p e r  ro w  c o r re s p o n d s  to  th e  re fe re n c e  p e r io d , w h ile  th e  m id d le  a n d  lo w e r  ro w s  
c o r re s p o n d  to  th e  p r e d ic te d  m id d le  an d  e n d  o f  th e  2 1 s t  c e n tu ry , re s p e c tiv e ly . T h e  th re e  
c o lu m n s  sh o w  o u r  r e s u l t s  u s in g  th e  R e g C M  ( le f t) ,  A L A D IN  (m id d le ) , a n d  P R E C IS  
( r ig h t)  re g io n a l c l im a te  m o d e l s ’ o u tp u ts .

Results obtained from the ALADIN and RegCM data show a correlation 
with each other in the middle of the 21st century. Based on these, the ADD will 
increase up to 1400-1700 °C in this period. The value of HI is projected to 
increase to 1800 °C, however, in the Danube region values above 2300 °C will 
also be possible. The values of HI increase with an increased rate from the 
1980s in every wine region, as shown in Fig. 2.

The PRECIS model simulation suggests a much more significant rise in the 
index values. The ADD can increase up to 1600-2000 °C in the middle of the 21st 
century. HI will reach 2300 °C in the whole country. In Fig. 2, curves 
corresponding to the PRECIS model increase with the highest rate, which shows 
that this model predicts the greatest change in the local climate by the middle of the 
21st century.
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All three models predict longer growing season in the immediate future 
(see Fig. 3) compared to the reference period. By the middle of the 21 st century, 
the vegetation cycle length allowed by thermal conditions can be as long as 
180-210 days, however, the change will be slightly smaller (180-200 days) 
according to the ALAD1N model.

Similar tendencies are expected to occur in the end of the 21st century. 
Based on the ALADIN and RegCM models, the ADD can be as high as 
1700-2200 °C. Similar to the results for the end of the 21st century, PRECIS 
predicts a more remarkable change: according to this model, ADD can be 
between 2000-2500 °C. In this period, all three models predict HI to be above 
2300 °C throughout the whole country.

The vegetation cycle length allowed by thermal conditions can be even 
longer in the far future (see Fig. 3). Its duration can reach 200-220 days, or 
210-230 days according to the PRECIS model.

All these suggest that certain regions will allow the ripening of late- 
ripening grape varieties by the middle of the 21st century. As the increased 
heat allows the development of color- and aroma essences, growing a higher 
ratio of red wine grapes will be feasible in several wine regions. According to 
results corresponding to the end of the 21st century, the thermal conditions of 
the Hungarian wine regions will allow the growing of Mediterranean red wine 
grapes.

In addition to the average conditions, the occurrences of extreme 
temperatures in the reproductive and vegetation cycles also have important 
roles. Since PRECIS simulation does not include any occurrence of daily 
minimum temperature below -17 °C, we only analyze the extremes based on the 
other two RCMs simulations.

The regional distribution of the number of days with minimum 
temperatures below -17 °C (as obtained from the RegCM and ALADIN 
simulations) is in a good agreement with the results presented in Dunkel and 
Kozma (1981) (see Fig. 4). However, note, that the time interval investigated in 
Dunkel and Kozma (1981) is slightly different from our reference period.

We found that less frost-tolerant grape varieties suffered frost damage in 
every 2-3 years within the reference period (see Table 3). This occurrence is 
projected to decrease by the middle of the 21st century to only one major frost 
damage in the winter season in every 4-10 years. The risk of frost damage will 
almost disappear in the end of the 21 st century.

The RCM simulations underestimate the number of days with a minimum 
temperature below -21 °C compared to the findings of Dunkel and Kozma 
(1981). This difference can be related to the slightly different periods applied. 
Independently from this fact, the occurrence of extreme cold temperatures will 
decrease in the middle of the 21st century, and almost completely disappear in 
the end of the 21st century.
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Fig. 4. T h e  n u m b e r  o f  d a y s  in  t h e  re p ro d u c tiv e  c y c le  w i th  m in im u m  te m p e ra tu re  b e lo w  
- 1 7  °C . T h e  tw o  c o lu m n s  c o r re s p o n d  to  the  R eg C M  ( le f t)  a n d  A L A D IN  (rig h t)  s im u la tio n s’ 
results. T h e  ro w s  o f  th e  f ig u re  s h o w  th e  m odel re su lts  fo r  th e  re fe ren ce  p e rio d  (u p p er), and  the 
p red ictions fo r  th e  m id d le  (m id d le )  a n d  th e  end  ( lo w er) o f  th e  21 s t cen tu ry .

The plants can be damaged due to extreme hot days in the growing season, 
too. In the reference period, the occurrence of days with maximum temperature 
above 35 °C was one per 2—10 years according to the RCM results (see Fig. 5). 
The most of such years are simulated by the RegCM model, and the least by the 
ALADIN model. On yearly average, about 1-4 days occurred when the 
maximum temperature exceeded 35 °C.
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Table 3. The number of years having at least one day in the reproductive cycle with 
minimum temperature below -17 °C. The numbers are given for the different Hungarian 
wine regions, and using the RegCM (Re) and ALADIN (AL) simulations outputs.

Danube Balaton Eger North-
Transdanubia Pannon Sopron Tokaj

Re AL Re AL Re AL Re AL Re AL Re AL Re AL

Reference period 19 17 14 15 21 19 16 16 15 12 11 10 21 18
Middle of the . _ . _ _
21stcenrury
End of the ^

8 6 2 8 8 5 3 5 2 2 1 7 7

21st century 2 2 3 2 4 2 1 1 1 0  2 1 2

Fig. 5. The number of days in the vegetation cycle with maximum temperature above 35 °C. 
The two columns correspond to the RegCM (left), ALADIN (middle), and PRECIS (right) 
simulations’ results. The rows of the figure show the model results for the reference period 
(upper), and the predictions for the middle (middle) and the end (lower) of the 21st century.
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There will be a drastic rise in the number of years with extreme high 
temperature both in the middle and the end of the 21st century. All three models 
predict such days to occur in every two years in the middle of the 2 1 st century, 
and in every year in the end of this century. In years, when there is at least one 
day with a maximum temperature above 35 °C, there will be a rise in the number 
of such days both in the middle and the end of the 21st century. The highest 
occurrence of such days is projected in Duna region. According to the RegCM 
predictions, there will be 2-4  days yearly with extreme hot temperatures in the 
middle of the 21st century, and can be as many as 5-13 such days per year in the 
end of this century. The rise in the number of extreme hot days is even greater 
when using the ALADIN and PRECIS simulations’ outputs. Based on these 
models, we can expect 8-16 extreme hot days per year in the middle of the 2 1 st 
century and 27-40 such days per year in the the end of this century.

Our results based on the three RCMs’ simulations show (see Table 4) that 
the HTC will not reach the critical threshold value of 0.5 mm/°C neither in the 
immediate, nor in the far future. This means that the climatic conditions will be 
suitable for wine production in the Hungarian wine regions. It depends on the 
deviation of the HTC from 1 mm/°C whether these conditions move closer to or 
away from the optimum in particular regions.

Table 4. The values of the hydrothermal coefficient (HTC, in mm/°C) in the different 
Hungarian wine regions based on RegCM (Re), ALADIN (AL), and PRECIS (PR) model 
predictions.

Danube Balaton Eger North-
Transdanubia

Re AL PR Re AL PR Re AL PR Re AL PR

Reference period 0.90 0.92 0.89 1.12 1.21 1.15 1.05 1.07 1.03 0.99 1.03 1.00
Middle of the 
21st cenrury 0.90 0.83 0.71 1.18 1.14 0.95 1.02 0.95 0.72 1.01 0.98 0.78

End of the 
21st century 0.75 0.71 0.59 1.01 0.88 0.75 0.85 0.78 0.60 0.87 0.78 0.67

Pannon Sopron Tokaj
Re AL PR Re AL PR Re AL PR

Reference period 0.92 0.98 0.94 1.24 1.32 1.32 1.15 1.19 1.14

21 st cenrury 0.96 0.89 0.79 1.28 1.29 1.04 1.13 1.02 0.79

End of the 
21 st century 0.82 0.75 0.68 1.14 1.00 0.82 0.93 0.81 0.63
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In the reference period, all three models showed excess heat in Danube and 
Pannon regions, and excess precipitation in Balaton, Eger, Sopron, and Tokaj 
regions. All three models resulted in North-Transdanubia region being climatic 
optimal.

The changes in the middle of the 21st century are not unambiguous. 
RegCM simulation does not show any change for Danube region, while for 
Balaton and Pannon regions it predicts an increase in excess precipitation. The 
climatic conditions are projected to become more suitable for grape production 
in Eger, Pannon, and Tokaj regions. ALADIN simulation predicts a decrease in 
excess precipitation or an increase in excess heat for all regions. This could lead 
to more favorable conditions in Balaton, Eger, Sopron, and Tokaj. Similarly to 
ALADIN, PRECIS simulation shows either a decrease in excess precipitation or 
an increase in excess heat for all wine regions, which results in an improvement 
in Balaton and Sopron regions.

All three models project similar conditions for the end of the 21st century, 
which means that we expect a decrease in excess precipitation or an increase in 
excess heat in all regions compared to the reference period. According to all 
three models, this again means better conditions for Sopron region and worse for 
Danube, Eger, North-Transdanubia, and Pannon regions compared to the 
conditions in the reference period. This change lead to more favorable 
conditions in Balaton (according to RegCM and ALADIN) and Tokaj 
(according to RegCM) regions.

4. Conclusions

Our investigations showed that in terms of modeled heat conditions, the 21st 
century will favor red wine grape and late-ripening varieties. We can derive this 
conclusion from the estimated increasing tendency of active degree days and of 
Huglin’s heliothermal index. At the same time, we expect longer growing 
season allowed by the climatic conditions.

Frost-damages in the dormancy periods would become more rare due to the 
warming climate. Elowever, the number of days with maximum temperature 
above 35 °C may increase, which could lead to serious heat damages. There 
should be more care spent on preventing and mitigating damages due to 
increased heat stress using adequate horticultural practices.

We expect a decrease in the hydrothermal coefficient in all regions by the 
end of the 2 1 st century, which can lead to non-optimal climatic conditions, 
because heat as its denominator will likely be dominant.
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Abstract—Dry aerosol mass concentrations (P M 10, PM 2 .5) are determined after 
conditioning of the filter at t=20±l °C and RH=50±5% for 48 hours according to the 
standard protocol EN 12341. The main result of this work is that applying the standard 
pre-conditioning step, complete removal of adsorbed water cannot be attained. In our 
experiment, aerosol samples collected in Budapest between November 2008 and March 
2010 using a CEN (European Committee for Standardization) gravimetric sampler (Digitel, 
DHA-80) were studied. Following P M !0 mass concentration measurements according to the 
EN 12341 protocol, we repeated the gravimetric aerosol mass measurements in the 
laboratory using a glove box after in-situ pre-conditioning for 48 h at t=20±l °C and 
RH<30%. We assumed that at this low relative humidity all the adsorbed residual water 
was removed, and the absolute dry mass concentrations of P M № could be determined 
(referred in the following as dry P M 10 concentration). The mass concentration of adsorbed 
residual water, defined as the difference between the results of the standard and dry PM  10 
measurements, varied greatly in the range of 0.05-16.9 pg m 3. Expressed relative to the 
absolute dry P M !0 mass concentrations, the residual water content in the standard 
measurement procedure amounted to 4.2±1.5% and 7.9±0.8% in summer and winter, 
respectively. In winter, relative contributions of adsorbed water as high as 33.2 m/m% was 
found. The significant seasonal differences as well as the large variations between 
individual samples may depend on various factors such as the chemical composition of the 
samples, particle load, and the RH history of the particles before and after sample 
collection. This last factor is expected to exert rather significant influence on the amount of 
adsorbed residual water, yet it is impossible to reconstruct. These findings have severe 
implications on repotted dry P M 10 mass concentrations using the EN 12341 protocol, 
especially in the winter period when most limit exceedances occur.

Key-words: urban PM[0, standard protocol, adsorbed residual water, dry mass 
concentration, low relative humidity
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1. Introduction

Liquid water is a highly variable, but very often overlooked constituent of 
atmospheric particulate matter (PMi0 or PM2.5). The interaction between 
ambient aerosol particles and water vapor plays a crucial role in many 
fundamental atmospheric processes. Adsorbed water may significantly increase 
the size of the particles, which, in turn, enhances the extinction (mainly 
scattering) of visible light in the atmosphere. This is manifested in strongly 
reduced standard visibility at high relative humidity (RH) (Cheng et a/., 2011, 
Deng et al., 2011). Liquid water on aerosol particles can serve as a medium for 
multiphase reactions (e.g., sulfur conversion in sea-salt aerosol particles, 
Sievering et al. (1991)), or secondary organic aerosol formation Strollo and 
Ziemann (2013); Ervens and Volkamer (2010). In supersaturated air, particles 
called cloud condensation nuclei can grow into cloud or fog droplets. The 
interaction between particles and water vapor depends on the relative humidity 
as well as the size, chemical composition, and wettability of the particles. 
Based on differences in their chemical compositions, particles of various 
origins can behave quite differently with changing humidity, from being purely 
hydrophobic to strongly hygroscopic. Hygroscopic particles take up water 
continuously with increasing RH, whereas deliquescent particles do not adsorb 
water up to a certain RH limit called the deliquescence point (DRH). At this 
point, however, a sudden phase change occurs with a steep increase in the mass 
of the particles. Increasing the RH further above the DRH, the liquid particle 
will continue to grow. However, once such a particle is turned into liquid, 
decreasing the RH will not make the particle recrystallize at the DRH. Below 
the DRH, the liquid particle becomes supersaturated resulting in a metastable 
state until the RH decreases below a critical value at which recrystallization 
occurs (Hansson et al., 1998). This RH is called efflorescence relative 
humidity (ERH). For example, aqueous ammonium sulfate is saturated with 
respect to its crystalline phase at 82.6% RH at 260 K (Clegg et ai, 1998; 
Onasch et al., 1999; Cziczo and Abbatt, 1999), whereas laboratory studies 
show that homogeneous crystallization of droplets does not occur before RH 
drops to 32.7% (Onasch et al., 1999). Conversely, solid ammonium sulfate does 
not deliquesce at RH lower than 82.6%. Therefore, in the range 32.7% < RH < 
82.6% the physical state of such a particle in the atmosphere depends on its RH 
history (Colberg et al., 2003), the particles exist as a metastable droplet when 
the particles had not been exposed to relative humidity greater than their 
deliquescence RH.

There is often a discrepancy in chemical mass closures of atmospheric 
aerosol samples when they are normalized to gravimetrically measured mass of 
particulates. In other words, after all identified components are quantified, a part 
of PM mass remains unidentified. One possible source for the observed 
discrepancy between gravimetric PM mass and the total mass of all identified
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components is particle-bound water. The amount of water in PM samples varies 
for different samples and measurement sites, depending on the particle 
composition and the ambient relative humidity and temperature (e.g., Warneck, 
2000). According to Kajino et al. (2006), in winter when the relative humidity is 
high and the concentration of hygroscopic compounds is also high, 
approximately 70% of unidentified non-carbonaceous fraction of urban PM2.5 

(or about 10% of PM2.5 mass) was assumed to be water. The authors also found 
that the aerosol water content in winter was 6-7 times higher in winter than in 
summer.

In spite the fact that Saxena et al. (1995) pointed out the importance of 
atmospheric water-soluble organic carbon (WSOC) for the observed 
hygroscopic behavior of atmospheric aerosols, the water uptake of aerosol 
particles has been largely associated with their inorganic constituents. 
Depending on the ambient conditions during and prior to sampling, particles 
can either adsorb or lose water under post-equilibration (Tsyro, 2005). The 
relationship among particle mass and composition and particle water content 
is rather complicated due to hysteresis in the behavior of particle-bound 
water. In many cases the atmospheric aerosol particles show strong RH- 
hysteresis behavior and retain substantial particle-bound water (Santarpia et 
al., 2004; Randriamiarisoa et al., 2006). This means that potentially a 
significant fraction of strongly hygroscopic particles exist as supersaturated 
droplets even at RH as low as 50%. One possible explanation for the 
significant amount of retained water is the acidity of the particles. This was 
observed in several places, e.g., in Pittsburgh, USA (Khlystov et al., 2005) 
and in Switzerland (Fisseha et al., 2006). According to Tsyro (2005), pure 
ammonium sulfate particles can still retain as much as 30% (m/m) of water at 
50% relative humidity. Ansari and Pandis (1999) investigated the hysteresis of 
equimolar model aerosol mixtures (Na2S04-NaCl and Na2S0 4 -NaCl-NaN0 3) 
and found that the residual mass of retained water at RH=50% was 83% and 
71%, respectively. On the other hand, beside particle acidity, a number of 
organic components are shown to inhibit the aerosol deliquescence and 
efflorescence behavior (Marcolli and Krieger, 2006). Zardini et al. (2008) 
showed that the retained mass of water in the case of ammonium 
sulfate: adipic acid (2:1.1) model mixture was 30% at RH=50% following 
equilibrium dehumidification.

In recognition of the water-retaining characteristics of atmospheric 
particulate matter, standard off-line gravimetric measurement protocols all 
require the relative humidity to be set at a relatively low value and the filter 
samples be equilibrated before weighing. In Europe, the reference method 
developed by the European Committee for Standardization (CEN) prescribes 
that the filters should be equilibrated for 48 h prior to weighting at 
RH=50±5% and t=20±2 °C before and after sampling. This standard 
reference method is used to validate the readings of automatic beta-gauge
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monitors (FH 62-IN, Thermo Andersen) that are in use in hourly PM 
concentration measurements.

Several studies indicated that there were deviations between automatic 
and standard off-line PM mass concentration measurements (Shin et al., 2011, 
Takahashi et al., 2008, Salminen and Karlsson, 2003), with higher differences 
at high ambient RHs (Chang and Tsai, 2003). These results also imply the 
significance of retained water of particles under the standard reference 
methods.

The objective of this study is to determine the residual water content of PM 
filter samples collected in winter and summer in the city of Budapest, Hungary, 
which are equilibrated according to the standard analysis protocol. This is done 
to determine the potential bias of standard gravimetric measurements due to the 
incomplete removal of particle-bound water upon equilibration.

2. Methodology

2.1. Aerosol sampling

The aerosol sampling was carried out in Budapest (Marczell György Observatory, 
Hungarian Meteorological Service) at a suburban sampling site. The aerosol 
sampling were carried out in 57 consecutive days in winter of 2008-2009, 22 
days in summer of 2009, and further 75 days in winter of 2009-2010.

PM| 0 aerosol samples were collected on glass fiber filters (Munktell MG 
160, d=l 50 mm) at a flow rate of 30 m3 h 1 by using a Digitel-DH 80 reference 
sampler (CEN, 1998) at a height of 2 m.

2.2. Gravimetric measurements

Before and after the sampling, glass fiber filters were placed for 48 hours into an 
isolated chamber at a temperature of 20±1 °C and RH of 50±5%, as required by 
the EN 12341 standard protocol (CEN, 1998). Then PM]0 mass was determined 
by weighing with an electrical micro-balance (Sartorius, BP 211 D) of 10 fig 
accuracy.

Filter blanks were treated in the same way. The relative humidity was 
measured by a hygrograph, which was calibrated in the climate chamber of the 
Hungarian Meteorological Service. The detailed measurement conditions can be 
found in Imre and Molnár (2008). In order to determine the residual water 
content of aerosol mass measured according to the EN 12341 protocol, the fdter 
sample was equilibrated for another 48 h at t=20+l °C and RH<20% prior to 
the following gravimetric measurement. The relative humidity in the 
measurement chamber was set by DRIER1T (calcium sulfate, W.A. Hammond 
Drierite Co. Ltd.) heated at 230 °C for 2 hours.
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3. Results and discussions

The PM10 dry mass concentrations measured from the collected fdter samples 
according to EN 12341 standard protocol are shown Fig. 1. The 24-hour health 
threshold limit for PM10 concentration in Hungary (and EU) is 50 pg m~3, while 
the air quality public warning “Information” and “Alert” threshold limits are 75 
and 100 p gnT3, respectively, as regulated by the Ministry of Rural 
Development (4/2011) are also indicated in the figure.
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Fig. I. Gravimetrically determined dry mass concentration at 50% RH according to EN 
12341 (CEN 1998) and the relationship between the online and gravimetric PM,o 
concentrations (inserted picture).

According to the regulations, the evaluation of the limit exceedances 
should be based on the 24 h PM10 mass concentrations measured by an 
automatic beta-gauge monitor FH 62-IN (Thermo Andersen) and not on those 
measured by the reference method. For this reason these data are also shown in 
Fig. 1. (It should be noted that this instrument was located adjacent to the 
Digitel-DH 80 reference sampler and the data of beta-gauge monitor are 
averaged for the time period of sample collection.) Adding this constraint (to the



calculation) the measured PM 10 reference dry mass concentrations exceeded the 
alert threshold for 34 days, for additional 14 days the information, threshold and 
for another 5 days the health limits.

In the following we considered that under the equilibrium conditions
required by the reference method (20±1°C and RH of 50+5% for 48 h),
residual water was retained in the particles. In order to determine the residual 
water content of the aerosol, further gravimetric measurements were necessary 
that is specified by equilibration at t=20±l °C and RH<30% lasting for 48 h. 
The mass concentration of water retained under the conditions of the standard 
protocol was determined as a difference between the mass concentrations 
measured according the EN 12341 protocol and the dry mass concentration 
specified above. The mass fraction of residual water expressed in percentage of 
the PMio mass concentrations measured by the reference method is shown in 
Fig. 2. It is interesting to note, that despite the fact, that the aerosol water
content was higher in winter than in summer, no significant relationship
between the ambient RH (during the sampling) and the measured water content 
was found.

35 -I

Fig. 2. Experimentally determined residual water content of PM|0 under the conditions on 
EN 12341 protocol.
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It follows that the mass fraction of residual water quantity reflects the share 
of particle-bound water to the mass of particles measured at 30% RH. The mass 
concentrations of residual water varied between 0.05 and 16.9 pg m~‘\  The 
histograms of the relative contributions of residual water are depicted in Fig. 3 
both for summer and winter.

PMm residual water content

Fig. 3. Frequency distributions of residual water content of PMio mass measured 
according to EN 12341 protocol.

The frequency of the contribution of residual water can be well described 
by a log-normal distribution in both seasons. In summer the mean water content 
is 4.2±1.5% (p=95% (Student-probe), while in winter the peaks are 
significantly shifted towards higher values (mean: 7.9±0.8%, p=95%) 
indicating that in winter the aerosol has lower DRH values and more 
hygroscopic than in summer.

After determination of the water content of the aerosol particles, the PM| 0 

mass concentrations were corrected with these water content values. An 
important consequence of replacing the measured PM | 0 reference with the 
absolute dry mass concentrations is that the number of total exceedances of the 
health, information, and alert limits could be reduced by 9 (26%), 7 (50%), and 
2 (40%) days, respectively (Fig. 4).
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Fig. 4. Gravimetrically determined and calculated dry mass concentrations.
(Full squares indicate when the corrected PM m concentration falls below the threshold limits.)

The results of our experiments suggest that PMI0 filters measured 
gravimetrically according to the EN 12341 protocol do retain variable but 
sometimes significant amount of residual water at RH of 50±5% and at 
temperature of 20± 1 °C after equilibration for 48 h. This finding questions that 
the reference measurements yield dry PMi0 mass concentrations as intended to 
be according to the EN 12341 protocol. These results are not necessarily 
surprising based on previous laboratory and theoretical studies that showed that 
many abundant aerosol constituents exhibit hysteresis in their hygroscopic 
behavior and retain water down to their efflorescence RH well below 50% 
(Weingartner et al., 1995; Zhou et ah, 2000; Gao et al., 2008). Since adsorbed 
water does not pose any health risk but contributes quite significantly to 
measured PM |() mass concentration, the justification of environmental legislation 
based on EN 12341 protocol is questionable. Given the complexity of the issue 
and for lack of feasible methodological solutions, we suggest that the 
uncertainties of measured PMi0 concentration values should be extended with a 
statistically derived seasonal factor that may account for the residual water 
content that causes positive bias in the reference measurements. Since the scope 
of our study is limited, extension of this research to biases caused by residual 
water in the readings of automatic beta-gauge monitors is clearly warranted.
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Abstract—The evolution of the weather can be described by deterministic numerical 
weather forecasting models. Multiple runs of these models with different initial 
conditions and/or model physics result in forecast ensembles which are used for 
estimating the distribution of future atmospheric states. However, these ensembles are 
usually under-dispersive and uncalibrated, so post-processing is required. In the present 
work we compare different versions of Bayesian model averaging (BMA) and ensemble 
model output statistics (EMOS) post-processing methods in order to calibrate 2m 
temperature and 10m wind speed forecasts of the operational ALADIN limited area 
model ensemble prediction system of the Hungarian Meteorological Service. We show 
that compared to the raw ensemble, both post-processing methods improve the calibration 
of probabilistic and accuracy of point forecasts. In case of temperature, the BMA method 
with linear bias correction slightly outperforms the corresponding EMOS technique, 
while the EMOS model shows the best performance for calibrating ensemble forecasts of 
wind speed.

Key-words: Bayesian model averaging, ensemble model output statistics, ensemble 
calibration

/ .  Introduction

The evolution of the weather can be described by numerical weather prediction 
(NWP) models, which are capable to simulate the atmospheric motions taking 
into account the physical governing laws of the atmosphere and the connected 
spheres (typically sea or land surface). Without any doubts, these models
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provide primary support for weather forecasting and decision making. As a 
matter of fact, the NWP models and consequently the weather forecasts cannot 
be fully precise, and on top of that, their accuracy might change with the 
meteorological situation as well (due to the chaotic character of the atmosphere, 
which manifests in being very sensitive to its initial conditions). Therefore, it is 
a relevant request from the users to provide uncertainty estimations attached to 
the weather forecasts. The information related to the intrinsic uncertainty of the 
weather situation and the model itself is very valuable additional information, 
which is generally provided by the use of ensemble technique. The ensemble 
method is based on the accounting of all uncertainties exist in the NWP 
modeling process and its expression in terms of forecast probabilities. In this 
process first, all the uncertainties (possible error sources) of the NWP model are 
listed and then these error sources are quantified. The quantified errors are used 
to determine such perturbations, which are used for the creation of the forecast 
ensemble. In practice, the ensemble method is realized by the exploitation of an 
ensemble prediction system (EPS). An EPS exploits several NWP model runs 
(and these ensemble model members differ within the known uncertainties of 
the initial and boundary conditions, model formulation, etc.) and then evaluates 
the ensemble of forecasts statistically. Ensemble prediction systems are widely 
used by the meteorological community especially for medium-range weather 
forecasts (Buizza et al., 2005), and this tool is becoming more and more popular 
for short range (Iversen et al., 2011) and even ultra-short range (BouaUegue et 
al., 2013) weather prediction.

One possible improvement area of the ensemble forecasts is the calibration 
of the ensemble in order to transform the original ensemble member-based 
probability density function (PDF) into a more reliable and realistic one. The 
main disadvantage of the method is that it is based on statistics of model 
outputs, and therefore unable to consider the physical aspects of the underlying 
processes. The latter issues should be addressed by the improvements of the 
reality of the model descriptions and particularly the better uncertainty 
descriptions used by the different model realizations.

From the various modem post-processing techniques (for an overview see, 
e.g., Williams et al., 2014), probably the most widely used methods are the 
Bayesian model averaging (BMA, see, e.g., Raftery et al., 2005; Sloughter et al., 
2007, 2010; Soltanzadeh et al., 2011) and the ensemble model output statistics 
(EMOS, see, e.g., Gneiting et al., 2005,- Wilks and Hamil, 2007; Thorarinsdottir 
and Gneiting, 2010) which are implemented in ensembleBMA (Fraley et al., 
2009, 2011) and ensembleMOS packages of R. Both approaches provide 
estimates of the densities of the predictable weather quantities and once a 
predictive density is given, a point forecast can be easily determined (e.g., mean 
or median value).

The BMA method for calibrating forecast ensembles was introduced by 
Raftery et al. (2005). The BMA predictive PDF of a future weather quantity is
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the weighted sum of individual PDFs corresponding to the ensemble members. 
An individual PDF can be interpreted as the conditional PDF of the future 
weather quantity, provided that the considered forecast is the best one and the 
weights are based on the relative performance of the ensemble members during 
a given training period.

The EMOS approach, proposed by Gneiting et al. (2005), uses a single 
parametric distribution as a predictive PDF with parameters depending on the 
ensemble members.

In both post-processing techniques, the unknown parameters are estimated 
using forecasts and validating observations from a rolling training period, which 
allows automatic adjustments of the statistical model to any changes of the EPS 
system (for instance seasonal variations or EPS model updates). EMOS method 
is usually more parsimonious and computationally more effective than BMA, 
but shows less flexibility. E.g., in case of a weather quantity following normal or 
truncated normal distribution the EMOS predictive PDF is by definition 
unimodal, while BMA approach allows multimodality.

The aim of the present paper is to compare the performance of BMA and 
EMOS calibration on the ensemble forecasts of temperature and wind speed 
produced by the operational limited area model ensemble prediction system of 
the Hungarian Meteorological Service (HMS) called ALADIN-HUNEPS 
(.Hagel, 2010; Horanyi et al., 2011).

2. ALADIN-HUNEPS ensemble

The ALADIN-HUNEPS system of the HMS covers a large part of continental 
Europe with a horizontal resolution of 12 km, and it is obtained with dynamical 
downscaling (by the ALADIN limited area model) of the global ARPEGE based 
PEARP system of Meteo France (Horanyi et al., 2006; Descamps et al., 2009). 
The ensemble consists of 11 members, 10 initialized from perturbed initial 
conditions and one control member from the unperturbed analysis, implying that 
the ensemble contains groups of exchangeable forecasts.

The initial perturbations for PEARP are generated with the combination of 
singular vector-based and EDA-based perturbations (Labadie et al., 2012). The 
singular vectors are optimized for 7 subdomains and then combined into 
perturbations. The EDA perturbations are computed as differences between the 
EDA members and the EDA mean (there is a 6 -member EDA system running in 
France). These two sets of perturbations are combined into 17 perturbations, 
which are added to and subtracted from the control initial condition. Random 
sets of physical parameterizations (there are 1 0  sets of different physical 
parameterization packages) are attributed to the forecasts run from the differently 
perturbed initial conditions. All these combinations result in a 35-member (one 
control without perturbation and 34 perturbed members) global ensemble. The
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ALADIN-HUNEPS system simply takes into account (and dynamically 
downscales) the control and the first 10 members of the PEARP system. These 
members contain the first 5 global perturbations added to and subtracted from 
the control.

The database contains 1 I member ensembles of 42-hour forecasts for 
2 -meter temperature (given in K) and 1 0 -meter wind speed (given in m/s) for 
10 major cities in Hungary (Miskolc, Szombathely, Győr, Budapest, Debrecen, 
Nyíregyháza, Nagykanizsa, Pécs, Kecskemét, Szeged) produced by the 
ALADIN-HUNEPS system of the HMS, together with the corresponding 
validating observations for the one-year period between April 1, 2012 and 
March 31, 2013. The forecasts are initialized at 18 UTC. The data set is fairly 
complete, since there are only six days when no forecasts are available. These 
dates were excluded from the analysis.

Fig. 1 shows the verification rank histograms of the ensemble forecasts of 
temperature and wind speed. These are the histograms of ranks of validating 
observations with respect to the corresponding ensemble forecasts computed 
from the ranks at all locations and over the whole verification period (see, e.g., 
Wilks, 2011, Section 8.7.2). Both histograms are far from the desired uniform 
distribution, as in many cases the ensemble members either underestimate or 
overestimate the validating observations. The ensemble ranges contain the 
observed temperature and wind speed only in 60.61% and 68.52% of the cases, 
respectively (while their nominal values equal 10/12, i.e., 83.33%). Hence, both 
ensembles are under-dispersive and, in this way, they are uncalibrated. This 
supports the need of statistical post-processing in order to improve the 
forecasted probability density functions.

Temperature Wind Speed
io

Rank of observation in ensembles Rank of observation in ensembles

Fig. 1. Verification rank histograms of the 11-member ALADIN-HUNEPS ensemble 
forecasts of 2 m temperature and 10 m wind speed. Period: April 1,2012 -  March 31,2013.
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Note that BMA calibration of wind speed (Baran et al., 2013; Baran, 2014) 
and temperature (Baran et al., 2014) forecasts of the ALADIN-HUNEPS system 
have already been investigated by the authors using smaller data sets covering 
the period from October 1, 2010 to March 25, 2011. These investigations 
showed that significant improvements can be gained with the use of BMA post
processing. Nevertheless, it is interesting to see what enhancement can be 
obtained by BMA with respect to an improved raw EPS system and particularly 
in comparison to the EMOS calibration technique.

3. Methods and verification scores

As it has been mentioned in the Introduction, our study is concentrating on 
BMA and EMOS approaches. By A ,/ 2 , •■■,/« we denote the ensemble 
forecast of a certain weather quantity X for a given location and time. The 
ensemble members are either distinguishable (we can clearly identify each 
member or at least some of them) or indistinguishable (when the origin of the 
given member cannot be identified). Usually, the distinguishable EPS systems 
are the multi-model, multi-analyses ensemble systems, where each ensemble 
member can be identified and tracked. This property holds, e.g., for the 
University of Washington mesoscale ensemble (Eckel and Mass, 2005) or for 
the COSMO-DE ensemble of the German Meteorological Service (Gebhardt 
et al., 2 0 1 1 ).

However, most of the currently used ensemble prediction systems 
incorporate ensembles where at least some members are statistically 
indistinguishable. Such ensemble systems are usually producing initial 
conditions based on algorithms, which are able to find the fastest growing 
perturbations indicating the directions of the largest uncertainties (for 
instance, singular vector computations (Buizza et al., 1993) or search for 
breeding vectors (Toth and Kalnay, 1997)). In most cases, these initial 
perturbations are further enriched by perturbations simulating model 
uncertainties as well. It is typically the case for the 51-member European 
Centre for Medium-Range Weather Forecasts ensemble (Leutbecher and 
Palmer, 2008) or for the PEARP and ALADIN-HUNEPS ensemble (Hagel, 
2010; Horanyi et al., 2011) described in Section 2. In such cases, one usually 
has a control member (the one without any perturbation) and the remaining 
ensemble members are forming one or two exchangeable groups.

In what follows, if we have M ensemble members divided into m  
exchangeable groups, where the kth group contains Mk > 1 ensemble members 
(£fc=i Mk = M), notation f k j  is used for the -fth member of the kth group.
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3.1. Bayesian model averaging

In the BMA model proposed by Raftery et al. (2005), to each ensemble member 
f k corresponds a component PDF gk(x\fk> #/c), where Ѳк is a parameter to be 
estimated. The BMA predictive PDF of X is

P(x \ :=  T.k=i^k9kMfk' ,SkX

where the weight a>k is connected to the relative performance of the ensemble 
member fk during the training period. Obviously, these weights form a 
probability distribution, that is a)k > 0 , k = 1,2, . . ,  M, and Y,k=i шк = 1 .

For the situation when M  ensemble members are divided into m 
exchangeable groups, Fraley et al. (2010) suggested to use the following model

p (* |/i,i..... := g ki.x\fKf ,e k ), ( 1)

where ensemble members within a given group have the same weights and 
parameters. Since this is the case for the ALADIN-HUNEPS ensemble (i.e., it 
consists of groups of exchangeable members), in what follows, we present only 
the weather variable specific versions of Eq. (1).

Temperature

For modeling temperature (and pressure) Raftery et al. (2005) and Fraley et al. 
(2010) use normal component PDFs, and Eq. (1) takes the form

p (x | / i ,i < ■■■ ■■■> fm,Mm) :=
Z/?=i £?=1 g(x\fk,F Po,k. hjk> a 2). (2)

where g(x\f',f30,(31,o 2) is a normal PDF with mean Po + f i t f  (linear bias 
correction) and variance a 2. Mean parameters (30 k and plk  are usually estimated 
with linear regression of the validating observation on the corresponding 
ensemble members, while weights шк and variance a 2, by maximum likelihood 
(ML) method using training data consisting of ensemble members and verifying 
observations from the preceding n days (training period). For example, taking 
n = 30, the predictive PDF, e.g., for 12 UTC March 31, 2013 at a given place 
can be obtained from the ensemble forecast for this particular day, time, and 
location (initialized at 18 UTC, March 29, 2013) with model parameters estimated 
from forecasts and verifying observations for all 1 0  locations from the period 
February 28 -  March 29, 2013 (30 days, 300 forecast cases).

Another method for estimating model parameters is to minimize an 
appropriate verification score (see Section 3.3) using the same rolling training 
data as before.
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As special cases of the model given by Eq. (2), one can also consider the 
situations when only additive bias correction present, that is blk  = 1 , and when 
bias correction is not applied at all, i.e., bo k — 0  and bl k = 1 , k = 1 ,2 ,..., m.

Wind speed

Since wind speed can take only non-negative values, for modeling this weather 
quantity a skewed distribution is required. A popular candidate is the Weibull 
distribution (see, e.g., Justus et al., 1978), however, Tuller and Brett (1984) 
pointed out that the necessary conditions for fitting this distribution are not 
always met. Sloughter et al. (2010) proposes the BMA model

P ( - ^ | / l , l >  ■■■> fm,l< ■■■ > /m ,M m )  -

XfeLi 2̂ =i ̂ k K A f k . t )  b0,k. b x.k- c0- ci), ( 3)

for power transformations of the observed wind speed, where by 
h(x\f;b0,b1,c0,c1) we denote the PDF of gamma distribution with mean 
b0 + b1f  and standard deviation c0 +  c1f .  Parameters can be estimated in the 
same way as before, that is either mean parameters by regression and weights 
and standard deviation parameters by ML method or by minimizing a 
verification score. It is worth mentioning that in the ensembleBMA package of 
R, a more parsimonious model is implemented, where the mean parameters are 
constant across all ensemble members. In what follows, we will use this 
simplification, too. Further, preliminary studies (Baran, 2014) showed that for 
the ALADIN-HUNEPS ensemble, untransformed gamma BMA model gives the 
best fit, so no power transformations are needed.

As an alternative to the gamma BMA approach, Baran (2014) suggests to 
model wind speed with a mixture of truncated normal distributions with a cut
off at zero .Af0 (/r, a 2), where the location p. of a component PDF is an affine 
function of the corresponding ensemble member. The proposed BMA model is

p(x |/l,l< ■■■ < f m , l >  ■ ■ ■ )  :—

2™=i 2 " fcj wfeq (x |/M ; £0ifc, p1JC, a 2), (4)

where q(xjf; a 2) is a truncated normal PDF with location /?0 -I- /?x/  and 
scale a 2, that is

r  \C n  n  2 ,̂ -<p ( (* - /? o- P i n / o )  c  ^  nq(x\f ;A ,,f t ,a 2) =  ■ f o r * > 0 ,

and 0, otherwise. Here cp and <t> denote the PDF and the cumulative distribution 
function (CDF) of the standard normal distribution, respectively.
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For estimating parameters of the model specified by Eq. (4) Baran (2014) 
uses a full ML method, which means that all parameter estimates are obtained 
by maximizing the likelihood function corresponding to the training data.

3.2. Ensemble model output statistics

As noted, the EMOS predictive PDF is a single parametric density where the 
parameters are functions of the ensemble members.

Temperature

Similarly to the BMA approach, for modeling temperature (and pressure) 
normal distribution seems to be a reasonable choice. The EMOS predictive 
distribution suggested by Gneiting et al. (2005) is

N ( a 0 + a j x + ••■ + aMf M,b0 + bxS2) (5)

with s 2 := fk - n \

where f  denotes the ensemble mean. Location parameters a0 £  M, 
a1, ... ,aM > 0 and scale parameters b0,b1 >  0  can be estimated from the 
training data by minimizing an appropriate verification score (see Section 3.3).

In the case when the ensemble can be divided into groups of exchangeable 
members, ensemble members within a given group get the same coefficient of 
the location parameter resulting in a predictive distribution of the form

J \ f  ( a0 + ax Yl^=1 f l fi 4—  +  am Y!%™=1 fm,tm • bo +  bxS2 ) ,  (6)

where again, S2 denotes the ensemble variance.

Wind speed

To take into account the non-negativity of the predictable quantity, in the EMOS 
model for wind speed proposed by Thorarinsdottir and Gneiting (2010), the 
normal predictive distribution of Eqs. (5) and (6 ) is replaced by a truncated 
normal distribution with cut-off at zero. This model is nearly as simple as the 
normal EMOS model for temperature, for exchangeable ensemble members the 
predictive distribution is

J\f°(a0 + ax >b0 + bxS 2 ). (7)

A summary of the above described models is given in Table 7, where the 
BMA component and EMOS predictive PDFs and their mean/location and
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standard deviation/scale parameters are given as functions of the ensemble 
members fo and ensemble variance S2.

Table 1. Summary of post-processing methods for temperature and wind speed forecasts. 
BMA component and EMOS predictive PDFs and their mean/location and standard 
deviation/scale parameters as functions of the ensemble members f e and ensemble 
variance S 2

Predictive PDF Mean/location Std. dev./scale

Temperature BMA Normal mixture Po.k + P l .k f k O’

EMOS Normal flo + /  o-tft*—tf= 1
+ ^ s 2

BMA Gamma mixture bo + b j k Co + c l f k

Wind speed BMA Truncated normal mixture Po ,k +  P i ,k f k

c "i M
a0 + /  a cf t

o

EMOS Truncated normal J b 0 + b^S2

3.3. Verification scores

In order to check the overall performance of the calibrated forecasts in terms of 
probability distribution function, the mean continuous ranked probability scores 
(CRPS; Wilks, 2011; Gneiting and Raftery, 2007) and the coverage and average 
width of 83.33% central prediction intervals are computed and compared for the 
calibrated and raw ensemble. Additionally, the ensemble mean and median are 
used to consider point forecasts, which are evaluated with the use of mean 
absolute errors (MAE) and root mean square errors (RMSE). We remark that for 
MAE and RMSE, the optimal point forecasts are the median and the mean, 
respectively (Gneiting, 2011; Pinson and Hagedorn, 2012). Further, given a 
CDF F(y) and a real number x, the CRPS is defined as

where Xh denotes the indicator of a set H. The mean CRPS of a probability 
forecast is the average of the CRPS values of the predictive CDFs and 
corresponding validating observations taken over all locations and time points 
considered resulting in a value in the units of the forecast variable. For the raw 
ensemble, the empirical CDF of the ensemble replaces the predictive CDF. Note 
that CRPS, MAE, and RMSE are negatively oriented scores, that is the smaller 
the better. Finally, the coverage of a (1 — a)100%, a E (0,1), central prediction 
interval is the proportion of validating observations located between the lower
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and upper a / 2 quantiles of the predictive distribution. For a calibrated 
predictive PDF, this value should be around (1 — a) 100%.

4. Results

Using the ideas of Baran et al. (2013, 2014), we consider two different groupings 
of the members of the ALAD1N-HUNEPS ensemble. In the first case we have 
two exchangeable groups (m = 2). One contains the control member denoted 
b y /c (Mi = 1 ), while in the other are 1 0  ensemble members (M2 = 1 0 ) 
corresponding to the differently perturbed initial conditions denoted 
by f p l , ... , / p 10. Under these conditions, for temperature data we investigate the 
BMA model specified by Eq. (2) with three different bias correction methods 
(linear, additive, no bias correction) and the EMOS model given by Eq. (6 ), 
while for wind speed data the BMA models defined by Eqs. (3) and (4) and the 
EMOS model specified by Eq. (7) are studied. In this two-group situation we 
have only one independent BMA weight a> £ [0,1] corresponding, e.g., to the 
control, that is co1 = co and co2 = ( 1  — co)/1 0 .

In the second case, the odd and even numbered exchangeable ensemble 
members form two separate groups { / p , i - / p , 3 . / p , 5 < / p , 7 ; / p , g }  and 
{ / p , 2 . / p , 4 < / p , 6 < / p , 8 . / p , i o } ,  respectively (m =  3, M1 = 1, M2 = M3 = 5), which 
idea is justified by the method their initial conditions are generated. For more 
details see Section 2, particularly the fact that only five perturbations are 
calculated and then they are added to (odd numbered members) and subtracted 
from (even numbered members) the unperturbed initial conditions. For 
calibrating ensemble forecasts of temperature and wind speed, we use the three- 
group versions of BMA and EMOS models considered earlier in the two-group 
case.

As typical example for illustrating the two different post-processing 
methods and groupings, we consider temperature data and forecasts for 
Debrecen valid on July 2, 2012. Figs. 2a and 2b show the BMA predictive 
PDFs in the two- and three-group cases, the component PDFs corresponding 
to different groups, the median forecasts, the verifying observations, the first 
and last deciles, and the ensemble members. Besides the EMOS predictive 
PDFs the same quantities can be seen in Figs. 2c and 2d, too. On the 
considered date the spread of the ensemble is reasonable (the ensemble range 
equals 2.368 K), but all ensemble members overestimate the validating 
observation (306.45 K). Obviously, the same holds for the ensemble median 
(308.927 K), while BMA median forecasts corresponding to the two- and 
three-group models (both equal to 306.524 K) are quite close to the true 
temperature. The point forecasts produced by the EMOS model are slightly 
worse (306.921 K for both groupings) but still outperform the ensemble 
median.
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We start our data analysis by determining the optimal lengths of the 
training periods to be used for estimating the parameters of BMA and EMOS 
predictive distributions for 2m temperature and 10m wind speed. After finding 
them we compare the performances of BMA and EMOS post-processed 
forecasts using these optimal training period lengths. For EMOS models, the 
parameter estimates are obtained by minimizing the CRPS values of the 
predictive PDFs.

Fig. 2. (a) an d  (b): B M A ; (c) a n d  (d): E M O S  d e n s ity  f o re c a s ts  fo r  2 m  te m p e ra tu re  (g iv en  
in K ) fo r  D e b re c e n  v a lid  o n  J u ly  2 , 2 0 1 2 . B M A  P D F s  w i th  l in e a r  b ia s  c o rre c tio n  in tw o -  
an d  th re e -g ro u p  c a s e s  (o v e ra ll :  th ic k  b la c k  lin e ; c o n tro l:  r e d  l in e ; su m  o f  e x c h a n g e a b le  
m e m b e rs  on  (a ): lig h t b lu e  lin e ; o n  (b ): g re e n  (o d d  m e m b e rs )  a n d  b lu e  (ev en  m e m b e rs )  
lin e s) , E M O S  p re d ic tiv e  P D F s  in  tw o -  a n d  th re e -g ro u p  c a s e s  ( th ic k  b la c k  lin e), e n s e m b le  
m e m b e rs  (c irc le s  w ith  th e  s a m e  c o lo u rs  a s  th e  c o r re s p o n d in g  B M A  P D F s) , B M A /E M O S  
m e d ia n  fo re c a s ts  (v e rtic a l b la c k  lin e ) , v e r ify in g  o b s e rv a t io n s  (v e r tic a l  o ra n g e  l in e )  a n d  
th e  f i r s t  a n d  la s t d e c ile s  (v e r tic a l  d a sh e d  lin es).
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4.1. Training period

Similarly to our previous studies (Baran et al., 2013, 2014), we proceed in 
the same way as Raftery et al. (2005) and determine the length of training 
period to be used for BMA and EMOS calibrations by comparing MAE 
values of median forecasts, RMSE values of mean forecasts, CRPS values of 
predictive distributions, and coverages and average widths of 83.33% central 
prediction intervals calculated from the predictive PDFs using training 
periods of length of 10,11,... ,60 calendar days. In order to ensure the 
comparability of the verification scores corresponding to different training 
period lengths, we issue calibrated forecasts of temperature and wind speed 
for the period from June 1, 2012 to March 31, 2013 ( 6  days with missing data 
are excluded). This means 298 calendar days following the first training 
period of maximal length of 60 days.

Temperature

For temperature data we consider BMA predictive PDF given by Eq. (2) with 
linear bias correction and EMOS model Eq. (6 ) with parameters minimizing the 
CRPS of probabilistic forecasts corresponding to the training data. In order to 
ensure a more direct comparison of the two models, we also investigated the 
performance of the BMA predictive PDF specified by Eq. (2) with parameter 
estimates minimizing the same verification score. It yielded sharper central 
prediction intervals and lower coverage for all training period lengths 
considered, but there were no significant differences in CRPS, MAE, and RMSE 
values corresponding to different parameter estimation methods.

Consider first the two-group situation. In Fig. 3 the CRPS values of 
BMA and EMOS predictive distributions, MAE values of median, and RMSE 
values of mean forecasts are plotted against the length of the training period. 
Note that for normal EMOS model, mean and median forecasts are obviously 
coincide. First of all it is noticeable that the results are very consistent for all 
diagnostics, i.e., the curves are similar for all measures. EMOS produces 
better verification scores, and after 32 days there is no big difference among 
scores obtained with different training period lengths. In case of the BMA 
model, CRPS, MAE, and RMSE reach their minima at day 35, and this 
training period length gives the minima of CRPS and RMSE of the EMOS 
model, too (see Table 2). Although the minimum of MAE of the EMOS 
model is reached at day 42, the value at day 35 is very near to this minimum 
as well.
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Fig. 3. Mean CRPS of predictive distributions, MAE of BMA/EMOS median, and RMSE of 
BMA/EMOS mean forecasts for temperature (given in K) corresponding to two-group 
models for various training period lengths (BMA: solid and o; EMOS: dashed and □).

Table 2. Optimal training period lengths for temperature with respect to mean CRPS, 
MAE, and RMSE (given in K), the corresponding optimal scores, and scores at the 
chosen 35 days length.

Mean CRPS MAE RMSE
opt. opt. day 35 opt. opt. day 35 opt. opt. day 35
dav value value day value value day value value

Two
groups BMA 35 1.0901 1.0901 35 1.5230 1.5230 35 1.9914 1.9914

EMOS 35 1.0671 1.0671 42 1.4843 1.4868 35 1.9494 1.9494

Three
groups BMA 35 1.0896 1.0896 35 1.5227 1.5227 36 1.9897 1.9899

EMOS 26 1.0703 1.0718 26 1.4843 1.4895 28 1.9529 1.9570
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Fig. 4 shows the average width and the coverage of the 83.33% central 
prediction interval for both models considered. Similarly to the previous 
diagnostics, after 32 days all curves are rather flat showing only a slightly 
increasing trend. EMOS model yields significantly sharper central prediction 
intervals for all training period lengths considered, but its coverage stays below 
the nominal value of 83.33% (dashed line). Unfortunately, the coverage of the 
BMA model also fails to reach the nominal value, but it is very close to 83.33% 
from day 35 onwards. The maximal coverage is attained at day 37. Comparing 
the average width and coverage, one can observe that they have opposite 
behavior, i.e., the average width values favor shorter training periods, while the 
coverage figures prefer longer ones. On the other hand, the trend of the average 
width values is rather flat after day 30 (or so). In any case, a reasonable 
compromise ought to be found, which is at the range of 30 -  40 days.

Average w idth of 83.33% central prediction interval

in•<* J------------------i------------------ 1----------------- 1------------------[----------------- 1“
10 20 30 40 50 60

Days in training period

Coverage of 83.33% central prediction interval

Fig. 4. Average width (given in K) and coverage of 83.33% BMA/EMOS central 
prediction intervals for temperature corresponding to two-group models for various 
training period lengths (BMA: solid and o; EMOS: dashed and □).

As a summary, it can be said that a 35-day training period seems to be an 
acceptable choice both for the BMA and EMOS models (particularly see 
conclusions based on Fig. 3, which are not compromised by the other two 
diagnostics at Fig. 4).

Very similar conclusions can be drawn for the three-group models. The 
overall behaviors of the two post-processing methods for the various diagnostics 
(not shown) are very similar to those of their two-group counterparts. EMOS
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model provides lower CRPS, MAE, and RMSE values and, moreover, the lower 
coverage combined with sharper central prediction interval all over the time 
periods. In terms of specific values, the minima of CRPS and MAE for the BMA 
model are reached again at day 35, while the RMSE takes its minimum at day 36 
(the value at day 35 is very near to this minimum, see Table 2). For the EMOS 
model, CRPS, MAE, and RMSE reach their minima in the range of 26-28 days, 
and values at day 35 are again very close to these minima.

Regarding the average width, shorter training periods yield sharper central 
prediction intervals. The coverage for the EMOS model is always below the 
nominal value, while the maximal coverage of the BMA model is reached at day 
59. However, as in general shorter training periods are preferred, a reasonable 
compromise is to consider the 35-38-day interval where the BMA coverage is 
also very high. Hence, the training period proposed for the two-group model 
can be kept for the three-group model as well, therefore, for temperature we 
suggest the use of a training period of length 35 days for all the investigated 
post-processing methods.

Wind speed

To calibrate ensemble forecasts of wind speed, we apply gamma and truncated 
normal BMA models given by Eqs. (3) and (4), respectively, and EMOS model 
specified by Eq. (7). In the latter case, similarly to EMOS calibration of 
temperature forecasts, estimation of parameters is done by minimizing the CRPS 
of probabilistic forecasts corresponding to the training data.

First, consider again the case when we have two groups of exchangeable 
ensemble members. Generally, the various scores have rather flat evolution with 
respect to the training lengths (see Fig. 5 and Fig. 6). It is particularly true after 
day 25, which would suggest that basically any training length longer than 
25 days might be an acceptable choice. Observe that the order of different 
methods with respect to a given score remains the same for all training period 
lengths. Truncated normal BMA produces the lowest CRPS values, while the 
best MAE and RMSE values correspond to EMOS post-processing. In any case 
if we wanted to pick up a single training period length as an optimal one, 43 
days would be a reasonable choice. This is the value where the minima of CRPS 
of all three methods and the minimum of RMSE of gamma BMA are reached 
(see Table 3). The MAE values of the truncated normal BMA and EMOS 
models attain their minima at day 59, however, values corresponding to day 43 
are practically the same. Finally, the minima of the MAE of the gamma BMA 
model and the RMSE of the truncated normal BMA and EMOS models are 
reached at days 47, 41, and 29, respectively, while in all three cases the values at 
day 43 are the second smallest ones.
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Fig. 5. Mean CRPS of predictive distributions, MAE of BMA/EMOS median and RMSE 
of BMA/EMOS mean forecasts for wind speed (given in m/s) corresponding to two- 
group models for various training period lengths (Gamma BMA: solid and q; truncated 
normal BMA: dotted and 0; EMOS: dashed and □).

Average width ot 83.33% central prediction interval

Coverage of 83.33% central prediction interval

Fig. 6. Average width (given in m/s) and coverage of 83.33% BMA/EMOS central 
prediction intervals for wind speed corresponding to two-group models for various 
training period lengths (Gamma BMA: solid and o; truncated normal BMA: dotted and 0; 
EMOS: dashed and □).
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EMOS post-processing yields the sharpest central prediction intervals and 
coverage values which are very close to the nominal level for all considered 
training period lengths (Fig. 6). The 83.33% central prediction intervals for the 
truncated normal BMA model are significantly wider than those of the EMOS 
together with a coverage varying between 83.89% and 86.14%. Gamma BMA 
results in narrower central prediction intervals, but its coverage never reaches 
the nominal level. The maximal coverage is attained at days 38 and 49. In this 
way, a 43-day training period length is also acceptable from the point of view of 
central prediction intervals.

The analysis of verification scores corresponding to the alternative 
grouping of ensemble members (not shown) leads again to very similar results. 
The most important difference between the two-group and three-group models is 
that forming three groups (especially for training periods longer than 2 0  days) 
improves MAE and RMSE values of the truncated normal BMA model, and 
they become very close to the corresponding values of EMOS. For the three- 
group EMOS model, CRPS and RMSE reach their minima at day 43, and this is 
the training period length where the minimal CRPS and the second smallest 
values of MAE and RMSE of the gamma BMA model are attained (see 
Table 3). For the latter model, the global minima of MAE and RMSE are at day 
42. In case of truncated normal BMA, post-processing, CRPS, MAE, and RMSE 
have their minima at day 39, but since these curves are rather flat, values 
corresponding to a training period of length 43 days are very near. In this way, a 
43-day training period seems to be acceptable for both groupings of ensemble 
members.

Table 3. Optimal training period lengths for wind speed with respect to mean CRPS, 
MAE and RMSE (given in m/s), the corresponding optimal scores, and scores at the 
chosen 43-day length.

Mean CRPS MAE RMSE
opt. opt. day 43 opt. opt. day 43 opt. opt. day 43
day value value day value value day value value

Two BMA, g. 43 0.7551 0.7551 47 1.0692 1.0694 43 1.4145 1.4145

groups BMA, tr. 43 0.6933 0.6933 59 1.0385 1.0389 41 1.3536 1.3540

EMOS 43 0.7346 0.7346 59 1.0320 1.0322 29 1.3488 1.3491

Three BMA, g. 43 0.7559 0.7559 42 1.0690 1.0691 42 1.3940 1.3941

groups BMA, tr. 39 0.6930 0.6930 39 1.0377 1.0382 39 1.3535 1.3543

EMOS 43 0.7355 0.7355 28 1.0326 1.0328 43 1.3504 1.3504
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According to the results of the previous section, to compare the performance of 
BMA and EMOS post-processing on the I 1-member ALADIN-HUNEPS 
ensemble, we use rolling training periods of lengths 35 days for temperature and 
43 days for wind speed.

Temperature

For post-processing ensemble forecasts of temperature, we consider the BMA 
model defined by Eq. (2) with all three bias correction methods introduced in 
Section 3.1 (linear, additive, none) and EMOS model minimizing the CRPS of 
probabilistic forecasts corresponding to the training data. The application of 
three different BMA bias correction methods is justified by a previous study 
dealing with statistical calibration of the ALADIN-HUNEPS temperature 
forecasts (Baran et a/., 2014), where the simplest BMA model without bias 
correction showed the best overall performance (although that study was using 
different ALADIN-HUNEPS dataset period, which preceded the one 
investigated in this article).

The use of a 35-day rolling training period implies that ensemble members, 
validating observations, and predictive PDFs are available for the period from 
May 7, 2012 to March 31, 2013 (having 323 calendar days just after the first 35-day 
training period). This time interval starts nearly 4 weeks earlier than the one 
used for determination of the optimal training period length.

The first step in checking the calibration of our post-processed forecasts is 
to have a look at their probability integral transform (PIT) histograms. The PIT 
is the value of the predictive CDF evaluated at the verifying observations 
(Raftery et al., 2005), which provides a good and easily interpretable measure 
about the possible improvements of the under-dispersive character of the raw 
ensemble. The closer the histogram to the uniform distribution, the better the 
calibration. In Fig. 7, PIT histograms corresponding to all three versions of the 
BMA model and to the EMOS model are displayed both in the two- and three- 
group cases. A comparison to the verification rank histogram of the raw 
ensemble (see Fig. 1) shows that at every case, post-processing significantly 
improves the statistical calibration of the forecasts. However, the BMA model 
without bias correction now becomes over-dispersive and the PIT values of the 
EMOS are slightly better, while at the same time, for the BMA models with 
linear and additive bias correction, one can accept uniformity. This visual 
perception is confirmed by the p-values of Kolmogorov-Smirnov tests for 
uniformity of the PIT values (see Table 4). Therefore, the BMA model with 
additive bias correction produces the best PIT histograms (the linear bias 
correction case is just slightly worse), the performance of the EMOS model is 
also quite good, while the fit of the BMA model without bias correction is rather

4.2. Ensemble calibration using BMA and EMOS post-processing
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poor. One can additionally observe that the three-group models systematically 
outperform the two-group ones.

Two-group BMA, linear Two-group BMA, additive

1 a -

0.0 0.2 0.4 0.6 0.8 1.0

PIT  value

0.0 0.2 0.4 0.6 0.8

PIT  va lu e

Two-group BMA, none

0.0 0.2 0.4 0.6  0.8

PIT  va lue

Two-group EMOS

0.0 0.2 0.4 0.6 0.8

PIT  value

Three-group BMA, linear

I °

Three-group BMA, additive

0.0 0.2 0.4 0.6 0.8 1.0

PIT value

Three-group BMA, none

0.0 0.2 0.4 0.6 0.8 1.0

PIT  va lu e

Three-group EMOS
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Fig. 7. PIT histograms for BMA and EMOS post-processed forecasts of temperature 
using two- and three-group models.

Table 4. p-values of Kolmogorov-Smirnov tests for uniformity of PIT values 
corresponding to predictive distributions of temperature

BMA model with bias correction EMOS model
linear additive none

Two groups 0.1393 0.2405 2.2 x 10~10 0.0062
Three groups 0.2281 0.4617 4.1 x 10“9 0.0093

In Table 5, verification measures of probabilistic and point forecasts 
calculated using BMA and EMOS models are given together with the 
corresponding scores of the raw ensemble. By examining these results, one can 
clearly observe again the obvious advantage of post-processing with respect to 
the raw ensemble. This is quantified in decrease of CRPS, MAE, and RMSE 
values and in a significant increase in the coverage of the 83.33% central
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prediction intervals. On the other hand, the post-processed forecasts are less 
sharp (e.g., 83.33% central prediction intervals are around 30% — 40% wider 
than the raw ensemble range). This fact is coming from the small dispersion of 
the raw ensemble, as also seen in the verification rank histogram of Fig. 1. 
Furthermore, BMA and EMOS models distinguishing three exchangeable 
groups of ensemble members slightly outperform their two-group counterparts 
(in agreement with the interpretations based on the PIT histograms). Comparing 
the different post-processing methods, it is noticeable that on the one hand, 
EMOS produces the lowest CRPS, MAE, and RMSE values and sharpest central 
prediction intervals both in the two- and three-group cases, although with 
coverages far below the targeted 83.33%. On the other hand, in terms of CRPS, 
MAE, and RMSE, the behavior of the BMA model with linear bias correction is 
just slightly worse, and at the same time this method produces the best 
approximation of the nominal coverage. Taking also into account the fit of the 
PIT values to the uniform distribution (see Fig. 7 and Table 4 again), one can 
conclude that overall from the four competing post-processing methods, the 
BMA model with linear bias correction shows the best performance. These 
results are not in contradiction with the ones for a previous period (see Baran et 
al. (2014), where the no bias correction case proved to be the optimal), since the 
characteristics of the raw ALADIN-HUNEPS system had been slightly changed 
in between. The coverage of the system had been significantly improved (from 
46% to 60%), although the latest system became slightly biased (as compared to 
the previously examined one). Therefore, due to the existence of the bias, it is 
not surprising that one of the versions with bias correction has the best behavior.

Table 5. Mean CRPS of probabilistic, MAE, and RMSE of median/mean forecasts, average 
width, and coverage of 83.33% central prediction intervals for temperature (given in K)

Mean
CRPS

MAE RMSE Average Coverage
(%)median mean median mean widths

BMA, lin. 1.0815 1.5101 1.5097 1.9789 1.9765 5.1375 83.00
Two BMA, add. 1.1029 1.5395 1.5329 2.0028 1.9871 5.5146 84.21
groups BMA none 1.1131 1.5536 1.5444 2.0167 2.0014 5.7191 84.80

EMOS 1.0586 1.4731 1.4731 1.9348 1.9348 4.7203 80.43
BMA, lin. 1.0801 1.5082 1.5059 1.9767 1.9726 5.1369 83.28

Three BMA, add. 1.0998 1.5346 1.5254 1.9962 1.9783 5.5096 84.12
groups BMA none 1.1123 1.5509 1.5407 2.0156 1.9988 5.7095 85.11

EMOS 1.0591 1.4689 1.4689 1.9308 1.9308 4.7523 80.53
Raw ensemble 1.2284 1.5674 1.5512 2.0434 2.0131 3.9822 60.53
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According to results of Section 4.1, to compare the predictive performances of 
gamma BMA (Eq. (3)), truncated normal BMA (Eq. (4)) and EMOS (Eq. (7)) 
post-processing on the 11-member ALADIN-EIUNEPS ensemble forecast of 
wind speed, we use a training period of length 43 calendar days. In this way, 
ensemble members, validating observations, and predictive distributions are 
available for the period from May 15, 2012 to March 31, 2013 (313 calendar 
days).

First, consider again the PIT histograms of various calibration methods, which 
are displayed in Fig. 8. Compared to the verification rank histogram of the wind 
speed ensemble (see Fig. 1), the statistical post-processing induced improvements 
are obvious, however, e.g., in case of truncated normal BMA, both corresponding 
PIT histograms are slightly over-dispersive. The p-values of Kolmogorov-Smirnov 
tests given in Table 6 also show that truncated normal BMA models produce the 
poorest fit, while for gamma BMA and EMOS models one can accept uniformity. 
In case of BMA calibration, the three-group models again outperform the two- 
group ones, while for EMOS the situation is the reverse. A similar behavior can be 
observed in Table 7, where the verification scores of probabilistic and point 
forecasts calculated using BMA and EMOS post-processing and the corresponding 
measures of the raw ensemble are given. Considering first the probabilistic 
forecasts (in tenns of CRPS, average width of central prediction interval, and 
coverage), one can observe that the calibrated forecasts are smaller in CRPS, wider 
in central prediction intervals, and higher in coverage compared to the raw 
ensemble. Equally, to the two- and in three-group cases the smallest CRPS values 
belong to the truncated normal BMA model, while EMOS post-processing 
produces the sharpest central prediction intervals and the best approximation of 
the nominal coverage of 83.33%. Regarding the point forecasts (median and 
mean) calculated from the truncated normal BMA and EMOS predictive PDFs, 
generally there are smaller MAE and RMSE values than those of the raw ensemble. 
However, there is an exception for the gamma BMA model, since these scores are 
higher indicating degradations. A possible explanation might be related to the fact 
that in the investigated period (May 15, 2012 -  March 31, 2013) both the raw 
ensemble median and the ensemble mean slightly overestimate the validating 
observations (their average biases (standard errors) are 
0.0907 (0.0249) and 0.0972 (0.0244), respectively). Therefore, the small bias 
should be removed by relevant bias corrections. On the other hand, we believe that 
the simplest bias correction procedure of the gamma BMA model cannot eliminate 
these inaccuracies, moreover, it might introduce some additional errors. It is a 
matter of fact that in the two-group case, the average biases of the median and 
mean of the gamma BMA predictive PDF are —0.1935 and—0.1318 with 
standard errors of 0.0250 and 0.0253, respectively, while for the EMOS model 
showing the lowest MAE and RMSE values, these biases are only —0.0735 and

Wind speed
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—0.0293, both having a standard error of 0.0242. Therefore, the EMOS model is 
able to compensate for the existing biases, which is also the case for the truncated 
normal BMA case, but not for the gamma BMA calibration. The difference in 
behavior between the two BMA calibration methods is attributed to the more 
sophisticated bias correction algorithm, which is applied for the truncated normal 
BMA case.

Two-group gamma BMA Two-group Ir. normal BMA Two-group EMOS

PIT value PIT value PIT value

Three-group gamma BMA Three-group tr. normal BMA Three-group EMOS

PIT value PIT value PIT value

Fig. 8. PIT histograms for BMA and EMOS post-processed forecasts of wind speed using 
two- and three-group models.

Table 6. p-values of Kolmogorov-Smirnov tests for uniformity of PIT values 
corresponding to predictive distributions of wind speed.

BMA model with bias correction
EMOS model

gamma tr. normal

Two groups 0.1812 0.0023 0.1272
Three groups 0.2085 0.0043 0.0967
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Table 7. Mean CRPS of probabilistic, MAE, and RMSE of median/mean forecasts, average 
width, and coverage of 83.33% central prediction intervals for wind speed (given in m/s).

Mean MAE RMSE Average Coverage
CRPS median mean median mean widths (%)

Two BMA, gamma 0.7601 1.0747 1.0895 1.4176 1.4267 3.7151 81.87
groups BMA, tr. n. 0.6982 1.0446 1.0471 1.3693 1.3632 3.7621 85.46

EMOS 0.7381 1.0369 1.0375 1.3593 1.3572 3.5340 83.59
Three BMA, gamma 0.7612 1.0754 1.0828 1.4192 1.4052 3.7064 82.03
groups BMA tr. n. 0.6980 1.0437 1.0460 1.3696 1.3639 3.7498 85.08

EMOS 0.7349 1.0381 1.0388 1.3620 1.3597 3.5219 83.11
Raw ensemble 0.8029 1.0688 1.0549 1.3980 1.3728 2.8842 68.22

To summarize, gamma BMA model outperforms the other two methods in 
terms of fit of PIT values, but it has the highest CRPS and very poor verification 
scores for the point forecasts. MAE and RMSE values corresponding to EMOS 
and truncated normal BMA are lower than those of the raw ensemble and rather 
similar to each other. From these two methods, truncated normal BMA produces 
much lower CRPS, while EMOS post-processing results in sharper central 
prediction intervals, better coverage, and better fit of PIT values to the uniform 
distribution, so we conclude that the overall performance of this method is the 
best for the calibration of the wind speed raw ensemble forecasts.

5. Discussion and conclusions

In this paper we have compared different versions of the BMA and EMOS 
statistical post-processing methods in order to improve the calibration of 2  m 
temperature and 10 m wind speed forecasts of the ALAD1N-HUNEPS system. 
First, we have demonstrated the weaknesses of the ALAD1N-HUNEPS raw 
ensemble system being under-dispersive and therefore uncalibrated. We have 
indicated that the under-dispersive character of the ALAD1N-HUNEPS system 
had been improved compared to studies based on a former dataset, however, 
more enhancements are still needed. On the other hand, the latest dataset shows 
some features of bias of ALADIN-FIUNEPS, which were not observed in the 
earlier studies. This fact has an influence on the optimal choice of statistical 
calibration, since the use of bias correction is getting more essential. Some 
standard measures were applied, which are related to the characteristics of the 
ensemble probability density functions and also the point forecasts as described 
by the mean/median of the ensemble. The various systems improve different 
aspects of the ensemble, however, overall both the BMA and the EMOS method
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are capable to deliver significant improvements on the raw ALADIN-HUNEPS 
ensemble forecasts (for temperature and wind speed as well). In case of 
temperature, the best BMA method slightly outperforms the EMOS technique 
(although it should not be forgotten that, for instance, in terms of point forecasts, 
EMOS is better than BMA), while for calibrating ensemble forecasts of wind 
speed, the EMOS model shows the best performance.
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Abstract—Pyranometers are fundamental instruments widely used for measuring global 
irradiance. When operating weather stations without continuous manning, pyranometer 
may tilt from horizontal position. Error caused by inclination of a few degrees was 
calculated for the annual, daily, and instantaneous global radiations. Global irradiance 
incident on both horizontal and tilted surfaces were calculated from the direct beam, 
diffuse and ground-reflected irradiances. These components were measured by accurately 
leveled and regularly supervised instruments. The second purpose of this paper was to 
determine the minimum tilt angle that is detectable by calculating certain quantities. To 
detect the east-west inclination, the sum of the global radiation before and after the solar 
noon was compared. To detect the north-south inclination, it was tested whether the 
global irradiance measured at a fixed solar elevation with a horizontal and a tilt 
pyranometer is stochastically equal. Our findings show that tilt angle of 1° in east-west 
direction is already detectable. Tilting to the direction at an angle of 15° from the north- 
south is the most difficult to detect. Here 3° is the smallest detectable tilt angle.

Key-words: global radiation, global irradiance, pyranometer, tilt error, detection of tilt, 
leveling of pyranometer
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1. Introduction

The demand for high-precision global radiation measurement has risen steadily 
in recent decades. Global radiation data with high spatial and temporal 
resolution are required in different fields including meteorological and climate 
models, active and passive solar energy systems, agriculture, and the solar 
architecture. Consequently, the instruments measuring solar radiation have 
shown significant progress. The number of weather stations equipped with solar 
instruments continues to grow, and the use of pyranometers for industrial 
purposes became general. In spite of this, compared to other meteorological 
variables, the measurement of solar radiation is more prone to errors (Moradi, 
2009). Younes et al. (2005) classified the most general types of errors into two 
major categories: (I) equipment error and uncertainty, and (2) operational 
related problems and errors. The former includes the cosine response, azimuth 
response, temperature response, spectral selectivity, stability, non-linearity, and 
dark offset long-wave radiation error. The latter includes the incorrect sensor 
leveling, shading caused by objects above the horizon, electric fields in the 
vicinity of cables, mechanical loading of cables (piezoelectric effects), dust, 
snow, dew, bird -droppings, etc. A variety of useful procedures for post
measurement quality control have been published in the past years (Geiger et 
al., 2002; Muneer and Fairooz, 2002;, Younes et al, 2005; Shi et al., 2008; 
Moradi, 2009;, Tang et al., 2010; Journee and Bertrand, 2011; Miras-Avalos et 
al., 2012). These methods define an upper and a lower threshold and remove 
values being outside the acceptance range. So the extremely low or high values 
are eliminated, however, a value between the thresholds may also be erroneous. 
The correction of the equipment errors are dealt with in several papers as well 
(Stoffe! et al, 2000; Reda, 1999;, Bush et al., 2000; Re da et al, 2005; Lester and 
Myers, 2006;, Ji, 2007; Marquez et al., 2010).

Our aim is to develop a method to detect the tilt of the pyranometer without 
additional measurements. This paper is the first step in the program. One 
purpose is to quantify the effects of the tilt. The second purpose is to estimate 
the minimum tilt angle which is detectable from the time series of global 
irradiance alone.

To help the accurate leveling of the pyranometer, the instrument is supplied 
with a spirit level. In case of careful mounting, the angle between the plane of 
the sensor and the horizontal is less than 1° or 0.1°, depending on the type of the 
pyranometer. In case of tilt, posterior correction is not possible, since neither the 
direction nor the extent of the tilt are known. Global radiation incident on a 
tilted surface is essential for different uses of solar energy, so numerous studies 
focus on its estimation. In such cases, the angle between the absorbing surface 
and the horizontal is considerably greater than in the case of pyranometer 
leveled incorrectly. If the latter is tilted over 5°, it is already visible to the naked 
eye. Therefore, the effects of tilt angle not greater than 10° were investigated.
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Bacher et al. (2013) presented a method to correct systematical errors, 
including tilt error. The sensor output level under clear-sky conditions is 
estimated directly from the observation by means of quantile regression. This is 
compared to solar radiation calculated with a clear-sky model. The different 
types of systematical errors are not examined separately, all of them are 
corrected in the same step.

Tilt error is particularly common if solar irradiance is measured from ship, 
buoy, aircraft, or other moving platforms. Correction methods developed for 
moving platforms is presented in Long et al., (2010) and Boers et al., (1998). The 
error due to the rocking motion and preferential lilt were calculated using the 
assumption that the diffuse to direct ratio was constant (Katsaros and DeVault, 
1986). The novelty of the present study is that instead of estimating this ratio, a 
full-year time series of direct, diffuse, and reflex irradiances are used.

2. Material and methods

The error caused by tilt depends basically on the solar position, direction and 
magnitude of the tilt, and the diffuse to direct ratio. Carrying out measurements 
with pyranometers tilted in different directions and to different degrees would be 
extremely lengthy and costly. Therefore, both the global irradiance incident on 
horizontal and that incident on inclined surface were calculated from diffuse 
horizontal irradiance, direct normal irradiance, and ground-reflected irradiance. 
The data used in this paper were measured in the György Marczell Main 
Observatory (47°25’45”N and 19°10’56”E) of the Hungarian Meteorological 
Service from January 1, 2011 to November 27, 2011 and from December 8, 
2011 to December 31, 2011. Both the diffuse irradiance and the ground- 
reflected irradiance were measured with Kipp&Zonen CM I 1 pyranometers 
while the direct normal irradiance was measured by Kipp&Zonen CHI 
pyrheliometer. All measurements were carried out with precisely leveled 
instruments with continuous supervision. Sampling took place in every two 
seconds and their means were recorded on ten minute basis. The solar 
coordinates were calculated for the middle of the ten-minute intervals by the 
algorithm proposed by Reda and Andreas (2004).

In case of horizontal pyranometers, the global irradiance was calculated as 
the sum of the diffuse sky irradiance and the vertical component of the direct 
solar irradiance.

Gu = B s'm(p + D, ( 1 )

where GH is the global irradiance incident on horizontal surface, B is the direct 
normal irradiance, D is the diffuse sky irradiance, and tp is the solar elevation.
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When the pyranometer is tilted, it loses irradiance from a portion of the sky and 
instead receives radiation from below the horizon. So, in such a case the global 
irradiance was calculated by

G t — B t + D,  + Rt , (2)

where G, is the global irradiance incident on tilted surface, Bh Dh and R, are the 
components of direct normal, sky diffuse, and ground-reflected irradiances, 
respectively. These components are perpendicular to the plane of the 
pyranometer and calculated by

B, =.ß'[sin<£>-cos.s' + cos$>-cos(ö:-7)-sin.s'], (3)

(4)

(5)

where s is the tilt angle that the plane of the pyranometer makes with the 
horizontal surface (5  is always positive and represents the slope in any 
direction), ^is the azimuth angle of the tilt, where y^O for slopes oriented to 
south and it increases in clockwise direction, a  is the solar azimuth and R is the 
ground-reflected irradiance measured by a horizontal, downward facing 
pyranometer. Eqs. (3), (4), and (5) are detailed in Iqbal (1983). Both the sky 
diffuse and ground-reflected irradiances were considered as isotropic, since the 
investigated tilt angle was restricted below 10°. Eqs. (4) and (5) show that if s is 
small then D, ~ D and R, ~ 0. Consequently, the direct component is mostly 
affected by the inclination.

If a measured value or the calculated B, component was negative it was 
replaced with zero.

The relative error caused by the tilt was calculated by

( 6 )

where y  was varied between 0° and 330° by 30°, as well as s was varied 
between 1° and 10° by 1°. Annual, diurnal, and instantaneous global radiations
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were calculated for each case. The tilt of the pyranometer was assumed to be 
constant all year.

Quantities appropriate to detect the tilt of the pyranometer were looked for. 
Tilt towards the east or west causes diurnal asymmetries in the global radiation. 
Asymmetry may also be caused by diurnal variation of the atmospheric 
transmittance. Whereas the direction of the asymmetry caused by the tilt is the 
same on each day, that caused by the variation of the transmittance varies 
stochastically. To detect the inclination, those days shall be used when the direct 
to global ratio is high and the diurnal variation of the atmospheric transmittance 
is low. Three days where the diurnal global radiation was the highest were 
selected in each month. Sum of the global radiation measured before and after 
the solar noon were compared with paired samples t-test. The assumption 
underlying this test is that the difference of the two variables follows a normal 
distribution. Normality was tested with Shapiro-Wilk test. Statistical 
significance level was accepted to be/><0.05.

Tilt towards the north or south does not cause diurnal asymmetry. 
However, it causes distortion in the annual course of global irradiance 
corresponding to a given solar elevation. The lower the sun, the higher the angle 
of incidence and the greater the tilt error. At low solar elevation angles, around 
the winter solstice the sun is in the southern sky, and around the summer solstice 
it is in the northern sky. Consequently, the global irradiance measured by a 
pyranometer tilted towards the south is higher in winter and lower is summer 
compared with those measured by a horizontal pyranometer. This effect 
decreases with the increase of solar elevation in summer, because the sun moves 
away from the north. That is why the days around the winter solstice are the 
most suitable to detect the north-south tilt.

Sixty days before and after the winter solstice were used. These days were 
randomly divided into two groups of equal size. On the days being in the first 
and second group, the global irradiance measured with the horizontal and the 
tilted pyranometer was modeled, respectively. The highest 20 values 
corresponding to a given solar elevation were selected from both groups. Since 
these data did not follow the normal distribution, they were compared with the 
nonparametric Mann-Whitney U test. Statistical significance level was accepted 
to be /><0.05. Global irradiance corresponding to the solar elevation of 8 °, 10°, 
12°, 14°, 16°, 18°, 20°, and 22° were examined one by one. In order to eliminate 
the effect of randomness, the days when the pyranometer was assumed to be 
horizontal and tilted, respectively, were interchanged. The statistical test was 
repeated in this way. The difference was considered to be due to the tilt only if it 
was found significant in both cases.

If there is not a sufficient number of clear-sky measurements, the twenty 
highest values may include partially cloudy measurements too. It may reduce the 
power of the method. Therefore, the whole procedure was repeated with the 
highest 1 0  values corresponding to the given solar elevation.
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The measurements were not carried out at the same solar elevation on each 
day. Therefore, the values of solar elevation expressed in degree were rounded 
to the nearest whole number. Hence, the global irradiance was corrected with 
linear interpolation as follows. When the solar elevation was rounded up before 
the solar noon or rounded down after the solar noon, then

When the solar elevation was rounded down before the solar noon or rounded up 
after the solar noon, then

where G,"" is the global irradiance corresponding to the rounded solar elevation, 
Gh Gt+i, and Gui are the global irradiance corresponding to the actual, 10 
minutes later, and 10 minutes earlier measurements, respectively.

3.1. Annual total global radiation

The relative error of the annual total global radiation was found to be directly 
proportional to the tilt angle in case of a fixed tilt direction (Fig. 1) in the 
examined range. It was found to be estimated by

where Eyear is the relative error of the annual total global radiation and 5 is 
expressed in degree. The goodness of fit of the model was excellent, R:=0.99. 
Tilt towards the north and south results in a relative error o f-0.0075 and 0.0065 
per degree, respectively. The lowest error, 0.0005 per degree, was found in the 
case of tilt towards the east or west.

(7)

( 8)

3. Results

E n,ar = s (-  0.00054+ 0.0070cos7), (9)
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Fig. 1. R e la tive  e rro r o f  the  annual to tal global rad ia tion  in 2011.

3.2. Daily total global radiation

The annual course of the error of the daily total global radiation has a typical 
pattern. The two most different cases are shown in Fig. 2. As it was expected, 
the lowest relative error was found on clear-sky day in winter with pyranometer 
tilted towards the north. In case of tilt angle of 1°, this error was lower than 
-4.5% (Fig. 2a). The same tilt caused an error about -0.3% around the summer 
solstice. The errors around zero were observed on the overcast days when the 
direct normal irradiance was zero or negligible. There were some days on 
summer, when the error was positive. It occurred on the days, when the direct 
normal irradiance was high in the morning and in the evening, and the sun was 
in the northern sky, and it was low around the solar noon when the sun was in 
the southern sky. The lower envelope of the scatter plot (Fig. 2a) shows the 
relative error corresponding to the clear-sky days.

In case of pyranometer tilted towards the east or west, the relative error was 
about zero both on the clear-sky and the overcast days (Fig. 2b). The relative 
error with the highest absolute value was found on the days when the morning 
was overcast and the afternoon was clear-sky or vice versa. On these days the 
absolute value of the relative error caused by tilt angle of l°was about 1%, while 
on clear-sky days it was about 0.1%.
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Fig. 2. Relative error of the daily total global radiation for tilt of 1° (a) to the north and 
(b) to the west, in 2011.

3.3. Global irradiance

The daily course of Ihe relative error of the global irradiance depends strongly 
on the apparent daily path of the sun. To present the three most different cases, a 
clear-sky day was selected from around the summer solstice, autumn equinox, 
and winter solstice (Fig. 3). Compared to the annual or daily total, the relative
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error of the 1 0 -minute average, caused by the same tilt, was notably higher. 
Around the winter solstice at low solar elevation angles, the error caused by the 
tilt of 1° to the south exceeds 8 %. At solar elevation angles higher than 30°, 
even if the pyranometer is tilted towards the sun, the error caused by the tilt of 
1° is lower than 1% (Fig. 3 a).

Tilt to the 
south 

A  west 
o north

Fig. 3. Relative error of global irradiance, caused by the tilt of 1° around the (a) summer 
solstice, (b) autumnal equinox, and (c) winter solstice.

3.4. Comparison o f the total global radiation measured before and after the 
solar noon

The tilt angles and the azimuth angles at which the comparison was carried out 
are shown in Table 1 and Table 2. The difference of the two quantities followed 
normal distribution in each case. The results, as shown in Table 7, indicate that 
even tilt of 1° resulted in significant asymmetry if the azimuth of the tilt was 
within the range of 60° to 120° or 240° to 300°. For tilt angle of 1.5°, the 
asymmetry was significant when the azimuth of the tilt ranged from 30° to 150° 
or from 210° to 330°. The closer the tilt direction to the north or to the south, the 
less the asymmetry expected to be significant. If the direction, of the tilt makes
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an angle of 15° with the south-north direction the tilt angle must be at least 3° to 
result in significant asymmetry (Table 2).

Table 1. Difference of the total global radiation measured before and after the solar noon 
(kJ/nf) in case of tilt angles smaller than 2°

tilt
angle 0° U» o o 60° 90° 120° 150° 180° 210° 240° 270° 300° 330°

0.5° 27 92 139 157 139 91 12 -101 -149 -166* -149 -52
1.0° 18 149 253** 287** 251** 155 11 -166* -262** -296** -262** -178*
1.5° 19 216* 366** 4 1 7 * * 364** 220** 10 -232** -374** -427** -389** -244**

(*:p<0.05; **:p<0.01)

Table 2. Difference of the total global radiation measured before and after the solar noon 
(kj/m2) in case of tilt angles o f 2° and 3°

tilt
angle 15° 165° 195° 345°

2° 155 144 -171* -169*
3° 194* 209** -238** -242**
(*:p<0.05; **:p<0.01)

3.5. Global irradiance corresponding to a given solar elevation angle

This quantity has a typical annual course due to the annual variation of the Sun- 
Earth distance and the atmospheric transmittance. It was modified by the tilt of 
the pyranometer (Fig. 4). The closer the solar azimuth corresponding to the 
given solar elevation angle to the azimuth of the tilt, the higher the relative error. 
Consequently, the error with the highest absolute value was found around the 
winter solstice in case of tilt to north-south (Fig. 5a). In case of tilt to east-west, 
it was found sometimes after the spring equinox as well as sometimes before the 
autumn equinox (Fig. 5b). Obviously, the exact date depends on the solar 
elevation angle in question.

Global irradiance corresponding to a given solar elevation was expected to 
show the tilt to the south-north direction. That is why the global irradiance 
incident on the horizontal and the tilted surface was only compared when the 
azimuth of the tilt was within the ranges of 0°-30°, 150°-210° and 330-360°. 
Due to the high number of the comparisons, only the significance of the
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difference is reported. Let a particular tilt be called detectable at a given solar 
elevation angle if the difference corresponding to the given solar elevation angle 
was found statistically significant regardless of which days were considered 
horizontal. These cases are highlighted with dark background in Table 3. The tilt 
of 1.5° to south was detectable at none of the solar elevation angles. Even the tilt 
of 2° to south was detectable at only two solar elevation angles. Tilt of 3° within 
the ±30° range around the south-north direction was already detectable at four 
different solar elevation angles. These results indicate that tilt to south-north is 
harder to detect than the tilt to east-west. The smallest detectable tilt angle in 
each tilt direction is presented in Fig 6.

Position of the pyranometer: 
O horizontal 
x Tilt of 2° to south

Fig. 4. Global irradiance corresponding to the solar elevation of 10°, in 2011.

Fig. 5. Relative error of the global irradiance corresponding to the solar elevation of 10° 
in case of a 2° tilt (a) towards the south and (b) west, in 2011.
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Table 3. S ig n if ic a n c e  o f  th e  d i f f e r e n c e  o f  g lo b a l  ir ra d ia n c e  in c id e n t o n  th e  h o r iz o n ta l  a n d  
th e  t i l te d  su rfa c e . A t tilt  a z im u th  o f  1 5 ° , 1 6 5 ° , 1 95°, 3 4 5 ° , th e  te s t w a s  c a r r ie d  o u t a t  ti l t  
a n g le  o f  o n ly  3°.

tilt sol. 0° 15° 30° 150° 165° 180° 195° 210° 330° 345°angle elev.
8° * d * d * d *dd * d * d

10° * d *d * d * d * d * d
12° * d * d * d * d * d * d

1,5°
14° * d * d * * * * d
16° * d * d * * * *
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4. Discussion

The uncertainty of the daily total global radiation shall not exceed 2%, 5%, and 
1 0 % in cases of the secondary standard, first class, and second class 
pyranometers, respectively, according to the ISO standard (ISO, 1990). Our 
findings show that even a tilt of 1 ° can cause greater variation in the daily total 
values than the inherent uncertainty of a secondary standard pyranometer. The 
effect of a tilt of 2.5° can exceed the inherent uncertainty of even a second class 
pyranometer. It indicates that developing a method that assesses the data series 
of global irradiance with respect to the leveling would be very useful.

The aim of this paper was to find quantities that are calculated only from 
global radiation and suitable to assess the leveling of the pyranometer. The 
difference of the total global radiation measured before and after the solar noon 
has been shown to be very sensitive to the tilt to east-west. As small as tilt of 1° to 
east-west can be detected. The method is adaptable to any latitude, but the value of 
1° refers only to the latitude of around 47°N. The selection of clear-sky days is a 
key element in the process. Refinement of the selection method is expected to 
shorten the length of the measurements necessary for the detection of a tilt.

The highest error in both the annual and the daily total global radiation is 
caused by the tilt to south-north, yet it is the most difficult to detect. Three 
degrees as the smallest detectable tilt seems like a lot. Assessing the global 
irradiance corresponding to a given solar elevation angle requires reference data 
that is considered as horizontal global irradiance. In the current study it was 
calculated from measurements of a few days. Future work will involve a multi
annual high accuracy measurement series. It will give the opportunity to analyze 
the annual course of the solar irradiance corresponding to a given solar elevation 
angle rather than the 1 0  or 2 0  highest values measured around the winter 
solstice. It is expected to allow smaller tilts to become detectable.

Overall, the power of the method using the twenty highest values is greater 
than that using the ten highest values. However, half of the cases showed by the 
twenty highest values were not showed by the ten highest values. It proves that 
both procedures were reasonable to use. The strength of investigating the solar 
irradiance corresponding to a given solar elevation angle is that it does not 
require clear-sky days, only shorter clear-sky periods of time. Its drawback is 
that the power to detect the tilt is not the same in each part of the year. 
Investigating the morning and afternoon solar irradiances separately can 
contribute to the detection of the tilt to east-west.

It has been shown that there is a good chance to detect a tilt as small as 1° 
to east-west, and we hope that as small as 2 ° will be detectable in any other 
directions by the refinement of the method. Future works will carry out 
measurements with tilted pyranometers to verify these findings.
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Abstract-— Information about the relationship between the spatial and temporal patterns 
of different climatic parameters and the vegetation is especially important from a nature 
conservation perspective. We studied the influence of microclimatic parameters (air 
temperature and air humidity) on certain natural habitat islands (karst sinkhole and sand 
dune slack) and on their plant species composition and vegetation pattern in Hungary. 
Vegetation data together with topographic variables were collected along transects to 
reveal the vegetation patterns on the slopes. Microclimatic parameters were measured 
with wireless sensor motes equipped with air temperature and humidity sensors. 
Interactions were examined using distance-based redundancy analysis. We found that the 
species composition of natural habitat islands varied markedly within short distances, 
depending on the prevailing microclimatic conditions. Elements of microclimate (daily, 
daytime, and nighttime averages) have different effects on vegetation pattern and species 
composition. The observed patterns can be interpreted based on our knowledge on the 
structure of plant communities and on the role of geomorphology. Future temperature 
increase, droughts, and forestry activities are the main threats to the habitat diversity and 
hence to the species diversity of habitat islands in Hungary.

K ey-w ords: air humidity, air temperature, climate change, habitat island, Hungary, 
refugium, vegetation inversion, wireless sensor
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1. Introduction

Microclimate is a suite of climatic conditions measured usually directly on the 
ground or very close to it (Geiger, 1965). The effects of different microclimatic 
parameters (e.g., air temperature and air humidity) on animals and plants have 
been widely studied because they are essential to individual organisms for 
reproduction (e.g., germination) and ecological processes (e.g., 
evapotranspiration, microbial activity, nutrient cycling, photosynthesis, and 
regeneration) (Bátori et a/., 2012a; Forseth and Teramura, 1987; Holl, 1999; 
Marlatt, 1961; Schimel and Parton, 1986). The interactions between 
microclimate and vegetation have been studied both at local and regional scales. 
Local-scale studies have focused mainly on individuals and stands, providing 
important information about the local ecological processes and sometimes, 
based on the extension and generalization of the results, about larger-scale 
ecological processes (Antonie et al., 1997; Bátori et al., 2011; Flerrera, 1995). 
The number of landscape studies examining microclimate and its relationship 
with flora, vegetation, and related ecological processes in the context of 
landscape is much lower {Xu et al., 2004).

The interaction between topography and climate is complex and its details 
are not completely understood (Dobrowski, 2011). There is no doubt, however, 
that topography and related terrain effects strongly affect the local 
environmental and climatic conditions (Bátori et al., 2009; Geiger, 1950; 
Whiteman et al., 2004). The effect of geomorphology on temperature inversion 
strengths, diurnal temperature regimes, and vertical temperature gradients has a 
great impact on vegetation pattern and plant survival. However, vegetation cover 
usually has a mitigating effect on air and soil temperatures (Allen and Burton, 
1993; Fetcher et al., 1985; Oliver et al., 1987); therefore, elements of 
microclimate are usually less extreme in forests than in grasslands. In addition, 
many studies suggest that not only the diurnal or monthly average temperature 
and humidity values but also the differences between the daytime and nighttime 
averages as well as their changes affect markedly species composition, 
vegetation pattern, and ecological processes (Liu et al., 2006; Mohammed and 
Tarpley, 2009; Shiu et al., 2009). It is important to note that management related 
variables often explain more variation in vegetation than any other variables 
together, indicating the importance of management as determining species 
composition (Aude and Lawesson, 1998). Therefore, the effects of microclimate 
must be interpreted differently under different disturbance regimes, various 
topographical features, and vegetation covers.

The spatial distribution of microclimate is an essential factor for habitat 
suitability for many species (Mantilla-Contreras et al., 2011; Rich and Weiss, 
1991). Since climate change apparently affects the occurrences of species and 
the phenology of animal and plant activity (Molnár et al., 2012; Rijnsdorp et al., 
2009; Thomas et al., 2004; Walther et al., 2002) by shifting the overall
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temperature distribution, changing the precipitation regime and increasing the 
frequency of extreme weather events (Easterling et al., 2000; Parmesan el al., 
2 0 0 0 ), the investigation of the habitats suitable for providing refugia for affected 
species is of crucial importance. One of the most important insights that 
scientists can offer for conservation biology is how species are expected to 
respond to changes in regional and local climate. Hence, an increasing number 
of species distribution models have recently been reported (Rasztovits et al., 
2012; Schwartz et al., 2006). From the point of view of an ecologist, 
investigations of island-like habitats can offer many possibilities to answer the 
above question (Bátori et al., 2012b; Körmöczi et al., 1981). According to the 
well accepted theory, ‘islands’ should not necessarily be land masses in water 
but may be particular geological types, soil types, or vegetation types 
surrounded by dissimilar types of rock, soil or vegetation (Begon et al., 2006). 
However, we must distinguish between (semi)natural habitat islands and 
artificially created habitat islands (e.g., agricultural fields, cities, secondary 
grasslands), because environmental conditions (e.g., microclimate, nutrient 
availability, water supply), ecological processes, and organism responses are 
fundamentally different in the two types {Pinke et al., 2012; Unger, 1999).

Several previous studies focused on relatively small areas with special 
temperature and humidity properties that harbor many species that once 
occurred in larger and more continuous populations {Müller et al., 2006; Turlure 
et al., 2010). For example, the lowland fens of the Carpathian Basin serve as 
refuges for many boreal plants (e.g., Menyanthes trifoliata L., Potentilla 
palustris (L.) Scop., Trollius europaeus L.), and the karst sinkholes and deep 
ravines of hill and mountain ranges preserved high-mountain species (e.g., 
Rubus saxatilis L., Stachys alpina L., Viola biflora L.) {Király, 2009; Simon, 
2000). Most of these plants are climatic relicts, whose populations persist in 
isolated enclaves of suitable climate space surrounded by areas where the 
climate is not suitable for them {Hampe and Jump, 2011). Therefore, these 
habitats can be used for vegetation history studies as well, because their flora 
reflects cooler climatic periods {Bátori et al., 2012b). Not only climate relicts 
but also other groups of species may be good indicators for microclimatic 
conditions of different habitats. For example, Erdős et al. (2013) revealed that 
the vascular plants of the mosaic of lowland xeric grasslands and mesic forests 
indicate very different climatic conditions along an edge to interior gradient. 
They also pointed out that the species composition of these habitat complexes 
may be very diverse and may contain many rare and endangered mesic forest 
plants, which are more characteristic of the hill and mountain ranges of the 
Carpathian Basin. In these cases, the local climatic conditions allow many 
species to maintain their populations in places where the surrounding 
environmental conditions (e.g., warmer climate) are not suitable for them.

The objective of this study is to examine and compare the species 
composition and vegetation pattern of natural habitat islands in Hungary, and to
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make an attempt to explain these phenomena with microclimatic variables 
including the daily, daytime and nighttime air temperature and air humidity 
regimes. We also discuss the potential role of these habitats in preserving 
different groups of plant species under future climate change.

2. Methods

2.1. Study sites and vegetation survey

Study sites were selected in two different parts of Hungary {Fig. /), where the 
landscapes contain many natural habitat islands. The fieldwork was conducted 
between 2009 and 2012 in a large karst sinkhole of the Mecsek Mountains 
(46°7'17" N, 18° 12' 11" E; 498 m above sea level) and in a deep sand-dune slack 
of Bugac (46°41'46" N, 19°36'9" E; 111m above sea level). All samples were 
taken in summer, when the influence of spatial microclimatic properties was 
expected to be the greatest on the habitat islands. Neither site showed signs of 
considerable human or animal disturbance.

Fig. 1. L o c a tio n  o f  th e  s tu d y  s i te s  in  H u n g a ry .

Transect sampling was applied in both sites. Plot sizes were optimized 
according to our former studies and experiences (Bátori et al, 2012b; Tölgyesi 
and Körmöczi, 2 0 1 2 ).

In the Mecsek Mountains, a sub-Mediterranean type, middle-aged mesic 
oak-hornbeam {Asperulo taurinae-Carpinetum) and beech forests {Helleboro 
odori-Fagetum) covered the north-facing, east-facing, and west-facing slopes of 
the approximately 30 m deep sinkhole. A transition between a xeric turkey oak- 
sessile oak forest {Potentillo micranthae-Quercetum dalechampii) and an oak-
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hornbeam forest occurred on the south-facing rim and an oak-hornbeam forest 
on the south-facing slope. The sinkhole bottom was covered by a ravine forest 
(Scutellario altissimae-Aceretum) (Bátori et al., 2011). Herb layer was sampled 
along a 2 m wide and 243 m long transect consisting of 50 plots, 2 m x 1 m 
each. The transect was established in a north to south direction traversing the 
deepest point of the sinkhole.

At Bugac, a xeric grassland (Festucetum vaginatae) occupied the major 
part of the investigated sand dune (.Körmöczi and Balogh, 1990), which is part of 
the Kiskunság Sand Ridge. The lower parts of the dune were covered by a 
remnant of a wet interdune vegetation patch (Molinio-Salicetum
rosmarinifoliae). The vegetation was sampled along a 1 m wide and 14 m long 
transect consisting of 14 plots, 1 m x 0.25 m each. The transect was established 
in a northeast to southwest direction (following the orientation of the dune) 
traversing the deepest point of the dune slack. The elevation difference between 
the highest and deepest points was approximately 1.7 m.

Presence/absence of all vascular plant species (including tree saplings and low 
shrubs), mosses and lichens of the summer aspect was recorded in all plots (see 
Appendix). According to the topographic profiles of each transect, the plots were 
classified into two groups: plots of the upper slopes and plots of the bottoms. The 
different habitats (the bottom and upper transect sections) were compared based on 
vegetation and microclimatic parameters during subsequent analyses.

Plant community names are used according to Borhidi et al. (2012), the 
nomenclature of mosses and lichens follow Simon (1991), while the names of 
vascular plant taxa follow Király (2009).

2.2. Microclimate measurement

We used 50 IRIS (XM2110CA) wireless sensor motes from Crossbow, each of 
which was equipped with an MTS400 (SN21140CA) weather sensor board, 
which included air temperature and air humidity sensors. We measured air 
temperature (°C) and air humidity (%) for 24 hours 25 cm above the ground 
surface in the plots of the 2 transects. The signals from the sensors were 
recorded once every minute, therefore, 1440 temperature and 1440 humidity 
datapoints (24 x 60, respectively) were obtained from each mote. From these 
data, the daily minimum air temperature (DMinAT), daily maximum air 
temperature (DMaxAT), daily minimum air humidity (DMinAH), daily 
maximum air humidity (DMaxAH), mean daily air temperature (MDAT), mean 
daily air humidity (MDAH), mean daytime air temperature (MDtAT), mean 
daytime air humidity (MDtAH), mean nighttime air temperature (MNtAT), and 
mean nighttime air humidity (MNtAH) were calculated. ‘Daytime’ is defined as 
the time interval between 7 a.m. and 7 p.m., while ‘nighttime’ is the interval 
between 7 p.m. and 7 a.m. Microclimate measurements were carried out after a 
dry period, under clear weather conditions.
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Percentage frequencies for the species were determined with the JUICE 7.0.25 
program (Tichy, 2002). After testing normality, one-way ANOVA and 
subsequent Tukey’s HSD post hoc tests were applied in order to reveal the 
differences in species number between the different habitats, using the stats 
package of R 2.10.1 (R Development Core Team, 2009).

Detrended correspondence analysis (DCA) (Hill and Gauch, 1980) was 
used to detect the major gradients of floristic variation of the plots within the 
study sites. DCA is an ordination technique, which is able to identify gradients 
in community composition. Its advantage over other unconstrained ordination 
methods is that it is theoretically free from the so-called ‘arch effect’, thus, DCA 
axes correspond better to gradients with high turnover (Legendre and Legendre, 
1998). The procedure was computed using Past 1.18 (Hammer et ah, 2001).

Variation of species presence/absence data was related to temperature and 
humidity measurements using distance-based redundancy analysis (db-RDA) 
{Legendre and Anderson, 1999). db-RDA is an ordination method, which 
arranges data objects in a space defined by the linear combinations of 
explanatory (environmental) variables and, at the same time, quantifies the 
variation in species composition explained by the environmental variables. The 
variation of species composition in db-RDA has to be expressed on the basis of 
a dissimilarity measure between pairs of community sample units. Here we 
applied the complement of Sorensen index as a dissimilarity measure, with the 
formula

2.3. Analysis

DS6rensen=\-2*a/(2*a+b+c),

where a is the number of species present in both members of the pair, b and c 
are the number of species present in one and the other plot {Legendre and 
Legendre, 1998). Considering our previous results {Batori et al. 2011), the 
following measurements were used as explanatory variables: MDAT, MDtAT, 
MNtAT, MDAH, MDtAH, and MNtAH. For each study site, the gross effect of 
each climatic variable was calculated by constructing a db-RDA model with the 
tested variable as the only predictor and the compositional data as the dependent 
variables (hereafter called ‘one-predictor model’). Effect strengths of each 
climatic variable were quantified by the percentage explained variance and F 
value of the respective db-RDA model, and their significance was assessed by a 
permutation test (see Table 1). Then, for each study site, the most effective 
temperature and humidity variables were selected based on the lowest P and the 
highest F values. With these two as background variables, a new db-RDA was 
performed (‘two-predictor model’) in order to assess the cumulative effect of the 
best climatic variables (see Table 2). There was high collinearity within 
temperature variables and humidity variables, thus, the other 2 - 2  variables of
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these climatic factors were not involved in the model. ‘Two-predictor models’ 
were visualized on biplots. Ordinations were performed using the vegan R 
package (Oksanen et al., 2009; R Development Core Team, 2009).

Moreover, we also used the coenological preferences of the plant species 
(Sod, 1980) to characterize each habitat.

Table 1. S u m m a ry  s ta tis tic s  fo r  th e  ‘o n e -p re d ic to r ’ d b -R D A  m o d e ls . M D A T : m e a n  d a i ly  
a ir  te m p e ra tu re ,  M D tA T : m e a n  d a y tim e  a ir  te m p e ra tu re , M N tA T : m e a n  n ig h tt im e  a ir  
te m p e ra tu re ,  M D A H : m e a n  d a ily  a ir  h u m id ity ,  M D tA H : m e a n  d a y t im e  a ir  h u m id i ty ,  
M N tA H : m e a n  n ig h ttim e  a ir  h u m id ity

Predictors Var. % F value P value
Mecsek Mountains: sinkhole

M D A T 18.7 9 .1 6 0 < 0 .0 0 1

M D tA T 17.5 8 .478 < 0 .0 0 1

M N tA T 17.7 8 .592 < 0 .0 0 1

M D A H 16.8 8 .039 < 0 .0 0 1

M D tA H 14.9 7 .028 < 0 .0 0 1

M N tA H 16.7 7 .994 < 0 .0 0 1

Bugac: sand-dune slack
M D A T 3 2 .5 5.071 < 0 .0 0 5

M D tA T 24.1 3 .3 8 7 < 0 .0 5

M N tA T 3 0 .2 4 .5 6 0 < 0 .0 0 5

M D A H 3 4 .8 5 .5 7 8 < 0 .0 0 1

M D tA H 3 1 .9 4 .9 3 5 < 0 .0 0 1

M N tA H 2 9 .0 4 .3 2 8 < 0 .0 0 5

Table 2. S u m m a ry  s ta tis tic s  fo r  th e  ‘tw o -p r e d ic to r ’ d b -R D A  m o d e ls . M D A T : m ean  d a i ly  
a ir  te m p e ra tu re ,  M D A H : m e a n  d a ily  a ir  h u m id i ty

Predictors Var. % F value P value
Mecsek Mountains: sinkhole

M D A T  +  M D A H 21.0 6 .2 4 9 < 0 .0 0 1

Bugac: sand-dune slack
M D A T  +  M D A H 3 7 .8 3 .342 < 0 .0 0 5
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3. Results

3.1. Microclimate and flora o f  the karst sinkhole

The MDAT changed from 19.9 to 17.6 °C along a microclimatic gradient in the 
sinkhole (Fig. 2).

33

25  50  75  100 125 150 175 200 225 243

transect (m)

25 50  75 100 125 150 175 200 225  243

transect (m)

Fig. 2. A ir  te m p e ra tu re  a n d  a i r  h u m id ity  v a lu e s  a lo n g  th e  tra n s e c t o f  th e  s in k h o le  o f  th e  
M ecsek  M o u n ta in s  ( A u g u s t  9 —10, 2010). N o ta t io n s :  o: m in im u m  a n d  m ax im u m  a ir  
te m p e ra tu re  (D M in A T , D M a x A T )  and  a ir h u m id i ty  (D M in A H , D m a x A H )  v a lu e s; ■: 
m ean  d a y tim e  a ir  t e m p e r a tu r e  (M D tA T ) and  a ir  h u m id i ty  (M D tA H ) v a lu e s ;  x; m ean  d a ily  
a ir te m p e ra tu re  (M D A T )  a n d  a ir  h u m id ity  (M D A H )  v a lu e s ; • :  m e a n  n ig h ttim e  a ir  
te m p e ra tu re  (M N tA T )  a n d  a i r  h u m id ity  (M N tA H ) v a lu e s .

The maximum MDAT (19.9 °C ) was detected in a plot of the south-facing 
rim where the transition between a turkey oak-sessile oak forest and an oak- 
hornbeam forest situated consisting of many dry oak forest and mesic oak forest 
species. The lowest MDAT (17.6 °C) and the DMinAT (15.1 °C) were recorded
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on the bottom of the sinkhole, under the ravine forest. The MNtAT and MDtAT 
showed a very similar pattern, however, the DMaxAT (32.1 °C) was detected on 
the bottom of the sinkhole. Air humidity values also changed markedly along 
the transect with the lowest MDAH (79%) on the higher zone of the sinkhole 
slopes and with the highest MDAH (94%) in the sinkhole bottom {Fig. 2). The 
rest of the air humidity values followed a similar pattern. The 24-hour pattern of 
air temperature and air humidity also differed markedly between the upper 
sinkhole slopes and the sinkhole bottom {Figs. 3-4).

25

Fig. 3. A ir  te m p e ra tu re  v a lu e s  in  th re e  p lo ts  a lo n g  th e  t r a n s e c t  (s o u th -fa c in g  s in k h o le  
s lo p e : th ic k  b la c k  lin e ; s in k h o le  b o tto m : th in  lin e ; n o r th - fa c in g  s in k h o le  s lo p e : th ic k  g re y  
lin e ) o f  th e  s in k h o le  o f  th e  M e c s e k  M o u n ta in s ,  m e a su re d  o v e r  a  2 4 -h o u r  p e r io d  (A u g u s t  
9 - 1 0 ,  2 0 1 0 ).
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Fig. 4. A ir  h u m id ity  v a lu e s  in  th ree  p lo ts  a lo n g  th e  tran sec t (so u th -fac in g  s in k h o le  slope: th ic k  
b lack  line; s inkho le  b o tto m : th in  line; n o rth -fa c in g  s inkho le  s lo p e : th ic k  g rey  line) o f  th e  
s in k h o le  o f  th e  M ec sek  M o u n ta in s , m e a su re d  o v e r  a  2 4 -h o u r p e r io d  (A u g u s t 9 -1 0 ,2 0 1 0 ) .
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The most frequent (>80%) species were Fraxinus excelsior L. on the upper 
sinkhole slopes and F. excelsior and Galeobdolon luteum s.l. on the sinkhole 
bottom. Species that occurred only in the sinkhole bottom include Aconitum 
vulparia Rchb., Athyrium filix-femina (L.) Roth, Atropa belladonna L., Carex 
sylvatica Huds., Circaea lutetiana L., Dryopteris filix-mas (L.) Schott, 
Eupatorium cannabinum L., Paris quadrifolia L., Polystichum aculeatum (L.) 
Roth, P. setiferum (Forssk.) Woyn., Pyrus pyraster (L.) Burgsd., Rubns 
fruticosus agg., Solanum dulcamara L., Stachys sylvatica L., Urtica dioica L., 
and Veronica montana L. According to the ANOVA, species number in the 
upper slopes and in the sinkhole bottom did not differ significantly (P=0.710). 
The proportions of the different species groups are shown in Fig. 5. Species of 
mesic oak forests (38%) and Central European beech forests (40%) had the 
highest proportions on the sinkhole slopes, but species of dry oak forests (9%) 
and Illyrian beech forests (9%) also had an important role in structuring the 
plant communities. The sinkhole bottom was covered mainly by beech forest 
species (54%), but the proportions of mesic oak forest species (14%) and 
indifferent species ( 1 2 %) were also considerable. It is important to note that the 
sinkhole bottom held some species of deep ravines and gorges (e.g., Aconitum 
vulparia and Polystichum aculeatum) (2%), which were restricted to them.

Fig. 5. P ro p o r tio n s  o f  th e  d i f f e r e n t  s p e c ie s  g ro u p s  o f  th e  s in k h o le  s lo p e s  (A )  a n d  o f  th e  
s in k h o le  b o tto m  (B ). 1: s p e c ie s  o f  d ry  o ak  fo re s ts ; 2 : s p e c ie s  o f  m e s ic  o a k  fo re s ts ; 3: 
sp ec ie s  o f  C e n tra l  E u r o p e a n  b e e c h  fo re s ts ; 4 : s p e c ie s  o f  I lly r ia n  b e ec h  fo re s ts ;  5 : sp ec ie s  
o f  d e ep  ra v in e s  a n d  g o rg e s ;  6 : s p e c ie s  o f  w e t fo re s ts ;  7 : sp ec ie s  o f  m a rs h e s ;  8: w e ed  
sp ec ie s ; 9: in d if fe re n t s p e c ie s .

3.2. Microclimate and flora o f  the sand-dune slack

Air temperature and air humidity changed markedly along the transect of Bugac 
(Fig. 6). The lowest MDAT (15.8 °C) was recorded in the bottom of the dune 
slack where a remainder of the association Molinio-Salicetum rosmarinifoliae 
occurred. The highest MDAT (20.2 °C) was recorded in the open sandy
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grassland of the upper slope. MDtAt and MNtAT values showed a marked 
decrease from the slopes to the bottom indicating a clear temperature gradient 
between them. Air humidity showed an opposite pattern with the highest values 
(MDAH: 79%; MNtAH: 96%; MDtAH: 62%) in the bottom of the dune slack 
and the lowest values (MDAH: 64%; MNtAH: 81%; MDtAH: 42%) on the 
upper slopes. The 24-hour pattern of air temperature and air humidity also 
differed markedly between the upper dune slopes and the bottom of the dune 
slack (Figs. 7-8).
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Fig. 6. A ir  te m p e ra tu re  an d  a ir  h u m id ity  v a lu e s  a lo n g  th e  tra n s e c t o f  th e  d u n e  s la c k  o f  
B u g ac  (S e p te m b e r  2 5 - 2 6 ,  2 0 12). N o ta tio n s : o: m in im u m  an d  m a x im u m  a ir  te m p e ra tu re  
(D M in A T , D M a x A T ) a n d  a ir  h u m id ity  (D M in A H , D m a x A H ) v a lu e s; ■: m e a n  d a y tim e  
a ir  te m p e ra tu re  (M D tA T )  an d  a ir  h u m id ity  (M D tA H )  v a lu e s ; x : m e a n  d a ily  a ir  
te m p e ra tu re  (M D A T ) a n d  a ir  h u m id ity  (M D A H ) v a lu e s ; • :  m e a n  n ig h tt im e  a ir  
te m p e ra tu re  (M N tA T ) a n d  a ir  h u m id ity  (M N tA H )  v a lu e s .
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Fig. 7. A ir  te m p e ra tu re  v a lu e s  in  th re e  p lo ts  a lo n g  th e  t ra n s e c t ( s o u th w e s t- fa c in g  d u n e  
s lo p e : th ic k  b la c k  lin e ; b o t to m  o f  th e  d u n e  s la c k : th in  lin e ; n o r th e a s t- fa c in g  d u n e  s lo p e : 
th ic k  g re y  l in e )  o f  th e  d u n e  s la c k  o f  B u g ac , m e a s u re d  o v e r  a  2 4 -h o u r  p e r io d  (S e p te m b e r  
2 5 - 2 6 ,  2 0 1 2 ).

Fig. 8. A ir  h u m id ity  v a lu e s  in  th re e  p lo ts  a lo n g  th e  t r a n s e c t  (s o u th w e s t- fa c in g  d u n e  s lo p e : 
th ic k  b la c k  lin e ; b o tto m  o f  t h e  d u n e  s lack : th in  l in e ;  n o r th e a s t- fa c in g  d u n e  s lo p e : th ic k  
g re y  l in e )  o f  th e  d u n e  s la c k  o f  B u g ac , m e a su re d  o v e r  a  2 4 -h o u r  p e r io d  (S e p te m b e r  2 5 - 2 6 ,  
2012).

Eryngium campestre L., Festuca pseudovina Hack., Galium verum L., 
Stipa borysthenica Klokov ex Prokudin, and Thymus pannonicus All. were the 
most frequent (>80%) species on the upper dune slopes, and Carex liparicarpos 
Gaudin, Galium verum, Potentilla arenaria Borkh., Stipa borysthenica, and
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Thymus pannonicus in the bottom of the dune slack. Species that occurred only 
on the bottom of the dune slack include Elymus repens (L.) Gould, Hieracium 
umbellatum L., Poa angustifolia L., Scirpoides holoschoenus (L.) Sojak, Silene 
conica L., Salix rosmarinifolia L. and Trinia ramosissima (Fisch.) W.D.J. Koch. 
According to the ANOVA, species number of the upper slopes and the dune 
slack did not differ significantly (P=0.245). Species of open sandy grasslands 
and closed sandy grasslands dominate all parts of the transect. However, fen 
species were only detected in the bottom of the dune slack with a proportion of 
1.3% (Fig. 9).

Fig. 9. Proportions of the different species groups of the dune slopes (A) and of the 
bottom of the dune slack (B). 1: species of closed sandy grasslands; 2: species of open 
sandy grasslands; 3: indifferent species; 4: fen species; 5: weed species.

3.3. Results o f the multivariate analyses

The DCA-ordinations of the samples show a strong gradient along axis 1 with a 
very high species turnover in the sinkhole (eigenvalue: 0.63, gradient length: 
4.4 S.D. units) and lower species turnover along the slopes of the dune slack 
(eigenvalue: 0.36, gradient length: 2.7 S.D. units).

The explanatory power of climatic variables in the ‘one-predictor’ db-RDA 
models is shown in Table 1. In Bugac, all of the 6 variables were significant, 
since they had P values under 0.001, 0.005, or 0.05, even though their F values 
varied considerably. In the Mecsek Mountains, there were minor differences 
among the variables in the explained variation, and all of them were found 
highly significant (<0.001). Both in Bugac and the Mecsek Mountains, MNtAT 
explained more variation of the vegetation than the daytime measurements, 
although the difference was negligible in the case of the Mecsek Mountains. 
MDAT had higher F values than MDtAT or MNtAT. Regarding air humidity, 
MDAH explained the most variation in both sites.
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The ‘two-predictor’ models included MDAT and MDAH (Figs. 10-11). 
These models explained significant variation in both sites (Table 2).

Fig. 10. Distance-based redundancy analysis diagram with 50 plots (o: plots of the south
facing sinkhole slope, +: plots o f the north-facing sinkhole slope, : plots of the sinkhole 
bottom) and environmental variables (MDAT: mean daily air temperature, MDAH: mean 
daily air humidity) of the Mecsek Mountains.

Fig. 11. Distance-based redundancy analysis diagram with 14 plots (o: plots of the 
southwest-facing dune slope, +: plots of the northeast-facing dune slope, : plots of the 
bottom of the dune slack) and environmental variables (MDAT: mean daily air 
temperature, MDAH: mean daily air humidity) of Bugac.

2 7 0



4. Discussion

We studied the relationship between the spatial pattern of microclimatic 
parameters and the vegetation of natural habitat islands in Hungary. Our study 
yielded three main results. Firstly, the investigated habitat islands can be 
recognized as refugia for many species adapted to various climatic conditions. 
Secondly, the different elements of microclimate differently influenced the 
distribution of plant species. Thirdly, forest cover has a strong mitigating effect 
not only on air temperature but also on air humidity.

Previous studies showed that karst sinkholes may considerably affect the 
flora and vegetation of the karst surfaces (.Antonie et al., 2001; Sátori et al., 
2013; Geiger, 1950). As semi-isolated enclaves, lower sinkhole slopes and 
sinkhole bottoms are very important from a nature conservation point of view 
(Bacsó and Zólyomi, 1934; Bátori et al., 2011; Beck-Mannagetta, 1906). Since 
they often harbor species that are very rare or missing from the surrounding 
habitats, they can be considered habitat islands (Bátori et al., 2012b). We also 
found remarkable floristic differences between the bottom and the higher slopes 
of the investigated sinkhole. Many plants, in particular cool-adapted species, are 
restricted to the bottom of the sinkhole, where appropriate microclimatic 
conditions exist. The mean daily, daytime, and nighttime air temperature and air 
humidity values explained almost the same variation of species composition 
along the vegetation gradient. This is due to the mitigating effect of the forest, 
which reduces the differences between daytime and nighttime air temperatures 
and between daytime and nighttime air humidities at the same altitude 
(Lehmann, 1970; Antonie et al., 1997). The extreme temperature value of the 
sinkhole bottom (DMaxAT: 32.1 °C) can be explained with the rate of canopy 
closure. Here, similarly to the ravine forests of deep valleys, frequent mass soil 
movements on the steep and wet slopes uproot trees allowing increased 
insolation through the sparse canopy. However, after this short high temperature 
period, the temperature of the sinkhole bottom decreased significantly, while the 
upper slopes remained warmer. Since karst surfaces are sensitive to climatic 
changes (Loáiciga et al., 2000), sinkholes may play an essential role in reducing 
extinction rate of plant species, as they did in earlier geological times as well. 
The literature offers many excellent examples where sinkholes are mentioned as 
key habitats for cold-stage relicts and high mountain species (Bátori et al., 2006; 
Horvat, 1953; Lazarevic et al., 2009). If we accept that the beech production 
optimum will shift in the future toward the pole and from lower elevation to 
higher elevation, and beech mortality risk will increase in its lower distribution 
range (Hlásny et al., 2011; Pehuelas et al., 2007; Sykes and Prentice, 1996), we 
can conclude that the beech forests of the Mecsek Mountains have a high chance 
of surviving in deep sinkholes for longer periods. In contrast, oak production 
and mortality seems almost insensitive to climate change in Central Europe, and 
in addition, the increasing oak production in elevations above 400 m a.s.l.

271



suggests a potential upward expansion of oak forests in the future (Hlásny et al., 
2011). This also means that the vegetation zones of sinkholes may shift toward 
the deeper sinkhole parts. This, in the worst scenario, would mean that 
vegetation types of the lowest parts (unable to shift even more downwards) may 
disappear from the sinkholes. A study by Gargano et al. (2010) on snow-bed 
vegetation of sinkholes has also showed that climate change would favor the 
replacement of snow-adapted species with the mesic ones occurring in 
surrounding habitats. In forest landscapes, climate-induced species replacement 
may be more striking if the forests are actively managed. Therefore, forest 
management should focus on maintaining forests not only in sinkholes but also 
in surrounding areas in order to moderate the potential impacts of climate 
change on karst surfaces.

Sand-dune slacks of the Kiskunság Sand Ridge play a similar role in 
preserving plant species as the karst sinkholes of mountain areas. Remnant 
patches of dune slacks have a high conservation value, since they support 
ancient steppe and fen vegetation with characteristic species such as Carex 
flacca Schreb., Carex humilis Leyss., Chrysopogon gryllus (L.) Trin., Molinia 
caerulea (L.) Moench, Salix rosmarinifolia, Scirpoides holoschoenus, Schoenus 
nigricans L., and Thalictrum simplex L. (Borhidi, 2012; Molnár, 2003). As our 
results revealed, microclimate is an important factor in structuring dune slack 
communities, although impacts of the nighttime and daytime air humidity and 
temperature values differ significantly (Körmöczi et al., 1981). Although the 
investigated dune slack is much shallower than the karst sinkhole, its air 
humidity and temperature regimes are more extreme due to the large diurnal 
temperature variation, which can be explained by the different vegetation 
physiognomy. In the different parts of the world, several factors have been 
shown to contribute to the species composition changes of dune vegetation. The 
most important factors are the climate change- and human-induced drought 
(Körmöczi, 1991; Muhs and Holliday, 1995). Since the effect of precipitation 
and its spatial and temporal distribution are of great importance in xeric habitats 
(Margóczi et al., 2007; Thomas et al, 2005; Yizhaq et al., 2009), the potential 
impact of precipitation decline on dune slack vegetation must be taken into 
consideration. For example, between 1981 and 1993, the average annual 
precipitation decreased by 16.7% on the Kiskunság Sand Ridge, causing a 
regional groundwater table decline (Molnár et a l, 2003). Apart from the climate 
change-induced drought, local human activities (e.g., afforestation, artesian and 
groundwater extraction, draining, hydrocarbon extraction, and intensive 
farming) also have had a strong negative influence on the groundwater table. A 
long-term vegetation study by Tölgyesi and Körmöczi (2012) revealed that both 
the wetter and drier sections of the dune fields of the Kiskunság are influenced 
by the water table decline, though most of the shifts were more prominent in the 
wet section (i.e., dune slack). The vegetation of the dune slack was getting more 
thermophilous, and its continental character was getting more pronounced. Since
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climate change scenarios predict a significant temperature increase and a 
significant decrease in precipitation in summer for the Kiskunság Sand Ridge 
(Bartholy et al., 2007), climate change could make the area even more 
vulnerable to drought and fire (Blanka et al., 2013). Hence, conservation 
biologists must work on presenting arguments for policy makers and water 
management authorities in order to reduce the potential impact of drought on 
natural habitats of the Kiskunság.

As a summary, we have demonstrated the current and potential role of 
natural habitat islands in preserving different groups of plant species. According 
to our findings, the current vegetation of habitat islands is highly determined by 
the elements of microclimate, indicating the different importance of the daily, 
daytime, and nighttime humidity and temperature regimes. Presumably, these 
habitat islands will play an important role in mitigating species loss under future 
climate change. Probably the most important question in relation to the 
vegetation of natural habitat islands is how we can moderate and delay the 
impacts of climate change on species loss and vegetation replacement.
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Appendix

Table A l. Species composition (presence/absence data) of the plots along the sinkhole 
transect of the Mecsek Mountains

Part.l.

Plots 1 2 3 4 5 6 7 8 9 1
0

1
1

1
2

1
3

1
4

1
5

1
6

1
7

1
8

1
9

Species / S inkhole S ou th -fac in g rim and slope
Acer campestre 1
Acer platanoides 1
Acer pseudoplatanus 1 1
Aconitum vuIparid
Ajuga reptans 1 1
Alliaria petiolata 1 1
Arabis turrita
Asarum europaeum 1 1 1 1 1 1 1
Athyrium filix-femina
Atropa belladonna
Brachypodium sylvaticum 1 1
Bromus ramosus agg. 1 1 1
Campanula rapunculoides 1 1 1
Cardamine impatiens
Carex pilosa 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Carex sylvatica
Carpinus betulus 1 1 1 1 1 1 1 1 1 1 1 1
Circaea lutetiana
Clematis vitaiba 1
Clinopodium vulgare 1
Convallaria majalis 1
Crataegus laevigata
Dactylis polygama 1 1 1 1 1 1 1 1 1 1 1
Dryopteris filix-mas
Eupatorium cannabinum
Euphorbia amygdaloides 1 1 1 1 1 1
Fagus sylvatica 1 1 1 1
Fallopia dumetorum 1 1
Festuca drymeja 1 1 1 1 1 1 1 1 1 1
Fraxinus excelsior 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Fraxinus ornus 1 1 1 1 1 1 1 1 1 1 1 1 1
Galeobdolon luteum s.l. 1
Galium aparine 1 1 1
Galium odoratum 1
Galium schultesii 1
Geranium robertianum
Geum urbanum
Glechoma hirsuta 1
Hedera helix 1 1 1 1 1 1 1 1 1 1
Flelleborus odorus 1 1 1
Hepatica nobilis 1
Lathyrus venetus 1 1 1
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P lots 1 2 3 4 5 6 7 8 9 1
0

1
1

1
2

1
3

1
4

1
5

1
6

1
7

t
8

1
9

S p ec ies  /  S in k h o le S o u th - fa c in 5 r im  a n d  s lo p e

Lathyrus vernus 1 1 1

Ligustrum vulgare 1 1 1 1
Luzula forsteri 1

Melica uniflora 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Mercurialis perennis 1

Milium effusum
Moehringia trinervia
Mycelis muralis
Paris quadrifolia
Polygonatum multiflorum 1 1 1 1 1

Polystichum aculeatum
Polystichum setiferum
Primula vulgaris 1

Pyrus pyraster
Quercus cerris 1 1
Quercus petraea agg. 1 1 1 1 1 1

Rosa arvensis 1 1 1 1
Rubus fruticosus agg.
Rubus hirtus
Rumex sanguineus 1

Ruscus hypoglossum
Sambucus nigra 1

Solanum dulcamara
Sorbus torminalis 1
Stachys sylvatica
Stellaria holostea 1 1 I 1 1 1 1 1 1 1 1 1 I 1

Symphytum tuberosum 1
Tilia tomentosa 1 1 1 1 1 1 1 1 1 1 1 1

Urtica dioica
Veronica montana
Viola alba 1
Viola reichenbachiana 1

Table A l. (cont.) 

Part. 2.

Plots 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 4 4 4 4 4 4 4 4 4 4 5
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0

S p ec ies  /  S in k h o le B ottom V orth - fa c in g rim  a n d  slo P S _______
Acer campestre 1 1

Acer platanoides 1 1 1

Acer pseudoplatanus 1 1 1 1 1 1 1 1 1 1

Aconitum vulparia 1
Ajuga reptans
Alliaria petiolata 1 1 1 1 1 1 1 1 1 1 1 1
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Plots 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 4 4 4 4 4 4 4 4 4 4 5
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0

Species / Sinkhole Bottom North- facing rim and slope
Arabis turrita 1
Asarum europaeum 1 1 1 1 1 1 1 1 I 1 1 1 1
Athyrium filix-femina 1 1 1 1 1 1
Atropa belladonna I 1 1 1
Brachypodium sylvaticum 1 1
Bromus ramosus agg. 1 1 1
Campanula rapunculoides
Cardamine impatiens 1 1 1 1
Carex pilosa 1 1 1 1 1 1
Carex sylvatica 1
Carpinus betulus 1 1 1
Circaea lutetiana 1 1 1 1 1 1
Clematis vitaiba 1 1
Clinopodium vulgare
Convallaria majalis
Crataegus laevigata 1
Dactylis polygama 1
Dryopteris filix-mas 1 1 1 1 1 1
Eupatorium cannabinum 1 I 1 1
Euphorbia amygdaloides 1
Fagus sylvatica 1
Fallopio dumetorum 1 1
Festuca drymeja
Fraxinus excelsior 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Fraxinus ornus 1 1 1 1 1 1 1 1 1 1 1 1 1
Galeobdolon luteum s.l. I 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Galium aparine 1 1
Galium odoratum 1 1
Galium schultesii 1
Geranium robertianum 1 1 I
Geum urbanum 1
Glechoma hirsuta
Hedera helix I 1 1 1 1 1 1 1
Helleborus odorus 1 1 1 1 1
Hepatica nobilis 1
Lathyrus venetus
Lathyrus vernus 1 1
Ligustrum vulgare 1 1 1 1
Luzula forsteri
Melica uniflora 1 1 1 1 1 1
Mercurialis perennis 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Milium effusum 1
Moehringia trinervia 1 1 1
Mycelis muralis 1
Paris quadrifolia 1
Polygonatum multiflorum
Polystichum aculeatum 1 1
Polystichum setiferum 1
Primula vulgaris
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Plots 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 4 4 4 4 4 4 4 4 4 4 5
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0

Species / Sinkhole Bottom North- facing rim and sloEÉ_____
Pyrus pyraster 1
Quercus cerris
Quercus petraea agg. 1
Rosa arvensis 1
Rubus fruticosus agg. 1 1
Rubus hirtus 1 1 1 1
Rumex sanguineus 1 1
Ruscus hypoglossum 1 1 1 1
Sambucus nigra 1 1
Solanum dulcamara 1 1
Sorbus torminalis
Stachys sylvatica 1 1 1 1 1
Stellaria holostea 1 1 1 1
Symphytum tuberosum
Tilia tomentosa 1 1 1 1
Urtica dioica 1 1 1 1 1 1 1 1 1 1
Veronica montana 1 1
Viola alba
Viola reichenbachiana 1 1

Table A2. Species composition (presence/absence data) of the plots along the dune slack 
transect of Bugac

Plots 1 2 3 4 5 6 7 8 9 1
0

1
1

1
2

1
3

1
4

Species / Dune slack Southwest
facing slope Bottom Northeast

facing slope
Achillea pannonica 1 1 1 1 1 1 I 1 1
Calamagrostis epigeios 1 1 1 1
Carex liparicarpos 1 1 1 1 1 1 1 1 1 1 1
Cladonia convoluta 1 1
Cladonia furcata 1 1 1 1 1 1 1 1 1
Cladonia magyarica 1 1 1 1 1 1 1 1 1
Crepis rhoeadifolia 1 1
Crepis setosa 1
Cynodon dactylon 1 1 1 1
Dianthus pontederae 1 1 1 1 1 1 1
Elymus repens 1
Eryngium campestre 1 1 1 1 1 1 1 1 1
Erysimum diffusum 1
Euphorbia cyparissias 1 1 1 1 1 1 1
Euphorbia seguieriana 1 1 1
Falcaria vulgaris 1 1 1
Festuca pseudovina 1 1 1 1 1 1 1 1 1 1 1 1
Festuca vaginata 1 1 1 1
Galium verum 1 1 1 1 1 1 1 1 1 1 1 1 1
Hieracium umbellatum 1 1
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Plots 1 2 3 4 5 6 7 8 9 1
0

1
1

1
2

1
3

1
4

Species / Dune slack Southwest
facing slope Bottom Northeast

facing slope
Kochia laniflora 1
Koeleria glauca 1 1 1 1 1 1 1
Odontites rubra 1 1
Phleum phleoides 1
Poa angustifolia 1 1
Potentilla arenaria 1 1 1 1 1 1 1 1 1 1 1 1
Salix rosmarinifolia 1
Scabiosa ochroleuca 1 1 I
Scirpoides holoschoenus 1 1
Silene conica 1
Silene otites 1 1 1 1 1 1
Stipa borysthenica 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Stipa capillata 1 1 1 1 1 1
Thymus pannonicus 1 1 I 1 1 1 1 1 1 1 1 1
Tortula ruralis 1 1 1 1 1
Tragopogon dubius 1 1 1 1
Trinia ramosissima 1 1 1
Verbascum lychnitis 1 1 1 1 1 1
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Abstract—There are many phenomena which confirm the fact of climate change. Two 
kinds of responses are mentioned often to this fact: 1. Actions by which this process can 
be interrupted or slowed down. 2. Accepting the fact of changes and finding adaptive 
strategies.

Authors present a research which aimed to increase the responsiveness of supply 
chains for the climate change -  especially extreme weather. Secondary and primary 
investigation were carried out, and the nominal group technique was used to discover, 
group and assess the potential threats.

Results so far pointed out that both physical and control processes are involved in 
extreme whether consequences. Findings give good bases for a substantial risk analysis 
for any disaster coming from the climate change or other reasons.

The research is supported by the Government of Hungary.

Key-words: Climate change, disaster management in supply chains, extreme weather.

1. Introduction

Extreme weather event might cause wide range of problems in everyday life. 
While there is a debate on the fact of climate change {Nordhaus, 2013) and its 
possible source, there is no doubt that being ready for unexpected weather evens 
is not a bad decision. There are studies which deal with the source and 
implications of extreme weather.

Stott et al. (2004), in their pioneering study, concluded that human 
influence more than doubled the likelihood of the heat wave occurring. An
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OECD study (Agrawala et al., 2011) discovered that while companies are 
generally aware of the physical implications of climate change, few include it 
into their risk management system.

From this point of view, there are two possible strategies:

1. To reduce the climate change effects -  mostly emission -  in order to 
slow down or to turn back the negative trend. We have to be aware that 
outcomes of corrective and preventive actions will show up in middle or 
long time horizon.

2. To learn to live with climate change at least on middle range and to do 
our best to adapt to the situation.

Weather sensitive sectors such as agriculture, horticulture, food industries are 
involved mostly. Thorpe and Fennel (2012) present three case studies from 
coffee, cotton, and sesame oil business. Since supply is vital in wide area of 
society and life, it is important to examine the implications of climate change. 
The effects can have influence in direct and indirect ways.

Present youngsters are the most involved in the consequences of climate 
change. In the State of the Union speech, President Obama urged Congress “to 
get together, pursue a bipartisan, market-based solution to climate change, like 
the one John McCain and Joe Lieberman worked on together a few years ago.” 
In his second inauguration speech (January, 2013), the president said: “We will 
respond to the threat of climate change, knowing that failure to do so would 
betray our children and future generations. Some may still deny the 
overwhelming judgment of science, but none can avoid the devastating impact 
of raging fires, and crippling drought, and more powerful storms.”

The topic is especially relevant in Hungary, since we faced some extreme 
weather events recently, such as extreme temperature, excessive rainfall, 
flooding, and spring snowstorms.

Recognizing this and the fact that certain aspects of climate change issues 
are inevitable, University of Pannonia defined a project to carry out research on 
consequences of climate change, especially weather phenomena issues. 
Economics, agriculture, engineering, and social science researchers work in the 
project supported by the EU and the Hungarian government.

Inside economics, the main analyzed areas are: macroeconomics, regional 
development, tourism, health sector, and supply chains. Part of the research is a 
literature review, such as we introduced above. The other part is primary 
research, in first stage mostly forecast.

First we tried to discover a wide set of implications. The method we have 
used is the nominal group technique.

In our research we asked master level students -  who are in supply chain 
related programs -  about their judgments on the possible consequences of 
climate change, especially extreme weather.
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2. Literature review

The main research question was to learn the opinion of next generation about 
weather change implications in supply chains.

According to International Energy Agency (2013), it is possible that global 
warming will be more than two degrees Celsius. Above this limit the climate 
could become unstable. This will affect production and transport processes as 
well. Carey (2011) suggests that extreme weather events have become more 
common in recent years.

Czifra, et a/. (2013) argue that climate change affects competitiveness.
According to IPCC’s annual report (Trenberth, 1999), Hungary is acutely 

vulnerable. Based on this forecast climate change will turn the weather towards 
extreme events. The temperature will be higher than it is now, and we can 
expect stormy winters with more fall (Czifra, et al., 2013).

In Hungary one of the main supply related implications will be the 
deterioration of transport infrastructure. Extreme weather phenomena such as 
storm, flooding, high temperature, lots of fall will cause damages in transport 
infrastructure. Hunyadi (2010) gives examples for possible damages of road 
infrastructure. Gáspár (2003, 2004) has set up road durability requirements. He 
suggests that the requirement pyramid (Fig. 1) will change in the future as a 
respond to climate change.

Safety, convenience, travel time, accessibility

Roughness, noise reduction, traffic lanes

Strength, durability, etc.

Fatigue strength, deformation, cracks, 
thickness

Composition, particle distribution, 
voids content, density, brevity, 

penetration, etc.

Fig. 1. Surface performance requirement related pyramid of requirements (Gáspár, 2003)
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Hunyadi (2010) argues planting vegetation near the roads which have 
larger tolerance limits, in order to take consideration the effects of climate 
change in advance. Gáspár (2003) suggests life cycle design:”life cycle design 
includes both design methods and their phases which take into consideration 
economic issues, cultural integration and ecological aspects”.

In addition to the environmental impacts on supply chains, there is an other 
important factor: restructuring of customer needs. Production infrastructure and 
distribution networks have to adjust to them (Czifra et al, 2013).

Caldwell et al. (2013) and others (Thrope and Fennel, 2012) examined the 
potential impacts of climate change to freight transport. Table 1 summarizes the 
direct and indirect effects of meteorological factors on terrestial traffic safety.

Jiittner et al. (2003) give an overview of the potential research areas.

Table I. Effects of weather on surface traffic safety ( Vissy and Bdtyi, 1998)

Direct effects Indirect effects
Surface conditions 

(road, rail) Visibility Loading Biometeorological effects 
(front effects)

Snowing Fog Wind Accident Health and 
prevention safety

Snowdrift Heavy rainfall Heavy rainfall
Temperature

There are relatively small number of researches on the opinion of the future 
generation, however, Revesz and Shahabian (2010) evaluate opportunities for 
intergenerational discounting, which are often conflated in the literature. They 
have found that the existing justifications do not support the prevalent approach 
of discounting benefits to future generations at the rate of return in financial 
markets and, more generally, that discounting cannot substitute for a moral 
theory setting forth our obligations to future generations.

3. Research methodology and results

As previous studies from literature show, implications of climate changes 
include wide areas of supply chains. We can say that the whole society is 
involved in the climate change, partly due to the effects in supply chains. There 
are different ways to discover opinions on the topic.

Zaltman et al. (1982) and Yin (1994) used discovery oriented, practitioner- 
based approach, with semi-structured interviews.
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The nominal group technique (NGT) is a group-based problem solving or 
decision making method (Delbecq and VandeVen, 1971, 1975; VandeVen and 
Delbecq, 1974). It combines the amenities of the un/low structured 
brainstorming and formal voting. We have followed the next steps:

1. Introduction and explanation: We welcomed the participants, who were 
master students in logistics, management, MBA and industrial engineering. 
We provided the question in written form on the top of an A4 format page: 
What are the impacts o f extreme weather to the operation o f supply chains? 
We have raised participants’ attention to the importance of the question.

2. Silent generation of ideas: We asked participants to put down possible 
answers to the paper. Since any interaction is prohibited, in this phase we 
asked them not to consult or discuss their ideas with others. This stage 
lasted 10 minutes. In this stage, we repressed not only negative but useful 
positive interactions also. We allowed them in next steps.

3. Sharing ideas: We invited participants to read their ideas they have written 
on the paper. If they ran out of idea, they could ‘pass’. If they have new idea
— generated by others -  they can join again. They can further develop 
others’ ideas. We recorded each idea into a spreadsheet using the same 
words as participants formulated their ideas. (They were asked to use not 
more than 3 words to compose their idea.)

The round robin process continued until all ideas have been 
presented. Since this phase supports only positive interaction, they 
could hear each other but were not allowed to comment others’ ideas.

4. Discussion: Participants were invited to seek verbal explanation or further 
details about any of the ideas that others have produced that may not be 
clear to them. Anybody could ask, comment, interpret, explain any ideas on 
the screen. New ideas were generated, others were combined, extended or 
deleted (when they are proved to be equal with others: they called 
duplicates). There are two dangers in this stage (based on our more than 30 
years NGT experiences):

— Drawing together ideas might result so-called ‘super idea’ which will 
get lots of votes but is not concrete at all, thus, it can not be made real. 
Sometimes ‘super idea’ and some of its parts exist simultaneously.

— There will be similar good ideas, which will compete again each other and 
share votes. In this way, each of them gets little weight and will drop out.

It is important for the facilitator to keep good balance in the weight of 
ideas. Such aspects are complexity, extent, related hierarchy level of ideas. 
In this stage, we have received the list of possible effects in Table 2.
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Table 2. L ist o f  po ten tia l e ffe c ts  a f te r  g roup  d iscussion

36 Earthquake abyss engulfes the company
37 Daily 8-hour work period may be fragmented

38 Increasing number of non-forecasted 
transport errors

39 Closer relocation of supply chain players
40 Introduction of stricter limitations
41 Establishing specialized warehouses
42 Conflicts between partners
43 Consumer needs can not be satisfied
44 Material flow slows

45 More dense distribution points, necessity for 
warehouses

46 Shutdown due to state of emergency
47 Appreciation of taking out insurance
48 Good condition tires can not be calculated
49 Market rankings change
50 Development of vehicles
51 Needs assessment difficulties
52 IT equipment damage
53 Stress
54 Longer delivery lead times
55 Shipments over Arctic can not be solved
56 Decentralized inventory management
57 Necessity of rationalization
58 Increased energy consumption
59 Appreciation of meteorological information
60 Weakening of political stability
61 Growing importance of forecasts
62 Obstruction in mining
63 Rails freezing
64 Shifted seasonality

65 Appreciation of products with longer 
warranty period

66 Chain problems accumulate

67 Increasing weight of security/safety 
technology

68 Need for special storage conditions
69 Changes in priorities within the company
70 Co-operation with the army

71 Importance of loading and fastening 
technology

72 Rail defonnation

1 Product damage
2 Communication problems in the EDI
3 Damage of factories
4 Routes are cancelled
5 Extreme work conditions
6 Other modal transport are forced
7 Cost, time, and resource losses
8 Low water-sailing ban

9 Increased preparations in the case of FMCG 
products

10 Huge storm - closed airports
11 Increased transport ( supply) uncertainty
12 Additional storage costs

13 Appreciation of reliability models due to 
increased uncertainty

14 Increased number of risk factors

15 Increased costs of mining, excavating raw 
materials

16 Increased transport time requirement
17 Companies that fall out of the supply chains
18 Electric grid dropouts complicate storing
19 Necessity of work reorganization

20 Increased mental and physical load of 
labour

21 Higher vulnerability of electronic products, 
lower humidity during winter

22 Loss of goodwill due to delays and damages
23 Lack of agricultural products
24 Physical delivery becomes impossible
25 Difficult traffic conditions due to flooding
26 Development of resistant packaging
27 Railway comes to the fore
28 Coming out supply chain issues
29 Profile change is necessary (products)
30 Maintaining higher inventory
31 Accidents
32 Maintaining crisis staff
33 Alternative supply seeking
34 Further company social responsibilities
35 More pressure on co-operation, collaboration
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5. Ranking: In this session there were little, spontaneous and informal 
interaction between participants. They were busy with their voting papers 
and selecting the most preferred ideas.
First they were asked to select the 5 most important effects from the list of 
72. Then they ranked them. The ranking order was: 1 -  5 -  2 -  4 -  3 where 
5 was the grade of the most important, 1 is the grade of least important one. 
Finally, the grade points were summarized for all effects in the list of 72 
ideas. Table 3 shows the final ranks of the effects.
Then we summarized the grade points.

Table 3. The final ranks

Rank Potential effects Score

1. Increased transport ( supply) uncertainty 22
2. Cost, time and resource losses 21
3. Routes are cancelled 15
4. Damage of factories 12
5. Accidents 11

6-7. Appreciation of reliability models due to increased uncertainty 10
6-7. Maintaining crisis staff 10 * 1

4. Conclusions

Looking at the list we can conclude, that students have a realistic judgment on 
possible consequences of climate change, especially effects of extreme weather. 
It is especially important in Hungary where the frequency of extreme weather 
events is increasing, however, to put it cynically, they are tending to become not 
extreme ones.

We did not asked the participants about the ‘to do’s, it will be the part of 
further research. Based on their case studies Thorpe and Fennel (2012), using an 
EOCD study, suggest five possible actions:

1. Raise awareness and understanding of adaptation within the business: 
companies need to make more effort to understand and evaluate the 
potential physical impacts.

2. Ask producers about current climate trends and impacts: talking to 
producers directly, risks must be assessed.

3. Build longer-term and more stable relationships with suppliers: where 
markets are more stable, producers are empowered to invest for the future.
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4. Support community development and environmental sustainability: climate 
resilient products, technologies, new forms of organizations and co
operations, managing social issues, new markets need to be supported.

5. Work through existing institutions, including governments.

Our other researches on modeling the implications (Kovács et al., 2014) 
confirm this complex approach.

We are planning to get further information from the national disaster 
management system. This research will include the evaluation of extreme 
weather related cases such as snowstorm and flooding.

Acknowledgment-This paper presents the results of the projects TAMOP-4.2.2/A-11/1-2012- 
0064.This project is supported by the European Union and co-financed by the European Social Fund.
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Editorial

Special Issue: Application o f information and communication 
technologies in environmental sciences: towards a sustainable future

The Future Information and Communication Project (FuturICT) was launched by the 
European Union within the frame of Seventh Framework Programme. The ultimate goal 
of the FuturICT project is to understand and manage complex, global, socially interactive 
systems, with a focus on sustainability and resilience. Revealing the hidden laws and 
processes underlying societies probably constitutes the most pressing scientific grand 
challenge of our century and is equally important for the development of novel robust, 
trustworthy, and adaptive information and communication technologies, based on socially 
inspired paradigms. FuturICT is at heart of a revolutionary 21st century science, which 
will use and develop information and communication technologies to create a decision 
support system, combining data with models in order to solve the grand challenges 
humanity is facing. FuturICT is expected to lift our knowledge of social and economic 
systems to a new level of understanding, enabling us to discover promising paths towards 
a sustainable future.
In close connection to the goals above, the FuturICT.hu project was initiated and performed 
within the framework of TAMOP-4.2.2.C-11/I/K.ONV-2012-00I3 project involving 
cooperating partners from leading Hungarian universities as well as private research sector. 
Some results of the project relevant to the environmental aspects of application of ICT and 
their relation to social issues are presented in five papers in present thematic issue. The first 
paper discusses the assessements of greenhouse gas emissions and trends in Hungary related 
to the national policies and measures. In the second paper, the trends of precipitation and 
drought-related climate indices and the return period of the daily precipitation amount are 
analyzed based on the results of 11 regional climate models (RCMs) after applying a bias- 
correction procedure. The authors of the third paper deal with the trend analysis of a new 
MOD1S satellite based drought severity index with emphasis on the Carpathian Basin. In the 
fourth paper, some important aspects of the impact of meteorological forecast uncertainties on 
environmental dispersion prediction are discussed. The final paper of this issue presents a 
statistical analysis of relationships between road accidents involving personal injury and 
meteorological variables in Hungary on the basis of a 20 years long database, and provides a 
qualitative outlook for the future expectations.

Kálmán K ovács  
Guest Editor
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Abstract-— P a rtie s  in c lu d e d  in  A n n e x  I to  th e  U N F C C C  a re  re q u e s te d  to  re g u la r ly  su b m it 
N a t io n a l  C o m m u n ic a tio n s  to  th e  S e c re ta r ia t. T h is  re p o r t  p re s e n ts  a n  o v e rv ie w  o f  th e  
re su lts  o f  th e  6 th  N a tio n a l C o m m u n ic a tio n  ( N C 6 )  o f  H u n g a ry  w ith  r e s p e c t  to  th e  r e le v a n t  
p ro v is io n s  o f  th e  C o n v e n tio n  a n d  A rtic le  8 o f  th e  K y o to  P ro to c o l.

Key-words: m itig a tio n  s c e n a r io s , e m iss io n  r e d u c t io n , n a tio n a l r e p o r t in g

1. Introduction

Hungary, as a Member State of the European Union and a Party to the Kyoto 
Protocol, considers efforts against climate change to be one of the most 
important challenges. Implementing, adopting, and planning measures and 
policies to tackle climate change related threats, designing mechanisms and 
plans to adapt to climate change, and pursuing scientific activities to assess, 
monitor, and decrease climate change vulnerability are in the focus of the 
Hungarian Government and the experts.
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The recent findings outlined in the Fifth Assessment Report of the IPCC 
conclude that human activities are highly likely to be causing climate change 
and that actions against global warming are indispensable. In accordance with 
these results and responding to the 19th Conference of Parties in Warsaw in 
2013, Hungary presents the future commitments, the progress made and other 
relevant topics in the 6th National Communication (Ministry o f National 
Development, 2013), where Hungary provides information on greenhouse gas 
emissions and trends, quantified emission reduction targets, and progress 
towards their accomplishment, and gives an overview of emissions projections 
and financial and technical support provided to developing countries (Molnár S. 
et al., 2012).

2. Information on GHG emissions and trends

In 2011, total emissions of greenhouse gases in Hungary were 66.1 million tons 
carbon dioxide equivalents (excluding the LULUCF -  land use, land use change, 
and forestry -  sector), which is the lowest value in the whole time series (1985— 
2011). Considering the carbon sinks in the LULUCF sector, the net emissions of 
Hungary were 62.4 million tons C02 equivalents in 2011. Being about 6-7 tons, 
the Hungarian per capita emissions are below the European average.

By far, the biggest emitting sector was the energy sector, contributing 
71.6% to the total GHG emission in 2011. Agriculture was the second largest 
sector with 13.2%, while emissions from industrial processes (with solvent and 
other product use) accounted for 9.8%, and the waste sector contributed 5.3%. 
Compared to the base year, emissions were significantly reduced in the energy 
(M0.3%), agriculture (-54.0%), and industrial processes (-57.7%) sectors. In 
contrast, emissions in the waste sector have increased since 1985 (+14.5%). 
Solvent and other product use and land use, land use change and forestry 
(LULUCF) sectors show fluctuating behavior.

The most important greenhouse gas is carbon dioxide, accounting for 
75.2% of the total GHG emissions. The main source of C 02 emissions is 
burning of fossil fuels for energy purposes, including transport. C 02 emissions 
have decreased by 41.8% since the middle of the 80’s. Methane represents 
12.8% in the GHG inventory. Methane is generated mainly at waste disposal 
sites and in animal farms, but the fugitive emissions of natural gas are also 
important sources. CH4 emissions are by 37.2% lower than in the base year. 
Nitrous oxide contributes 10.2% to the total GHG emissions. Its main sources 
are agricultural soils and manure management. N20  emissions are 60.4% lower 
compared to the base year. The total emissions of fluorinated gases amount to 
1.8%, but their steadily growing tendency seems to level off since 2008.

By ratifying the Kyoto Protocol, Hungary has committed to reduce its 
GHG emissions by 6%. Now, our emissions are 43.2% lower than in the base
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year (average of 1985-87). For the most part, this significant reduction was a 
consequence of the economic transition in Hungary (1989-1990), which 
brought significant decline in the output of the national economy. The 
production decreased in almost every economic sector including also the 
GHG relevant sectors like energy, industry, and agriculture. Then, between 
2005 and 2011, after a period of about 14 years of relatively stagnant 
emission levels (1992-2005), GHG emissions fell again quite significantly by 
16.7 per cent.

The global financial and economic crises exerted a major impact on the 
output of the Hungarian economy, consequently on the level of GHG emissions 
as well. After a quite significant drop of 8.4% between 2008 and 2009, our 
emissions in the following three years (2009-2011) remained the lowest in the 
entire time series. Although the decline in economic output stopped in the first 
quarter of 2010 and Hungary had a moderate growth of 1.6%, emissions fell 
again by 2.6% in 2011, after a slight increase (+0,8%) in 2010.

Compared to the base year, emissions were significantly reduced in the 
energy (-40.3%), agriculture (-54.0%), and industrial processes (-57.7%) 
sectors. In contrast, emissions in the waste sector have increased since 1985 
(+14.5%). Solvent and other product use and land use, land-use change and 
forestry (LULUCF) sectors show fluctuating behavior.

3. Assessment o f the current situation

Under the EU’s Climate and Energy Package, Hungary as an EU member is 
committed to a quantified economy-wide GHG emission reduction target of 
20% by 2020, compared to the 1990 levels. This target is coupled with a 
renewable penetration rate of 14.65% for Hungary and an energy efficiency 
improvement of 20%; while the RED Directive (2009/28/EC) of the EU set the 
renewable target for Hungary as minimum 13% of the total gross final energy 
consumption, the objective defined by the NREAP is 14.65%.

This means that Hungary committed herself to a reduction of 20% of the 
96 961,78 kt C 02 equivalents emissions of 1990 (inch LULUCF), the target to 
be achieved is 77 568,8 kt by 2020.

Sectors under the EU ETS are forecasted to provide a basis of GHG 
emissions savings until 2025. Beginning with 2013, from the third trading 
period onwards, a single EU-wide cap determines the amount of emissions 
allowed to be emitted by the EU ETS sectors. Furthermore, from 2013 onwards, 
a linear reduction factor o f -1.74 % per annum applies to achieve a total of 21% 
of reduction in the ETS sectors. Under the joint Effort Sharing Decision (ESD) 
of the EU, Hungary took the commitment of a maximum 10% increase of the 
non-ETS sectors greenhouse gas emissions compared to their 2005 levels by 
2020.
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Hungary is also influenced by the Kyoto second period target of the EU. 
The EU has also committed to reduce its emissions by 20% under the Kyoto 
Protocol's second period, which runs from 2013 to 2020. Despite its identical 
nature, this commitment differs in several important respects from the EU's 
unilateral 2020 commitment:

• The Kyoto commitment is measured against base years, not 1990.
• LULUCF: the LULUCF sector in the EU is not included in the 20 % target 

under the Climate and Energy Package, but is accounted for under the KP 
according to the relevant decisions made in Durban.

• Inclusion of nitrogen trifluoride (NF3): NF3 is not included in the Climate 
and Energy Package, whereas the scope of the second commitment period 
has been extended to include the additional gas. The impact of NF3 on 
aggregate EU emissions is insignificant.

• It requires the EU to keep its emissions at an average of 20% below base- 
year levels over the whole period, not only in 2020.

• It differs in scope (for instance, it does not cover emissions from 
international aviation, since these are outside the scope of the Protocol, but 
it does cover emissions and their removals from land use, land use change 
and forestry, which is not covered by the unilateral commitment).

• The EU will meet its Kyoto commitment jointly with Iceland.

4. Policies and measures

Legislative and policymaking activities in climate change and the energy sector 
have been united under the auspices of the Ministry of National Development 
with the establishment of a sovereign State Secretariat of Climate Change and 
Energy Policy with two aides of the state secretary -  a deputy state secretary for 
energy policy and another deputy for green economy development and climate 
change. The most important task of the Secretariat was the formation of the 
long-term energy strategy of Hungary, as well as submission of the National 
Action Plan for Renewable Energy to the European Commission. Recently, the 
administration was reformulated into a State Secretariat of Development, 
Climate Policy, and Key Public Services.
In the following section, the framework of climate change policies will be 
outlined. Details are provided in Chapter 4 of the 6th National Communication 
of Hungary.

The general context of policy development is the Programe of National 
Cooperation. Although in itself the Programe of National Cooperation is not 
focused on the GHG mitigation, the implementation of the Programe includes 
several similar elements, and the Programe itself has some priorities that serve 
this purpose. Some relevant key elements are:
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• Promotion of the European initiative to employ “green” technologies and to 
research the energy efficiency of buildings and construction materials;

• Launching of a large scale energy efficiency program aiming at 
reconstruction of pre-fab buildings, thermal insulation projects of other 
building types, reconstruction of public buildings, etc.;

• Encouragement of renewable energy investments.

A cornerstone of climate change policy is the National Climate Change Strategy 
which was revised in 2013. Its key characteristics are as follows:

• Main areas of intervention are:
— Energy efficiency in buildings;
— Renewable energy utilization;
— Transport (road tolls, other economic incentives, modal split change);
— Afforestation.

• New element is increased emphasis on adaptation to climate change.
• The responsibility of the government is to create the necessary regulatory- 

legal framework; to review and adjust the subsidy systems; to raise the 
awareness of the society by giving priority to sustainability and providing 
good example.

• The residential sector is a key field of change: peoples’ lifestyle needs to be 
changed; a large-scale reduction of demands for energy and materials must 
be achieved (by subsidized energy efficiency projects, among others);

• Industry and other enterprises also need to reduce their energy 
consumption, adopt emission reduction measures, "green" their profile, 
products, and services.

• NGOs, civil organizations shall have increased role in the dissemination of 
information, awareness raising, and civil control.

As the new EU Sustainable Development Strategy adopted by the 
European Council requires, Hungary prepares and regularly updates its National 
Sustainable Development Strategy (NSDS). The new NSDS has been adopted 
by the Hungarian Parliament in 2013.

Beginning from 1995, a regularly (every six year) revised and updated 
National Environmental Protection Programe (NEP) is prepared. The recent 
National Environmental Protection Programe 2009-2014 (NEP-1I1) was adopted 
by the Parliament in 2009. Similarly to the previous programes, the NEP-I1I 
identifies general objectives, which are then broken down to specific actions, the 
so-called thematic action programes or TAPs. The general objectives are the 
following:

• Improving the quality of the environment and life locally;
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• Preservation of natural resources;
• Promotion of sustainable lifestyle, production, and consumption;
• Improvement of environmental safety.

The following TAPs are relevant from the aspect of GHG mitigation:
• Reinforcing environmental awareness:

— Education, training within the education system from the elementary 
school to the university;

— Environmentally conscious production and consumption;
— Access to environment-related information, information dissemination;
— Combating climate change;
— Reduction of GHG emissions (EU-ETS system, improvement of energy 

efficiency [NEEAP]);
— Reducing the environmental impact of transport (reducing demand, 

restructuring modal split, alternative fuels);
— Reducing emissions from the agriculture (improvement of production 

efficiency);
— Afforestation according to the National Afforestation Programé.

• Environment and health:
— Transport and environment (reversing the tendency of shifting to 

individual transport).
• Protection and sustainable utilization of waters:

— Utilization of the energy of geothermal waters.
• Waste management:

— Prevention (reduction of waste quantities);
— Utilization of wastes and recycling;
— Reduction of landfill waste.

The National Sustainable Development Strategy has recently been 
reformulated and accepted by the government, and it is an important element 
together with the National Environmental Programé. The New Széchenyi Plan 
(NSZP) is an economic development programé providing an operative 
background for the realization of strategic objectives.

The programes of the NSZP concerning GHG mitigation are as follows:
• Energy policy:

— Energy policy is to serve economic growth and job creation, together 
with security of supply, resource diversification, and the reduction of 
import dependence;
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— Production and utilization of renewable energies are to be encouraged.
• Transport:

— Creating the financial resources necessary for a sustainable transport 
system;

— Encouraging intermodal transports;
— Enforcing environmental and climate policy considerations;
— Transformation of the primary energy mix -  a greater proportion of 

renewable energy is necessary;
— Development of an adequate traffic and transport system, nodes as 

well as intermodal and multifunctional logistics centers and related 
industrial parks established in these nodes to reduce road transit.

The Green Investment Scheme (GIS) is considered to be a key source of 
funding GHG mitigation projects and efforts. Several of the policies described in 
this report have been or will be financed at least partly from GIS sources. The 
GIS is planned to be restructured with the following priorities in mind:

• Complex (deep) energy efficiency revamp of multi-flat and family houses, 
to increase the approximately 40% energy saving achieved by GIS 
programes so far to at least 60%;

• Support for the construction of new highly efficient buildings;
• Loan guarantee for the investors of the above projects, so that they could 

take loans at better conditions to provide their own share for the other 
supports from the GIS.

Maximum 5% of the GIS revenues can be used for covering the 
administrative costs of the GIS. It is also required by the regulation that the 
supported project should be additional (i.e., not implemented without the 
support).

The impact of policies and measures are summarized in Table 1.
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Table  1 T h e  im p a c t o f  p o l ic ie s  a n d  m e a s u re s  in  C O 2  e q u iv a le n t

2015 2020 2025 2030
Policy name Status (ktC02e (ktC02 (ktC02 (ktC02

q./yr) eq./yr) eq./yr) eq./yr)
1 P ro m o tio n  o f  re n e w a b le s im p lem en ted 5 6 0 0 .2 8 8 2 1 .2 11 299 .1 13 0 6 1 .0
2  N u c le a r  p o w e r a d o p ted 2 7 6 2 .6 5 172.8 7 8 7 5 .8 10 593 .8
3 " L iv e a b le  p a n e l b u ild in g s"  s u b -p ro g ra m im p lem en ted 5 0 9 .7 9 5 3 .5 1 374.1 1 592 .7
4  " O u r  h o m e "  r e c o n s tru c tio n  s u b - p r o g ra m im p lem en ted 4 0 2 .9 8 4 4 .4 1 3 2 4 .6 1 861 .8
5 " P o w e r  s a v in g  h o u se h o ld s"  p r o g ra m im p lem en ted 5 3 5 .4 1 117.1 1 4 3 9 .7 1 573 .6
6 R e n e w a b le  p u b l ic  in s ti tu tio n s  s u b - p r o g ra m im p lem en ted 3 6 6 .6 722.1 1 058 .1 1 360 .4
^ R e d u c tio n  o f  p o w e r  d e m a n d  o f  p u b l ic  

in s ti tu tio n s
im p lem en ted 4 9 5 .3 9 7 2 .8 1 4 5 1 .6 1 866 .4

8 D is tr ic t  h e a tin g  e f f ic ie n c y  s u b - p r o g ra m im p lem en ted 135.1 2 4 2 .0 3 1 2 .7 347 .2
9 R e d u c in g  th e  e n e rg y  u s e  o f  e n te r p r is e s im p lem en ted 6 5 5 .9 1 4 7 7 .6 2  182 .0 2  737 .5

10 H o r iz o n ta l  m e a s u re s im p lem en ted 126.3 3 3 6 .7 5 4 7 .2 757 .7
j 1 R e d u c in g  th e  e n e rg y  d e m a n d  o f  c a r g o  a n d  

p a s s e n g e r  tra n sp o r t
im p lem en ted 3 8 .7 9 8 .2 111 .8 122.4

12 D ire c tin g  tr a n s p o r t  to  ra i lw a y s p lan n ed 51 .3 80 .6 89 .7 89.7
1 ^ D ire c tin g  t ra n s p o r t  to  p u b l ic  t r a n s p o r t  a n d  

d e v e lo p in g  p u b lic  t r a n s p o r t
p lan n ed 19.6 5 2 .4 84 .7 106.5

14 R e d u c in g  ro a d  t r a n s p o r t  e m is s io n s a d o p ted 7 2 7 .5 1 5 4 9 .7 2 5 7 8 .0 3 622 .7
15 E n v iro n m e n ta l  a w a re n e s s  in  a g r ic u l tu re a d o p te d N A N A
16 L e ss  n itra te  g e t  in to  w a te r  a n d  N - c y c le im p lem en ted N A N A
1 ^ D ra w  a tte n tio n  to  d e c re a s e  G H G  e m is s io n  

in  a g r ic u ltu re
im p lem en ted N A N A

1 ^ N a tio n a l  F o re s t  P ro g ra m e  f o r  in c r e a s in g  
fo re s t  a re a

im p lem en ted 5 0 0 .0 0 7 0 0 .0 0 1 0 0 0 .0 0 1 3 0 0 .0 0

m  F ra m e  fo r  fo re s try  m a n a g e m e n t  a n d  fo re s t  
p ro te c tio n

im p lem en ted N A N A

M itig a tio n  o f  a g r ic u ltu ra l  e m is s io n s  w ith  
2 0  p a r tia l  c h a n g e  o f  n i t ro g e n  f e r t i l iz e r im p lem en ted 2 0 0 .0 0 N A

u til iz a tio n  a n d  c u lt iv a tio n s  c h a n g e
2 j S u p p o rt fo r  p e ren n ia l h e rb a c e o u s  e n e rg y  

p la n ta tio n  b y  th e  E u ro p ean  A g r ic u ltu ra l  F u n d
im p lem en ted N A N A

C o m p le m e n ta ry  f in a n c in g  to  s u p p o r t  th e  
2 2  p la n ta tio n  o f  e n e rg y  c ro p s  b y  th e  E u ro p e a n im p lem en ted N A N A

A g r ic u ltu ra l  F u n d
^2 R u ra l d e v e lo p m e n t fo r  s u s ta in a b le  a n d  

m o d e m  a g r ic u ltu re
im p lem en ted N A N A

2 4  C lim a te  p ro te c tio n  b y  e f f ic ie n t  m a n u r e  
m a n a g e m e n t a n d  b io g a s

im p lem en ted 135 .00 N A

2 5  N e w  w a s te  m a n a g e m e n t in s tru m e n ts a d o p te d 2 .1 4 4 .6 2 12 .70 16.96
2 ^  S e tt in g  u p  re g io n a l w a s te  m a n a g e m e n t  

p ro je c ts
im p lem en ted 17.14 2 0 .7 7 3 4 .2 9 51.83

2 7  P ack ag in g  w aste  g o v e rn m en ta l reg u la tio n a d o p ted 6 .4 3 2 3 .0 8 3 9 .3 7 58.43
2 ^  B u d a p e s t  m u n ic ip a l  d o o r - to - d o o r  s e p a ra te  

w a s te  c o lle c tio n
ad o p ted 12 .86 2 0 .7 7 3 1 .7 5 45 .24

2 9  L a n d fil l  re c u lt iv a tio n , r e m e d ia t io n ad o p ted 2 .1 4 4 .6 2 11.43 16.02
3 0  P re v e n tio n ad o p ted 0 .0 0 9 .23 2 5 .4 0 29 .22
31 W a s te  la n d f ill  ta x im p lem en ted 4 .2 9 13.85 31 .75 39 .58

Source: Ministry o f National Development (2013)
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The total effect from policies and measures is summarized in Table 2.

Table 2. T o ta l e f fe c ts  o f  p o lic ie s  a n d  m e a s u re s  u n ti l  2 0 3 0

Gg C 02 equivalent per year 2015 2020 2025 2030

E s tim a te d  e m is s io n  sa v in g s  f ro m  P A M s 13 3 0 7 .1 9 23  2 3 7 .9 8 32  9 1 5 .9 5 41 2 5 0 .6 1

5. Projections and the total effect o f policies, measures, and supplementary 
relating to the Kyoto Protocol mechanisms

Average 2008-2011 emissions in Hungary were 40.8 % lower than the base- 
year level, well below the Kyoto target of -6 % for the period 2008-2012. In the 
sectors not covered by the EU ETS, emissions were significantly lower than 
their respective target, by an amount equivalent to 33.6 % of the base-year 
emissions. LULUCF activities are expected to reduce net emissions by an 
annual amount equivalent to 1.9 % of base-year level emissions. Hungary 
intends to use flexible mechanisms at governmental level by selling an amount 
of Kyoto units equivalent to 3.5% of base-year emissions per year. Taking all 
these effects into account, average emissions in the sectors not covered by the 
EU ETS in Hungary were standing below their target level, by a gap 
representing 31.1 % of the base-year emissions. Therefore Hungary was on track 
towards its Kyoto target by the end of 2011.

6. Progress towards EU 20/20/20 goals (ESD)

Total GHG emissions of Hungary decreased by 3.7% between 2011 and 
2012, based on approximated GHG inventories for the year 2012 (see Table 3). 
When considering the scope of the EU's climate and energy package, which 
includes emissions from international aviation, Hungarian emissions in 2012 are 
approximately 55% lower compared to 1990 levels (98 980.69 Mt). Thus 
Hungary reaches its 20% reduction target, eight years ahead of 2020. This 
should not mean that the country has no dedicated tasks, as the reduction of 
emissions can be accounted to the decline in economic activity and economic 
growth beyond expectations.

Aggregated projections from Hungary indicate that the total emissions will 
further decrease between 2012 and 2020 (and 2025, see the Biennial Report for 
forecast figures). With the current set of national domestic measures in place, 
emissions are expected to reach a level in 2020 which is 65% below the 1990 
level. Implementing the additional measures (at planning stage or realized at 
lower implementation levels) it is expected to achieve a reduction of 74% below 
the 1990 level in 2020.
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Table 3. H u n g ary ’s em iss io n s  in th e  first co m m itm en t period

Average of Total of
Mt C 0 2 equiv. 2008 2009 2010 2011 2012 2008-

2012
2008-
2012

1 Total GHG emissions 73.6 67.4 67.9 66.1 63.7 67.7 338.7
2 Verified emissions under the EU ETS 27.2 22.4 23.0 22.5 21.3 23.3 116.4
3 Non-ETS emissions 46.4 45.0 45.0 43.7 42.4 44.5 222.4
4 Initial Assigned Amounts (AAUs) 108.5 108.5 108.5 108.5 108.5 108.5 542.4
5 Allowances issued under the EU ETS 25.1 23.9 25.7 25.0 32.8 26.5 132.5
6 Non-ETS target

Difference between target and actual
83.3 84.6 82.8 83.5 75.7 82.0 409.9

emissions (non-ETS domestic) 37.0 39.6 37.8 39.8 33.3 37.5 187.5

Expected carbon sequestration from 
8 LULUCF

Difference between target and actual

2.2 2.2 2.2 2.2 2.2 2.2 11.1

9 emissions (non-ETS domestic) inch 
carbon sequestration 
Planned use of Kyoto mechanisms by

39.2 41.8 40.0 42.0 35.5 39.7 198.6

10 government (net transfer of AAUs + 
purchase of CERs+ERUs)
Emission reduction units (ERUs

^1.0 -4.0 -4.0 -4.0 -4.0 -4.0 -20.0

11
issued in JI projects)
Difference between target and actual

0.0 1.2 1.4 1.6 3.1 1.5 7.3

12 emissions (non-ETS, domestic, inch 
Kyoto mechanisms and carbon sinks)

35.2 36.6 34.7 36.4 28.4 34.3 171.3

Source: EEA Report (2013)

The projected reductions are to be achieved both in the sectors covered by 
the EU ETS (mostly energy supply and industry), where an emission cap is 
determined at EU level, and in the other sectors covered by national emission 
targets under the Effort Sharing Decision (ESD). Beyond the EU ETS itself, the 
largest reductions are expected via measures supporting renewable energy under 
the Renewable Energy Directive (RED) and implementation of efficiency and 
energy saving measures.

The average annual emissions and removals from LULUCF in the 2008- 
2011 are as follows: -1.15 Mt C 02 equivalent for the average net carbon stock 
change (Art 3.3.), and -1.06 Mt from forest management (Art 3.4).

Concerning non-ETS emissions in Hungary, the absolute gap between the 
average non-ETS emissions in 2008-2012 and the Kyoto targets are 37.5 Mt C02 
equivalents (excluding carbon sinks), which is 32.5% less than the targeted value.

Thus, the average 2008-2012 emissions in sectors not covered by the EU 
ETS, including the effect of carbon sinks, are less than the target for non-ETS 
sectors.
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Despite these promising results, energy efficiency measures in the 
residential and services sectors are of key importance in the provision of further 
emission reductions by 2020.

Concerning the national GHG targets under the ESD: 2012 non-ETS 
emissions were below the 2013 ESD targets and 2020 non-ETS emissions are 
projected to be lower than the 2020 ESD target with the existing measures. 
Concerning the national targets for the RES share in the gross final energy 
consumption, the 2011 RES share was above the RED and NREAP 2011— 
2012 trajectories.

Concerning energy efficiency, some progress is made in reducing energy 
consumption, but further improvements are necessary to further develop policies 
or to better implement the existing ones.

Regarding the current progress towards 2013 ESD targets, the following 
conclusions can be drawn. Considering the proportional targets of 2020 by 2013 
-  the so-called 2013 ESD targets -  then the reduction of -5% is the proportional 
goal until 2013 and +10% by 2020 for non-ETS sectors is allowed. The actual 
emissions from non-ETS sectors are 18% less in 2012 than the 2005 values and 
the 6.9 Mt (13%) below the 2013 ESD target.

Considering the projected emissions in 2020 in non-ETS sectors and 
comparing them with the targets for 2020, the With Existing Measures scenario 
forecasts a -8% aggregate emission reduction (a 11 Mt reduction) compared to 
the target, whilst the With Additional Measures scenario forecasts a 21 Mt 
reduction and a -16% relative gap.

Overall, the projections show that with the current measures, the non-ETS 
emissions in 2020 will be below the 2020 targets.

The projections presented herewith are developed for the years 2015, 2020, 
and 2025. The projections rely on energy demand forecasts, latest emission 
factors, and technological data, and use parametric assumptions. The detailed 
sectoral impact of measures is enumerated in Chapter 5 of the NC for the 
industry, energy, and power sector, transportation, public sector, agriculture, and 
forestry sectors.

Throughout the development of the projections, the impacts of EU level 
policy requirements and specific domestic policies were considered (e.g., 
Renewable Energy Directive, EU ETS). For the sake of a concise and 
methodologically sound forecast, the HUNM1T model was developed and 
adapted to the present forecast, which is a bottom up model enlisting all 
measures, their technical and economical characteristics. The model is capable 
of selecting an optimal set of measures allowing for a cost efficient emission 
reduction.

Table 4 summarizes total emissions for the two scenarios (with and without 
LULUCF).
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Table 4. T o ta l em issions in th e  W E M  and W A M  scenarios (Gg. C O 2 equ ivalen t)

2 0 1 0 2 0 1 5 2 0 2 0 2 0 2 5

Without measures scenario 67 679.0 63 568.7 65945.7 69473.6
WOM including LULUCF 63 694.3 66 193.0 68731.3 69473.6
With existing measures 67 679.0 63 475.5 59 840.2 58 598.0
WEM including LULUCF 63 694.3 60 680.0 58 046.5 56 391.1
With additional measures 67 679.0 61 515.1 56 774.2 55 400.2
WAM including LULUCF 63 694.3 58 719.6 54 980.5 53 193.4

It is visible that the two scenarios do not differ significantly at the end of the 
forecasting period. This indicates that the WEM scenario already incorporates a 
large share of potential abatament measures and mitigation options.

7. Conclusions and recommendations

Bringing together the results of the current progress towards the 2013 targets 
(based on 2012 proxy data) and projected progress to 2020 targets (based on 
Member States projections) allows for an overall assessment of the progress 
achieved so far by Hungary towards her objectives under the ESD. Thus, 
Hungary is presently considered to be on track towards her respective 2013 ESD 
targets, i.e., 2012 non-ETS emissions were below these targets.

If a modified base year (2005) would be set for the 2020 ESD targets 
(adjusted according to Art. 10) for Hungary it would mean a 16% reduction target 
or a 57 Mt C02 equivalent emission cap in the non-ETS sectors until 2020. This is 
expected to be reached already under the assumptions of the WEM scenario, which 
forecasts 43 Mt emission, while the WAM forecasts GHG emissions equivalent to 
40 Mt of C02 by 2020. Thus Hungary is expected to reach her 2020 target with the 
current set of policies and measures through domestic emission reductions alone, 
even if a more demanding base year is chosen.

Overall, combining the above findings Hungary is well on track towards 
the ESD targets with 2012 emissions below 2013 ESD targets, and current 
policies and measures are sufficient to achieve 2020 targets through domestic 
emission limitations or reductions only.
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Abstract—In this paper, estimated trends of precipitation- and drought-related 
climate indices and the return period of the daily precipitation amount are analyzed. 
For this purpose 11 regional climate model (RCM) simulations from the 
ENSEMBLES project with 25 km horizontal resolution for the emission scenario 
A1B are used after applying a bias-correction procedure. According to the results, the 
summer 10- and 20-year return periods will increase by a factor of 1.2-2 by the late 
21st century relative to the 1961-1990 reference period. The projected changes are 
considerably smaller for the other three seasons compared to future summer changes. 
Furthermore, drought-related climate indices in summer are projected to increase 
significantly in Flungary as well as in Central/Eastern Europe by the end of the 21st 
century. Additionally, precipitation-related indices are projected to decrease in 
summer by 2071-2100 compared to 1961-1990.

K ey-w o rd s', precipitation index, dry period, return period, bias correction, regional 
climate model simulation
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1. Introduction

Climate change is most often referred as higher temperature values and more 
frequent heat waves (e.g., Pongrácz et al., 2013). However, it usually 
involves more intense and more frequent extreme events related to excess or 
lack of precipitation (e.g., severe dry spells, heavy precipitation, intense 
thunderstorms), too (IPCC, 2012). This highlights the importance of climate 
research in quantifying the detected past and the projected future changes 
from global to local scales. Frequent hot weather in summer and overall 
increasingly warm climatic conditions are quite straightforward consequences 
of global warming. Global and regional warming induced effects on 
precipitation are not as clear as on temperature, because the higher spatial and 
temporal variabilities might hide any robust changing signal. Nevertheless, 
precipitation is one of the most important meteorological variables, since it 
considerably affects natural ecosystems and cultivated vegetation as well as 
most of human activities. Extreme precipitation events -  both excessive, 
intense rainfalls and severe droughts -  may result in several environmental, 
agricultural, economical, and natural disasters. The lack of precipitation for 
extended period and coincidental intense heat wave often lead severe drought 
events. For instance, in 2003 a long-lasting, devastating heat wave occurred 
throughout Europe (Stott et al., 2004), causing death of hundreds of people 
(Bouchama, 2004). In Hungary, the year 2003 was generally dry with 17% 
less annual precipitation than the 1971-2000 average (Schirokné Kris ton, 
2004). The Europe-wide heat wave in the summer superposed to these overall 
dry conditions, resulting in severe drought. The estimated monetary damage 
in the Hungarian agriculture reached 50-55 billion HUF by the end of the 
year {Faragó et al., 2010). Another hot and dry summer from the past 
decades occurred in 2007, this drought resulted in reduced harvest of maize in 
Hungary and caused at least 80 billion HEfF loss (Faragó et al., 2010). On the 
contrary, in May 2010, the total rainfall in Hungary largely exceeded the 
average monthly precipitation of the 1971-2000 baseperiod for May, namely, 
almost three times more precipitation occurred than usual {Móring, 2011). 
The excessive precipitation led to inland inundation and floods on Sajó, 
Hernád, Bodrog, and Bódva rivers resulting in more than 10 billion HUF of 
defence and recovery costs {KSH, 2011). Overall, the year 2010 became the 
wettest year in Hungary since 1901 with 959 mm annual precipitation amount 
exceeding the annual mean of the 1971-2000 period by 65% {Móring, 2011). 
Besides Hungary, a large majority of the Central/Eastern European region 
was hit at the same time by severe floods {Bissolli et al., 2011; WMO, 2011). 
After the year of excessive precipitation, Hungary experienced the driest year 
in 2011 since 1901 with only 407 mm annual total precipitation amount, 
being only 72% of the annual average in the 1971-2000 period {Móring, 
2012), which affected the agricultural production quite negatively. The very
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next year, 2012 was also dry in Hungary, the annual total precipitation was 
only 470 mm (Horváth et al., 2012; Rajhonám Nagy, 2013) resulting in more 
losses in agriculture than in 2011 (e.g., by 24% less harvested cereal and 20% 
less production of sunflower and grape) (KSH, 2013). Due to the large 
temporal variability of precipitation, after two consecutive very dry years, in 
late May and early June in 2013 large precipitation occurred again in Central 
Europe and resulted in extreme water levels, with record high peak levels on 
several Central European rivers, i.e., the Danube, the Elbe, and the Vltava 
(BBC News, 2013; van der Schrier et al., 2013; WMO, 2014). Besides the 
great amount of precipitation, the large spatial extension and the strong 
intensity (exceeding 100 mm/24 hours) also contributed to this extreme event 
(.Horváth et al., 2013). Overall, this flood affected several countries in Central 
and Eastern Europe (e.g., Germany, Austria, Czech Republic, Hungary, 
Serbia) with 16 billion EUR losses and 22 deaths altogether (Munich Re, 
2013).

In order to avoid or at least reduce the effects of these precipitation 
related hazards, national and local communities need to develop regional 
adaptation strategies (IPCC, 2012; Motha, 2009; Sivakumar and Stefanski, 
2009; Anwar et al., 2013), and then, act according to them. For this purpose, 
results of global climate model (GCM) simulations must be downscaled to 
regional and local scales, hence better serving end-users’ needs. Downscaling 
of coarse resolution GCM simulation outputs is especially important in case 
of precipitation because of the large temporal and spatial variabilities, and 
consequently, since appropriate precipitation impact assessment studies 
require fine resolution information (e.g., Marengo and Ambrizzi, 2006; 
Fowler et al., 2007; Maurer et al., 2007; Serinaldi and Kilsby, 2014). From 
the agricultural point of view, especially potential dry conditions induce long
term planning, for which estimation of precipitation is evidently the key 
element.

Sheffield and Wood (2008) analyzed global and regional trends of 
drought using a moisture-based drought index for 1950-2000. According to 
their results, soil moisture has increased globally with regional differences. In 
Africa, a significant drying can be identified, whereas increasing trend is 
detected in North America. The annual precipitation sum in Hungary 
decreased in the 1901-2009 period; in Budapest the mean change is -20.5%, 
which is statistically significant (Lakatos and Bihari, 2011). Precipitation 
measurements in the Carpathian Basin suggest that both the overall intensity 
and frequency of extreme precipitation events -  related to both excess and 
lack of precipitation -  increased in the 2 0 th century, whereas the mean 
climate became slightly drier (Bartholy and Pongrácz, 2005; Lakatos et al., 
2011). For the future, 50 km horizontal resolution regional climate model 
(RCM) experiments of the PRUDENCE project (Christensen et al., 2007a) 
suggest that the annual distribution of precipitation will be totally restructured
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in Hungary both in case of A2 and B2 emission scenarios (Nakicenovic and 
Swart, 2000), namely, the wettest season (currently summer) will become the 
driest, and the driest season (currently winter) is likely to be the wettest by 
the end of the 21st century (Bartholy et al., 2008). The projected changes for 
Central/Eastern Europe involve large uncertainity, therefore, further analysis 
is necessary. In order to successfully adapt to the changing climatic and 
environmental conditions, appropriate assessment of possible changes is 
essential.
In the current study, fine (25 km) resolution RCM experiments of the 
ENSEMBLES project are analyzed taking into account the A1B intermediate 
emission scenario for the entire 21st century. First, the data and the bias 
correction method applied to the raw RCM outputs are presented. Then, the 
precipitation-related characteristics, return period of daily precipitation, and 
various climate indices are defined. Section 3 discusses projected changes in 
the seasonal return period of daily precipitation, and estimated seasonal 
changes of climate indices with special focus on dry conditions. Finally, 
Section 4 summarizes the main conclusions.

2. Data and methods

2.1. Data used in the analyses

In this paper, simulations of 25 km horizontal resolution RCMs nested in 
coarse resolution GCMs are used to estimate the future precipitation- and 
drought-related climatic conditions in Central/Eastern Europe covering the 
region 43.625°-50.625°N, 13.875°-26.375°E. The assessment focuses on 
analysis of daily precipitation outputs of 11 RCM simulations (listed in 
Table 1) from the ENSEMBLES project (van der Linden and Mitchell, 2009). 
This European Union funded project aimed and successfully completed to run 
several climate models between 2004 and 2009 in order to improve the 
reliability of climate projections, measure uncertainty, and help decision
makers with reliable information. All of the RCM simulations selected for 
this study cover the entire 1951-2100 period and apply the intermediate A1B 
emission scenario, according to which the estimated C 0 2 concentration level 
will be 532 ppm and 717 ppm by 2050 and 2100, respectively (Nakicenovic 
and Swart, 2000). The necessary initial and boundary conditions are provided 
by three different GCMs: ECHAM (Roeckner et al., 2006) developed at the 
Max Planck Institute, HadCM (Gordon et al., 2000) developed at the UK 
MetOffice, and ARPEGE (Deque et al., 1998) developed at Meteo-France.
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T a b le  1 . List of the selected RCMs, their main references, their driving GCMs, and the 
responsible institutes used in this analysis.

RCM (Reference) Driving GCM Institute
HadRM3Q0
(J o n es e t  a l ,  1995; 2004) HadCM3Q HC (Hadley Centre), United Kingdom

RCA3
(S a m u elsso n  e t  a l., 2011)

HadCM3Q
(high sensitivity version)

C4I (Community Climate Change 
Consortium for Ireland), Ireland

CLM
(B o h m  e t a l., 2006) HadCM3Q ETHZ (Eidgenössische Technische 

Hochschule Zurich), Switzerland

RCA3
(S a m u elsso n  e t  a l., 2011)

HadCM3Q
(low sensitivity version) 
ECHAM5

SMHI (Swedish Meteorological and 
Hydrological Institute), Sweden

RACMO
(va n  M e ijg a a r d  e t  a l ., 2008) ECHAM5 KNMI (Koninklijk Nederlands 

Meteorologisch Instituut), Netherlands
REMO
(J a c o b  and P o d zu n , 1997) ECHAM5 MPI (Max Planck Institut), 

Germany
RegCM
(G io r g i  and Bi, 2000) ECHAM5 ICTP (International Centre for 

Theoretical Physics), Italy
HIRHAM
(C h r is ten sen  e t  a l., 2007b)

ECHAM5
ARPEGE

DMI (Danmarks Meteorologiske 
Institut), Denmark

ALAD1N
(R a d u  e t  a l., 2008) ARPEGE CNRM (Centre National de 

Recherches Meteorologiques), France

2.2. Bias correction o f R CM outputs

The evaluation of raw precipitation outputs of RCMs for 1961-1990 suggests 
that simulated values usually significantly overestimate the observations in 
Central/Eastern Europe, except in summer when mostly underestimations were 
found (Pongracz et al., 2011). In case of precipitation indices associated with 
specific thresholds, it is particularly important to use the most accurate 
simulations, as close to measurements as possible. For this purpose, before the 
analyses, a bias correction method should be applied to the raw simulated data. 
The biases of the raw RCM outputs are corrected using quantile matching 
technique. This is based on the assumption that two datasets are considered 
similar if their distributions are close to each other (and the closer is the more 
similar), therefore, the monthly empirical distribution functions of daily 
precipitation at each grid cell should be fitted (Formayer and Haas, 2010) to the 
observed distribution represented by the gridded E-OBS (Haylock et al., 2008) 
data for a baseperiod, i.e., 1951-2000 in this study. These fitting procedures 
provide the multiplicative bias-correcting factors for each month, for each grid 
cell. Then, these calculated factors are applied to the raw daily outputs of RCM 
experiments both for the past (1951-2000) and the target (2000-2100) period.
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Fig. 1 illustrates the successful fitting of the bias-correction for January for a 
selected grid cell, where the percentile values of the raw and bias-corrected 
simulations are compared to the percentiles of E-OBS data. The Q-Q plot clearly 
shows that after the correction, the distribution of the simulated precipitation fits 
perfectly to the distribution of the reference data (i.e., all the percentile value 
pairs are located along the y = x line).

Fig. 1. Q-Q plot for raw and bias corrected simulation data, 1951-2000. Results for 
January daily data from the grid cell located at 47.625°N, 19.125°E using the ARPEGE- 
driven HIRHAM experiment are shown.

2.3. The return period and the selected climate indices

After the bias-correction, both the 10- and 20-year return periods of the daily 
precipitation amount are analyzed. The return period (x) is defined as the inverse 
of the expected average number of occurrences (P) in a year (x=l/P). Fig. 2 
shows an example for how to determine the change of the 1 0 -year return period. 
First, the 90th percentile of the daily precipitation (P(,.9( 1961—1990)) is 
calculated for the reference period (1961-1990) in each grid cell. Then, this 
daily precipitation amount should be compared to the future (2071-2100) 
percentile values, and that one (Px(2071-2100)) is selected, which equals to this 
P09( 1961-1990) daily precipitation. In the example of Fig. 2, X = 0.94 since the 
94th percentile value of the future period equals to P0.9( 1961—1990). So 
Toyears, 1961-1990= 100/(100-94) = 16.67 years, which implies a substantial 
increase of the return period, and hence, drier climatic conditions.
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Fig. 2. Calculation of the projected value of the 10-year return period (iioyears, i96i-i99o)- 
Empirical distributions of summer daily data from the grid cell located at 47.625°N, 
19.125°E using the ARPEGE-driven HIRHAM experiment are shown.

In order to assess future climate tendencies in the Central/Eastem European 
region, several precipitation-related indices are also analyzed on seasonal scales. 
Table 2 lists the names, definitions, and units of the selected climate indices. Three 
indices are directly related to drought (DD, MDS, CDD), the other three indices 
refer to wet conditions using small precipitation thresholds (RR1, RR5, MWS). The 
grid cell values of all the six indices are calculated from the bias-corrected 
simulated precipitation data sets for the entire selected domain covering the latitude 
43.625°-50.625°N and longitude 13.875°-26.375°E for the whole simulation 
period (1951-2100) using all the 11 RCM experiments. Overall projected seasonal 
changes by 2021-2050 and 2071-2100 periods relative to the 1961-1990 reference 
period are also calculated. Furthermore, spatial average changes for Elungary 
represented by the grid cells located within the country border are estimated for all 
the seasons both for mid to late 2 1  st century.

Table 2. Drought- and precipitation-related climate indices used in the current analysis

Index Definition Unit

DD Number of dry days (Rday < 1 mm) day

MDS Mean length of dry spell (Rday < 1 mm) day

CDD Maximum length of dry spell, i.e., maximum number of consecutive dry days 
(Rjay < 1 mm) day

RR1 Number of precipitation days exceeding 1 mm (Rday>  1 mm) day

RR5 Number of precipitation days exceeding 5 mm (Rday>  5 mm) day

MWS Mean length of wet spell (Rday>  1 mm) day
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3. Results and discussion

First, we focus on the 10-year and 20-year return periods of the daily 
precipitation amount. The projected seasonal changes generally show similar 
patterns for the whole selected domain. According to our results, a slight 
decrease of the return period is likely to occur in winter, namely, the 1 0 -year 
return period may change to 8-9 years by the end of the 21st century (Fig. 3). 
This implies wetter climatic conditions for winter. In spring and autumn, 
individual RCM experiments suggest slightly more diverse changes than in 
winter, which results in larger uncertainty but very small changes overall. In 
case of summer, the results for the 2071-2100 period clearly suggest that the 
return period of daily precipitation occurred once in a decade on average in the 
recent past is very likely to increase by a factor of 1 .2 - 2 , so drier climatic 
conditions are projected. Larger increase of the 10-year return period is 
estimated in the southern parts (exceeding 8 years) of the selected domain than 
in the northern subregions (less than 4 years).

Fig. 3. Composite maps of 11 RCM simulations indicating the estimated seasonal mean 
changes of the 10-year return period by 2071-2100 relative to the reference period
1961-1990.

Besides the average return periods, the seasonal uncertainties for nine 
subregions are also determined (Fig. 4). Whisker-Box plot diagrams are used for
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indicating the highest (maximum) and the lowest (minimum) values, and the 
lower and upper quartiles, i.e., the 25th and 75th percentiles of the 10-year 
return period of daily precipitation amount for each subregion based on the 11 

individual RCM simulations. According to these results, the return period 
increases in summer, thus implying an overall future drying trend by almost all 
of the RCM simulations in every subregion (only a few RCM simulations 
project slight decrease in the northwestern subregions). Although the projected 
tendency is clear, the RCM-based projections cover a wide range of return 
periods, thus, the uncertainty of the estimation is quite large. The estimated 
changes are clearly larger as proceeding from the northwestern to the 
southeastern part of the domain. In Hungary and Slovenia, the doubling of the 
return period is estimated by only a couple of RCM simulations (using CLM for 
instance), whereas in the southern subregions (Romania, Croatia, and northern 
Serbia) 25% of the RCM simulations suggest larger increase than by a factor of 
2. In the other three seasons, the overall uncertainties of the projections are 
smaller than in summer, however, even the signs of the estimated changes are 
not identical, especially in spring and autumn. In winter, most of RCM 
simulations suggest considerable decrease of the return period, thus implying 
wetter conditions in all subregions (only two RCM simulations project increase 
of winter return periods, namely, ALADIN and HIRHAM driven by ARPEGE).
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Fig. 4. The maximum, minimum, upper, and lower quartile values of the 10-year seasonal 
return period of the daily precipitation amount for nine subregions (CZ: southeastern 
Czech Republic, AT: eastern Austria, SK: Slovakia, UA: southwestern Ukraine, SI: 
Slovenia, HU: Hungary, RO: Romania, CR: Croatia and SR: northern Serbia).
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The projected seasonal changes of 10- and 20-year return periods are 
compared for Hungary in Fig. 5. In general, the signs of the projected changes 
by one particular RCM simulation are identical for both return periods. It can be 
clearly seen that all the RCM simulations suggest clear increasing return period 
in summer. Most of the RCM simulations project similar rate of changes, except 
three RCM simulations (HIRHAM driven by ARPEGE, CLM driven by 
HadCM, and HadRM3Q driven by HadCM), when, when extremely large 
changes (larger than twofold increasing) is projected for Hungary in case of the 
20-year return period of daily precipitation sum. The projected changes are 
considerably smaller for the other three seasons than for summer. 
Nevertheless, the estimated changes of the 10-year return period are slightly 
larger than the changes of the 2 0 -year return period in winter and autumn.

Fig. 5. S c a tte r -p lo t  d ia g r a m s  b a s e d  o n  th e  11 R C M  s im u la t io n s  o f  th e  10- a n d  2 0 -y e a r  
se a so n a l re tu rn  p e r io d s  f o r  H u n g a r y  b y  2 0 7 1 - 2 1 0 0  re la t iv e  to  th e  re fe re n c e  p e r io d , 1961 
1990. E ach  d o t r e p re s e n ts  th e  r e s u l ts  o f  o n e  R C M  s im u la tio n .

In the second part of this section, we analyze the projected changes of the 
selected precipitation indices focusing on Hungary. According to the 11 bias- 
corrected RCM simulations in the 2021-2050 period, smaller changes are 
projected than in the 2071-2100 period {Fig. 6). By the mid-century, only a few
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RCM simulations project statistically significant seasonal changes and the 
average estimated changes do not exceed 11%. In most of the indices, the signs 
of the projected changes are identical, which implies that the tendencies are 
likely to continue throughout the 21st century. In general, RR1 and RR5 
(precipitation days exceeding 1 mm and 5 mm, respectively) are projected to 
decrease in summer and increase in winter. However, by the late century, almost 
all RCM simulations estimate significant decrease in summer (the average 
projected decrease is 27% relative to the reference period both for RR1 and 
RR5), and increase in winter for RR5 (the average projected increase is 25%). 
CDD and MDS in summer are projected to increase significantly in Hungary by 
the end of the 21 st century (by 42% and 41 % on average, respectively), clearly 
implying considerably drier future summers. Similar conclusions were found in 
Bartholy et al. (2013).

□  DD □  MDS ■  CDD □  RR1 ■  RR5 □  MWS

Fig. 6. P ro jec ted  seasonal m ean  c h a n g e s  o f  c lim a te  in d ic e s  fo r H ungary  b y  2 0 2 1 -2 0 5 0  (u p p e r  
p an e l)  and  2 0 7 1 -2 1 0 0  ( lo w er p an e l)  re la tiv e  to  th e  re fe re n c e  period , 1 9 6 1 -1 9 9 0 . D efin itio n s  
o f  th e s e  in d ices  a re  listed  in  Table 2.

The spatial pattern of the projected mean seasonal changes by the mid to 
late century are shown for CDD in Fig. 7 (this index focuses on long dry periods 
when precipitation does not exceed 1 mm). The spatial averages of the estimated 
changes for the whole domain are -0.1%, +11%, +42%, and +10% in winter, 
spring, summer, and autumn, respectively (for Hungary the average projected 
changes are as follows: -2%, +12%, +42%, and +11%). In all the four seasons, 
larger increases are projected for the southern parts of the selected domain than
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for the northern regions. For instance, the estimated mean increase of CDD in 
summer is about 50% in Serbia and Romania by 2071-2100, whereas it is less 
than 40% in southeastern Czech Republic. In Hungary, the average summer 
value of CDD is 14 days in 1961-1990, which is projected to increase by 42%, 
and thus, exceeding 2 0  days by the end of the 2 1  st century.

-5 0  -40  -3 0  -2 0  -10  0 10 20 30 40 50 %

Fig. 7. C o m p o s ite  m a p s  o f  11 R C M  s im u la tio n s  in d ic a tin g  th e  p ro je c te d  se a so n a l m e a n  
ch an g es  o f  C D D  b y  2 0 7 1 - 2 1 0 0  r e la t iv e  to  th e  re fe re n c e  p e r io d  1 9 6 1 -1 9 9 0 .

Besides the multimodel seasonal averages, the standard deviations of 
estimated changes (characterizing the differences between the individual RCM 
projections) are also important, especially in terms of assessing the uncertainty 
of projections. The largest standard deviation values of the seasonal changes are 
found in summer, namely 15-30% depending on the location, with larger 
standard deviation in the northern regions and smaller in the southern regions of 
the domain. The smallest standard deviations of the late century changes are in 
spring (5-15%), however, winter and autumn standard deviation values are 
roughly in the same range. To present the inter-model uncertainty on decadal 
scale covering the whole 1951-2100 period, spatial average CDD values taking
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into account all the gridcells within Hungary are shown in Fig. 8 for winter and 
summer. According to the statistical analysis (t-test), the summer increasing 
trend is significant at 0.05 level, which implies future lengthening of 
consecutive dry days highly affecting agriculture in the region. The longest 
seasonal dry periods lasted 15 days on average in summer in the 1950s (only one 
individual RCM simulation resulted in CDD values for Hungary over 20 days). 
The RCM simulation ensemble projects dry periods lasting 22 days on average 
by the last decade of the 21st century, and one of the RCM simulations even 
resulted in 40-day-long summer dry periods in the 2090s.

MMA

t- t- t- M C ' * < N N N N C ' 4 C M N 0 1 C ' 4

Fig. 8. A v e ra g e  d ecad a l v a lu e s  o f  C D D  in  H u n g a r y  in w in te r  ( le f t  p a n e l)  a n d  s u m m e r  
( r ig h t  p a n e l) ,  1 9 5 1 -2 1 0 0 . M M A  in d ica te s  th e  m u lti-m o d e l a v e ra g e , (a )  an d  (f)  in d ic a te  
th e  m a x im u m  and  m in im u m  C D D  v a lu e s , r e s p e c tiv e ly , (b ) a n d  (e )  in d ic a te  th e  s e c o n d  
la rg e s t  a n d  sm a lle s t C D D  v a lu e s , re sp e c tiv e ly , (c )  a n d  (d ) in d ic a te  th e  th ird  la rg e s t  a n d  
s m a lle s t  C D D  va lu es , r e s p e c tiv e ly .

The mean length of dry spells is estimated to increase in Hungary in all 
seasons during the 21st century (Fig. 9). The largest change is projected for 
summer: MDS will increase by 41%, so the 5-day-long mean dry spells of the 
reference period are likely to lengthen by 3 days and last for 8 days on average 
by the end of the 21st century. The mean dry spells were the longest in autumn 
in the reference period (MDS average value is about 8  days), and the RCM 
simulations suggest that they will remain the longest in 2071-2100 when MDS 
is likely to exceed 9-10 days. Smaller and only slight changes are estimated in 
winter and spring.
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Fig. 9. S p a tia l a v e ra g e  v a lu e s  o f  M D S  in H u n g a ry  fo r  th re e  t im e  s lic e s :  1 9 6 1 -1 9 9 0 , 
2 0 2 1 -2 0 5 0 , a n d  2 0 7 1 - 2 1 0 0 .  C o lu m n s  re p re s e n t th e  p ro je c tio n s  o f  th e  m u lti-m o d e l 
en sem b le .

4. Conclusions

Projected changes of precipitation tendencies for Central/Eastern Europe have 
been analyzed for the 21st century using bias-corrected outputs of 11 RCM 
simulations available from the ENSEMBLES database. All the simulations 
applied 25 km horizontal resolution and took into account the intermediate 
SRES A1B emission scenario. In order to eliminate the systematic errors, we 
completed a bias-correction procedure using quantile matching technique. After 
the correction, we analyzed the return period of daily precipitation amount and 
different precipitation- and drought-related climate indices for nine subregions. 
In this paper we focused on the changes of the 10-year return period of daily 
precipitation amount, the maximum number of consecutive dry days, and the 
mean length of dry spells in Hungary. The main results can be summarized as 
follows: 1

(1) The RCM simulations suggest that the 10- and 20-year return periods will 
increase in summer by a factor of 1.2-2. Larger increases of the return 
periods are estimated in the southern parts of the domain than in the 
northern subregions. The projected changes are considerably smaller for 
the other three seasons compared to future summer changes. Nevertheless, 
the estimated changes of the 1 0 -year return period are slightly larger than 
the changes of the 2 0 -year return period in winter and autumn.

(2) Our results clearly suggest drier summers and wetter winters in the future, 
especially at the end of the 21st century. In summer, the maximum number 
of consecutive dry days, the mean length of dry spell, and the total number 
of dry days are all projected to increase significantly. Furthermore, the mean 
length of wet spell, the number of wet days, and the number of precipitation 
days exceeding 5 mm are projected to decrease in Hungary as well as in 
Central/Eastern Europe. In winter, opposite changes are very likely.
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A c k n o w led g e m e n ts :  R e s e a rc h  le a d in g  to  th is  p a p e r  h a s  b e e n  s u p p o r te d  by  th e  fo llo w in g  so u rc e s : th e  
H u n g a ria n  S c ie n tif ic  R e s e a rc h  F u n d  u n d e r  g ra n t  g ra n ts  K -7 8 1 2 5  a n d  K 1 0 9 1 0 9 , th e  E u ro p e a n  U n io n  
an d  th e  E u ro p e a n  S o c ia l F u n d  th ro u g h  p ro je c t  F u tu r IC T .h u  (T A M O P -4 .2 .2 .C -1  l / l /K O N V - 2 0 1 2 -  
0 0 1 3 ). T h e  E N S E M B L E S  d a ta  u s e d  in th is  w o r k  w a s  fu n d e d  b y  th e  E U  F P 6  In te g ra te d  P ro je c t 
E N S E M B L E S  (C o n tra c t n u m b e r  5 0 5 5 3 9 ) w h o s e  s u p p o r t  is g ra te fu l ly  a c k n o w le d g e d . F u r th e rm o re , w e  
a c k n o w le d g e  th e  E -O B S  d a ta se t  from  th e  E U -F P 6  p ro je c t  E N S E M B L E S  (h ttp :/ /e n s e m b le s -  
e u .m e to f f ic e .c o m ), an d  th e  d a ta  p ro v id e rs  in th e  E C A & D  p ro je c t  (h t tp :/ /e c a .k n m i.n l).
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Abstract— R e c e n tly , Mu et al. (2 0 1 3 )  h a v e  c o m p ile d  an  o p en  a c c e s s  d a ta  b a se  o f  a 
re m o te ly  s e n s e d  g lo b a l d ro u g h t  s ev e rity  in d e x  (D S I)  b a se d  o n  M O D IS  sa te llite  
m e a su re m e n ts . O b se rv a tio n s  c o v e r  a  c o n tin u o u s  p e r io d  o f  12 y e a rs  b e tw e e n  J an u a ry  1, 
2 0 0 0  a n d  D e c e m b e r  3 1 , 2 0 1 1  w ith  a  te m p o ra l r e s o lu t io n  o f  8 d ay s . T h e  h ig h e s t  s p a tia l 
re s o lu tio n  is a ro u n d  5 k m  in  th e  g e o g ra p h ic  b a n d  b e tw e e n  6 0 °S  a n d  8 0 ° N  la titu d e s  (m o re  
th a n  4 .9  m illio n  lo c a tio n s  o v e r  la n d ) . H ere  w e  e x te n d  th e  g lo b a l t re n d  a n a ly s is  b y  Orvos 
et al. (2 0 1 4 )  o f  th e se  s a te ll i te  b a se d  D SI tim e  s e r ie s  in o rd e r  to  lo c a te  g e o g ra p h ic  a re a s  
w h e re  e ith e r  p o s itiv e  o r  n e g a t iv e  tre n d s  a re  s ta t is t ic a lly  s ig n if ic a n t. S ig n if ic a n c e  is 
e s ta b lis h e d  b y  a  s ta n d a rd  p e r tu rb a t io n  te s t, w h e re  e a c h  in d iv id u a l re c o rd  is  c u t in to  a n n u a l 
p ie c e s , an d  th e  s ta tis tic s  o f  10 0 0  ra n d o m ly  s h u f f le d  an d  g lu e d  t im e  s e r ie s  is  c o m p a re d  
w ith  th e  o r ig in a l re c o rd . W e  e x h ib it  th re e  re g io n s  o f  s ig n if ic a n t w e t t in g  a n d /o r  d ry in g  
tre n d s  o v e r  e x te n d e d  g e o g ra p h ic  ra n g e s  an d  try  to  c o rre la te  th e m  w ith  re c e n t  re p o rts  o f  
loca l c l im a te  sh if ts . W e  a re  fu lly  a w a re  o f  th e  fa c t  th a t  12 y e a rs  a re  to o  s h o r t  fo r  lin k in g  
th e  fin d in g s  to  g lo b a l c l im a te  c h a n g e . M o st p ro b a b ly ,  th e  id e n tif ie d  s ig n if ic a n t  tre n d s  c an  
be  c o n s id e re d  a s  a  c o m p o n e n t o f  n a tu ra l c l im a te  v a ria b il i ty  on  d e c a d a l tim e  sca le s , 
h o w e v e r , a  fu ll e x p la n a tio n  w ill  re q u ire  to  id e n tify  a  c o u p le  o f  e x p la n a to ry  v a ria b le s .

W e  d e m o n s tra te  th a t  d ry in g  a n d  w e ttin g  t re n d s  a re  w e a k ly  s ig n if ic a n t in  th e  
C a rp a th ia n  B as in . N e v e r th e le s s ,  th e  o b s e rv a tio n s  c a n  se rv e  a s  b e n c h m a rk  fo r  re g io n a l 
c l im a te  s im u la tio n s ,  p ro je c tio n s  c a n  b e  a c c e p te d  w h e n  th e  te s t  p e r io d  is p ro p e r ly  
re p ro d u c e d  c o n s id e r in g  a lso  h ig h  re s o lu tio n  D S I d a ta .

Key-words: d ro u g h t in d ic e s , l in e a r  tre n d  a n a ly s is ,  h ig h  re so lu tio n  m a p p in g , s ta t is tic a l 
s ig n if ic a n c e  te s ts , re m o te  s e n s in g
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1. Introduction

Severe droughts or floods are devastating events for both ecosystems and human 
society. There are several indices used widely for drought assessment integrating 
large amounts of data (precipitation, snowpack, stream-flow, etc.). Probably, the 
best known is the Palmer drought severity index (PDSI) (Palmer, 1968; Alley, 
1984) determined by monthly water supply (precipitation), water outputs 
(evaporation and runoff), and preceding soil water status. New variants of the 
original approach have been emerged in order to overcome some limitations of 
the Palmer model (Alley, 1984; Keyantas and Dracup, 2002), such as the self
calibrating PDSI by Wells et al. (2004) or PDSI incorporating improved 
formulations for potential evapotranspiration (Heim, 2002). Remote sensing data 
from the Moderate Resolution Imaging Spectroradiometer (MODIS) combined 
with NCEP reanalysis records and statistical procedures together have supported 
to develop an evaporative drought index (EDI) by Yao et al. (2010, 2014) with 
4 km spatial and 1 month temporal resolutions. Nevertheless, the development 
and improvement of drought indices are incomplete tasks, and numerous 
challenges remain for the future (Vicente-Serrano et al., 2011).

In order to better exploit the strengths of continuous satellite observations, 
Mu et al. (2013) have recently developed a remotely sensed global drought 
severity index (DS1), and compiled an open access data base spanning 12 years 
between 2000 and 2011 at a temporal resolution of 8  days. The highest spatial 
resolution is around 5 km (0.05°x 0.05°) with an almost global coverage. 
Permanently unvegetated locations such as deserts, high mountains, lakes, or 
large cities cannot provide input for DSI data, because the computation 
algorithm incorporates the following MODIS products (Parkinson and 
Greenstone, 2000):

1. The normalized difference vegetation index (MOD 13) determined as 
(NIR-VIS)/(N1R+VIS), where NIR and VIS denote the spectral 
reflectances in the near-infrared and visible (practically red) regions.

2. The surface resistance and evapotranspiration (MOD 16) calculated using 
land surface temperature data (MOD 11), the previously mentioned NDV1 
index (MOD 13) and incident radiation. For details, see Mu et al. (2011, 
2013).

To our best knowledge, the most comprehensive and longest PDSI trend 
analysis has been provided by Dai et al. (2004). A monthly PDSI dataset from 
1870 to 2002 has been derived using historical precipitation and temperature 
data for global land areas on a grid of 2.5°x2.5°. An empirical orthogonal 
function (EOF) analysis resulted in a linear trend in the twentieth century, with 
drying over northern and southern Africa, the Middle East, Mongolia, and 
eastern Australia, and moistening over the United States, Argentina, and parts of 
Eurasia (Dai et al., 2004). A follow-up study by Dai (2011) compared the
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original and three other variants of PDSI records, but the main conclusion 
remained the same: warming in the second half of the last century is responsible 
for much of the drying trend over several land areas. Increased heating itself 
from global climate change may not cause droughts, but it is expected that when 
droughts occur they are likely to set in quicker and be more intense (Trenberth 
et al, 2014). However, similarly to the open questions on an optimal definition 
of a drought index, debates on the trends are also not entirely closed (Sheffield et 
al., 2012; Damberg and AghaKouchak, 2013; Spinoni et al., 2013).

2. Locations of significant DSI trends

Here we extend the global trend analysis by Orvos et al. (2014) of the 
remotely sensed DSI data base by Mu et al. (2013). Records at 4 914 440 
geographic locations are evaluated in order to identify linear trends. Each 
individual record consists of 552 points covering 12 years from January 1, 
2000 to December 31, 2011. The basic time-step is 8  days, apart from the 
necessary cuts at the end of each year. Statistical significance of slopes is 
verified by the standard permutation test (Manly, 2007). Since most of the 
DSI signals exhibit marked seasonality, the basic unit of data shuffling was 
one whole calendar year. We cut a given record into 12 pieces, and built a test 
set from randomly shuffled and glued years. The mean slope and standard 
deviation were determined, and we accepted a fitted slope of a measured 
record to be significant when its distance from zero was larger than 2 er of its 
own test set. Orvos et at. (2014) demonstrated that a test set of 100 samples 
provides essentially the same statistics as 1 0 0  0 0 0  random samples, however, 
for the sake of minimizing errors, we fixed the size of test sets at 1 0 0 0  

samples. The larger the test sample size the closer the histogram of obtained 
slopes to a pure Gaussian, however, the mean and standard deviation do not 
show detectable sensitivity to the size of the test sets (Orvos et al. 2014). 
Statistically significant slopes are obtained for 852 373 data points (17.34%) 
at 2a level, the numbers for 2.5<r and 3er thresholds are 269 900 (5.49%) and 
16 321 (0.33 %), respectively.

The main result of the global trend analysis is illustrated in Fig. 1. There 
are several geographically connected areas exhibiting drying (South America, 
Middle Asia, or Sub-Equatorial Africa) or wetting (Middle and North Africa, 
Indian Peninsula, or eastern Spain) tendencies. We emphasize that the 
remotely sensed DSI is a standardized variable (12-year mean value is 
removed and normalized by the standard deviation), thus values and trends 
provide local information: the same numerical value can be connected to very 
different local circumstances. In order to demonstrate the power of high 
resolution mapping, we illustrate zooms in three different regions where 
extended changes are clearly observable.
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Fig. 1. Geographic locations of statistically significant drying (red) or wetting (blue) 
trends. Slopes are color coded in units of DSI/year. White color indicates missing data. 
(Orvos et al., 2014)

Fig. 2 illustrates a detailed map of the southern part of the Asian 
subcontinent. As for climate shifts in India, Kothyari and Singh (1996) 
studied long-term time series of summer monsoon rainfall and identified 
decadal departures above and below the long-time average alternatively for 
three consecutive decades. Singh and Sontakke (2002) reported on an increase 
in extreme rainfall events over northwest India during the summer monsoon 
and a decline of the number of rainy days along east coastal stations in the 
past decades, resulting in a westward shift in rainfall activities. Similarly, 
Murumkar and Arya (2014) demonstrated by means of wavelet analysis that 
prominent annual rainfall periods exist ranging from 2  to 8  years at all the 
studied stations after 1960s. Large-scale spatial and temporal correlations 
between the trends of rainfall and temperature are found by Subash and Sikka 
(2013), without a direct relationship between increasing rainfall and 
increasing temperature of monthly or seasonal patterns over meteorological 
subdivisions of India. As for the particular area, even glaciers can be listed as 
candidate explanatory factors, since they influence runoff into lowland rivers, 
and recharge river-fed aquifers (Bolch et al., 2012). In order to illustrate the 
difficulties of interpreting DSI trends. Panda and Kumar (2014) also found 
increasing trends of extreme rainfall indices based on the percentile and 
absolute values, simultaneously with a significantly increased length of dry 
spells over northern and central regions of India, suggesting a serious threat 
to the Indian agriculture.
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Fig. 2. Geographic locations of statistically significant drying (red) or wetting (blue) 
trends in Southern Asia. Slopes are color coded in units of DSI/year.

At the other side of the Bay of Bengal, the largest part of Laos, Northern 
Vietnam, and extended territories in South China are affected by an opposite, 
drying trend. Nguyen et al. (2014) studied a total of 40 years of data from 60 
stations around Vietnam. They concluded that dominant trends for annual 
rainfall are declines, but not in a statistically significant way (they used the 
Mann-Kendall test). Among the eight climate regions, five of them in Northern 
Vietnam show decreasing trends, but only the sub-region around Ha Noi has 
statistically significant decreases. Note that DSI is not a direct measure of 
precipitation, however, the spatial and temporal coincidences indicate a strong 
relationship between them. Hsu et al. (2014) reviewed the variability of East 
Asian, Indochina, and Western North Pacific Summer Monsoon on time scales 
ranging from diurnal to interannual and interdecadal. They concluded that one of 
the largest challenges is to understand the observed long-term changes and regime 
shifts in terms of global monsoon. Regional climate model runs by Zhou et al. 
(2013) suggest that the high-speed emission of S02 and its uneven distribution 
over eastern China can contribute to the change in the May-August rainfall over 
eastern China between the two decades of 1999-2008 and 1989-1998, especially 
to the decrease of rainfall in the Yangtze River valley.

As a next example, Fig. 3 demonstrates also an interesting large-scale 
pattern in DSI trends at the opposite sides of the equator. Large regions in Sudan 
and in the Central African Republic exhibit positive (wetting), while Eastern 
Congo, Angola, and Mozambique suffer from negative (drying) tendencies. 
Various regions in Africa are commonly accepted to be among the most 
vulnerable territories considering global climate change, the climatological 
literature is quite controversial and uneven. One reason is that Africa has the
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lowest density and quality observational network, therefore, most of the studies 
are based on reanalysis data or numerical modeling. Since the DSI strongly 
depends on NDV1 data, a proper interpretation would require reliable 
information on local circumstances such as land use changes, shepherding, 
large-scale migrations, etc.

Fig. 3. Geographic locations of statistically significant drying (red) or wetting (blue) 
trends in Middle Africa. Slopes are color coded in units of DSI/year.

Fig. 4 demonstrates remarkable tendencies around the western 
Mediterranean basin: northern Morocco, Algeria, and Eastern Spain exhibit 
strong and significant wetting trends. The main characteristic of the region is the 
strong gradient between two large-scale systems, namely the North Atlantic 
(Azores) anticyclone and the low pressure monsoon system over the Indian 
Ocean and Middle East. This strong gradient establishes a flow from north to 
south during all seasons that is enhanced by the differential heating between the 
land of North Africa and South Europe with the Mediterranean waters. It is 
interesting to note that a recent collaborative assessment on regional climate 
change (see: Navarra and Tubiana, 2013) concluded that no basin-wide trends 
in precipitation and droughts are detectable for the second half of the twentieth 
century.
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Fig. 4. Geographic locations of statistically significant drying (red) or wetting (blue) 
trends around the western Mediterranean region. Slopes are color coded in units of 
DSl/year.

3. Weak DSI trends in the Carpathian hasin

Since the drought severity index basically conveys local information, it is worth 
to check regions where trends are not such significant as in the examples in the 
previous Section. As a case study, Fig. 5 shows the geographic distribution of 
DSI trends in the Carpathian Basin, Central Europe. Locations are plotted where 
measured slopes passed the significance test by at least \a  level (the number of 
sites obeying 2cr significance is not more than 1.1%). While an isolated point of 
weak DSI trend can easily be a consequence of statistical uncertainties, larger 
connected regions of similar tendencies support the existence of real effects in 
the background.

Representative locations are indicated in Fig. 5. Sites around Ceské 
Budéjovice (Czech Republik), Szombathely (Hungary), or Pula (Croatia) obey 
weak wetting, while weak drying is characteristic in the surroundings of Doboj 
(Bosnia and Herzegovina) or the diagonal band between 49°N-23.5°E and 
48°N-25°E (see Fig. 5). The latter band coincides with a by and large 
unpopulated region of Carpathian Mountains in Ukraine, where the observed 
tendencies are probably consequences of forest cover loss (Dezső et al., 2005).
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Fig. 5. Geographic locations of weakly significant drying (red) or wetting (blue) trends at \o 
level in the Carpathian Basin. Slopes are color coded in units of DSI/year (note that the range 
of the color scales is identical for all maps). Locations of a few cities are indicated for an 
easier orientation.

Repeated analyses and projections of regional climate change are in focus 
of several research projects also in the Carpathian Basin (Gálos and Jacob, 
2007; Szépszó and Horányi, 2008; Krüzselyi et а!.. 20l 1; Tonna et al., 2011; 
Bartholy et al., 2012; Bartholy et al.. 2013; Mezősi et al., 2013). The results are 
somewhat controversial similarly to other efforts in regional climate modeling: 
warming and drying tendencies are often identified with various intensities for 
different geographic sub-regions. However, it should be emphasized that a direct 
comparison of numerical simulation with empirical results such as illustrated in 
Fig. 5 is not really possible, simply because the models cannot determine the 
very drought severity index analyzed in this work (Rummukainen, 2010).

4. Discussion

We have shortly described the way of obtaining DSI records in Section 1. 
Clearly, any drought severity index is related to precipitation in some way, 
however, we have illustrated in Orvos et al. (2014) that several other local 
factors, most importantly changing land-use, contribute to a given index value. 
As a further illustration we show in Fig. 6 that precipitation trends are not 
directly related to local DSI trends. Two locations from the map of Fig. 5 are 
chosen, where the weakly significant DSI trends of opposite signs are not related 
to daily precipitation time series at all.
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Fig. 6. Weakly significant wetting/drying trends at 1<т level at (a) Ceske Budejovice (49.5°N, 
14.5°E) and (b) Doboj (44.5°N, 18.5°E). Red lines indicate slopes of +0.0394 and -0.0243 
DSI/year, respectively, (c) and (d) show daily precipitation time series in units of mm for the 
same geographic locations. Note that fitted trends for the same 12-year period (red lines) are 
statistically not significant, however the slopes are opposite: -0.0042 mm/year for Ceske 
Budejovice (c) and +0.0317 mm/year for Doboj (d).

As for the Carpathian Basin, our findings are in agreement with a high 
spatial resolution trend analysis of monthly self-calibrating PDSI records by van 
der Schrier et al. (2005). Trends in summer moisture availability over Europe 
for the 1901-2002 period failed to be statistically significant, both in terms of 
spatial means of the drought index and the area affected by drought. While the 
time interval of our analysis has a negligible overlap with the cited study (van 
der Schrier et al., 2005), we also found that the MODIS DS1 time series have 
non-significant local trends in the middle of the European continent.

Nevertheless, we think that the DS1 defined by Mu et al. (2013) can be 
implemented in numerical models. Considering the high temporal and spatial 
resolutions of the data set, it can serve as an exceptional tool for model 
parameterization and benchmarking.
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Abstract—There are several types of uncertainties related to the simulation of the 
dispersion of pollutants in the atmosphere. For a dispersion forecast, one of the most 
important error sources is the meteorological data produced by a numerical weather 
prediction model and utilized by the dispersion model. In this paper, we will present the 
results of an ensemble dispersion forecast created by using an ensemble meteorological 
forecast and the high-resolution forecast for 2.5 days. The dispersion simulations are 
carried out by the RePLaT Lagrangian dispersion model for particles of different radii. 
Significant deviations appear both in the extension and location of the ensemble of 
pollutant clouds consisting of particles of the same size. Differences appear also between 
the dispersion scenarios which use the unperturbed meteorological forecasts with 
different resolutions. The difference among the ensemble members increases for small 
particles. The area where at least one ensemble member predicts pollutant is much larger 
than the area covered by the pollutant cloud of the high-resolution forecast.

Key-words: dispersion, realistic particles, ensemble forecast, RePLaT model
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/. Introduction

Pollutants from different sources may be advected far away from their initial 
position and cause pollution episodes at distant locations. The effects of ash 
clouds from volcano eruptions and of gases and aerosol particles from industrial 
accidents underline the need for investigating dispersion in the atmosphere as 
the emitted material can be hazardous. Volcanic ash can be dangerous, e.g., for 
air transport, and hence, may imply an economic hazard even if the eruption 
itself is not a strong one (for instance as it was the case for the Eyjaijallajokuirs 
eruptions in 2010). The disaster of Chernobyl in 1986 and Fukushima in 2011 
drew attention to the significance of the fact that radioactive materials from 
nuclear power plant accidents or air pollutants from other sources can also be a 
risk for health both in the atmosphere and as deposited material, therefore, the 
accurate prediction of their dispersion is essential.

As a consequence, the demand for more and more accurate tracking and 
forecasting of atmospheric pollutants has increased due to the growing interest 
in environmental problems.

However, dispersion simulations are subject to numerous uncertainties. 
There might be inaccuracies in the emission data for the dispersion model as the 
source term (the emitted amount, physical and chemical properties, emission 
height and period, initial extension and size distribution of the pollutant cloud) is 
only estimated. Obviously, in particular cases, e.g., for sudden and intense 
volcano eruptions, the 3-dimensional extent of the ash cloud and the size 
distribution of the aerosol particles can be estimated only with much more 
uncertainty than in other cases, like e.g., for a weak leaking from a plant close to 
the ground.

The other set of the input data on which the dispersion calculation is 
based, that is, the meteorological forecast data produced by the numerical 
solution of the atmospheric hydro-thermodynamic equations also include 
uncertainty. This is, on the one hand, the consequence of the inaccurate initial 
conditions of the forecasts that cannot be precisely determined due to the 
inaccuracies in the measurements and the approximations in the data 
assimilation procedures. On the other hand, the reason for the uncertainties in 
the meteorological data is also the fact that the meteorological weather 
prediction model is not fully precise as for instance it uses parameterizations 
for certain processes and applies numerical schemes. The uncertainty in the 
meteorological forecasts can be quantified by the ensemble technique 
including the execution of multiple meteorological forecasts (Leutbecher and 
Palmer, 2008). This meteorological uncertainty estimate can be carried 
forward to the dispersion models for assessing the implied uncertainties in the 
air pollution prediction.
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The dispersion model itself also contains uncertainties. Its reliability 
depends on the processes taken into account (like advection, turbulent diffusion, 
dry and wet deposition, chemical reactions, etc.), their parameterizations, 
numerical approximations, and interpolations applied in the model. The 
importance of all the above-mentioned uncertainty sources is summarized in 
Galmarini et al. (2004).

Furthermore, it is important to emphasize that in 2D time-dependent flows 
or in 3D flows, as it is the case of the atmosphere, the advection of pollutants is 
chaotic. The typical characteristics of chaotic behavior are the sensitivity to the 
initial conditions, irregular motion, and complex but regular (fractal-like) 
structures {Aref, 1984). Thus, chaotic advection of pollutants amplifies the 
inaccuracies mentioned before.

It is a relevant question to understand the relative merits of the various 
uncertainty sources during the entire dispersion modeling process. The 
uncertainties related to the meteorological inputs can be minimized when such 
observation-related analysis meteorological fields are used as re-analysis {Dee et 
al., 2011). With the use of re-analysis information, the meteorological inputs are 
considered to be perfect, therefore, only the other uncertainty sources play role 
in the overall uncertainty pattern of the dispersion model.

As an example, Fig. 1 illustrates the dispersion of volcanic ash from the 
EyjafjallajokulFs eruption in the spring of 2010. In the beginning of the eruption 
period, northern flows were dominating south to Iceland, and a high pressure 
area was located in the Atlantic region. Fig. 1 shows that, first, the volcanic ash 
becomes transported to south in the anticyclonic circulation. It is due to the 
northerly winds that the volcanic ash can reach even the Iberian Peninsula 
located about 2000 km away from Iceland. Some days later (not shown here) the 
volcanic ash is dispersed all over Europe. Wc compared the results of the 
simulation with satellite observation on May 10 (see right panel of Fig. 1). The 
shape of the ash cloud was found to be remarkably similar in the simulation and 
in the satellite image. Even the fat patch at the southwest “edge” of the ash cloud 
found in the simulation appears in the satellite image. Therefore, according to 
this comparison, there seems to be a satisfying agreement between the 
simulation and the measurement. This means that in this particular case, the 
dispersion simulation uncertainties are low, consequently, the non- 
meteorological related uncertainties have only a small impact. Based on this 
result, we consider that the uncertainties related to the meteorological inputs are 
presumably more important than the other ones.

Therefore, in this paper we focus on the impact of uncertainty of the 
meteorological forecasts on the dispersion calculation. This kind of variability 
was studied in different ways for gases (see, e.g., Holt et a l, 2009; Lee et al., 
2009; Scheele and Sigmund, 2001; Straume et al., 1998; Straume, 2001). To our 
knowledge, no systematic investigation has been carried out for aerosol particles 
before the study of Haszpra et al. (2013). In order to study this problem we
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carried out multiple dispersion simulations using 50+1 members of an ensemble 
forecast and the corresponding high-resolution forecast (HRES, referred as 
deterministic forecast in earlier references). The dispersion simulations were 
performed with particles of different sizes composing the pollutant clouds in 
order to investigate the dependence of the impact on the particle radius. This 
work serves as a complement to Haszpra et al. (2013) as the results are based on 
the same meteorological and emission data and, therefore, on the same 
dispersion simulations. Although, in contrast to that, this paper mostly 
concentrates on the properties of the individual pollutant clouds in the ensemble 
dispersion forecast rather than looking them altogether to characterize them with 
various statistical properties.

Fig. I. Left: The dispersion of a sequence of volcanic ash puffs from the 
EyjafjallajokulTs eruption in RePLaT simulation (see Section 2). Each volcanic ash puff 
consists of 103 particles with radius r=  1 pm. The initial altitude of the centre of puffs is 
p  = 500 hPa, the initial extension is l°xi°x200 hPa. The puffs are emitted in every 
6 hours from May 8, 00 UTC on. The color bar indicates the altitude of the particles in 
hPa. Right: Satellite image at 12 UTC, May 10, 2010. Volcanic ash is indicated by pink. 
[http://oiswww.eumetsat.Org/WEBOPS/medialib/medialib/images/2010_05_10_1200_m8 
_rgb_24hmicro.jpg]

Section 2 gives a brief overview of the RePLaT dispersion model by which 
the dispersion simulations were carried out (it was also used for the 
computations shown in Fig. I). In Section 3, the meteorological data utilized for 
the dispersion calculation is presented. Section 4 provides the results of the 
ensemble dispersion simulation, and Section 5 summarizes the main conclusions 
of the work.
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2. The RePLaT dispersion mode!

The RePLaT (Real Particle Lagrangian Trajectory) dispersion model -  as its 
name also suggests -  is a Lagrangian trajectory model that tracks individual 
spherical aerosol particles with fixed, realistic radius r and density pv. The 
velocity of a particle is equal to the velocity of the ambient air in horizontal, and 
in the vertical direction (owing to the impact of gravity), deposition has to be 
taken into account with the terminal velocity wterm. The effect of turbulent 
diffusion is built into the equations as a stochastic term. Thus, the equation of 
motion of a particle is the following:

where
( 1 )

(2)

This follows from Stokes’s law which is valid for small and heavy particles (pp is in 
the order of 2000 kg m \  r < 10 pm). In Eq. (1) and (2), rp(t) denotes the particle 
trajectory, v = (u, v, w) is the velocity of air, n is the vertical unit vector pointing 
upwards, g is gravitational acceleration, p and v indicate the density and viscosity 
of the air, % is a random walk process and K represents the turbulent diffusivity in 
the different directions which might be location- and time-dependent.

RePLaT also takes into account the impact of scavenging of particles by 
precipitation. It is built into the model as a random process that results in a 
particle that is captured by a raindrop with a certain probability. The probability 
of the transformation from an aerosol particle to a raindrop depends on the 
precipitation intensity. The trajectory of the “new” particle (the particle that 
turned into a raindrop) is computed using the terminal velocity based on the new 
properties of the particle, typically using a terminal velocity wterm derived from 
the quadratic drag law for large particles:

( 3 )

where Q  = 0.4 is the drag coefficient for spheres. The transformed particle does 
not leave the atmosphere instantaneously, but as a raindrop falling through the 
air according to Eq. (1).

The meteorological data given on a grid are interpolated to the location of 
the particles using bicubic spline interpolation in horizontal and linear 
interpolation in vertical and in time. The equation of motion is solved by Euler’s 
method. For more details about RePLaT, see Haszpra and Tel (2013).
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3. Data and methods

In order to demonstrate the variability of an ensemble dispersion forecast, the 
RePLaT model was run with an ensemble meteorological forecast of the 
European Centre for Medium-Range Weather Forecasts (ECMWF) (Molteni et 
al., 1996; Leutbecher and Palmer, 2008) including 50 perturbed members and the 
unperturbed control forecast (CF). Additionally, simulations were also carried out 
with the unperturbed high-resolution forecast (HRES). The horizontal resolution 
of the fonner ones is 0.25°x0.25°, while that of the latter is 0.125°x0.125°; the 
time resolution is 3 hours in both datasets. In vertical direction, the meteorological 
data utilized in the simulations are given on pressure levels (1000, 925, 850, 700, 
500, 400, 300, 250, 200, 100, 50, lOhPa). The dispersion calculation covers a 
2.5-day period and starts at 00 UTC on March 12, 2011.

As a first approach, we are interested in the simplest case when the motion 
of the pollutants is determined only by advection and their terminal velocity, and 
the effects of turbulent diffusion and precipitation are neglected. These 
conditions are fulfilled in the free atmosphere with good approximation. 
Therefore, the simulations are carried out above the 850 hPa level (considered as 
the bottom of the free atmosphere), and particles sunk below this region are 
considered to “be deposited” and are no longer tracked.

4. Results

4.1. Ensemble evaluation o f  meteorological uncertainties

4.1.1. Evaluation o f ensemble members

In order to study the impact of the uncertainty of the meteorological fields on the 
dispersion calculation, a hypothetical emission is considered centered at 
2=141°, cp = 37.5°, p = 500 hPa (above Japan). Initially, 9xl04 particles of 
density pp = 2000 kg nT3 are distributed uniformly in a horizontal square of size 
l°xl°. The simulations are performed for particles of radius r = 0, 1, 2, ..., 
10 pm so that one can follow the size-dependence of the variability in the 
ensemble of dispersion forecast.

Particle dispersion patterns were determined in all the 50 ensemble 
members along with the HRES and CF members 2.5 days after the emission. 
However, for an easier overview, only some representative members of the 
whole ensemble dispersion simulation are presented here. Fig. 2 illustrates the 
distribution of r = 1 pm aerosol particles, while Fig. 3 is the same for r = 4 pm 
particles. The mean sea level pressure characteristics of each ensemble member 
are also displayed in the figures. The colors indicate the altitude of the particles
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in hPa. In all dispersion simulations, the pollutant cloud of the particles is 
advected to east, over the Pacific Ocean. In most of them, the cloud stretches 
more or less in the west-east or southwest-northeast direction. This deformation 
is the consequence of a jet located east to Japan and some cyclones above the 
Pacific Ocean during these days: the strong wind shear and mixing effects 
related to them elongates most of the clouds (Haszpra et al., 2013). The particles 
happen to sink in the first day. In some members, significant fraction of the 
r= 1 pm particles (having terminal velocity smaller than or of the same order as 
the vertical velocity component of the air) is captured by a cyclone passing 
towards the Californian coast. In the upwelling zone, particles lift higher in the 
atmosphere (green and light blue region), e.g., in members no. 6, 13, etc.

1 0 0  200  3 0 0  4 0 0  5 0 0  6 0 0  7 0 0  8 0 0

Fig. 2. The distribution of r = I pm aerosol particles 2.5 day after the emission using the 
high-resolution forecast (HRES), the control forecast (CF), and the perturbed ensemble 
members, respectively. Only some representative members of the whole ensemble 
dispersion simulation are presented. Color bar indicates the height of the particles in hPa. 
Black contours denote the mean sea level pressure in hPa.
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1 0 0  2 0 0  3 0 0  4 0 0  5 0 0  6 0 0  7 0 0  800

Fig. 3. The distribution of r = 4 (tm aerosol particles 2.5 day after the emission using the 
high-resolution forecast (HRES), the control forecast (CF), and the perturbed ensemble 
members, respectively. Only some representative members of the whole ensemble 
dispersion simulation are presented. Color bar indicates the height of the particles in hPa. 
Black contours denote the mean sea level pressure in hPa.

Without any quantitative characterization of the location or extension of the 
pollutant clouds, just by visual inspection, different types of dispersion events 
can be distinguished. In Fig. 2 for the r = 1 pm particles in some of the ensemble 
members, the pollutant cloud is hardly lengthened during the 2.5 days and 
remains located in the 600-350 hPa layer of the atmosphere (like no. 1,13, 23, 
43, 461). Another class may be formed by dispersion members HRES and no. 2, 
5, 10, 11, 14, 27, 29, etc.1 characterized principally by orange color (750- 
600 hPa) and strong stretching. A similar, but distinct group can be detected 
e.g., from members no. 4, 20, 24, 34, 441 with a stretched, but less expanded 
shape (compared to the previous group). As mentioned before, there are

1 O nly  som e o f  the listed ensem ble  m em bers are show n in Figs. 2 and  3.
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dispersion members (e.g., no. 17, 28, 481) in which the pollutant cloud is 
strongly influenced by the cyclonic flow, and thus, particles form a spiral 
towards the center of the cyclone, and the vertical extent of the pollutant cloud 
covers a wide region from 800 to 300 hPa (red to light blue colors). Finally, 
there is a similar class of members with particles lifted high in the atmosphere, 
where the pollutant cloud starts to turn away from the center of the western low 
pressure system near the North American coast due to the flow of the eastern 
cyclone (e.g., member no. 6, 16, 331).

An analogous “visual” clustering can be carried out for the r = 4 pm 
particles based on Fig. 3. However, in this case fewer groups can be identified. 
Especially, the vertical distribution of the particles is much narrower, since 
these particles have 16 times greater terminal velocity than that of the r = 1 pm 
ones (based on Eq. (2)), and therefore, most of them reach the bottom level of 
the simulation, on which they are formally deposited, within 2.5 days. Almost 
all of the dispersion members can be classified into two groups: one 
characterized by slightly or moderately stretched shape in the west-east 
direction (e.g., HRES, CF, no. 2, 3, etc.1), and one including clouds with shorter 
extension and southwest-northeast direction close to the second low pressure 
area from North America (member no. 13, 21, 28, 461). It is interesting to note 
that there are two “outlier” pollutant clouds in Fig. 3 (member no. 1 and 23). 
Member 1 has almost all of its particles in the 750-700 hPa layer, while 
member 23 has half of its particles in the 800-750 hPa and 750-700 hPa 
layers, respectively. For both members, particles get much higher than those of 
the other dispersion clouds.

4.1.2. "Outlier ” dispersion forecast -  “outlier ” meteorological forecast?

In connection with the above-mentioned “outlier” predictions for the r = 4 pm 
particles, the question arises whether dispersion member no. 1 and/or 23 is 
related to a strongly atypical meteorological event. The mean sea level pressure 
contour lines of the postage stamps charts in Fig. 2 and 3 do not seem to confirm 
the idea of a likewise “outlier” meteorological forecast: the general circulation 
patterns of member 1 and 23 do not appear to differ much more from that of the 
others than the other members from each other.

Even without computing any statistical quantity, the question may be 
answered by comparing the r = 1 pm and r = 4 pm pollutant clouds. In the case 
of r = 1 pm particles in Fig. 2, both member no. 1 and no. 23 are characterized 
by short clouds. However, in contrast to the r — 4 pm particles in Fig. 3, they 
are not the only members with these properties; members no. 12, 13, 43, 46 
show the same features (and possibly member 3 and 35 also can be included 
into the group). In the case of r = 4 pm particles, these members differ 
significantly from the two “outlier” predictions with lower and, in certain 
cases, longer clouds.
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Based on these arguments, we cannot claim that the “outlier” members for 
r = 4 pm particles would be the consequence of considerably different 
meteorological forecasts. In fact, the phenomenon can be attributed to the result 
of the chaotic advection due to which small differences can produce 
significantly different dispersion patterns.

It is noted here that it would be a natural idea to run the dispersion 
calculations only with the representative members of the meteorological 
ensemble clusters in order to reduce the computational cost of the dispersion 
prediction. However, some studies suggest that there is not a one-to-one 
correspondence between the meteorological ensemble clustering and the 
dispersion clustering (see, e.g., Straume, 2001). Therefore, using only the 
meteorological representatives for a dispersion forecast may not necessarily give 
a general overview of the possible dispersion scenarios.

4.1.3. Probabilistic evaluation

It is illustrated in Section 4.1.1, that a dispersion calculation run by an ensemble 
meteorological forecast may result in pollutant clouds which deviate both in 
location and extension from each other even within 2.5 days. The difference 
among the pollutant clouds can be quantified by various statistical measures and 
probability information, see e.g. Haszpra et al. (2013), Scheele and Sigmund 
(2001), Straume et al. (1998), Straume (2001). One of the most elegant 
probability information is demonstrated in Fig. 4.

1 14%

12% 
10%

| 8% 

6%I 4% 

2%

230

180 190 200 2 1 0  220 230 170 180 190 200 210 220

Fig. 4. Horizontal distribution of the ensemble of pollutant clouds after 2.5 days. 
Contours (at 2, 5, 8, 11 and 14%) indicate the percentage of the dispersion calculations 
predicting at least one particle in 0.25°x0.25° air columns for particles of r=  1 pm 
remained in the free atmosphere (left) and in 0.25°x0.25° cells for deposited particles of 
r = 4 pm (right). Black color denotes the pollutant cloud obtained by using the high- 
resolution forecast.
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The particle number in 0.25°x0.25° air columns is determined for particles 
remained above 850 hPa, and this quantity is also calculated in 0.25°x0.25° cells 
in the “deposition field” for particles which subside below this level, 
respectively, in each member of the ensemble of pollutant clouds. The left panel 
of Fig. 4 demonstrates the horizontal distribution of the ensemble of pollutant 
clouds in the case of r=  1 pm for particles remaining in the simulation range, 
and the right panel is the same for r = 4 pm for particles “deposited” within 
2.5 days. Contour lines indicate areas where certain proportion of the ensemble 
dispersion members predicts at least one particle. Black cells demonstrate the 
location of the pollutant cloud given by the high-resolution forecast. Both panels 
of Fig. 4 point to the fact (as expected) that the area covered by the cloud of the 
high-resolution forecast is much smaller than the region where at least one 
ensemble member predicts any particles.

This kind of information is rather useful in risk assessment when one would 
like to estimate the potential area in the deposition field or the region in air 
where the concentration of the pollutant exceeds a certain threshold.

4.2. The impact o f the resolution o f the meteorological data

Comparing the results of the simulations which use the unperturbed high- 
resolution forecast (HRES) and control forecast (CF), it is possible to study 
the impact of the resolution of the meteorological forecasts on the dispersion 
calculation. Fig. 5 illustrates the horizontal location of the center of mass of 
the FIRES and CF clouds for different particle radii (denoted by the numbers 
in pm) both for particles in the air (left) and in the deposition field (right). 
Neither the HRES cloud nor the CF cloud with particles of r > 5 pm have any 
particles in the air after 2.5 days, and similarly, clouds consisting of small 
particles (HRES: r< 1 pm, CF: r < 2 pm) have no particles in the deposition 
field.

As a general rule, it can be concluded that for all particle sizes, differences 
can be observed between the HRES and CF cloud centers. For those particles of 
the pollutant clouds that remain in the free atmosphere during the observation 
period (left panel), the distance between the centers of mass varies between 500 
and 1400 km. In the deposition field, the distances range from about 300 km 
(small particles) down to the order of 10 km (large particles). This is due to the 
fact that larger particles have larger terminal velocities, hence they deposit 
sooner and the clouds have less time to separate in the different meteorological 
fields. Fig. 5 reveals that also the extension of the HRES and CF pollutant cloud 
differs somewhat. The rate of the standard deviation values of the HRES and CF 
clouds in most of the cases is found to be greater than 1 (between 1.1 and 2.5). 
This implies that the dependence of the dispersion calculation on the resolution 
of the meteorological data used in the simulation is still significant, especially 
for pollutants consisting of small particles.
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Fig. 5. The horizontal location o f the center of the pollutant clouds using the high- 
resolution forecast (grey, italic font) and the control forecast (black, normal font). Left: 
center of the pollutant clouds consisting only particles remained in the air for 2.5 days. 
Right: the same for particles deposited during the 2.5 days. Numbers indicate the particle 
radius r  of the clouds. The radii o f  the circles are proportional to the standard deviation of 
the particles within the cloud.

5. Final remarks

In this paper, the case study o f a hypothetical emission illustrates that significant 
deviations may appear among the pollutant clouds of an ensemble of dispersion 
forecast, and also between the simulations using unperturbed forecasts with 
different resolutions, even in the simplest case when only advection influences 
the dispersion of the pollutants. Presumably, in simulations that take into 
account the impact of turbulent diffusion and precipitation on the particles, even 
more remarkable differences could be found, since in that case the uncertainties 
in the dispersion model would be enhanced.

In practice, dispersion models are usually run by a single forecast which is 
considered to be the best one (i.e., the high-resolution forecast). However, as the 
paper demonstrates, it can be useful to perform simulations using a whole 
ensemble of forecasts, i.e., producing an ensemble dispersion prediction in order 
to get a detailed and more reliable overview of the uncertainties and possible 
hazards related to the dispersion event.
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Abstract— Public opinion and certain human meteorological communications assume 
close relationship between meteorological variations and human conditions, especially 
the development of traffic accidents. This paper presents a detailed statistical analysis 
between domestic road accidents involving personal injury and relevant meteorological 
conditions for the period of 1990-2010 in Hungary. Approximately 431 thousand 
accidents were analyzed based on official statistical data. In general, a significant but 
weak interrelation was found between the absolute change -  calculated from the previous 
day -  of road traffic accidents involving personal injury and meteorological conditions. 
The results of multivariate linear regression analysis show that meteorological variations 
affected only nearly four percent of the variation of accidents relative to traffic. We 
demonstrated, however, that together with the significant variation of certain 
meteorological parameters, the number of accidents also significantly varies. Days with 
extreme meteorological variations explain the development of accidents in 9.8 percent, 
while in the case of days with non-extreme variations, this value was only 2.6 percent.

Key-words: road accidents with personal injury, multivariate regression, main component 
analysis, discriminant analysis, climate variation
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1. Introduction

There is little scientifically grounded understanding of the effect of climatic 
variations on everyday living conditions, notwithstanding the numerous studies 
based on rather limited evidence -  looking mainly at the relationship of accident 
rescue and weather (Andersson and Chapman, 2011; Edwards, 1999; Jaroszweski 
et al., 2010; Suarez et al., 2005). In spite of this, public opinion and certain human 
meteorological communications assume close relationship between meteorological 
variations and human conditions, especially the development of traffic accidents. 
During the past fifty years, significant results were achieved in the field of the 
investigation of relationship between road traffic conditions and meteorological 
parameters. The research activity carried out so far focused only on selected 
meteorological variables (Sándor, 2013). Present paper is aimed at exploring, as far 
as possible, complex statistical interrelations between road accidents involving 
personal injury and related meteorological parameters in Hungary.

Due to relatively advantageous circumstances, an opportunity presented 
itself to perform the joint statistical analysis of all domestic road traffic 
accidents involving personal injury between 1990 and 2010 (source: KSH data 
collection, data provider: police OSAPI009) and the relatively detailed data of 
selected meteorological observatory sites of the Hungarian Meteorological 
Service (Budapest, Pécs, Szeged, Debrecen, Szombathely, Győr, Nagykanizsa, 
and Siófok) for the same period. Nearly 13 million data of the approximately 
431 thousand accidents were analyzed in details. The statistical analyses were 
done mostly on the basis of daily averages of the originally hourly data and 
absolute changes calculated from the previous day.

The key studies were completed with the temperature data of the eight 
meteorological observatory stations, the measured values of precipitation, wind 
speed, air pressure, relative humidity of the first five stations, and the average 
values of cloud cover data, as well as the daily average values of road traffic 
accidents involving personal injury and partially determined by estimation values 
for traffic on account of absent factual data. Beyond the interrelations between 
variations in meteorological conditions and the totality of accidents, the analysis 
touched upon the study of relations among key accident situations and locations.

2. Relationship between traffic accidents and complex variations of 
meteorological conditions

In general, it can be concluded, that there is significant but weak interrelation 
between the absolute change -  calculated from the previous day -  of road traffic 
accidents involving personal injury and meteorological conditions. The 
completed multivariate linear regression analysis shows that climatic variations 
affected only nearly four percent the variation of accidents relative to traffic as 
summarized in Table 1 and Fig. I .
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Among the analyzed meteorological variations, the variation of 
precipitation patterns (1.9% points, nearly half of the total impact) had the most 
significant impact on the development of accidents, followed by temperature 
variation (0.7% points). Besides the aforementioned components, the variation 
of cloud cover and relative humidity influenced the development of accidents to 
0.5 percentage points, while air pressure variation to 0.4 percentage points. The 
impact of wind speed was not statistically significant.

Table 1. Multivariate regression interrelations of daily variation of accidents (dependent 
variable) for estimated traffic between 1990 and 2010 with daily meteorological variation 
indicators (independent variables), (Stepwise method)

Model summary*

Model R
R-
squared

Adjusted
R-squared

Std. error 
of the 
estimate

Change statistics
R-squared
Change F change dfl df2 Sig.F

change
1 0.1373 0.019 0.019 0.59959 0.019 147.540 1 7668 0.000
2 0.162b 0.026 0.026 0.59738 0.007 57.832 1 7667 0.000
3 0.177c 0.031 0.031 0.59585 0.005 40.217 1 7666 0.000
4 0.191d 0.036 0.036 0.59434 0.005 40.071 1 7665 0.000
5 0.199e 0.040 0.039 0.59337 0.003 25.996 1 7664 0.000

Dependent variable: Daily variation of the number of accidents per estimated traffic 
a Predictors: (constant), variation of daily mean precipitation amount
b Predictors: (constant), variation of daily precipitation amount, variation of daily mean temperature 
c Predictors: (constant), variation of daily mean precipitation amount, variation of daily mean 

temperature, variation of daily mean cloud cover 
d Predictors: (constant), variation of daily mean precipitation amount, variation of daily mean 

temperature, variation of daily mean cloud cover, variation of daily mean relative humidity 
e Predictors: (constant), variation of daily mean precipitation amount, variation of daily mean 

temperature, variation of daily mean cloud cover, variation of daily mean relative humidity, 
variation of daily mean air pressure

Besides the diverse significance of climatic component variations, their 
direction of effect was also differentiated (Fig. /).

In general -  regarding the measured interrelations, the increase of the 
amount of precipitation, temperature, and relative humidity, the thinning of the 
cloud cover and the decrease of the air pressure resulted in an increasing number 
of accidents. Resulting from the foregoing, opposite meteorological processes 
impacted on or became characteristic of the moderation of accidents. Therefore, 
nearly parallel with the decrease of precipitation, temperature, and relative 
humidity, and with the increase of cloud cover and the rise of air pressure, the 
number of traffic accidents involving personal injury decreased.
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points]

Var. of daily 
mean air 
pressure 

[hPa]

Var. of daily 
mean cloud 
cover [okta]

Var. of daily 
mean wind 
speed [m/s]

■ 1.0 -  X 
increase 1.35 0.23 1.32 1.46 -1.19 0.07 0.14

■ 0 .5 - 1.0 
increase 0.70 0.15 0.65 0.38 -0.73 -0.13 0.04

■ 0.0 -  0.5 
increase 0.22 0.10 0.14 0.10 -0.07 -0.03 0.00

■ 0.0-0.5 
decrease -0.23 -0.10 -0.16 0.03 0.17 0.06 -0.04

■ 0 .5 - 1.0 
decrease -0.70 -0.13 -0.70 -0.63 0.48 0.03 -0.01

■ 1.0-X  
decrease -1.39 -0.30 -1.10 -1.48 1.14 0.01 0.04

■ Total 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Fig 1. Daily variation of average values of key meteorological features and of accidents 
involving personal injury per estimated traffic, calculated from the previous day by 
categorized values of daily variation of accidents between 1990 and 2010.

Analyses concluded with indicators expressing the daily variation of 
accidents (not standardized with traffic) and with variants (estimated factor and 
discriminant function values) obtained from multivariate statistical (factor and 
discriminant) analysis of the original meteorological indicators led to results 
almost perfectly identical with the above-mentioned findings.

In contrast with this interrelation, that can be considered generally weak, 
there are significant differences in the relationship of significantly differing 
components, types, and categories according to the content and factors, direction 
and intensity of meteorological variations -  separated with multivariate 
statistical procedures (factor, cluster, and discriminant analysis) -  with traffic 
accidents involving personal injury.
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The score of factor analysis of daily meteorological variations represents 
87.5% of the variance of the original variants with four relatively well 
identifiable components (variation of cloud cover, temperature, precipitation, 
and wind force), and these components well reflect the variation of relative 
humidity and air pressure, as well (Table 2).

Table 2. Scores of key components and factor analysis of indicators representing the 
absolute variation of meteorological features calculated from the previous day, for days 
between 1990 and 2010

Component Matrix
Compo 
nent 1

Compo 
nent 2

Compo 
nent 3

Compo 
nent 4

Commun
alities

Variation of daily mean temperature -0.001 0.787 -0.492 -0.110 0.874
Variation of daily mean precipitation 
amount 0.714 -0.145 0.246 -0.588 0.936

Variation of daily mean wind speed 0.279 0.557 0.738 0.149 0.956
Variation of daily mean air pressure -0.671 -0.498 0.22 0.082 0.753
Variation of daily mean humidity 0.746 -0.468 -0.254 0.037 0.842
Variation of daily mean cloud cover 0.787 -0.046 -0.056 0.515 0.889
Extraction sums of squared 
Loadings in % of variance 36.87 23.68 16.07 10.88

Extraction sums of squared 
Loadings in cumulative % 36.87 60.55 76.62 87.50

Rotated Component Matrix

Compo 
nent 1

Compo 
nent 2

Compo 
nent 3

Compo 
nent 4

Commun
alities

Variation of daily mean 
temperature -0.131 0.914 -0.150 0.007 0.874

Variation of daily mean 
precipitation amount 0.181 -0.008 0.943 0.118 0.936

Variation of daily mean wind speed 0.041 0.079 0.096 0.969 0.956
Variation of daily mean air pressure -0.403 -0.667 -0.328 -0.195 0.753
Variation of daily mean humidity 0.735 -0.091 0.445 -0.310 0.842
Variation of daily mean cloud cover 0.919 0.069 0.068 0.186 0.889
Extraction sums of squared 
Loadings in % of variance 26.64 21.66 20.51 18.69

Extraction sums of squared 
Loadings in cumulative % 36.87 60.55 76.62 87.50

Extraction method: principal component analysis. 
Rotation Method: varimax with Kaiser normalization.
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The separation of types, essentially different in the content, structure, and 
direction of climatic variations, was completed with the so-called K-mean 
cluster analysis of rotated components obtained from factor analysis, in five 
variations, incrementally expanding the number of possible types (clusters). The 
applied procedure resulted in typologies of 7, 10, 15, 20, and 25 numbers of 
element, the reliability and final content of which were tested partially with four 
climate change components from factor analysis, and partially with discriminant 
analyses run on the original variants (Table 5).

Table 3. Tests of equality of group means

Wilks' lambda F tin df2 Sig.

Daily meteorological variations, 25 clusters

Variation of daily mean precipitation amount 0.208 1215 24 7645 0.00
Variation of daily mean cloud cover 0.313 698 24 7645 0.00
Variation of daily mean wind speed 0.317 688 24 7645 0.00
Variation of daily mean temperature 0.394 491 24 7645 0.00
Variation of daily mean humidity 0.413 452 24 7645 0.00
Variation of daily mean air pressure 0.487 336 24 7645 0.00

Although both approaches hold statistically significant classifications, 
corresponding to approaches searching less types, the 25-cluster solution 
represents more reliable and detailed diversity of day-to-day climatic variations 
of the period, both in total and in the various components. The above is 
confirmed furthermore by the fact, that the discriminant analyses qualified the 
distribution of daily variations by 25 types to be rather good -  namely, cross 
classification with four components was matched in 96.5%, and with six original 
meteorological variations it matched 92.8% of the original classification, 
therefore, it qualified the classification as correct. The minor difference between 
the scores of cluster analysis and the discriminant analyses is partially due to 
that factor analysis and discriminant analysis which defined the significance 
hierarchy of meteorological variation components somewhat differently.

According to discriminant analyses, in the period between 1990 and 2010, 
the key determinant, the component of day-to-day climatic variations was the 
development of precipitation patterns (34.3% variance explained), followed by -  
with nearly identical weight -  cloud cover (24.1%), wind force (21.2%), and 
temperature change (19.7%).
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The rather detailed classification offered empirical opportunity to a more 
aggregate categorization by intensity and directions of multidimensional 
variations, to the separation of extreme or non-extreme variations considering 
the general trend, furthermore, to differentiate extremities according to their 
direction -  appearing, rising or moderating, disappearing. The categorization of 
the 25 clusters was mainly based on the automatic classification (K-mean 
clustering) of the group average of estimated values of discriminant functions 
obtained from the discriminant analysis, but the result from the former ones 
was supplemented by the content analysis of factor values calculated for the 
clusters and of the original variants. Finally, 5 groups (9 percent of days) of 
the 25 cluster solution fell in the appearing-rising extremes category, 
6 groups (9.7 percent of days) fell in the disappearing-moderating extremes 
category, and the remaining 14 groups with 81.3 percent of the days of the 20 
years form the group of changes not classified as extreme (Table 4). The 
category of extreme changes is, naturally, the result of the pooling of rising and 
moderating extremes.

Table 4. Group means of rotated components and discriminant functions of groups 
separated by the direction and intensity of day-to-day meteorological variations

Value of discriminant functions 
Rotated factors front factor from the discriminant analysis

analysis of day-to-day based on rotated factors of the Days
meteorological variations 25-cluster solution of

meteorological variations
Meteorological variation 

component Discriminant function
o

3.
Var. of 
precipi 
tation 

amount

1.

Var. of 
cloud
cover

4. 2. 
Var. of Var. of 
wind tempe 
speed rature

1 .
Var. of 
daily 

precipi 
tation 

amount

2 .
Var. of 
daily 
cloud 
cover

3.
Var. of 
daily 
wind
speed

4.
Var. of 
daily 
tempe 
rature

N
um

ber of

C/3

O’’
3

o*
3
o
-*>

'S
Factor score Discriminant scores

Group means
Rising
extreme 1.67 0.00 0.72 -0.70 3.71 -0.35 1.16 -0.87 694 9.0
Decreasing
extreme -1.18 -0.61 -0.68 -1.02 -2.60 -1.50 -0.52 -1.83 741 9.7
Extreme
variation 0.20 -0.31 0.00 -0.86 0.45 -0.94 0.29 -1.37 1435 18.7
Non-extreme
variation -0.05 0.07 0.00 0.20 -0.10 0.22 -0.07 0.31 6235 81.3
Days total in 
1990-2010 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 7670 100.0
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(The plus and minus 0.5, and especially, the above and below (plus and 
minus) 1.0 group means resulting from the standardizing and normalizing 
procedure applied in the construction of factor values resulting from factor 
analyses can be clearly regarded as extremes.) Daily variation of the average 
values of key meteorological features, and of accidents involving personal injury 
per estimated traffic, calculated from the previous day by extremity of 
meteorological variation are shown in Figs. 2, 3. and 4.
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Var. of 
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Var. of 
daily mean 
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Var. of 
daily mean 
cloud cover 

[okta]

■ Rising 
extremes 0.08 - l .67 6.49 0.84 -0.83 3.61 0.43

■ Moderating 
extremes -0.17 -l .45 -5.09 -0.95 6.06 -4.57 -1.46

■ Extreme 
variations total -0.05 -l .56 0.51 -0.08 2.73 -0.61 -0.55

■ Non-extreme 
variations total 0.01 0.36 -0.12 0.02 -0.63 0.14 0.13

■ 1990-2010 
total 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Fig 2. Daily variation of the average values of key meteorological features, and of 
accidents involving personal injury per estimated traffic, from the previous day calculated 
by extremity of meteorological variation between 1990 and 2010.



The aggregate categorization of meteorological variations by the intensity 
and direction of the extremes, according to the prepared statistics, is significant 
for all meteorological indicators especially for the variation of precipitation, 
then air pressure, wind speed and temperature, however, not nearly to the extent 
as in the case of the 25 categories.

Because of the complexity and type richness of climatic variations, it may 
seem a problematic endeavor to condense in three categories the result of a 
classification based on four independent components of different significances, 
because even allowing 25 types will leave significant heterogeneities within the 
different types (clusters). Despite the above reservations, statistical control 
examinations qualified the classification as satisfactorily reliable. For example, the 
discriminant analyses - based on the original variables as well as on the factors 
formed from these - qualified the conformity of the three-category classification to 
be correct in 89 percent -  pertaining to the same category as the initial 
classification. In terms of content, the only difference is that reclassifications drew 
somewhat broader borders for the extremes, and this directly resulted in a lower 
(down to 72 percent of days) proportion of non-extreme days (Table 5).

Table 5. Results of classification

Classification resultsbc
Predicted group membership

Meteorological extremes 1990-2010 Rising Moderating Non-extreme Total
extremes extremes days

Rising extremes 602 19 73 694
Count Moderating extremes 10 675 56 741

Original Non-extreme days 250 460 5525 6235
Rising extremes 86.7 2.7 10.5 100.0

% Moderating extremes 1.3 91.1 7.6 100.0
Non-extreme days 4.0 7.4 88.6 100.0
Rising extremes 601 19 74 694

Count Moderating extremes 10 674 57 741
Cross- Non-extreme days 252 460 5523 6235
validated“ Rising extremes 86.6 2.7 10.7 100.0

% Moderating extremes 1.3 91.0 7.7 100.0
Non-extreme days 4.0 7.4 88.6 100.0

a Cross validation is done only for the cases in the analysis. In cross validation, each case is 
classified by the functions derived from all cases other than that case.

° 88.7% of original grouped cases correctly classified. 
c 88.6% of cross-validated grouped cases correctly classified.
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Fig 3. Meteorological extremes for the period 1990-2010 (canonical discriminant 
functions).
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Fig 4. Meteorological extremes for the period 1990-2010 (canonical discriminant 
functions reclassified).
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The grouping of day-to-day meteorological variations by intensity and 
direction created the opportunity of in-detail analysis of accidents involving 
personal injury by the indicated categories. The development of multivariate linear 
regression analysis relation (R-squared) calculated between traffic accidents 
involving personal injury per estimated traffic and day-to-day variation of 
meteorological features by meteorological change extremes can be seen in Fig. 5.

Fig. 5. The development of multivariate linear regression analysis relation (R-squared) 
calculated between traffic accidents involving personal injury per estimated traffic and 
day-to-day variation of meteorological features by meteorological change extremes.

Analyses and classifications in the case of days qualified as extreme in 
meteorological change show marked interrelations between accidents and 
climatic variations. Moreover, the more intense the variation, the more powerful 
the correlation formed with the variation (rise or modification) of accidents.

In accordance with the multivariate linear regression calculated between the 
extreme meteorological change and accident variation, meteorological variations 
explained already 9.8 percent of accident variation. In contrast, road traffic 
accidents involving personal injury under non-extreme meteorological variation 
conditions can only be attributed in 2.6 percent more than three and half times 
smaller proportion than in case of extreme variations -  to climatic changes from the 
previous day. Results of stepwise method applied are summarized in Table 6.
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Among the components of extreme meteorological variation conditions, the 
variation of accidents (increase or decrease) was most fundamentally affected by 
the combination of relative humidity and precipitation (nearly 8.4 percentage 
point), followed by, together with the previous factors, or independently from them, 
the nearly 1.0 percentage point effect of temperature variation. The moderated 
decrease of cloud cover only slightly modified the combined effect of the former 
factors, and the variation o f wind force did not have significant effect. The 
significance and direction of the partial effect of the various climatic factors were 
also varied. The decrease o f relative humidity and especially of temperature 
moderated, while the increase of precipitation and the decrease of cloud cover 
increased the probability of accidents.

Table 6. Multivariate regression interrelations of daily variation of accidents (dependent 
variable) for estimated traffic with daily meteorological variation indicators (independent 
variables) (Stepwise method), between 1990 and 2010

Model summary"

Model R R-
squared

Adjusted
R-squared

Std. error of 
the Estimate

Change statistics
R-squared
change

F change dfl 012
Sig.F

change
1 0.262a 0.069 0.068 0.64266 0.069 106.043 1 1433 0.000
2 0.290b 0.084 0.083 0.63761 0.015 23.830 1 1432 0.000
3 0.307c 0.094 0.093 0.63424 0.010 16.235 1 1431 0.000
4 0.313d 0.098 0.095 0.63327 0.003 5.384 1 1430 0.020

Dependent variable: daily variation of the number of accidents for estimated traffic 
“ Predictors: (constant), variation of daily mean relative humidity
b Predictors: (constant), variation of daily mean relative humidity, variation of daily mean 

precipitation amount
c Predictors: (constant), variation of daily mean relative humidity, variation of daily mean 

precipitation amount, variation of daily mean temperature 
d Predictors: (constant), variation of daily mean relative humidity, variation of daily mean 

precipitation amount, variation of daily mean temperature, variation of daily mean cloud cover

In the case of non-extreme -  slightly deviating from the mean 
meteorological changes, only very weak partial relation prevailed among accident 
variations and the variations in precipitation, cloud cover, air pressure, and 
temperature, and there was no significant relation with the variation of relative 
humidity and wind force.

The mutually neutralizing character of the various meteorological factors 
played significant role in the weakness of the effect on accident variations, 
because the accident increasing effect of the rise of temperature and the decrease
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of air pressure was largely compensated by the accident risk moderating effect 
of the decrease of precipitation and the growth of cloud cover.

The extreme and non-extreme categories only expressed deviations from 
the general trend of climatic processes -  and not with equal accuracy 
however, they did not reflect the direction of the changes. Consequently, these 
are not appropriate for the separate examination of interrelations between the 
development of accidents and the appearance and rising or moderation and 
disappearance of extremes. Furthermore, they do not offer opportunity to 
consider and prognosticate the possible consequences on the development of 
accidents, and in general, on the human and social relations if, in the future, the 
frequency of appearance and rise, or temporal durability of extreme 
meteorological conditions should increase compared to non-extreme days and 
periods. Variation of the daily mean values of the meteorological features by the 
rate and direction of extremes between 1990 and 2010 is presented in Fig. 6.

Fig. 6. Variation of the daily mean values of the meteorological features by the rate and 
direction of extremes between 1990 and 2010.

361



Regarding the direction of extremes in the various categories among the 
mean values of examined meteorological indicators -  excluding temperature 
variation usually significant and partially symmetric differences were 
developed. For example, while on days with rising extremes, precipitation 
increased by a mean of 6.5 mm, relative humidity by 3.6% points, wind force 
by 0.84 m/s, compared to the previous day, then on days with moderating 
extremes, precipitation decreased by 5.1 mm, relative humidity by 4.6% 
points, and wind force by 0.95 m/s. However, the variation of air pressure and 
cloud cover significantly deviated from the generic trend only in the case of 
moderating extremes. The air pressure increased rather significantly, and 
cloud cover decreased. However, temperature usually fell in the course of 
both rising and moderating extremes.

Applied statistical tests have shown that the most significant difference 
among the various categories by the direction of the extremes appeared in the 
precipitation amount variation, but the deviations of air pressure, cloud cover 
and wind force are also rather characteristic. The differences in the variations 
of relative humidity, and especially that of temperature, are less relevant than 
the above-mentioned components.

The appearing and rising meteorological extremes already impacted the 
increase of accidents by nearly 9.1 percentage. The rise of humidity (in nearly 
80 percent), the decrease of temperature, and the strengthening of wind had 
the most significant impact. The effect of the various meteorological 
components was not restricted to one-way only. The rise of relative humidity 
(and of the mostly well correlated precipitation amount) and the increase of 
wind force impacted the increase of accidents, while the moderation of 
temperature impacted the decrease of accidents. According to the results of 
regressive analysis, the effect of temperature decrease slowed the increase of 
the number of accidents by nearly one third.

In the moderating and disappearing extreme periods the relation between 
the climatic variations and the variation of accidents is significantly weaker 
(5.8% R-Square) than in the period of rising extremes, yet still more than 
twice stronger than in the case of non-extreme variations. It may lay behind 
the relative weakness of the interrelation that the temporal processes of 
appearing, rising, and moderating, disappearing are not necessarily of the 
same length. In moderating extreme periods, the moderation of precipitation 
amount, closely followed by the moderation of temperature and relative 
humidity had the most significant impact on the characteristic decrease of 
accidents. At the same time, the decrease of cloud cover affected the increase 
of accidents, and as a result, the one-third slower moderation of the number 
of accidents.
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More detailed analyses uncovered significantly stronger relations than in case of 
categories containing the direction and intensity of meteorological variations 
rather aggregated regarding the extremes. Especially in the case of the most 
extreme variation of meteorological conditions, and in the autumn and winter 
periods, strong correlation was formed with the variation of accidents.

Among the meteorological types of variations came from the 25-element 
solution, in the case of the group carrying the unfolding of the most extreme 
variation, the number of accidents increased already in nearly one fifth as the 
effect of the climatic variations (especially the excessively significant 
increase of precipitation amount and relative humidity, and decrease of air 
pressure and temperature) to an outstanding level exceeding the mean value 
of rising extremity nearly two and a half times. The type is particularly 
characterized by above the average proportion of summer days with rain, rain 
shower, and thunderstorm. The number of rainy days is six times, and those 
with rain shower, and thunderstorm is nearly three times higher than the 
national average. The climatic determination of accident locations and 
situations also shows characteristic features. Meteorological variation had 
particularly significant effect on the development of the frequency of 
accidents involving slight injuries, hitting pedestrians, oncoming traffic, road 
bends, and residential area. The effects on accidents involving slight injury 
nearly ten times, and on accidents involving hitting pedestrians and occurring 
in road bends over eight times exceeded the general impact.

The strengthening of the interrelation between the intensity of 
meteorological extremes and the increase of the frequency of accidents can be 
typically explained by the grouping by direction and intensity of the variation 
of the analyzed primary meteorological features. In a method identical with 
multidimensional classifications, the categorization of the various 
meteorological indicators was also performed with automatic classification 
technique (K-mean clustering) -  in order that the result of classification 
factually express the spatial distance among the groups as regards their 
content.

Seven search groups were conventionally determined, therefore because of 
the differences among the distributions, the number of days significantly differs 
in the various categories. For example, barely one percent of the days of the 
examined 21 years was classified into the category of the most intensive 
precipitation increase, and nearly identically with this proportion, the element 
number of the most extreme temperature variation (increase and decrease) 
categories increasing (Figs. 7 and 8).

3. Relationship between traffic accidents and key meteorological components
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Fig. 7. Multivariate linear interrelation of daily variation of accidents for traffic with the 
totality of daily meteorological variations (R-squared) calculated by clusters obtained by 
automatic classification of certain meteorological variation components.

The offered charts clearly indicate that progressing from the general trend 
of variations towards the intensification of extremities by an approximately 
U-shaped curve the effect of the various meteorological factors is increasingly 
stronger on the development of accidents, and depending on the direction of the 
variation, increasingly more significant scale variation (rise or decrease) 
occurred in the number of accidents, as well.
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Fig. 8. Mean of daily variation of accidents for traffic calculated by clusters obtained by 
automatic classification of certain meteorological variation components.

In the case of the most extreme categories according to the increase of 
precipitation amount and the decrease of temperature, the combined effect of all 
the meteorological factors exceeds four times the average, and more than six 
times the average of non-extreme days. It can be said of all the above-mentioned 
categories, that the significant scale variation of accidents (increase in the case 
of precipitation variation and decrease in the case of temperature variation) was 
already induced in a proportion of one-sixth by meteorological change or 
inappropriate accommodation to these.
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Besides the above mentioned facts, the combined effect of 
meteorological variation factors was very significant in the most extreme 
categories as regards wind force strengthening (8.2 and 13.2 percent) but in 
the frames of both extremes the accident moderating effect became dominant. 
Furthermore, this effect was significant on the opposing poles of the variation 
of cloud cover (7, and 8.1 percent determination). The relationship between 
the variation of accidents and cloud cover -  jus as that of air pressure 
variation -  essentially developed inversely as temperature and precipitation 
variation, because the increase of cloud cover and air pressure amount 
correlates with the moderation of accidents, while the decrease of these 
factors correlates with the increase of accidents.

In contrast to the most extreme -  mostly containing the rise -  categories of 
air pressure and relative humidity variation, the relationship of one degree less 
extreme categories was the strongest with the variation of accidents, while 
accident variation was the most intensive in the most extreme categories. It 
cannot be excluded, that the use of multidimensional, nonlinear methods or the 
proper transformation of variants should lead to different results.

4. Relationship between traffic accidents and extreme meteorological
variations

The determination by meteorological variations of accident development 
changed extraordinarily differently by the seasons. The spring and summer 
period determination does not reach even half of the average, and only in the 
period of the moderation o f extremes does remarkable relationship manifest 
itself. In contrast, in the second half-year, meteorological extremes had 
significant -  17.4 percent in autumn, 13.4 percent in winter -  effect on the 
development of accidents. The linear regressive interrelations (R-squared) 
between the daily variations by seasons of road traffic accidents involving 
personal injury and meteorological conditions are shown in Fig. 9.

The differences can be partially explained by the unequal distribution of 
extreme meteorological conditions, according to which, in the second half- 
year, the frequency of extreme variations characteristically exceeded the 
average in winter, typically because of the excessive proportion of 
moderating extremes, while in spring, it significantly fell short of it. The 
proportion of rising extreme days, on the other hand, exceeded the prorated 
distribution, especially in summer and autumn. Distribution of daily 
variations categorized by the type of meteorological extremity across the 
seasons is presented in Fig. 10, while seasonal averages of road accidents 
involving personal injury for estimated traffic, between 1990 and 2010 can be 
found in Fig. 11.
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Fig. 9. Linear regressive interrelations (R-squared) between the daily variations by 
seasons of road traffic accidents involving personal injury and meteorological conditions, 
between 1990 and 2010.

Fig. 10. Distribution of daily variations categorized by the type of meteorological 
extremes across the seasons.
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Spring Summer Autumn Winter Years total

■ Rising 
extreme 0.03 0.08 0.19 0.01 0.08

■ Moderating 
extreme -0.10 -0.18 -0.25 -0.13 -0.17

■ Extreme 
days total -0.03 -0.03 -0.05 -0.08 -0.05

■ Non-extreme 
days total 0.01 0.01 0.01 0.01 0.01

■ 1990-2010 
days total 0.00 0.00 0.00 -0.01 0.00

Fig. 11. Seasonal averages of road accidents involving personal injury for estimated 
traffic between 1990 and 2010.

The variation in the number of accidents under unfolding and rising 
extreme conditions increased in autumn -  more than twofold -  above the 
average, and the relationship between accidents and climate variations was the 
strongest in this season, as well. To an extent nearly one-fifth, the complex 
impact of climate variation, but especially, the variation of relative humidity 
(and behind this, the mostly well correlated cloud cover and precipitation 
amount variation) and the variation of temperature and wind force impacted the 
development of accidents. The increase of relative humidity and strengthening 
of wind force impacted the increase of accidents, while the decrease of 
temperature impacted the decrease of accidents, however, it could only partially 
slow the increase of accidents. Variation of daily average value of the main 
meteorological features and the traffic accidents related to estimated traffic 
density due to previous day in case of rising extremes by seasons is shown in 
Fig. 12, while the development of the calculated standardized Beta coefficient 
between the daily variations of the traffic accidents with personal injury related 
to estimated traffic density and the daily variations of the meteorological 
features in case of rising extremes by seasons is presented in Fig. 13.
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Spring Summer Autumn Winter
Rising

extremes
total

■ Daily var. of the number of 
accidents for estimated traffic 

[accident / hundred thousand vehicles]
0.03 0.08 0.19 0.01 0.08

■ Var. of daily mean temperature [°C] -1.90 -2.16 -1.53 -0.92 -1.67
■ Var. of daily mean 

precipitation amount [mm] 5.18 8.85 6.94 4.00 6.49

■ Var. of daily mean 
wind speed [m/s] 0.90 0.59 0.76 1.21 0.84

■ Var. of daily mean 
air pressure [hPa] -0.60 -0.72 -1.31 -0.60 -0.83

■ Var. of daily mean 
relative humidity [% points] 3.99 7.87 2.66 -1.56 3.61

Var.of daily mean 
cloud cover [okta] 0.27 0.94 0.44 -0.14 0.43

Fig. 12. Variation of daily average value of the main meteorological features and the 
traffic accidents related to estimated traffic density due to previous day in case of rising 
extremes by seasons between 1990 and 2010.

Opposed to the autumn periods of rising extremes, the increase of accident 
numbers in winter reached only one tenth of the average of this type; despite that 
the totality of meteorological effects directed toward it was relatively significant 
(13.4 percent). The increase of precipitation amount and the strengthening of 
wind were especially impacting the increase of accidents, while its decrease was 
affected characteristically by decreasing relative humidity and decrease of 
temperature (unlike the rest of the seasons). The moderate increase in the 
number of accidents is primarily explained by that, in total, in the winter, the 
intensity of the variation of components of climatic conditions -  with the 
exception of wind force, which increased in a rate exceeding that of the other 
seasons -  was far below the 1990-2010 average of rising extreme variation.
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Fig. 13. Development of the calculated standardized Beta coefficient between the daily 
variations of the traffic accidents with personal injury related to estimated traffic density 
and the daily of the meteorological features in case of rising extremes by seasons.

In the spring and summer periods of appearing, rising extremes, only 
relatively weak (4 and 3.3%, respectively) multivariate linear relationship 
prevailed between the variation of accidents and climatic conditions; and the 
change in the number of accidents developed below the average of the category 
averages, especially in spring, however, still exceeding nearly three times the 
extent of winter variation. In both seasons, only the increase of relative humidity 
(or, behind that, the increase of cloud cover and precipitation) had substantial 
effect on the increase of accidents, yet this effect was much weaker than in 
autumn or -  with different sign -  in winter. The different extent increase of 
accidents was basically brought about by the significantly different intensity of 
meteorological variations. While springtime variations developed in an extent 
nearly identical with the annual average of the category, then the relative 
humidity and cloud cover increased with more than double, and precipitation 
amount more than one third above the average in the summer period of rising 
extremes. Only the extent of the increase of wind force fell below the average.
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5. Relationship between traffic accidents and extreme meteorological 
variations by accident severity, and situation

Looking at the whole of the 1990-2010 period, the relationship of climatic 
variations with a more detailed breakdown of accidents -  with the development 
by outcomes involving persons, gravity, accident locations and situations -  is 
rather weak, falling behind the already described overall effect (Table 7).

Table 7. Development of multivariate linear regression relationships of the daily variation of 
meteorological variations and accidents involving personal injury per accident consequences, 
locations, and situations, and the extremity of meteorological change

Absolute variation from the 
previous day

Rising
extreme
days

Moderating Extreme 
extreme days days total

Non
extreme 
days total

Days total in 
1990 2010

R-squarcd

Variation of number of accidents 0.104 0.063 0.097 0.027 0.041

Variation of number of fatal accidents 0.026 0.021 0.015 0.005 0.006

Variation of number of serious 
accidents 0.062 0.036 0.052 0.013 0.020

Variation of number of slight 
accidents 0.076 0.045 0.079 0.022 0.032

Variation of number of accidents in 
residential areas 0.061 0.049 0.049 0.025 0.029

Variation of number of accidents 
outside residential areas 0.121 0.035 0.111 0.016 0.036
Variation of number of accidents on 
straight paths 0.074 0.038 0.063 0.014 0.023

Variation of number of accidents in 
road bends 0.117 0.056 0.120 0.014 0.035

Variation of number of accidents in 
road crossings 0.040 0.046 0.037 0.028 0.027

Variation of number of accidents in 
other road sections 0.022 0.010 0.003
Variation of number of accidents 
due to head-on collision of vehicles 0.160 0.053 0.150 0.027 0.055
Variation of number of accidents 
due to collision of vehicles 
travelling in the same direction

0.008 0.050 0.023 0.010 0.012

Variation of number of accidents 
due to collision of vehicles crossing 
paths

0.006 0.033 0.013 0.022 0.018

Variation of number of accidents 
due to slipping, skidding, tipping on 
road

0.015 0.017 0.012 0.003 0.004

Variation of number of accidents 
involving hitting pedestrian 0.077 0.013 0.049 0.012 0.021

(Note: The table contains only significant statistics.)
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Interrelation stronger than the average can we observed only in the case of 
accidents due to collision of vehicles travelling towards each other ; however, 
this is not explained by the effects characterized days without meteorological 
extremes, but by the extremely strong consequences of the appearance and rise 
of extremes affecting the whole category. The increase in the number of 
accidents due to the collision of vehicles travelling towards each other in the 
period of appearing and rising extreme meteorological conditions -  beyond all 
other categories shown in the table -  was determined by climatic variations in a 
proportion of nearly one sixth, or at least developed synchronously with those in 
this degree. The formation of the interrelation and the significant increase of 
accidents in scale were primarily (in nearly 90 percent) impacted by the increase 
of relative humidity of air, and. in the remaining proportion, by the decrease of 
air pressure.

Besides the above category, meteorological change had particularly 
significant impact on the increase of accidents outside residential areas and in 
road bends in an extent exceeding the average of the category of the total 
appearing and rising extremes (nearly 12 percent). The overall effect was, 
however, less significant; but in the case of accidents involving hitting 
pedestrians -  in general slight and serious accidents on straight paths and in 
residential areas, the effect of climatic variations in the period of rising extremes 
exceeds multiple times those prevailing in non-extreme periods. (For example: 
in the case of hitting pedestrians, nearly six times, and three-four times in the 
case of accidents involving slight and serious injuries and on straight path, and 
over twice in case of accidents in residential areas.) Although, in total, the 
determination of the variation of fatal accidents by climatic variations can be 
regarded to be modest, it was nearly five times stronger among extreme 
meteorological conditions than in other periods.

6. Future expected tendencies between traffic accidents and key 
meteorological variations

The time series data of the endeavor to differentiate extreme and non-extreme 
meteorological changes show, that between 1990 and 2010 the climatic 
variations became somewhat more extreme. This is supported by the data 
expressing the annual proportions of extreme, and appearing and rising extreme 
days, and the linear trends calculated on their basis. The relatively detailed 
classification and the reclassified -  giving a broader sense to extremity - 
categorization essentially led to the same result. According to both approaches, 
the linear trend of extremity and rising extremes -  in spite of fluctuations -  took 
a decidedly upward direction. Proportion of extreme days as well as that of 
rising extreme days is shown in Figs. 14 and 15.
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Fig. 14. Proportion of extreme days between 1990 and 2010 (%).

Fig. 15. Proportion of rising extreme days between 1990 and 2010 (%).
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The variability trends of the various meteorological features mostly support 
the picture painted by the typologies. The linear trends of temperature, 
precipitation, air pressure, and relative humidity -  although to varying extent -  
refer to the rising of extremes, while that of wind force and cloud cover to 
moderating extremes. Absolute deviation (range) by the year of the daily 
variation of the meteorological indicators between 1990 and 2010 is presented in 
Fig. 16.

Fig. 16. Absolute deviation (range) by the year of the daily variation of the 
meteorological indicators between 1990 and 2010.

On the basis of interrelationships seen between the slight extremization of 
meteorological variations, furthermore the extreme climatic variations and the 
variation of traffic accidents involving personal injury, it could be assumed that 
approaching our days, the connection would be further strengthened. This
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hypothesis, however, was supported neither by the totality of meteorological 
variations, nor the statistical analyses of the various extremity categories.

According to the linear regression analysis of the annual (and three-year 
period) relationships of accident and meteorological variations, the correlation 
essentially did not change between 1990 and 2010, however, compared to 1993, 
the correlation weakened, and there were significant fluctuations within the 
period. (Note, that statistically not significant relations are not shown in the 
diagrams.) Results are shown in Figs. 17, 18, and 19.

Fig. 17. The multivariate linear regression analysis interrelation (R-squared) calculated 
among the daily variation of traffic accidents involving personal injury with the daily 
variation of analyzed meteorological characteristics between years 1990 and 2010.

Fig. 18. The multivariate linear regression analysis interrelation (R-squared) calculated 
among the daily variation of traffic accidents involving personal injury with the daily 
variation of analyzed meteorological characteristics between years 1993 and 2010.
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Fig. 19. The multivariate linear regression interrelations (R-squared) calculated among 
the daily variation of traffic accidents involving personal injury with the daily variation of 
analyzed meteorological features, between 1990 and 2010, in three years breakdown.

Presumably, the weakness and weakening of relationships can primarily be 
explained by the rather significant moderation of total traffic accidents involving 
personal injury, by their relatively hectic development, and by economic 
processes and regulatory environment affecting the above. In 2010, the number 
of accidents was nearly forty percent lower than in 1990, primarily on account 
of the decrease of fatal and serious accidents. At the same time, the number of 
slight accidents fell only by 21.8% compared to 1990; what’s more, between 
1993 and 2010, it moreover even increased. On account of the above 
circumstances, it seemed appropriate to extend the analysis to slight accident 
data between 1993 and 2010. The result of this shows that interrelation between 
extreme climatic variations and the variation of traffic accidents involving slight 
personal injury strengthened in the analyzed epoch (Figs. 20 and 21).
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*1991-2010 annual average

Fig. 20. Road traffic accidents involving personal injury between 1900 and 2010.

Fig. 21. Three-year multivariate linear interrelations of day-to-day variation of accidents and 
meteorological conditions between 1993 and 2010 (R-squared) in case of extreme variation.
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Naturally, the above described results will provide little guidance to the 
prognosticability of future developments; however, on the basis of the analysis 
results, it can be said that the significant future rise of extreme meteorological 
conditions, and, possibly as a result, the appearing and rising climate change will 
have significant effect on the development, on the number of accidents, or on the 
deceleration of the rate of moderation, and, in general, on the development of social 
relations, which are generally relatively well represented by accident conditions.

7. Conclusions

Compared to other economically and socially important sectors such as energy, 
water resources, agriculture, and human health (Törő et al., 2010), the assessment 
of the potential impacts of climate change on transport and road accidents is an area 
with very limited investigations so far. The increased demand for personal 
mobility, the dependence on reliable movement of goods and components in the 
supply chain, and the observed disruption effect of the weather {Koetse and 
Rietveld, 2009) make the study of current and future transport resilience essential.

The investigations presented above might provide a potential guidance to the 
expectation of future developments in the forthcoming decades. On the basis of the 
results, it can probably be said that the expected increase in the number and intensity 
of extreme meteorological conditions can have a visible effect on the increase of the 
number of road accidents. The problem is rather complex, since the future climate 
change is expected to influence several layers of the social conditions as well, which 
is also going to be reflected in the road accident conditions.
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