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Editorial

Special Issue o f the COST-ES0601 (HOME) Action: 
Advances in homogenization methods o f climate series: 

an integrated approach

Long term instrumental climate records are the basis of climate research. However, these 
series are usually affected by inhomogeneities (artificial shifts), due to changes in the 
measurement conditions (relocations, instrumentation). As the artificial shifts often have the 
same magnitude as the climate signal, such as long-term variations, trends, or cycles, a direct 
analysis of the raw data series can lead to wrong conclusions about climate change. In order to 
deal with this crucial problem, many statistical homogenization procedures have been 
developed for detection and correction of these inhomogeneities.

The large number of different homogenization methods and the need for a realistic 
comparative study was the reason to start a coordinated European initiative, the COST 
Action ES0601: Advances in Homogenization Methods of Climate Series: an integrated 
approach (HOME). Its main objective was to review and improve common homogenization 
methods, and to assess their impact on climate time series. As one of the high importance 
achievements of the Action a benchmark dataset was generated for comparing monthly 
homogenization algorithms. The main results of this examination were published in the 
journal Climate of the Past.

The COST HOME Action ended in October 2011. The final meeting of the 
Management Committee was organized in Budapest together with the 7th Seminar for 
Homogenization and Quality Control in Climatological Databases. The Homogenization 
Seminars are traditionally held in Budapest and hosted by the Hungarian Meteorological 
Service from 1996. The jointly organized Seminar and the final MC meeting was a good 
occasion for conversation between the participants of the HOME Action and other researchers 
of the homogenization community. During this meeting, publishing a special issue of the 
COST HOME Action was suggested. It is a pleasure for us that this publication has been 
realized at the Quarterly Journal of the Hungarian Meteorological Service as a Special Issue 
of the Action.

This Special Issue includes eight papers which are covering wide range of topics on 
homogenization. The first five articles are connected mainly with the homogenization on 
monthly scale, while the other three ones focus rather on the homogenization of daily series. 
In both cases, theoretical aspects and practical applications are discussed and presented alike.

We are very grateful to the Editor-in-Chief of IDŐJÁRÁS supporting the progress on 
the field of homogenization, thank to the authors of the articles for their high scientific level 
work, and also to the reviewers supporting the improvement of papers with their critical 
comments and recommendations keeping the high standards of the Journal. We have to 
underline the hard work of the Executive Editor of the Journal, therefore, we express our 
thanks together with the authors for that.

Tamás Szentimrey and Mónika Lakatos 
Guest Editors

1





IDOJARAS
Quarterly Journal o f  the Hungarian Meteorological Service 

Vol. 117, No. 1, January—March 2013, pp. 1-34

On the multiple breakpoint problem and the number 
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Abstract—Changes in instrumentation and relocations of climate stations may insert 
inhomogeneities into meteorological time series, dividing them into homogeneous 
subperiods interrupted by sudden breaks. Such inhomogeneities can be distinguished 
from true variability by considering the differences compared to neighboring stations. 
The most probable positions for a given number of break points are optimally determined 
by using a multiple-break point approach. In this study the maximum external variance 
between the segment averages is used as decision criterion and dynamic programming as 
optimization method. Even in time series without breaks, the external variance is growing 
with any additionally assumed break, so that a stop criterion is needed. This is studied by 
using the characteristics of a random time series. The external variance is shown to be 
beta-distributed, so that the maximum is found by solving the incomplete beta function. 
In this way, an analytical function for the maximum external variance is derived. In its 
differential form our solution shows much formal similarities to the penalty function used 
in Caussinus and Mestre (2004), but differs numerically and exhibits more details.

Key words:Climate records, homogenization, multiple break point detection, stop 
criterion for search algorithms, dynamic programming, penalty term.

1. Introduction

Multiple-century long instrumental datasets of meteorological variables exist for 
Europe (Brunetti et a t, 2006; Bergstrom and Moberg, 2002; Slonosky et a/., 
2001). Such series provide invaluable information on the evolution of the 
climate. However, between the Dutch Golden Age, the French and the industrial



revolution, the rise and the fall of communism, and the start of the internet age, 
inevitably many changes have occurred in climate monitoring practices (Aguilar 
et al., 2003; Trewin, 2010). The typical size of temperature jumps due to these 
changes is similar to the global warming in the 20th century, and the average 
length of the periods between breaks in the climate records is 15 to 20 years 
(Auer et al., 2007; Menne and Williams, 2009). Clearly, such changes interfere 
with the study of natural variability and secular trends (Rust et al., 2008; 
Venema et al., 2012).

Technological progress and a better understanding of the measurement 
process have led to the introduction of new instruments, screens, and 
measurement procedures (MeteoSchweiz, 2000). In the early instrumental 
period, temperature measurements were often performed under open shelters or 
in metal window screens on a North facing wall (Brunetti et al., 2006), which 
were replaced by Montsouri (Brunet et al., 2011), Wild, and various Stevenson 
screens (Nordli et al., 1997; Knowles Middleton, 1966), and nowadays more and 
more by labor-saving automatic weather stations (Begert et al., 2005). Every 
screen differs in their protection against radiation, wetting, as well as their 
quality of ventilation (Van der Meulen and Brandsma, 2008). Initially many 
precipitation observations were performed on roofs. As it was realized that many 
hydrometeors do not enter the gauge due to wind and turbulence, especially in 
case of snow, the observations were taken nearer the ground, and various types 
of wind shields were tested leading to deliberate inhomogeneities (Auer et al., 
2005). Due to the same effect, any change in the geometry of a rain gauge can 
lead to unintended inhomogeneities.

Inhomogeneities are frequently caused by relocations, either because the 
voluntary observer changed, because the observer had to move or because the 
surrounding was no longer suited for meteorological observations. Changes in 
the surrounding can lead to gradual or abrupt changes, for example gradual 
increases in urbanization or growing vegetation or fast changes due to cutting of 
vegetation, buildings that disrupt the flow or land-use change.

Changes in the observations should be documented in the station history. It 
is recommended to perform several years of parallel measurements in case of 
changes (Aguilar et al., 2003). However, it is not guaranteed that metadata is 
complete, thus statistical homogenization should always be performed 
additionally. The dominant approach to homogenize climate networks is the 
relative homogenization method. This principle states that nearby stations are 
exposed to almost the same climate signal, and thus, the differences between 
nearby stations can be utilized to detect inhomogeneities (Conrad and Pollack, 
1950). By computing the difference time series, the interannual weather noise, 
decadal variability, and secular trends are strongly reduced. Consequently, a 
jump in single station becomes much more salient.

The two fundamental problems of homogenization are that the nearby 
stations are also inhomogeneous and that typically more than one break is
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present. Recent intercomparison studies by Domonkos (2011a) and Venema et 
al. (2012) showed that the best performing algorithms are the ones that attack 
these two problems directly. This study will focus on the multiple-breakpoint 
problem.

Traditionally the multiple-breakpoint problem is solved by applying single
breakpoint algorithms multiple times. Either a cutting algorithm is applied: the 
dataset is cut at the most significant break and the subsections are investigated 
individually until no more breaks are found or the section become too short; see, 
e.g., Easterling and Peterson (1995). A variation on this theme is a semi- 
hierarchical algorithm, in which potential breakpoints are found using the 
cutting algorithm, but before correcting a potential break its significance is 
tested anew (Alexanderson and Moberg, 1997). According to Domonkos (2011a), 
this improvement has a neutral effect on the efficiency of homogenization.

The first algorithms solving the multiple-breakpoint problem directly are 
MASH (Szentimrey, 1996, 1999) and PRODIGE (Caussinus and Mestre, 1996, 
2004). MASH solves the problem with a computationally expensive exhaustive 
search (Szentimrey, 2007). PRODIGE solves the problem in two steps. First, the 
optimal position of the breaks for a given number of breaks is found using a 
computationally fast optimization approach called dynamic programming 
(Bellman, 1954; Hawkins, 1972). Second, the number of breaks is determined by 
minimizing the internal variance within the subperiods between two consecutive 
breaks plus a penalty for every additional break (Caussinus and Lyazrhi, 1997). 
The penalty term aims to avoid adding insignificant breaks.

Recently, Domonkos (201 lb) expanded ACMANT, which is based on the 
generic PRODIGE algorithm, by searching for common breaks in the annual 
mean and the size of the annual cycle. Picard et al. (2011) developed an 
alternative version, in which not only pairs, but all data in the network are 
jointly taken into account for optimization. ACMANT, PRODIGE, and the joint 
detection method of Picard et al. (2011) are implemented in the software 
package HOMER (Mestre et al., 2012). Nemec et al. (2012) used PRODIGE 
with three different criteria for the assessment of the number of breaks. Beyond 
dynamic programming, genetic algorithms (e.g., Li and Lund, 2012; Davis et al., 
2012) and simulated annealing (Lavielle, 1998) are alternatively used for 
reducing the computational demand.

Not all inhomogeneities are abrupt changes, some changes are more 
gradual (Lindau, 2006). Such trends are explicitly considered by some 
homogenization algorithms (Vincent, 1998; Menne and Williams, 2009). Using 
the HOME benchmark dataset in which 10% of the stations contained a local 
trend inhomogeneity, a blind experiment with two versions of PRODIGE has 
been performed (Venema et al., 2012). In the main version only breaks have 
been used for homogenization, and in the alternative version multiple breaks in 
one direction are combined into a slope correction. These two versions have a 
very similar performance. One of the reasons may be that not many local trends
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had to be introduced. Still this suggests that trend inhomogeneities can be 
reasonably well modeled by multiple breaks. Consequently, this paper will only 
consider break inhomogeneities.

To characterize breaks within a time series, it is helpful to decompose the 
total variance of the time series into two terms: the internal and the external 
variance. Consider a time series with k breaks dividing it into k + 1 subperiods 
(Fig. 1). In this concept, the variance within the subperiods is referred to as the 
internal variance, whereas the variance between the means of different 
subperiods is the external variance. The decomposition with the maximum 
external variance defines the optimum positions of breaks for a given number of 
breaks.

Fig. 1. Sketch to illustrate the occurrence of breaks in climate records and the related 
expressions, internal and external variance.

As we use internal and external variance as the basic concept to 
characterize breaks, an exact quantitative formulation is necessary. Lindau 
(2003) discussed the decomposition of variance and showed that the total 
variance of a time series can be divided into three parts:

1
n — 1

N nj N

Z Z(*y - =i S - *)2;= i7 = 1 t=i

1
h—n

N nj

i = 1 1 = 1
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In Eq. (1), the variance of a time series of length n is considered. It 
contains N subperiods, each comprising n, members. Individual members are 
denoted by jc,y, where i specifies the subperiod and j  the temporal order within 
the respective subperiod. The mean of the zth subperiod is denoted by xj and 
the overall mean of the entire time series by x, without any index. The total 
variance on the left hand side is decomposed into the three parts on the right 
hand side of Eq. (1). These are equal to the external and the internal variance 
plus, as third term, the error of the total mean. As the last term is constant for 
a given time series, the sum of internal and external variance is constant, too. 
Consequently, we can formulate an alternative criterion for the optimum 
decomposition of a time series into subsegments being a minimum internal 
variance.

However, two problems arise. The first is of practical nature. The 
number of possible decompositions is normally too large for a simple test of 
all permutations. The second is rather fundamental. For a fixed number of 
breaks, the maximum external variance is actually a reasonable criterion for 
the optimum decomposition. However, it is obvious that for zero breaks, the 
entire variance is internal, whereas it is fully external for n- 1 breaks. During 
the transition from 0 to n -\  breaks, more and more variance is converted 
from internal to external, so that the internal variance is a monotonously 
falling function of the break number k. Consequently, we need a second 
criterion for the optimum number of breaks. As this is the critical problem for 
any multiple-breakpoint detection algorithm, the discussion and proposed 
solution of this problem built the major part of this paper. However, initially 
also the first minor problem and its solution are shortly described in the 
following.

There exists a large number of possibilities to decompose a time series of 
length n into a fixed number of N subsegments: it is equal to Even for a
moderate length of «=100 and ten subsegments, there are already more than 
1012 combinations, so that the testing of all permutations is mostly not feasible. 
This problem is already solved by the so-called dynamic programming method, 
firstly inspired by Bellman (1954). Originally designed for economic problems, 
this method is by now established in many different disciplines, in climate 
research (Caussinus and Mestre, 2004) as well as in biogenetics (Picard et al., 
2005). As we will also use dynamic programming later on, we describe shortly 
how we applied this technique.
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2. Dynamic programming

We begin with the optimum solution for a single break point. In this case, simple 
testing of all possibilities is still feasible as only n-\ permutations exist. 
Afterwards, the best break position together with its respective internal variance 
is known. The basic idea is now to find an optimum decomposition not only for 
the entire time series, but also for all truncated variants of any length /. There 
exist n~ 1 variants, all beginning with the first time point. The first variant ends 
at the second time point, the second at the third time point, and the last variant is 
equal to the entire time series. For each of these variants an optimum position of 
a single breakpoint is searched and stored together with the criterion on which 
the decision is made, i.e., its internal variance. In the next step we consider what 
happens if the truncated variants are filled up to the original length n. In this 
case the internal variance consists of two contributions: that of the truncated 
variant, plus that of the added rest. For this step, it is, of course, necessary that 
the used criterion is additive, which is fulfilled for variances. Consequently, we 
can test a number of n- 1 filled-up variants. That variant, where the combined 
internal variance is minimal, is then the optimum solution for two break points. 
The first break is situated within the truncated time series; the second is equal to 
the length / of the truncated series itself, because here is the break between the 
two combined time series.

To expand the method from two to three and more breaks, some more 
work is necessary already at the beginning. So far the truncated variants are 
always filled up to the entire length n. But the starting point for the proceeding 
from one to two breaks are, as described above, known previous solutions for 
all lengths. Consequently, to proceed from two to three breaks, we need not 
only the best two-break solution for the entire length «, but the solutions for 
every length. Thus, also all shorter fillings are performed so that we obtain the 
optimum two-break solution not only for the final time series length n, but also 
for every shorter length between 2 and n. This set of solutions is then used 
accordingly as basis to find the three-break solution. Filling up the time series 
to the full length would be sufficient if we want to stop at three breaks. 
However, if the method should be continued to higher break numbers, again a 
full set of three-break solutions is needed.

Thus, the solution for k breaks is found by testing only n— 1 truncated and 
refilled optima, where the truncated part contains already the optimum 
distribution of k - 1 breaks. To perpetuate the method for k+1 breaks, each 
truncated optimum has to be refilled to all possible length so that a number of 
cases in the order of n~ has to be calculated. This reduces the number of cases 
from the order of Q ) to n ,  which facilitates a much faster processing.
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3. Outline o f the paper

In the above described way, the optimum positions for a given number of breaks 
can be calculated. Minimum internal variance is serving as criterion, and 
dynamic programming avoids a time consuming exhaustive search. However, as 
mentioned above, there is still a problem left. The absolute minimum of internal 
variance being equal to zero would be attained by inserting n— 1 breaks into the 
time series, which is obviously not the optimum solution. Instead, we need to 
define which number of breaks is appropriate.

A state-of-the-art method for detecting breaks is PRODIGE (Caussimts and 
Mestre, 2004). Although using a log-likelihood method, it is based on the 
minimization of the internal variance and does not differ essentially from the 
procedure described here so far. PRODIGE uses a penalty term to ensure that 
the search stops at a reasonable number of breaks. This penalty term is adopted 
from Caussimts and Lyazrhi (1997). Similar to PRODIGE, Picard et al. (2005) 
applied a log-likelihood method to minimize the internal variance, but 
developed a specific penalty term. Before, they discussed different commonly 
used penalty terms, such as the Information Criteria AIC and BIC, based on 
Akaike (1973), and found that these penalty terms suffer from different 
weaknesses.

In the remaining part of this study, we derive an alternative stop criterion 
based on the idea that the external variance is the key parameter, which defines 
the optimum solutions. We will use the characteristics of a random standard 
normal distributed time series as reference. Only if the optimum solution for an 
additionally inserted break gains significantly more external variance than the 
expected amount for a random time series, an increased break number is 
justified. Thus, it is necessary to describe mathematically how the external 
variance of random data increases with increasing number of breaks, so that it 
can be used as reference for real data.

In a first step, we derive the statistical distribution that can be expected for 
the external variance v. In Section 4, we show theoretically that the yj 
distribution would be a good candidate. In Section 5, we show by empirical tests 
that the related Beta distribution is even better suited to describe the external 
variance. To identify the optimum solution for the decomposition, we use, as 
mentioned, the maximum external variance. Consequently, we have to find the 
maximum value within a Beta distribution, identical to its exceeding probability, 
which is performed in Section 6. For that purpose, the definite integral of the 
Beta distribution, known as the incomplete Beta function, has to be solved. 
From this formulation, the rate of change of the external variance v for growing 
break numbers k is derived in Section 7. This derivative dv/dk is then integrated 
and a formulation for v(k) is presented.

In its differential form our solution shows much formal similarities to the 
penalty function used in Caussius and Mestre (2004), but it differs numerically
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and exhibits more details. In Section 8 we discuss these differences and propose 
finally a revision.

4. Theoretical characteristics o f random data

Consider a random standard normal distributed time series N(0,1) with k breaks 
inserted, so that the number of segments N  is:

N = k + 1 . (2)

According to Eq. (1) the external variance v is:

1 N
v = -V  m (xt -  x )2 . (3)

n i—i
; = i

As standard normal distributed data is considered, x = 0 and ax= 1. 
Furthermore, we are interested here in the statistics of external variance for 
many realizations as produced by ~ permutations of break positions for a
fixed number of breaks. Averages over these permutations are denoted by 
brackets, whereas averages over individual data points within a time segment are 
overlined.

[v] = I t*  x(2n L—ii=l
(4)

Consider now the segment averages xu which are the critical constituents 
of [v] in Eq. (4). Their expected mean is equal to zero, since random data with x  
= 0 is assumed. Only the finite number of segment members causes the segment 
means to scatter randomly around zero. As the members of a segment are 
standard normal distributed, the standard deviation of any segment mean is 
equal to 1/Jrq.

N (5)

If the segment means are multiplied by the square root of the number of 
segment members (Eq. (6)), the distribution is broadened in such a way that a 
standard normal distribution is obtained. These modified means can be defined
as to yh



Vi : = yf^iXi ~ N (0,1) (6)

Inserting this definition into Eq. (4) leads to:

M  =
L i =  l

N -  1 _  k 
n n (7)

The second equal sign in Eq. (7) follows, because the squared sum over 
standard normal distributed data is AM, which is directly evident from the 
definition of standard deviation. Furthermore, the brackets can be omitted as 
both the total length of the time series n and the number of segments N  are 
constants for all permutations subsumed under the brackets. The last equal sign 
follows from Eq. (2), which just states that there is always one segment more 
than breaks.

From Eq. (7), we can conclude the following. The average external 
variance increases linearly with the number of inserted breaks k. Such a linear
increase of v could be expected if one of the ^  segmentation possibilities
for a given number of breaks is chosen randomly. However, actually we select 
always the optimum segmentation as given by the above described dynamic 
programming. Consequently, we are less interested in the expected mean, but in 
the best of several attempts. In order to conclude such an extreme, the 
distribution has to be known.

For this purpose, let us go back to Eq. (3) where we insert again Eq. (6). It 
follows the same relationship as given in Eq. (7), but without averaging 
brackets, according to:

N

v = -  V yt2 . (8)n i—ii=1

It is striking that Eq. (8) is nearly identical to the definition of a %2 
distribution, which is as follows: N  values are randomly taken out of a standard 
normal distribution, which are then squared and added up. By repeating this 
procedure several times, these square sums form a yj distribution with N being 
the number of degrees of freedom. Remembering that y, is standard normal 
distributed, it becomes obvious that Eq. (8) reproduces this definition. The 
difference is that we divide finally by n. But, hereby, no substantial change is 
performed, as n is a constant equal to the length of the considered time series.
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Consequently, we can conclude that v (actually nv), must be %2 distributed with k 
being the degree of freedom, according to:

However, there is an important restriction of this rule. As v is normalized, it is 
confined between 0 and 1, whereas normal distributed data have no upper limit. 
The number of breaks k is inversely proportional to the number of segment 
members Therefore, the standard deviation of segment averages (Eq. (5)), is 
small compared to 1 for low break numbers. In this case the normal distribution is a 
good approximation for x^. However, with increasing break number, n, decreases 
so that the standard deviation is approaching 1. Assume, e.g., a time series of length 
100 with 25 breaks, n, is then in the order of 4, so that the standard deviation of the 
x^  becomes 0.5 (Eq. (5)). Assuming still a normal distribution is no longer 
appropriate, as the true frequency for x^= 1 is zero by definition, whereas the 
nonnal distribution at 2 standard deviations is not exactly zero. For the distribution 
of v it means that we have to expect a kind of confined distribution, which is 
defined exclusively between zero and one. In the next chapter, we will show 
empirically that this is a Beta distribution. For this purpose, we verify in the 
following our theoretical considerations by practical tests with random data.

5. Empirical tests with random data

Typical climate time series contain at least 100 data points, which is preventing 
in general the explicit calculation of the entire distribution as discussed above. 
However, for n= 20, this is still possible and carried out in the following to 
check our theoretical conclusions. Fig. 2 shows the development of the external 
variance v as a function of the number of inserted breaks k.

To obtain statistical quantities, 100 repetitions have been performed. The 
mean amount of v increases linearly with k, as stated in Eq. (7). Additionally, the 
minimum and maximum are given for each number of breaks. In realistic cases, 
i.e., for larger n, the maximum can only be determined by dynamic 
programming; here the entire distribution could be explicitly calculated. In the 
following, it is our aim to find a mathematical function determining how the 
maximum external variance is growing with increasing number of breaks. A first 
approximation of this solution is already visible in Fig. 2. Three estimates are 
given for the maximum external variance. The central one, where an exponent of 
4 is assumed, is in good agreement with the data. Obviously, the external 
variance v is connected to the break number k by the approximate function:
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Break number k

Fig. 2. Mean (0), m aximum (+), and m inim um  (- )  external variance as a function o f  
inserted breaks for an n  = 21 year random tim e series. For the maximum, three estim ates 
are given: l - v = ( l -  k  )', for i = 3 , 4, 5, w here k  = k / ( n - 1) is the norm alized break num ber. 
For 20 breaks, v reaches not 1, but 0.95, because a fraction o f  l / ( « - l )  is covered by the 
error o f  the total mean, as given in Eq. (1).

For each break number, Fig. 2 gives minimum and maximum of the 
external variance for 100 repetitions. Between these extremes we expect a kind 
of confined y 2 distribution. As the shown result is based on numerical 
calculations, we are able to check our theory. Fig. 3 shows exemplarily the 
distribution as obtained from a Monte Carlo experiment for 7 breaks. 
Differences to the corresponding y 2 distribution are not large, but noticeable, 
especially at the tail of the distribution, where the maximum value, we are 
interested in, occurs. In contrast, the Beta distribution with 7 degrees of freedom 
is in good agreement with the data. Confirmed by tests with further break 
numbers, we assume in the following that the external variance is generally Beta 
distributed. The Beta distribution is formally given by:



with p denoting the probability density, v the external variance, and £ the Beta 
function defined as:

B(a, b) r ( a )  r ( f e )

f (a  + b) (12)

with T denoting the Gamma function.

External variance v

0.0 0.2 0.4 0.6 0.8 1.0

0.25

3 £

■ 2

0.00

0 4 8 12 16 20

20 x External variance v

Fig. 3. Probability density for the y 2 distribution, as given in Eq. (9) for k = l  (thick line). 
Furthermore, the 20 Beta distributions (thin), and the distribution o f  random data 
(crosses) are given. As expected, the data deviates slightly  from the y j - 1  and fits well to 
the Beta-7 curve. The lower abscissa and the left ordinate is valid for the y 2 distribution. 
The upper v-abscissa and the right ordinate are valid for the Beta distribution and the 
normalized random  data.
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6. The incomplete Beta f  unction

By Eq. (11) we are so far able to describe the distribution of the external 
variance v depending on length n and break number k. However, it is the 
maximum of v, which defines the optimum decomposition. Therefore, we need 
to find the maximum value of Eq. (11), or in other words, the exceeding 
probability of the Beta distribution, as given by:

V

P(v) = 1 — J  pdv , (13)
o

where the definite integral over a Beta distribution has to be solved, which is 
referred to as the incomplete Beta function B(a,b,v). With this substitution 
Eq. (13) reads:

For whole numbers the incomplete Beta function is obviously solvable by 
integration by parts, and the solution is:

(15)

By comparing the arguments of the Beta function in Eq. (14) with those in 
Eq. (15), it follows:

(16)

and

n — 1 — k
----- ------- - m — i + 1 ( 1 7 )

Inserting Eq. (16) in Eq. (17) we have:

13



( 18 )

Since the variables i and m are defined as integers, Eq. (14) is solvable for even 
k and odd n. Replacing n and k in Eq. (14) by i and m, it follows:

Using Eq. (15), the solution is:

m

P (v) = 1 — ^  ~ v )m~l . (20)
l=i

Now we are aiming to replace the 1 in Eq. (20) by using the binomial definition, 
which is as follows:

m

= (a + b)m . (21)
( = 0

With a being v and b being 1- v it follows:

m

y  ( y  v ‘( l  -  v )m~l = (v + (1 — v ))m -  1 , (22)
1 =  0

so that it is actually possible to replace the 1 in Eq. (20) by a sum from zero to m:

m m

P{v) = y  ("*) v l (1 -  v )m~l -  V ) y' (1 -  v )m~l . (23)
/ =  0 l = i

Calculating the sum from zero to m minus the sum from i to m, the sum from 
zero to (-1 is remaining:

Eq. (24) gives the exceeding probability as a function of external variance 
for any even break number k=2i. Let us again check the obtained equation

14



numerically by a Monte Carlo computation. For this purpose we create a random 
time series of the length «=21 and search for the combination of 4 breaks that 
produces the maximum external variance. Fig. 4 shows the result as obtained by
1000 repetitions. As each individual time series contains  ̂ 1) = ^ ^ = 4 8 4 5
possibilities of decomposition, we are dealing with a sample size of 4,845,000. 
Two conclusions can be drawn. First, the data is in good agreement with 
Eq. (24). Second, the effective number of combinations is much smaller than the 
nominal.

To the first conclusion: In Fig. 4, vertical lines from ln(0)=l are drawn 
down to the exceeding probability that is found in the numerical test data. Thus, 
the edge of the shaded area gives the probability function for a certain maximum 
external variance. The according theoretical function as derived from Eq. (24) is 
given alternatively as a curve. The chosen numbers of «=21 and k=4 can be 
transformed by Eqs. (16) and (18) to «? = 9 and i=2. Inserted into Eq. (24) it 
follows for the depicted example:

P(v) = (1 -  v ) 9  + 9v (1 -  v ) 8  . (25)

0.0 0 .588  0.735 1.0

External  v a r i a n c e  v

Fig. 4. Logarithmic exceeding probability as a function o f external variance for 4 breaks 
within a 21-year time series. Vertical lines are drawn down from ln(0)=l to the 
probability found for random  data. The theoretical probability as generally given in 
Eq. (24) and specified in Eq. (25) is given by a curve. Two special data pairs are 
indicated, which are discussed in the text.
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Fig. 4 shows that the data fits well to Eq. (25) if the probability is not 
too extreme. For such low probability it is not surprising that the limited 
Monte Carlo dataset shows more scatter and randomly deviates from the 
theory.

To the second conclusion: Two reading examples are given in Fig. 4. One 
starts from the exceeding probability of 2.064x10^ (In (0.0002) = -8.5). This
value is equal to (2̂0) , the reciprocal of the nominal number of combinations
for «=21 and k=4. If all combinations were independent, we could expect a 
maximum external variance of 0.7350. However, this is not the actually true 
value, which is already determined as 0.5876 (Fig. 2). But we can draw the 
reverse conclusion: What must be the effective number of combinations for the 
known external variance? We obtain a value of 4.777* 10"3, which is 23 times 
larger than the starting point. The conclusion is that the effective number of 
combinations for this special case («=21, k = 4) is 23 times smaller than the 
nominal one, which is equal to (20). The dependency of different solutions is
reasonable. Shifting only one break position by one time step creates already a 
new break combination. However, its external variance will not deviate much 
from the original.

7. The relative change o f  variance as a function o f increased break number

After confirming Eq. (24) by test data, we can assume its general validity and 
turn towards more realistic lengths. Fig. 5 shows the graphs of Eq. (24) for 
«=101 and all even k from 2 to 20. As in Fig. 4, the number of independent 
combinations is estimated by a reversal conclusion from the known results of the 
maximum external variance. (In this case the results stem from a dynamic 
programming search as the length of « = 101 is too large for an explicit all- 
permutations-search of the maximum as it was possible for « = 21.)

The following question arises: What is the rate of change of the variance, if 
the number of breaks is increased? Obviously, there are two contributions. First, 
we skip from the graph in Fig. 5 valid for k breaks to the next one valid for k+2. 
This causes a certain increase in the external variance, even if the number of 
combinations would remain constant. Second, there is certainly an increased 
number of permutations, although we showed that the effective number is 
always smaller than the nominal one.

Fig. 6 gives a sketch of the situation to illustrate how the mathematical 
formulations for the two components are derived in detail. The exceeding 
probability P for two arbitrary even break numbers is depicted. To determine the 
first contribution, we need to know the distance between two neighboring curves 
in v-direction for a fixed P (v l— vO in Fig. 6).

16



Fig. 5. As Fig. 4, but for a 101-year time series and for the ten different break numbers 
from 2, 4, 6, ... , 20. The known external variances for each break number are retranslated 
into the observed effective exceeding probabilities given as the column at the right edge.

External variance v

As Eq. (24) is difficult to solve for v, we estimate the v -distance by the P- 
distance, which is divided by the slope 5 :

Using the respective /-indices for PI and P0 (see Fig. 6 ) we can rewrite:

This first part of dv/di arises because different functions of P(v) has to be used. 
We introduce C/and refer to it the following as the function contribution:

(28)

17

so that Eq. (27) can be rewritten:



(29)

The second contribution is the increase of v due to the total decrease of P (v2 -  vl 
in Fig. 6 ). Geometrically, this can be perceived as a walk down the respective 
curve.

(30)

(31)

This second part of dv/di depends on the increased number of decomposing 
permutations with growing /. Consequently, we refer to the numerator as 
number contribution C„, according to:

Cn = ln(Pi+1 (y)) -  ln{Pi(y)) , (32)

and it follows:

(33)

In both cases, changes in P are translated into v by the slope of the curves. This 
is appropriate if the curvatures are small and the slopes remain nearly constant. 
For the relevant parts of the curves this is a good approximation (Fig. 5).
Finally, we can summarize Eq. (29) and Eq. (33) to:

(34)

To determine dv/di, we obviously need three terms, the slope 5, the function 
contribution Cf, and the number contribution C„. These three terms are derived 
in the following subsections.
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External variance

Fig. 6. Sketch to illustrate the total gain o f external variance from  vO to v2, when the 
number o f  breaks k  is increased by 2, i.e., from i to z'+l. The first contribution ( v l -  vO) 
depends on the horizontal distance o f the two curves. This contribution is derived in the text 
by the vertical distance C/ and the slope o f  the curve. The second contribution (v2-v7) 
occurs due to the increase o f  possible combinations when the break num ber is increased. As 
for the first contribution, it is translated from C„ by using the slope o f  the depicted curves.

7.1. The slope

The slope s of the logarithm of Eq. (24) as it is depicted in Figs. 5 and 6  is equal 
to:

s F  (ln(P(v)))
1 dP(v) 

P(y) dv

With Eq. (13) it follows:

p(t?)
P( v)

(35)

(36)

Replacing n and k by m and i and using the result of Appendix A we can rewrite 
Eq. (11) to:
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p(v) = v l~1 (1 — v )m~l (m — i + 1) (. ™ ̂  

Inserting Eq. (24) and Eq. (37) into Eq. (36), it follows: 

u 1“1 (1 — v )m~l (m — i + 1)

(37)

s =
2 : ;  ( ( 7 )  i>‘a  -  v ) - - ‘)

(38)

In Appendix B we show that the last summand is a good approximation for the 
sum occurring in the denominator and it follows:

s =
v l 1 (1 — v )m 1 {m — i + 1) ™

G - i )  vi~1 ( 1_y)
m -i+ l

(39)

which can be reduced to:

m — t + 1
s = -

1 — 17

After replacing again m and i by n and k it follows:

n — 1 — k

(40)

s = —
2 (1 -  17) '

(41)

7.2. The function contribution

With Eq. (24) the vertical distance between two neighboring curves as given in 
Fig. 6 is:

Cf = ln(Pi+1) — (n(P;) = In

oII (7)1 17( ( 1  — 17)m  l \

rH o
 

1 
II (7)| 17( ( 1  — V ) m ~ l I

(42)

We use again Appendix B and approximate the sums by their last summand:

Cf = Inl 'cr:) v l (1 — v )m 1 \

VC-JV1- 1 (1 -  17)m - i +  1 J (43)
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which can be reduced to:

( c7)" )
I g - i )  ( 1  -  v ) J

The ratio of consecutive binomial coefficients is equal to (m-i+\)/i:

Replacing m and i again by n and k, it follows:

7.3. The number contribution

2 1

The nominal number of combinations grows with growing k from (n to

~ l). This corresponds to a factor of (n-\-k)/k. However, in Fig. 4 we show
exemplarily for k = 4 that the effective number of combinations is lower. In 
Fig. 5 the decrease of ln(P(v)) due to the increase of the effective number of 
combinations is given in a column at right edge for the even k from 2 to 20. 
From these numbers we derived the actual decreasing factor Cn -  Ain(P(v)) and 
compared it with the nominal (Table 1). The nominal decreasing factor for

P1: 1) k
A/r = 1 is equal to the reciprocal of the growth ot combinations n̂_1, = n_1_k ■

U+i/ n
Here we need its logarithm; and as the effective decreasing factor is only 
available for every second k, nom = -21n((n-l-k)/k) is the proper reference.

From Table 1 we can extract that the ratio between the effective and 
nominal factor is rather constant with r ~ 0.4, but slightly growing with 
increasing break number. The growth will be discussed in detail in Appendix C, 
for the time being we can summarize:



Table I. From F ig. 5, C„, the effective  decrease o f ln(P(v)) for the transition from  k  to k+2 
is taken. It is com pared to the nom inal decrease equal to - 2  \n ( (n - l- k ) /k ) .  Finally, the 
ratio r  between the effective and nom inal factor is given

k, k2 k eff = A In (P(v)) nom = -2  ln((n--1—k)/k) r = eff/nom
2 4 3 -2 .5 5 2 -6.952 0.367

4 6 5 -2 .1 8 6 -5.889 0.371

6 8 7 -1 .9 6 3 -5.173 0.379

8 10 9 -1 .765 -4.627 0.381

10 12 11 -1 .645 -4.181 0.393

12 14 13 -1 .5 1 4 -3.802 0.398

14 16 15 -1 .435 -3.469 0.414

16 18 17 -1.363 -3.171 0.430
18 20 19 -1 .2 9 2 -2.900 0.446

7.4. The differential equation and its solution

The rate of change of v with regard to k is only half of that with regard to i 
(compare Eq. (16)):

dv dv di 1 dv
dk di dk 2  di

Using Eq. (34) it follows:

dv 1 Cn — Cf
dk 2  s

(48)

(49)

Inserting our findings for the slope s (Eq. (41)) and for the two contributions Cf 
and C„ (Eqs. (46) and (47)), the growth of v with growing k is given by:

Reducing the fractions under the logarithms by n—1 leads to the normalized 
break number k , defined as:

k*
k

7 1 - 1
(51)
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At the same time, the differential dk has to be replaced by:

dk = (n — 1 ) dk*

so that Eq. (50) may be rewritten in normalized form:

(52)

The final main question is now: What is the solution of Eq. (53)? Let us make a 
first approach to the solution by a very rough estimate for small k .

a ~ 2 r  ln(ri) + Zn(4) «  2 -0 .4  ln(1 0 0 ) + Zn(4) = 5.07 . (55)

If a  were actually constant, the integration of Eq. (54) would be easy:

1
1 — 17

dv
1 - k *

d k *

— /n (l — v) = — a ln( 1  — k*) ,

(56)

(57)

1 - 1 7  = (1 -  k*)a , (58)

which is rather similar to the already known approximate solution (Eq. (10)), 
except that the exponent found in Eq. (55) is higher. This already shows that the 
assumptions made to estimate s, Cf, and C„ were reasonable.

For a more accurate solution let us go back to the performance of the 
random data that we already used above to verify our theory. By these data we 
can check how well the rough estimate of a constant a  is fulfilled in reality. 
Fig. 7 shows that such an estimate is actually not too bad, which is the reason

23

1 — k* dv / 1  — k*\ /(1  — k *) v \
------- 3 7 7  = 2r l n l ——— ) + l n \-——-------- = a = -C n + Cf . (54)1 v dk* \ k* ) \ k * ( l - v ) J  71 r

The first logarithm constituting a , i.e., -C„, is for small k* in the order of 
ln(tt) and it decreases with increasing k . The second, C/, is in the order of 
In(v /k). Because we know already the approximate solution being 1—v ~  (1- 
k*)4, we can estimate the second term to about ln(4) (compare Eq. (78) in 
Appendix B). In contrast to the first term, this term increases with increasing k* 
(see Appendix C), because 1-v is decreasing faster than 1 - k . Assuming n = 
1 0 1 , an estimate for a  is:



for Eq. (58) being rather close to the true solution. For a more precise solution, 
we fit a function to a{k ) and obtain:

which is easy to integrate. Its solution is:

1 — v  = (1 — k*Y
1 -  k' bk*

with a = 2 ln(5) + 1/2 and b = -1/2.

Normalised breaks k* = k / ( n - l )

(61)

Fig. 7. Exponent a  as given in Eq. (54) as a function o f  the normalized break num ber k ’ 
for random data (crosses). These data consists o f  1000 random  101-year tim e series. The 
vertical bars connect the 90 and 95 percentiles. The thin line is giving the function 
according to Eq. (59).
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In Fig. 7, the function for the exponent a  as given in Eq. (59) fits well to 
the results derived from random data. However, the relative gain of external 
variance is larger for even values compared to their uneven neighbors, 
especially for low values. This feature is reasonable, as it needs always a pair 
of breaks to isolate a subsegment. To produce the data, we performed 1000 
repetitions, mainly to reduce the scatter. However, the repetitions can also be 
exploited to derive the variability of the solution. Consequently, not only the 
mean, but also the 90 and 95 percentiles are given. The average exponent starts 
for low normalized break numbers at about 5. This means that the external 
variance grows at the beginning 5 times faster than the normalized break 
number. This behavior is found for random data. When such a variance growth 
will occur in real data, we can be rather sure that no true break is present as it 
is normal for random data which has by definition no real break. The 95 
percentile is for the first breaks as large as nearly 10. Thus, in only 5% of the 
cases, the external variance grows by a factor of more than 10 times faster than 
k . Hence, this value can be used as limit to distinguish true from spurious 
breaks. For the first break numbers it reaches nearly 10, decreasing rapidly to 
about 5 for k =0.1.

8. Discussion of the penalty term

Within the homogenization algorithm PROD1GE (Caussimis and Mestre, 2004), 
the following expression is minimized to estimate the number of predicted 
breaks.

Ck(Y) = In
S i U O W ) 2 )

+
2 (k + l) 

n — 1
ln(ji) = min . (62)

The numeric value of Ck(Y) depends on the data Y and the number of breaks k 
and consists of two opposite contributions. Firstly, the logarithm of the 
normalized internal variance, and secondly, a penalty term, originally proposed 
by Caussinus and Lyazrhi (1997). Whereas the first is decreasing with larger k. 
the second is increasing. Using our notations for the same terms, Eq. (62) can be 
rewritten as:

, 2k
ln (l — v) + ------- /n(n) = min . (63)

n — 1

In Eq. (63), we combined k and /, the number of breaks and the number of 
outliers to a single number. Splitting off an outlier is identical to the separation 
of a subperiod of length 1. Consequently, it is not necessary to treat outliers
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separately. If we further use the normalized break number k* according to 
Eq. (51) instead of k, we can rewrite:

ln (l — i?) + 2k* ln(n) = min (64)

To find the break number k* for which the expression is minimal, the first 
derivative with respect to k■ is set to zero:

1 dv
1 — v dk

-  + 2 ln(n) = 0 (65)

which can be rewritten to:

1 dv
1 — v dk* 2 ln{n) (66)

For a given time series, the length n is constant. Consequently, we can conclude 
from Eq. (66), that PRODIGE uses a fixed number, equal to 2 ln(n), as stop 
criterion. If the relative gain of the external variance falls below that constant, 
no further breaks are added and the final break number is reached. However, 
from Eq. (59) we know the function for the relative gain of external variance in 
detail; it just has to be divided by 1 - k  .

Fig. 8 shows this function for a time series of length 101. Additionally, six 
exceeding values for probabilities from 1/4 to 1/128 are given, based on 5000 
repetitions. These curves are approximately equidistant. For comparison, the 
constant as proposed by Caussinus and Mestre (2004) and rewritten in Eq. (66) 
is given, which is about 9 (exactly 2 ln( 101)) for n = 101.

As the exceeding values are computed for random data, they can be 
interpreted as error probability. The 1% error line (exactly 1/128) at the upper 
end of the family of curves in Fig. 8 starts at a variance gain of about 15, and 
reaches, for A; = 0.1, a value of about 8.

In the climatologically interesting range of small k*, the numeric value of 
the mean variance gain (lowest line in Fig. 8) is equal to about 5 and can be 
interpreted as following. For random data, which contains no break by 
definition, the relative external variance grows on average with each 
additionally inserted break 5 times faster than expected by a simple linear 
approach. Such a linear approach just supposes that each break adds the same 
amount of external variance. For n = 101 this would be one percent per break. In 
reality, the data contains larger jumps just by chance, comprising not only 1%,

1 — v dk*
1 dv

(67)
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but 5% of the remaining variance. In seldom cases, these highest jumps contain 
even 15% of the remaining variance, but the probability for that is only about 
1% (uppermost line in Fig. 8). As the number of tentatively inserted breaks is 
growing, the highest jumps are already used before, so that the amount of the 
remaining decreases. Increasing the break number from 9 to 10 (A: =0.1) gains 
in average still 5%, as for the lowest break numbers, but the maximum value, 
exceeded in 1% of the cases, drops from 15% to 8%.

0.0 0.2 0.4 0.6 0.8 1.0

Normalised break number k* =  k / ( n - 1 )

Fig. 8. Relative gain of external variance as a function of normalized breaks k* for a time 
series length of n = 101. The dashed fat curve denotes the theoretical value as given by 
Eq. (67). The solid thin curves are showing the data results as obtained by 5000 
repetitions. The lowest indicates the mean, which is largely congruent with the theory. 
The upper ones give the exceeding value for probabilities from 2% 2~3, ... , 2~7. For 
comparison, the constant 2 ln(«) proposed as stop criterion by Caussinus and Lyazrhi 
(1997) is given by the horizontal line.

The Lyazrhi constant of 2 In(n) as proposed by Caussinus and Mestre 
(2004) is equal to about 9 for n = 101. At the beginning, i.e. for one break, this 
value lies in the middle of the family of error curves in Fig. 8. Thus, it 
corresponds here to an error of about 5%. At k = 0.08, i.e. for 8 breaks, the 
horizontal line is leaving the area covered by error curves. Thus, the error level 
decreases below 1%. Assuming continued equidistance, the horizontal line will 
reach areas with errors of less than 0.1% at k =0.15. Thus, for low break 
numbers, PRODIGE accepts breaks, even if the error is relatively high (about
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5%). In contrast, higher break numbers are effectively suppressed. Only breaks 
are accepted that add an amount of variance, which would occur randomly with 
a probability of less than 1%.

The choice of the Lyazrhi constant appears to be rather artful. For the first 
breaks, it allows errors of about 5%, which is a widely accepted error margin. 
However, for more than 8 breaks (within a time series of 101 data points), the 
method is much more rigid. Obviously, the preexisting knowledge is used that 
such high numbers of breaks are per se unlikely, so that a suppression is 
reasonable.

In Fig. 9, the corresponding features for shorter time series (n = 21) are 
given. Compared to n = 101, the average variance gain remains unchanged, 
showing that Eq. (67) is universally valid. However, the exceeding values 
increase, and the distances between the error curves grow by a factor of 5. This 
indicates that the growing factor is inversely proportional to the time series 
length n. In contrast, the Lyazrhi constant even decrease, although only slightly 
due to its logarithmic form. The direction of change of the Lyazrhi constant for 
different time series length is contradicting our findings for random data and 
should be studied further. However, instrumental climate records comprise often 
about 100 data points, and for such lengths the constant is chosen rather well.

Normalised break num ber  k* =  k / ( n - 1 )

Fig. 9. As Fig. 8, but for « = 21. The average variance gain remains unchanged compared 
to Fig. 8, because Eq. (67) is universally valid. However, the exceeding values increase 
inversely proportional to n. In contrast, the constant of Caussinus and Lyzrhi (1997) 
decreases with decreasing n.
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9. Conclusions

The externa] variance, defined as the variance of the subperiods' means, is 
shown to be the key parameter to detect breaks in climate records. Maximum 
external variance indicates the most probable combination of break positions. 
We analyzed the characteristics of the external variance occurring in random 
data and derived a mathematical formulation (Eq. (61)) for the growth of its 
maximum with increasing number of assumed breaks. As random data includes 
by definition no break, this knowledge can be used as null hypothesis to separate 
true breaks in real climate records more accurately from noise. In this way, it 
helps to enhance the valuable information from historical data.
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Appendix A

Consider the Beta function in Eq. (11): 

k n — 1 — Ad
B {V B {i, m -  i + 1)

f ( 0  f(m  -  i + 1) (i — 1)! (m — i)\
mlr(t + m — i + 1)

Multiplication of both the numerator and denominator with m-i+1 leads to:

(68)

B
k n — 1 — k\ (i — 1)! (m — i + 1)!

(m — i + 1) m!
(69)

Remembering the definition of binomial coefficients being Q )  = (
we can write:

k n — 1 — k 
2 ’  2 = (<m -  ( +  1) ( f Z * J ) (70)
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Appendix B

Consider the individual summands of the sum as defined in Eq. (24). The factor 
of change/between a certain summand and its successor is:

/  = /  m  \
(/. _  i )  ( i  ~  v)

(71)

where /,- runs from zero to /'. The ratio of consecutive binomial coefficients can 
be replaced, and it follows:

( m - l i  + l ) v  
'  ~  Z i ( l - v )

m and i can be replaced by n and k:

_  (n -  1 -  lk) v
ika  -  v)

(72)

(73)

Inserting k instead of lk is a lower limit for /because (n - \- lk)/lk, the rate of 
change of the binomial coefficients, is decreasing monotonously with k\

(n — 1 — k) v 
k ( l  — v )

Normalize k by !/(«-!):

/  >
(1 -  k *) v 
k*( 1 -  v)

The approximate solution is known with 1—v = ( l-£*)4, see Eq. (10).

f  >
(1 k*) ( 1 - ( 1  - r ) 4) 

k*( 1 -  k*Y

(74)

(75)

(76)

1 -  (1 -  k*Y
k*( 1 -  k *)3 (77)

for k —» 0:

1 -  (1 -  4k*) 4k* 4
f  > k*(l -  3k*) ~  k*(l -  3k*) ~  1 -  3k* (78)
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for k

We can conclude that each element of the sum given in Eq. (24) is by a 
factor /  larger than the prior element. For small k the factor / i s  greater than 
about 4 and grows to infinity for large k . Consequently, we can approximate the 
sum by its last summand according to:

Once the solution for v(k*) is available (Eq. (61)), a more accurate 
estimation of the function contribution Cf is possible. So far, we approximated 
the sum given in Eq. (24) by its last summand, as discussed in Appendix B. Now 
we are able to check the impact of this approximation. Using the known 
solution, we calculated two versions of Cf. First, by taking into account only the 
last summand as in Eq. (43) and alternatively the complete term, as given in 
Eq. (42). Fig. 10 shows these two estimates of Cf as dashed lines. The upper one 
denotes the full solution, the lower the approximation. Their difference remains 
limited, which confirms our findings in Appendix B. As discussed in Eq. (55), 
Cf starts for low k at about ln(4) and rises to infinity for high k .

Concerning the number contribution C„, we applied so far only a rough 
estimate as given in Eq. (47), assuming a constant ratio between effective and 
nominal combination growths. Actual values for C„ are listed in Table 1 for low 
break numbers. However, they are numerically computable up to about k =0.75. 
In Fig. 10, these values for C„ are given as crosses. They are multiplied by -1, as 
-C„ contributes to the exponent a. We fitted a function of the form:

to the data, which is depicted by the lower full curve in Fig. 10, and obtained for 
the coefficients:

Appendix C

(81)

a/ = 0.5, bt = 0.55, ej = 0.4 .
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A similar fit to C f  is given by the upper full curve in Fig. 10. Here the 
coefficients are:

a2 = —1.0, b2 = - 0.15, c2 = 2.7

0.0 0.2 0.4 0.6 0.8 1.0

Normalised break number k* = k / ( n —1)

Fig. 10. Contributions of Cf and - C„ to the exponent =  ~  . The two dashed lines
are reconstructions of Cf from the known solution of v(k ), as given in Eq. (61). The solid 
line gives a fitted function for Cf. Crosses denote data for C„ connected likewise by a 
fitted curve. The sum of the two contributions is given by the fat line.

The sum of two curves yields then an alternative estimation for the exponent a. 
It is depicted as a fat line in Fig. 10 and characterized by the sum of the 
coefficients:

a3 = -  0.5, bj = 0.4, cj. = 3.1

This alternative estimate is in good agreement (please compare Fig. 7 lowest 
line with Fig. 10 uppermost fat line) with the solution derived directly from the 
data as given in Eq. (59), where the coefficients are:

a4 = -  0.5, bf = 0.5, c4 = 2 ln(5) = 3.2

We see that Eq. (59), so far directly based on a fit to the data, is as well 
understandable from the theory as the sum of the two contributions Qand-C„.
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ABSTRACT-The detection and correction of inhomogeneities in the climate series is of 
paramount importance for avoiding misleading conclusions in the study of climate 
variations. One simple way to address the problem of multiple shifts in the same series is 
to apply the tests on windows running along the series of anomalies. But it is not clear 
which of the available tests works better. 500 Monte Carlo simulations have been done 
for the ideal case of a 600 normally distributed terms (a 50 years series of monthly 
differences), with a single shift in the middle and magnitudes of 0 to 2 standard 
deviations (s) in steps of 0.2 5. The compared tests have been: 1) classical t-test; 2) 
standard normal homogeneity test; 3) two-phase regression; 4) Wilcoxon-Mann-Whitney 
test; 5) Durbin-Watson test (lag-1 serial correlation), and 6) squared relative mean 
difference (simpler than t-test and hence faster to compute). The criterion for qualifying 
the performance of each test was the ability to detect shifts without false alarms and to 
locate them at the correct point. Results indicate that, under these precise simulated 
conditions, the best test are the classical t-test, Alexandersson’s SNHT and SRMD, with 
almost identical results, followed by the Wilcoxon-Mann-Whitney test, while two phase 
regression and Durbin-Watson performances are very poor.

Key-words: homogenization, shift tests comparison, climatological series.

/. Introduction

Climatological series are very important for studying climate variability at all 
scales, but the climate signal is too often merged with unwanted variations due 
to changes in the type or exposure of the instruments, methods of observation, 
relocations of the stations, or changes in their surroundings.
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Many methodologies have been proposed so far to detect and correct these 
inhomogeneities, which commonly appear as either sudden shifts or smooth 
trends in relative series. These relative series are usually computed as difference 
or ratio series between the problem series and a reference, that can be an 
observed trusted homogeneous series or a synthetic one compiled from a 
selection of the nearest or more correlated stations. Reviews of the different 
methods can be seen in Easterling and Peterson (1992), Peterson et al. (1998), 
Aguilar et al. (2003), and Beaulieu et al. (2008).

Several comparisons of shift detection methods have been undertaken so 
far (Easterling and Peterson, 1995; Boss hard and Baudenbacher, 1997; Ducre- 
Robitaille et al., 2003; Beaulieu et al., 2008), their results being influenced by 
the type (shifts and/or local trends), number and position of the simulated 
inhomogeneities, differences in station variance and between-station correlation 
structure, series length, autocorrelation, and nonstationarity.

The frequent concurrence of several jumps in the same series makes their 
detection problematic. One simple way to address this problem is to apply the 
test on time moving windows. During the development of an automated 
homogenization function for the CL1MATOL R contributed package (Guijarro, 
2011a), the chosen approach for the detection of multiple change points was the 
application of a two-sample t-test for equal means to windows running along the 
series of anomalies (differences between the tested series and a synthetic 
reference series computed from neighboring stations). At this point, the question 
whether there were better detection tests emerged, but the available reviews are 
not fully conclusive, since the performance of the tests depends on the particular 
settings of the simulations and the significance threshold values chosen in each 
case, as it happens in the differing results of Ducre-Robitaille et al. (2003) and 
Beaulieu et al. (2008).

Therefore, new Monte Carlo experiments were designed to test the sensitivity 
and correctness of several algorithms in detecting and locating a shift in repeated 
series of white noise that simulate the ideal case of series of differences between a 
tested series with a single abrupt change in the mean and a homogeneous well 
correlated reference series. In this way we avoid the problems of simulating 
networks of observation or pairs of tested and reference stations as in the 
aforementioned evaluation exercises. Moreover, no a priori level of significance 
will be imposed, and location errors of the break point will be studied with no 
established thresholds of good/bad location. Next sections will explain this 
methodology, and the results of the tested algorithms will be discussed.

2. Methodology

500 series of 600 normally distributed terms (equivalent to tested minus 
reference monthly series of 50 years) were generated with the help of the R
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function rnorm (R Development Core Team, 2010). Single shifts were added to 
all of them just in the middle (from term 301) with magnitudes from 0 to 2 
standard deviations (5 ) in steps of 0.2 s, yielding a total of 5500 testing series. 
Six shift detection algorithms were applied on them, but not over the whole 
series, but on fixed width windows running along them. Different sample sizes 
were tried, from n= 1 to 5 years (12 to 60 terms in steps of 12), and since two 
samples were involved in the shift tests, window widths of 2, 4, 6, 8, and 10 
years were used. In this way, for n years sample size, every algorithm was tested 
600-24-n+l times in each of the 5500 series (from 577 times with 1 year 
samples to 481 for samples of 5 years). Fig. 1 shows an example series with a
0.8 5  shift.

S im u la ted  s e r ie s  o f  m on th ly  d ata  (w ith  a  0 .8  s  sh ift)

Fig. 1. Example of white noise difference series of 600 terms with a shift of 0.8 standard 
deviations in term 301.

The six algorithms tested were the following:

1. t-test: the classical test of mean differences of two samples.

2. SNHT: Alexandersson"s (1986) algorithm, but modified to test the middle 
point of the window only.
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3. TPR: two-phase regression, as formulated by Easterling and Peterson 
(1995).

4. WMW: Wilcoxon-Mann-Whitney test, which is similar to the Wilcoxon 
rank sums applied by Karl and Williams (1987) but as formulated by 
Gerard-Marchant and Stooksbury (2008), and divided by the number of 
terms to make it less dependent on the sample size.

5. DW: lag-1 Durbin-Watson test for serial correlation.

6. SRMD (squared relative mean difference): z = [ where and
m2 are the sample means and s is the standard deviation of the whole 
window.

The reference values of DW and t-test were their returned p-values, but 
log10 transformed and sign reversed to allow more friendly figures (they are 
called pV, by analogy with the alkalinity index pH  used in chemistry). Fig. 2 
displays the values returned by the six algorithms after being applied to a series 
similar to that in Fig. 1 on running windows of 10 years (sample sizes of 
5 years, i.e., 60 terms). Only the maximum value reached along the series, and 
its location (the middle point of the window giving that value) were retained for 
the statistical analysis of the results.

3. Results and discussion

The frequencies of the maximum values returned by the tests on each series and 
the errors of their corresponding locations (diagnosed break term minus 301) 
were analyzed statistically, and the results are shown graphically in form of 
boxplots, where each box summarizes 500 results. Fig. 3 shows the influence of 
window size on the results yielded by the t-Test. It is clear that sample sizes of 
12 terms are too small to allow the detection of shifts. If we take the value of the 
top whisker of the first box (homogeneous series) as a reasonable threshold to 
avoid false break detection, only roughly half of the 2 5 shifts would be 
identified. With wider windows the power of detection improves: the half of the 
breaks detection reference is achieved with 0.8 and 0.6 s shifts for samples of 3 
and 5 years respectively. (The intermediate 4 year sample graph can be seen in 
Figure 4). These results are in accordance with those of Beaulieu et al. (2008), 
who found that shifts under I s were difficult to identify, while all techniques 
tested by them worked well for breaks greater than 2 s.

The performance of the six tests with samples of 4 years can be seen in 
Fig. 4. As every test has its own metric, the units displayed in the vertical axis 
are all different, but it is easy to see that some tests reach higher values quicker 
than others as the shift magnitude increases, showing their greater power of 
detection.
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Fig. 2. Graphs of the values returned by the tests when applied to a series similar to that 
in Fig 1 on running windows of 120 terms (two samples of 5 years). The vertical bar in 
the middle of the series indicates the true possition of the shift.
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t test (2*1 years window) t test (2*2 years window)

t t e s t  (2*3 y e a r s  w in d o w )

Shifts (standard deviations)

Fig. 3. Influence of window size on the results yielded by the t-test.

Table 1 presents the percentage of shift detection of every algorithm for 
each shift, for the 5 years samples, when the threshold detection is placed: a) at 
the maximum value obtained with the homogeneous series (no false detection is 
allowed); b) at the 99 percentile of the homogeneous values (permitting 1% of 
false detection). The best performances correspond to t-test, SNHT and SRMD, 
that give almost identical results, showing that they belong to the same family of 
tests. WMW follows, with good results form 1 5 shift onwards, while DW and 
TPR both yield similar discouraging scores. Note that the thresholds of any test 
applied hundreds of times on every series through such a running window 
procedure, must be higher than their corresponding significant levels when 
applied only once on each series. E.g., the 14.23 of SNHT allowing 1% of false 
detection is higher than the 13.813 published by Khaliq and Ouarda (2007) for a 
99% confidence level and sample size of 600 values (the whole simulated 
series).
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Fig. 4. Values of the six algorithms for shifts ranging from 0 to 2 standard deviations.
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Table 1. Threshold values and percentage of shift detection in the cases of no false 
detection and allowing 1% of false detections, for a 5 years sample size (running 
windows of 10 years, i.e., 120 terms)

Shift (standard deviations)

Test Thresh. 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

No false detection:

t-test 5.22 0.0 2.4 16.6 54.4 88.8 98.8 100.0 100.0 100.0 100.0
SNHT 19.06 0.0 2.4 16.8 54.6 88.8 98.8 100.0 100.0 100.0 100.0
TPR 8.69 0.0 0.6 1.6 2.8 7.8 16.6 34.4 55.0 74.8 88.4
WMW 13.78 0.0 2.0 12.6 47.4 82.8 98.4 100.0 100.0 100.0 100.0
DW 4.98 0.0 0.0 0.0 0.6 3.6 14.8 37.8 65.2 86.0 95.8
SRMD 0.635 0.0 2.4 16.6 54.4 88.8 98.8 100.0 100.0 100.0 100.0

1 % false detection:

t-test 3.96 2.2 13.2 44.6 81.4 97.8 100.0 100.0 100.0 100.0 100.0
SNHT 14.23 2.4 13.2 44.4 81.4 97.8 100.0 100.0 100.0 100.0 100.0
TPR 6.87 1.6 3.0 4.6 11.6 20.4 41.0 62.2 79.4 91.0 97.4
WMW 12.04 0.8 8.6 35.0 73.4 95.2 99.8 100.0 100.0 100.0 100.0
DW 3.59 1.0 1.2 1.8 5.4 17.4 41.2 66.4 87.0 96.4 99.6
SRMD 0.474 2.4 13.2 44.4 81.4 97.8 100.0 100.0 100.0 100.0 100.0

With respect to the location errors, Fig. 5 shows the corresponding box 
plots for the 4 years sample size (running windows of 2-4-12=96 terms). Again, 
the t-test family (including SNHT and SRMD) reaches the best results, with 
small location errors for shifts greater than 0.6 standard deviations. Location 
errors of WMW are only slightly higher, but those of DW and specifically TPR 
are very big.

As CLIMATOL must apply the chosen test many times in iterative runs 
during the homogenization of a climatological network, computing efficiency is 
also important, and therefore, the time used by each of the tests was accounted 
for. Those adjusting regression models (TPR and DW) were the most time 
consuming using the R 1m function. The R implementation of the t-test is much 
faster, but at the same time much slower than SNHT, probably due to its higher 
complexity and the inherent computation of p-values and other statistical 
parameters. This is why SRMD was introduced, achieving identical results as 
SNHT (in this two sample version), but at 20% higher speed. If TPR or DW had 
given better results, rewriting the regression algorithm to shorten their 
computing time would have been explored.
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t test (2*4 years window)

TPR t e s t  (2*4 y e a r s  w in d o w )

DW t e s t  (2*4 y e a r s  w in d o w )

SNH test (2*4 years window)

WMW t e s t  (2*4  y e a r s  w in d o w )

SRM D t e s t  (2*4 y e a r s  w in d o w )

Fig. 5. Location errors of the six algorithms for shifts ranging from 0 to 2 standard 
deviations.
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The combination of several of these tests was also tried, but when the best 
algorithm is used, there is no advantage in adding the results of any others. 
Therefore, CTIMATOL 2.0 implemented SRMD on running windows (4 years 
samples by default). Nevertheless, practical applications of that version showed 
that clear inhomogeneities spanning less than 3 years are common in real 
climatological series, and they were difficult to correct automatically due to the 
constraint of the minimum 3 years sample size required by the algorithm. Hence, 
the following 2.1 version dropped SRMD in favor of the popular and well tested 
SNTH which, freed from the window size restriction, is able to resolve close 
shifts. To avoid possible masking effects when multiple shifts are present in the 
same series, this test was implemented in two stages. In the first stages SNHT is 
applied on shifted windows of user defined width, and when significant shifts 
detected in this way have been corrected, SNHT is applied to the whole series in 
the second stage (Guijarro, 201 1 b).

4. Conclusions

The results of the simulations performed in this work indicate that, under these 
precise conditions of detection of a single shift in the middle of the series by 
means of fixed width windows running along the series, the best tests are the 
classical t-test and SNHT. SMRD is a simple derivative of the t-test with the 
same performance. The Wilcoxon-Mann-Whitney test yields acceptable results, 
but the two-phase regression and Durbin-Watson performances are very poor 
(although they can be better in other situations, e.g., in detecting local trends).

Nonetheless, windows need to have a minimum width of 6 years (two 
samples of 3 years), and that restrains the time resolution at which two close shifts 
can be identified. As a result, the t-test procedure of comparing the means of two 
samples was abandoned in favor of the standard formulation of SNHT, applied on 
stepped windows to avoid misleading results in the presence of multiple breaks in 
a first stage, then followed by an application on the whole series.
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Abstract-Between 2007-2011, the European COST Action ES0601 called HOME 
project was devoted to evaluate the performance of homogenization methods used in 
climatology and produce a software that would be a synthesis of the best aspects of some 
of the most efficient methods. HOMER (HOMogenizaton softwarE in R) is a software for 
homogenizing essential climate variables at monthly and annual time scales. HOMER has 
been constructed exploiting the best characteristics of some other state-of-the-art
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homogenization methods, i.e., PRODIGE, ACMANT, CLIMATOL, and the recently 
developed joint-segmentation method (cghseg). HOMER is based on the methodology of 
optimal segmentation with dynamic programing, the application of a network-wide two- 
factor model both for detection and correction, and some new techniques in the 
coordination of detection processes from multiannual to monthly scales. HOMER also 
includes a tool to assess trend biases in urban temperature series (UBRIS). HOMER’s 
approach to the final homogenization results is iterative. HOMER is an interactive 
method, that takes advantage of metadata. A practical application of HOMER is 
presented on temperature series of Wien, Austria and its surroundings.

Key-words: Homogenization, optimal segmentation, joint segmentation, ANOVA, 
temperature, precipitation, urban trend bias

1. Introduction

The accuracy of climatic observations is often affected by inhomogeneities due 
to changes in the technical or environmental conditions of the measurements 
(station relocations, changes of the type, height or sheltering of the instruments, 
etc., Aguilar et a/., 2003, Auer et al., 2005). Most of such changes cause sudden 
shifts (change-points) in the series of local climatic data, while some others 
(particularly urban development) result in gradually increasing biases from the 
real macroclimatic characteristics. Correction of inhomogeneities before any 
climate variability analyses is highly desirable, and for this purpose, a large 
number of homogenization methods have been developed in the recent decades 
(Peterson et al., 1998; Ducre-Robitaille et al., 2003; Beaulieu et al., 2008; 
among others).

HOMER is a recently developed method for homogenizing monthly and 
annual temperature and precipitation data. It includes the best features of some 
other state-of-the-art methods, namely PRODIGE (Caussinus and Mestre,
2004), ACMANT (Domonkos, 2011), and cghseg a joint segmentation method 
that was developed originally by bio-statisticians in the context of DNA 
segmentation (Picard et al., 2011). PRODIGE and ACMANT have the same 
theoretical base regarding the optimal segmentation with dynamic programming 
DP (Hawkins, 2001), an information theory based formula for determining the 
number of segments in time series (hereafter: C&L criterion, Caussinus and 
Lyazrhi, 1997), and a network-wide unified correction model (ANOVA, 
Caussinus and Mestre, 2004). The results of blind test experiments conducted 
during COST Action ES0601 ( Venema et al., 2012) validates these approaches, 
since PRODIGE and ACMANT rank among the best methods for homogenizing 
monthly and annual climate data (cghseg and HOMER were not tested during 
the HOME action). The joint segmentation is an extension of the optimal 
segmentation for finding network-wide optima by means of an iterative 
procedure, a modified BIC criterion being used for determining the number of 
changes (Zhang and Siegmund, 2007; Picard et al., 2011).
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HOMER is an interactive semi-automatic method. In applying HOMER, 
users may choose between the cghseg detection results whose generation is fully 
automatic on the one hand, and a partly subjective pairwise comparison 
technique that is adapted from PRODIGE on the other hand. This freedom 
allows users to add subjective decisions based on metadata or research 
experiences. HOMER includes also some innovations of ACMANT in the 
coordination of working on different time scales. Basic quality control and 
network analysis are adapted from CLIMATOL (Guijarro, 2011).

Our paper is organized as follows: first, Section 2 describes the main 
models and procedures of HOMER. The methodology of characterizing urban 
trends (UBRIS) and the main properties of ACMANT are also presented there, 
together with a discussion. An application of HOMER on Wien temperature 
series is then shown in Section 3.

In this section, we will focus on functions used during the homogenization 
process: statistical tools for pairwise detection (2.1), two factor model for joint 
detection and correction (2.2), UBRIS model for urban trend bias assessment 
(2.3), ACMANT functions (2.4). Usefulness of each task is discussed in 2.5, and 
a workflow of tasks is provided.

2.1. Detection o f changes in pairwise series (univariate detection)

2.1.1. Model

Let Y be the annual or seasonal difference between two series. We model 
y„z=l,...,n as a series of Gaussian variables of constant variance cf, but with 
varying mean p from sub-period to subperiod. The number and positions of 
change-points are unknown.

Let k the number of changes and Th T2,...,T k their positions. We denote 
K={T\,...,Tk} the set of changes in the series. At most cases old data are adjusted 
relative to the modern data, and for simplicity ro=0 is fixed at Tk+\=n. Further 
notations are:

2. HOMER main procedures

n

i = l
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( 1)

2.1.2. Dynamic programming

The naive way to minimize deviance D is to consider every combination of the 
position of the change-points. But the number of hypotheses rises very fast with 
n, the length of the series, and k, the number change-points. When detection is 
performed for change-points in a normal sample, a DP algorithm can be used 
(Lavielle, 1998; Hawkins, 1972, 2001; etc.). Computation time then becomes 
only linear in k and quadratic in n. It is based on a recursion between optimal k 
and k- 1 solutions. DP allows us to find an optimal solution without computing 
all possibilities. For k changes, the problem is to minimize:

( 2 )
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where rij =

Changes in the mean are IEJY;] = Vy for Tj_ 1 + 1 < i < zy
Maximum likelihood estimates of the v/s are straightforwardly given by 

Vj = Yj. For a given number k, we wish to maximize the likelihood, which is 
equivalent to minimize deviance D :



The solution is given by the following recursion:

• F\,m = worn for m = l , n  ,

• for each r  = 2,... k + 1 , let us compute
Fr,m ~ MlNochCm [^7—1 ,h T  ^h,m J for Ttl — 1 ,Tl,

• for each Fr m value, let us keep in table Hr m the h value that corresponds 
to the minimum of Fr m ,

•  the change-point estimates are given by: r fe+1 =  n , and for 
r = k , k -  1 , ,  1 we get f r = Hr+ljTr+1 .

2.1.3. Selecting the number o f changes.

The fit of the change-point model increases monotonously with k (Q = 0 for 
k = n). The model selection is guided finding the most parsimonious model that 
gives a “good” explanation of data vector Y. Several penalized likelihood criteria 
can be found in the literature. In the latest version of HOMER, we take the 
advantage of the uniseg procedure from the R package which uses the modified 
BIC criterion of cghseg. As in Schwarz's, BIC (1978), Zhang and Siegmund 
approach this problem by deriving an asymptotic approximation of the Bayes 
factor, using a uniform prior on change-points location (among other 
hypotheses).

The procedure is as follows: for each value of k, DP allows us to select the 
optimal position for the k change-points {0,f 1, f 2, . . . ,fk,n  }. For each k value, 
MB1C(Y\ k) is computed:



where T denotes the Gamma function. The model selection consists in 
selecting the number of change-points k that minimizes MBIC\

select k* such that £*=Argmind MBICj Y;k)). (4)

This criterion is more complex than the classical BIC or C&L criteria used 
in PRODIGE, but does not require any user-chosen shrinkage parameters like in 
Tibshirani (1996), Birge and Massart (2001) or Gu and Wang (2003). The first 
term in Eq. (3) corresponds to a likelihood ratio term, the subsequent ones are 
the penalty. One has to note that the penalty depends on n, k, but also on the 
closeness of the changes via the sum of log(r7,) term: close change-points are 
more penalized. Simulations (not shown here) show that MBIC criterion is 
slightly less powerful than the C&L, but less sensitive to small autocorrelation 
that still might be present in the pairwise comparisons.

Standard deviation of the residuals is then estimated by:

We will see in practice that this estimation of noise is very useful, since 
detection power is directly related to the signal (i.e., amplitude of changes) to 
noise ratio. Smaller values of noise ensure more accurate detection.

2.2. AN OVA: a two-factor model for joint-detection and correction

2.2.1. Model

Let us consider p series belonging to the same climate area in such a way that all 
the series are affected by the same climatic conditions at the same time. This 
assumption is realistic when considering monthly or annual observations of the 
same geographical region. We assume that each series of observations is the 
sum of a climatic effect, a station effect, and random white noise. This is a 
simple two-factor analysis of variance model without interaction, and we will 
denote it by ANOVA in the following.

Let X  be a matrix of n observations XtJ on p  series where i=l,...,n is the 
time index and j= \,...,p  is the station index. Let kj be the number of change- 
points, let TIfj,T2j , . . . ,  t kj j  be the positions of these change-points. Let
Kj =(Tij , . . . ,  x k . j )  be the set of change-points for series j. To simplify the
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notation, we set again ra/=0, and r k j  = n, so that Kj becomes 

Kj =  (o , T i j , ..., Tkjj ,  nj  .
The station effect is constant if the series is homogeneous. If not, the 

station effect is constant between two shifts. In the following, level denotes a 
homogeneous sub-period between two discontinuities of a given series. For a 
series j  with kj breaks, let Ljh be the /7th level (h=\,...,kj+\), thus Ljh is the
interval: + l, T .̂ yj. Note that the level h for the observation Xtj depends
both on time i and station j : when necessary it will be written /?(/,/).

Let jUj be the climate effect at time i and vJh the station effect of station j for 
level Ljh. If there are no outliers, the data are described by the linear model:

IE(Xij) = H! + vjHiJ) , Var(X) = a 2lnp . (6)

One parameter of the model can be freely chosen and it is done with 
introducing the condition£f=1 nt = 0, so that /7, are defined as climate 
anomalies.

The number of independent parameters of the model without 
discontinuities is n+p-\.

Examples:

• No break in series 1: IE(Zi:L) = pi + v1 ,

• One break at i0 for series 2: ( I E ( * i 2 )  =  Mi +  V21 

l l E  ( X i2)  =  Hi +  v 22
for i < i0 
for i > i0

Some further characteristics of the model:

a) Estimation can be performed with missing data with the following 
conditions: there should be at least one non-missing value per year on 
the whole network (estimation of the p's) and one non-missing value 
between two breaks for each subperiod on each series.

b) Climate signal is treated as a fixed parameter so that no assumption is 
made about the shape of this signal.

c) Conditionally to the climate signal, the disturbances are considered 
independent.

d) Local variabilities are very similar, which leads to the expression of 
VarfY).

53



Note that conditions c) and d) are approximately true within the same 
climatic region. Small spatial autocorrelation may be observed in the 
residuals.

So far, this model has been used in PRODIGE and ACMANT mainly for 
correction purposes -  although Caussinus and Mestre (2004) propose some clue 
to use it for detection. It has been shown that the inclusion of ANOVA 
correction improves significantly the results of other methods participated in 
HOME blind test experiments (Domonkos et al., 2012b). Using HOME 
benchmark and the set of break-points detected using for example standard 
normal homogeneity test (SNHT), correcting the inhomogeneities by ANOVA 
allowed a much better homogenization than the standard SNHT correction 
method. We will see below that this model can be used for detection as well, 
allowing for joint detection of a whole set of series.

2.2.2. Joint-detection

The change-point model Eq. (6) can theoretically be used for joint detection of 
the changes on the whole set of series. However, due to the introduction of 
factor ju, the classical DP algorithm cannot be applied (Caussinus and Mestre, 
2004) and until recently, joint segmentation was considered computationally 
intractable. Adapted algorithms allow us to solve this problem in a reasonable 
computing time. Picard et al. (2011) rely on two “computational tricks”. The 
first one solves the problems caused by segmentation of multiple series. Let us 
set all jUi = 0. Since DP complexity is quadratic with the size of the data, just 
considering segmentation of the v factor may become problematic when 
considering multiple series. Picard et al. (2011) propose a “two-stage” DP 
algorithm that significantly reduces the computation time. Briefly, the first stage 
consists in finding all optimal solutions for each Vj factor separately, from k = 1 
to kmaXj. The second stage uses outputs from the first stage to optimally allocate 
the number of segments to each factor vh..., vp, in order to maximize the overall 
fit. The model selection is provided by a multivariate version of Zhang and 
Siegmund criterion derived in Picard et al. (201 1).

The second strategy consists in iteratively estimating gj and the 
segmentation of factor v. at step fs+1), ju, is estimated by:

where the segmentation of factor v is updated using two-stage DP on

p

7 =  1
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2.2.3. Correction and reconstitution o f missing data

Once segmentation has been achieved, correction can be computed. Estimates 
Vjh(i,j) are used in the following way: let Ljk . be the last level of series j,  and 
Vjk the corresponding estimation of the station effect. Then, for every XijeLjh 
( l  < h < kj + l) ,  correctedXy (denoted byXy)  is given by:

X i j  ~  X i j  — +  Vj  k j + i  ( 8)

Note that the model allows the imputation of missing data and the 
correction of outliers. For any missing data or outlier (ij), the imputation is 
naturally given by Xtj = fit + Vjh(i,j) ■ Since the two-factor model takes into 
account the change-points in the series, this allows an unbiased reconstitution of 
missing values, contrary to classical regression or interpolation methods.

2.3. Characterization o f urban trends: UBRIS

UBR1S (urban bias remaining in series) procedure allows us to characterize 
artificial trends -  in most cases related to urbanization, which are sometimes 
present in the climate series. UBRIS works jointly analyzing time series with 
potential artificial trends (“urban”) and without potential artificial trends 
(“rural”). This is an improvement compared to traditional urban trend 
characterization, where rural and urban series are homogenized separately, 
before being compared (Peterson, 2003 for example). This requires a large set of 
both rural and urban series, which may be problematic on earlier periods for 
example.

UBRIS relies on an extension of model Eq. (6). Let us assume that the 
j  < m < p series are free of urban trends, and that for m < j  < p, an additional 
trend may affect the series.

IE(Xy) = ^  + vjh(iJ) , for l < j < m < p ,

= V-i + vm j}  + pji , f o r  m < j  < p , (9)

Var(X) = o 2Inp .

Practically, UBRIS model is slightly more complicated than Eq. (9), since 
trend may not affect the whole period of the series. For computation, at least one 
series has to be free of trend, otherwise there is no unique solution when 
estimating climate factor p and trend term /?. Estimation is performed via 
ordinary least squares. Standard student /-test allows us to test significance of 
the trends ([if UBRIS ensures a posterior estimation of those additional trends.
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Prior to UBRIS analysis, HOMER has to be run in order to detect abrupt 
changes.

UBRIS relies on the knowledge of climatologists who decide a priori 
which series may or may not be affected by urban trends. This human expertise 
is important. If series corrupted by artificial trends enter the “rural” group, they 
will bias the estimates of climate factor p and trend term (3.

2.4. AC M AN T

ACMANT (adapted caussinus mestre algorithm for homogenizing networks of 
monthly temperature data, D om onkos, 2011) was developed from PRODIGE 
during the HOME period. However, in contrast with PRODIGE and HOMER, 
ACMANT is fully automatic and it applies reference series built from 
composites for time series comparisons. The other main novelties of ACMANT 
are i) it applies pre-homogenization in a way that the double use of the same 
spatial connection is excluded, ii) it coordinates the operations on different time 
scales (from multiannual to monthly) in a unique way.

2.4.1. AC M AN T bivariate detection

Observed temperature data often have inhomogeneities with significant seasonal 
cycles in the resulted bias (D rogue et a/., 2005; Brunet et al., 2011; etc.). 
Therefore, change-points are searched by fitting step-functions to two annual 
characteristics, i.e., to annual means (F) and to the range of the seasonal cycle 
(R) in relative time series, that is, candidate series minus reference series. In 
HOMER, the reference series are the climate signals (// coefficients in ANOVA 
model) or, with other words, the reference series for ACMANT detection are 
always pre-homogenized. Adapting notations of Section 2.1. to R series, 
ACMANT detection procedure aims at minimizing:

The 'A factor in Eq. (10) was chosen empirically. Solutions with common 
timings of change-points on Y and R are considered only, so that the standard 
DP algorithm applies the cost function Q YR. In order to set the number of 
changes, the C&L criterion is used both in original ACMANT and in its 
adaptation to HOMER:

fc+i Tj
(10)

j= 1 1 =1 7- 1 + 1

C0(Y, R) = 0 and
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Ck(Y,R) = log 1 -
y i l r i j l i Y j - Y y + ^ R j - R ) 2}

Z?= ̂ Y i - Y Y + l i R i - R y

2k
+ ----- rln (n ) . (11)n — 1

The selection rule is: select k* such that A:*=Argmin/t(Q(F))- In many cases, 
this procedure will allow us to detect changes hardly noticeable in annual 
means.

2.4.2. Month o f change specification

Another feature of ACMANT that has been included in HOMER is its procedure 
for finding the most likely month of a change-point. If the precise month of the 
change is not known, since detection is mainly performed on annual indices, the 
default is to validate the break at the end of the year. At the end of the 
homogenization procedure, a more precise detection is made, using the monthly 
series serially (that is, the sequence of January, February, March, etc, for each 
year). Both candidate monthly series and reference series (computed from 
monthly // factors) are deseasonalized; when analyzing change Zj, standard DP 
algorithm is run on series of differences on interval [Tj.i,Zj+i\. Algorithm allows 
us to change the position of the change in a range of +1-2 years (in the original 
ACMANT the range is +/-12 months). Alternatively, the monthly precision can 
be determined by metadata. In HOMER, a flag marks whether a detected break 
is validated by metadata or not.

2.5. Discussion

The different methods contributing to the operation of HOMER have their own 
strengths and weaknesses. PRODIGE relies on a pairwise strategy for detection 
of the changes. A candidate series is compared to its neighbors in the same 
climatic area by computing series of differences. These difference series are then 
tested for discontinuities. On such a difference series without metadata, the 
detected changes may have been caused by the candidate or the neighbor. But, if 
a detected change-point remains constant throughout the set of comparisons of a 
candidate station with its neighbors, it can be attributed to this candidate station: 
this is called “attribution phase”. There are two advantages in this approach. 
First, we avoid creating composite reference series averaging non-homogeneous 
series. Second, detection relies on an efficient univariate detection procedure 
whose level and power are well controlled. But, because of the randomness of 
the difference series, the change-points of weak amplitude will lead to less
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accurate detection and sometimes no detection at all for some comparisons (in 
particular in the case of simultaneous breaks). At most cases, however, the 
induced ambiguity can be removed by considering the whole set of comparisons 
and using the metadata archives of the climate stations when available, as well 
as the knowledge of climatologists. This break-points detection phase has been 
considered the main drawback of PRODIGE, since it has to be performed 
manually, a process which may be tedious and time consuming, thus very 
difficult to apply to a large dataset and requiring a high level of regional climate 
knowledge and homogenization expertise.

To overcome the detection problem, an alternative approach is obtained by 
using the overall two-factor model, that allows the analysis and correction of a 
whole set of series (Section 2.2.). The multiseg (cghseg package) function 
determines the proper number of change-points using the MBIC criterion. This 
detection process with DP is quick and automatic. However model selection in a 
multivariate framework is a complex task, and the power of this procedure is 
sometimes lower than expected. In HOMER, function multiseg allows the 
automate attribution of the changes to a large extent, and in some cases the 
pairwise detection allows us to put into evidence changes that were not detected 
by multiseg.

ACMANT helps finding changes with a strong seasonal behavior in 
temperature series. In many cases, changes in observation conditions 
(location, sheltering, etc.) may have effects of opposing signs regarding the 
seasons, for example a positive effect in summer and a negative effect in 
winter. Such inhomogeneities are often hardly detectable on annual means, 
but clearly detectable with the ACMANT bivariate detection. A useful 
additional feature of ACMANT is the detection with monthly preciseness. 
The structure of HOMER has built in a way that it intends to exploit 
optimally the positive characteristics of the contributing methods. The tasks 
flow chart of HOMER is given in Fig. 1.

Detection is an iterative process. The initial detection phase usually reveals 
the most obvious changes which are corrected. Analyzing the result of this 
correction allows us to create an updated set of detected changes on a network. 
The joint detection is accompanied by the pairwise detection for allowing the 
use of metadata and for checking the results. The ACMANT detection follows 
the first cycle of detection and correction, since ACMANT detection needs pre
homogenized reference series. Note that correction is always performed on the 
initial data, simply by updating the set of the validated change-points before 
running ANOVA.

The process ends, whenever pairwise, joint-detection, and ACMANT 
bivariate detection find no additional changes on corrected series. In practice, 
the user may tolerate some pairwise comparisons still exhibiting unattributed 
isolated breaks, probably due to 1st kind errors.
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Create data files 
Grab metadata

CLIMATOL checks 
Fast quality control

1. Pairwise detection + joint detection (raw data)
sets the detected change-points on input data (use also metadata)

2. Correction+automatic pairwise control o f corrected series
modify the set o f detected change-points and run the correction again 
if necessary

3. ACMANT bivariate detection
update the set o f detected change-points

4. Correction+automatic pairwise control o f corrected series + joint
detection on corrected series

5. Update the set o f detected change-points + correction, etc.
Repeat (3) (4) until corrected series seem “clean” (usually 2-3  cycles)

Assess the month of 
change

Final correction

Fig. 1. Tasks flow chart of HOMER.

3. Case study

3.1. Homogenization using HOMER

A set of 13 series from Wien, Austria and its surroundings is provided by 
Zentralanstalt für Meteorologie und Geodynamik (ZAMG). Stations marked 
with (r) are considered rural: Fuchsenbigl'", Gross-Enzersdorf^’. 
Klosterneuburg, Langenlebern1”, Schwechat, Wien-Innere-Stadt, Wien- 
Laaerberg, Wien-Mariabrunn(r), Rosenhügel, Rathauspark, Stadlau, Wien- 
Unterlaa, Wien-Hohe-Warte (Fig. 2).
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Fig. 2. Map of Wien series

Let us take Stadlau as an example: results of pairwise detection are given in 
Fig. 3. A quick examination of pairwise comparisons puts into evidence changes 
in 1969 or 1970, 1984, 2001 or 2002, and potential additional changes in 1953, 
and 1979.

The second step consists in running cghseg joint-detection (multiseg 
function). Combining pairwise and joint detection allows a quick attribution of 
the changes: 1954, 1969, 1984, and 2002 (Fig. 4). Note also the good agreement 
in the amplitudes of the changes detected in pairwise comparisons (triangles are 
black for breaks detected on pairwise annual series, blue for winter, and red for 
summer) and joint detection (green © ). However, the automatic joint-detection 
is not perfect. On Wien series, multiseg tends to detect a change around 1985- 
1987, which is not supported at all by pairwise comparisons, and thus, it is 
rejected manually by the user (large red cross in the same year). During 
estimation of // and segmentation v, multiseg iterative algorithm has wrongly 
attributed a climatic feature to the v factor. Furthermore, the rather obvious 
change in 1979 (when considering pairwise comparisons) was not detected by 
multiseg. User has to validate it manually using the graphical user interface. 
When clicking on the window, the user adds red crosses to remove or validate 
breaks. The y  axis is not important, only the date (x axis) is taken into account. 
Clicking on a date selected by multiseg (symbol © is present) removes the 
corresponding date, while clicking elsewhere validates a new change-point. 
Metadata allow us to validate changes in 1980 (relocation of the weather station) 
and 2002 (changes in instrumentation). There are also sufficient statistical clues 
to validate the other changes, even if metadata are lacking.
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Fig. 3. Screen capture of HOMER outputs: Stadlau series compared to its neighbours. 
Pairwise comparison are sorted according to the increasing values of the noise standard 
deviation (upper left corner of each plot), computed using Eq. (5). For clarity reasons, 
only 6 comparisons with the smallest noise are shown.

After a correction step, ACMANT bivariate detection confirms the selected 
changes on Stadlau series (not shown). The raw and corrected Stadlau series 
after the final correction are shown in Fig. 5 (upper panel for the raw, lower 
panel for the corrected series).
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MEAN TEMPERATURE AUST WST Stadlmi

Fig. 4. Screen capture of HOMER outputs: date (x axis) and amplitude (y axis) of change- 
points detected on the whole set of pairwise comparisons: annual comparisons (black), 
winter (blue) and summer (red) triangles. Joint detection results are pointed as green © 
symbols. Red crosses mark user’s interventions.

h m  nm uiM M irjiK i!

■wiBmvuiMnuwritofcu h

Fig. 5. Raw (up) and corrected (down) series of Stadlau.
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Pairwise comparison 
homogenization {Fig. 6).

of corrected series is characteristic of a good

Fig. 6. The same as Fig. 3, but for the corrected Stadlau series compared to its corrected 
neighbors. The list of pairwise comparisons changed a little bit, since estimates of noise 
standard deviation slightly varied.

Another example of the effect of correction is shown for Rathauspark series 
{Fig. 7 upper panel for the raw, lower panel for the corrected series).
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Fig. 7. Raw (up) and corrected (down) series of Rathauspark.

3.2. UBRIS characterization o f urban trends

Running UBRIS allowed us to estimate jointly the effect of abrupt changes and 
the potentially significant urban trends on Wien series. UBRIS procedure is run 
in the following way: a first estimation allows us to put into evidence some 
urban series having no additional trend (large p values of the Student t-test for 
corresponding /3). Those series are included into the rural set, and trends are re- 
estimated. At the end of the process, central temperature series exhibit no 
significant urban trends at level 0.05. Only suburban series (Wien Laaerberg, 
+0.10°C/decade, Rosenhiigel +0.08°C/decade) exhibit significant positive trends 
(with student f-test p values lower than I Oe^f). Corrected series of Laaerberg, 
with and without urban trend, is shown in Fig. 8.
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Fig. 8. Homogenized series of annual mean temperature of Laaerberg, with urban trend (series 
of ffi symbols) and removed urban trend(solid line).

These results are consistent with those obtained by Bohm (1998), who used 
a more traditional homogenization technique, and analyzed the trends of the 
series of differences of central series minus mean of the rural series. Note that 
those conclusions may not apply to other cities, since Wien population is 
remarkably stable since 1950 for example. UBRIS model should be run on each 
case study.

Additionally, Klosterneuburg series (not shown here) exhibits a 
remarkable feature, a highly significant decreasing trend for summer months 
(~0.02°C/decade). This site should be investigated for a potential shadowing 
effect.

4. Conclusion and perspectives

This paper presents a set of homogenization procedures integrated in the new 
software package HOMER (available at www.homogenization.org). This 
package was built relying on the results of the 4-year long COST-HOME 
project, so it implements the most significant findings achieved by its different 
working groups. The evolution of PRODIGE, combined with ACMANT and 
CLIMATOL procedures and supported by the R-package cghseg into HOMER 
provides a state-of-the-art homogenization tool for monthly to annual data
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applicable to most essential climate variables. However, HOMER shall not be 
considered as an automatic method, since manual input is still required in order 
to control the homogenization process.

HOMER is recommended by the COST Action ES0601, together with 
Craddock (1979), MASH (Szentimrey, 2007), USHCN (Menne and Williams,
2005), ACMANT (2011) software that got valuable results during COST 
benchmark experiments (Venema et a/., 2012).

The addition of UBRIS procedures adds value to the package since 
artificial trends have remained a problematic issue in homogenization.

Further development planned in this work is using a generalized least 
squares estimation for the correction model, in order to take into account the 
spatial dependency of the residuals. Although this technique is expected to have 
a weak effect on the correction estimates themselves, it may provide more 
accurate confidence intervals. A Bayesian criterion for automatic attribution of 
changes detected in pairwise comparison is also in development.

Acknowledgements^ lOMER has been developed with support of the European Union, through the 
COST Action ES0601 -  Advances in Homogenization Methods of Climate Series: an Integrated 
Approach (HOME).
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Abstract-In this paper we focus on the homogeneity of Portuguese monthly mean air 
temperature with two purposes: i) to detect and correct eventual inhomogeneities in the 
dataset; and, ii) to compare the homogenized time series with different methods. The 
dataset used in this study comprises time series of minimum (TN) and maximum (TX) 
monthly mean air temperature recorded in weather stations located in the northern region 
of the continental part of Portugal, from 1941 to 2010. MASH and HOMER were the 
methods used in this study to homogenize the Portuguese air temperature database. The 
former was selected for being one of the most widely used by the homogenization 
community, while the latter was selected because it is one of the most recent 
homogenization methods, and the combination of detection methods resulted in that, 
along with MASH, HOMER exhibited the best results in the comparative analysis 
performed within the COST Action ES0601 (HOME). A high number of break points 
were identified in both minimum and maximum air temperature time series, but 
differences in the number, size and temporal location of the breaks detected by both 
methods must be underlined. The homogenization process was assessed by comparing 
results obtained with correlation, trend, and principal component analysis using non- 
homogenized (NH) and homogenized datasets with both methods. Correlation analysis
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reveals a higher increase in the similarity in homogenized TX than in TN in relation with 
NH time series. Decrease in the amplitude of the tendencies and in the number of 
statistically significant trends is higher in homogenized TX than in TN, independently of 
the homogenization method. On the other hand, the number of statistically significant 
principal components tend to decrease with the application of homogenization 
procedures, while the explained variance by the first principal components of 
homogenized datasets is tendentiously higher than for non-homogenized datasets.

Key-words'. Homogenization, temperature, MASH, HOMER, Portugal.

1. Introduction

The existence of long and reliable instrumental climate records registered in a 
sufficiently dense network is fundamental to assess climate variability and 
climate change and to validate climate models. Climate research results are also 
dependent on the quality of the datasets, in particular on its homogeneity 
(Venema et al., 2012). A homogeneous climate time series can be defined as the 
one whose variability is only caused by changes in weather and climate (Aguilar 
et al., 2003). However, long instrumental records are rarely homogeneous 
because they include non-climatic signals which must be removed. Results from 
the homogenization of Western Europe climate records points to the existence of 
inhomogeneities in mean temperature series every 15 to 20 years ( Venema et al., 
2012). In fact, any weather observation network, that operates for a long period 
of time, undergoes changes in its functioning due, for example, to 
instrumentation failure or damage, changes on its surrounding (e.g., 
urbanization), relocation and substitution of weather stations. For these reasons, 
it is expected that the Portuguese maximum and minimum air temperature 
datasets present heterogeneities that need to be detected and corrected.

In the last decades, inhomogeneity detection techniques have been 
developed based on classical statistical tests (Alexandersson, 1986; Gullett et al., 
1990), regression models ( Vincent, 1998), or Bayesian approaches (Perreault et 
al., 2000). More recently, new procedures were particularly developed to detect 
and correct multiple change-points using reference series (Szentimrey, 1999; 
Mestre, 1999; Caussinus and Mestre, 2004; Menne and Williams, 2005) and 
changes in the mean and variance (Toreti et al., 2012). Review papers and 
comparison studies of homogenization methods have been published regularly 
(Peterson et al., 1998; Ducre-Robitaille, 2003, Reeves et al., 2007, Venema et 
al., 2012). Some authors have been focusing their interest in specific aspects of 
the homogenization procedure such as the cause of inhomegeneities (Trewin, 
2010), use of reference series (Menne and Willians, 2005, Domonkos, et al., 
2012), ability of homogenization methods (Menne and Willians, 2005), or to test 
automatic homogenization methods by the introduction of perturbed parameter 
experiments (Williams et al., 2012).
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The inventory and evaluation of existing detection and correction methods 
and the need of an objective comparative analysis to assess their performance 
was included in the scientific programme of the COST Action HOME ES0601: 
Advances in Homogenization Methods of Climate Series: an integrated approach 
(HOME). HOME results include the publication of a comparison study, based on 
25 blind contributions and 22 contributions made after knowing the location and 
size of the heterogeneities, performed with a large number of different versions of 
9 main methods (Venema et a!., 2012). This study was based on a benchmark 
dataset of monthly air temperature and precipitation and on different error metrics 
to assess the performance of the methods. Results of this comparison suggests 
that: (i) the assessment of the methods is dependent on the error metric 
considered; (ii) in general, all relative methods contribute to homogenized 
temperature data; but, (iii) only the methods with best performance are able to 
improve the quality of precipitation datasets; and, (iv) the list of methods with 
better performance includes Craddock (Craddock, 1979), PRODIGE (Caussinus 
and Mestre, 2004), MASH (Szentimerey, 2007), ACM ANT (Domonkos, 201 1), 
and USHCN methods (Menne and Williams, 2009).

HOME main objective was to develop a general homogenization method 
for homogenizing climate and environmental datasets which was accomplished 
in 2011 with the release of a free software package (HOMER), implemented in 
R language {HOME, 2011). It should be noted that ACM ANT is a modified and 
automated version of PRODIGE, and that HOMER integrates PRODIGE, 
ACMANT, and USHCN.

Consequently, the purpose of this study is twofold: (i) to analyze the 
homogeneity of minimum and maximum air temperatures in northern Portugal; 
and, (ii) to compare the homogenized maximum and minimum air temperatures 
Portuguese datasets with HOMER and MASH. A review of the main 
characteristics of the procedures used to control the quality of the data and 
methods of homogenization will be undertaken in order to justify the options 
taken in this study and to highlight the methodological differences between 
MASH and HOMER.

2. Dataset description

The dataset that we analyze here is representative of the monthly mean 
maximum and minimum air temperature fields (hereafter TX and TN, 
respectively) in the northern region of the continental part of Portugal for the 
1941-2010 period. Monthly time series were calculated from daily values, 
following the WMO directives in what concerns to the existence of missing 
values in daily time series. Specifically, a monthly value should only be 
computed if no more than five consecutive daily values or less than ten daily 
values throughout the month are missing (WMO, 2011).
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Daily values of TX and TN were recorded at weather stations managed by 
the Portuguese Meteorological Institute (IM). Location and characteristics of 
these weather stations are presented in Fig. 1 and Table 1, respectively. This 
network comprises both classical weather stations (CWS), collecting data since 
the mid-1800s, and automatic weather stations (AWS), installed in the end of the 
20th century. In cases where AWS were installed in approximately the same 
location of the CWS, the time series from both weather stations were merged, 
the type of station in Table 1 was set to CWS/AWS, and the date of the fusion 
was stored as metadata. Maximum distance between an AWS and CWS used to 
produce the merged time series was 4.7 km (in Vila Real), which is a much 
lower distance than those used in previous studies (Stepanek and Mikulova, 
2008; Vicente-Serrano et al., 2010).

Fig. I. Location of the weather stations of the Portuguese Institute of Meteorology (IM) 
network, in northern Portugal. Addition characteristics of these stations are provided in
Table 1.

In this network, weather stations are well distributed and located both in 
low and high altitude (ranging from 14 m to 1380 m), in densely populous 
coastal areas and sparsely populated inner regions within the country territory 
(Fig. 1). The northern Portugal is characterized for being the region with the 
highest density of mountains and river basins in the country as well as by a 
diverse land use/occupation (Freitas et al., 2012). Independently of the
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proximity to the Atlantic Ocean or the altitude, all weather stations considered in 
this study are located in a region of Cs type of climate, which is a temperate 
climate with dry period in summer (AEMET-IM, 2011). In more detail, the 
climate of this northern region is essentially of Csb type, which corresponds to a 
temperate climate with dry or temperate summer, except a small part, in the 
northeast, which is of type Csa, also temperate but with dry or hot summer. The 
recently published Iberian Climate Atlas (AEMET-IM, 2011) provides a brief 
history of the complete IM network and additional description and 
characteristics of the temperature dataset. Results of the exploratory preliminary 
statistical analysis of minimum and maximum air temperature datasets for the 
1941-2010 period are presented and discussed in Freitas et al. (2012).

Table 1. Characteristics of the weather stations of the Portuguese Institute of Meteorology 
(IM) network, located in northern Portugal including: identification code (ID); stations 
name; station type; altitude (m); start and ending dates; and, amount of missing values (in 
%), accounted for the 1941-2010 period. When the entire time series results from 
measurements from a CWS (or AWS), the type is simply CWS (or AWS); in the cases 
where a CWS was replaced by a AWS, the type is CWS/AWS

ID Station Name Type Altitude (m) Start year End year

1 Anadia (AN) AWS 45 1941 2010

2 Braga (BR) CWS/AWS 65 1931 2010

3 Braganfa (BG) CWS 690 1932 2010

4 Coimbra B. (CB) CWS 35 1941 2010

5 Coimbra G. (CG) CWS 141 1864 1996

6 Dunas Mira (DM) CWS 14 1935 2005

7 Mirandela (MI) CWS/AWS 250 1926 2010

8 Montalegre (MO) CWS/AWS 1050 1880 2010

9 Penhas D. (PD) CWS/AWS 1380 1932 2010

10 Pinhao (PI) CWS/AWS 130 1941 2010

11 Porto S.P. (PS) CWS 93 1863 2005

12 Regua (RE) CWS 56 1933 2010

13 Vila Real (VR) CWS/AWS 561 1928 2010

14 Viseu (VI) CWS/AWS 443 1925 2010
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3. Methodological procedures

This section is devoted to the description of the methods used to perform the 
quality control of the data, the homogeneity analysis and to compare the 
homogenized datasets with those methods. The quality control of the datasets 
comprises a preliminary exploratory statistical analysis to characterize the 
potential and limitations of the datasets as well as to identify and correct missing 
values and outliers. Main technical features of the procedures used in this study 
will be briefly discussed to validate the followed methodology and to underline 
the major differences between the approaches of the two selected methods to 
homogenize the Portuguese air temperature dataset.

3.1. Quality control with homogenization methods packages

In this study two homogenization methods were used: (i) the most recent version 
of MASH, (Version MASHv3.03), initially developed in the Hungarian 
Meteorological Service by Szentimrey (1994, 1999); and, (ii) HOMER, 
developed in the framework of COST Action ES0601 (HOME, 2011). We start 
with presenting the homogenization methods because, in addition to being able 
to detect and correct inhomogenieties, these softwares comprise additional 
functions to perform fast quality control. On this subject, with MASH it is 
obligatory to use available functionalities to fill the missing values and perform 
automatic correction of outliers. On the other hand, HOMER provides a fast 
quality control of the data, which includes functions of the CL1MATOL R 
package (Guijarro, 2011), which allow the user to perform/estimate station 
density, correlogram, histograms, boxplots, and cluster analysis. With respect to 
the detection of heterogeneities, MASH relies on multiple references series 
while HOMER combines three detection algorithms: pairwise -  univariate 
detection (Caussinus and Lyazrhi, 1997), joint detection (Picard et a/., 2011), 
and ACMANT -  bivariate detection (Domonkos et al., 2012). To correct the 
datasets, MASH uses multiple comparison techniques whereas HOMER uses 
ANOVA. MASH is provided with a user guide, while a brief description of 
HOMER can be found in Mestre and Aguilar (2011) or in Freitas et al. (2012).

3.2. Outlier detection

It is recommended to use different methods for outlier detection because, in 
general, one single method/criteria is not sufficient to identify real outliers nor to 
exclude false detections (Stepanek et al., 2009). Consequently, in this study, 
abnormal high and low values were only classified as outliers if two criteria 
were simultaneously verified: (i) values above/below the upper/lower thresholds 
defined as the upper/lower quartiles plus/minus the interquartile range times a 
coefficient (usually equal to 1.5 to detect outliers and equal to 3.0 to detect 
extreme values); and, (ii) pairwise comparison which is based on the difference
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time series between candidate and best neighbor time series, which can be 
defined as the closer stations and/or those presenting higher correlation 
(Stepanek et al., 2009; Syrakova and Stefanova, 2009). This latter procedure can 
be performed in HOMER by visual inspection of the plots of the difference 
between candidate and best neighbor time series. As mentioned in the previous 
section, in addition to this analysis, MASH has an independent and automatic 
procedure to detect and correct outliers that is executed before detection 
procedures.

3.3. Missing values correction

The existence of missing data in climate time series can be solved with temporal 
interpolation, using data of the same time series before and after the data gap, or 
with spatial interpolation, using data from nearby weather stations (WMO, 
2011). Complex estimation methods, such as weighted averages, spline 
functions, linear regression, and kriging, which take into account the 
correlations with other elements, can also be used to complete the time series. 
Brunetti et al., (2006) adopted a procedure to fill the gaps on monthly 
precipitation and temperature Italian time series, with estimates based on the 
highest correlated reference series. For temperature, this method is based on the 
differences between incomplete and reference temperature series. Staudt et al. 
(2007), replace the missing values on monthly time series of Spanish minimum 
and maximum temperatures by weighted means of the best-correlated 
synchronous data. The method used by Syrakova and Stefanova (2009) to fill the 
gaps in Bulgarian monthly temperature is based on the stability of the 
differences between the time series at neighboring highly correlated stations. 
More recently, Vicente-Serrano et a!. (2010) tested three different procedures to 
fill missing data in daily precipitation time series: (i) the nearest neighbor, (ii) 
inverse distance weighted interpolation; and, (iii) linear regression methods, 
concluding that the nearest-neighbor method provided the best results. Both 
homogenization methods used in this study (MASH and HOMER) have 
corrected databases as final result with respect to inhomogeneities and missing 
values using multiple comparison and ANOVA, respectively.

3.4. Reference time series

Reference series or reference sections are used in detection procedures in many 
homogenization methods, such as ACMANT, AnClim/ProClimDB, Climatol, 
RHTestV3, and MASH (WMO, 2011). Reference series are also used to assess 
the quality of the homogenization (Kuglitsch et al., 2009). These reference series 
do not need to be homogeneous (Szentimrey, 1999; Zhang et al., 2001; Causinus 
and Mestre, 2004), but must encompass the same climatic signal as the 
candidate series (Della-Marta and Wanner, 2006) and, in this sense, are usually 
produced as weighted averages of the time series from surrounding stations
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(Peterson and Easterling, 1994; Sahin and Cigizog/u, 2010). Stepanek and 
Mikulova (2008) discuss the advantages and disadvantages producing weighted 
reference series based on the distance between stations or on the correlation 
between candidate and potential time series, while DeUa-Marta and Wanner 
(2006) argue about the benefits of using weighted reference series in comparison 
with a single reference station. The selection procedure of the surrounding 
stations to produce the reference series can be based on the distance between 
stations or on the correlation between candidate and potential time series. Both 
criteria present advantages and disadvantages that must be underlined. Distance- 
based methods preserve the geographical vicinity, but time series from near 
stations with different climatic signals (e.g., due to altitude) can be selected. 
Using high correlated neighbor time series, both the candidate and reference 
series present similar variability (which reduces differences/ratios time series 
variability), but stations affected with similar/coincident inhomogeneities with 
the candidate can be selected (Stepanek and Mikulova, 2008). Weighted 
reference series are considered more representative of the climatic region and, 
for being less prone to potential inhomogeneities in the neighbor series than 
single reference station, are more characteristic of the climate variability at 
smaller scale (Della-Marta and Wanner, 2006).

In this study, reference time series are used in the detection procedure, 
because this is the methodology adopted in MASH and ACMANT, and to assess 
the quality of the homogenized time series. For the reasons presented before, 
weighted reference series were produced with AnClim software (Stepanek, 
2008) using difference series to evaluate the correlation coefficients as 
suggested in Alexandersson and Molberg (1997), Peterson et al. (1998), 
Stepanek and Mikulova (2008), and Domonkos et al. (2012). Since our database 
is affected by only a few number of missing values and the objective is to assess 
the quality of the homogenization process not of the data completion process, 
reference series were produced to present the same data gaps than the 
uncorrected time series. This is achieved by using uncorrected time series (with 
the data gaps) and neighbor time series without missing values (in order to 
exclude neighbor time series missing value in the reference series).

3.5. Homogenization methods performance assessment

In contrast to comparative studies performed with synthetic databases, when 
type, size, and location of inhomogeneities are known a priori (as in Venema et 
al., 2012), the homogenization methods performance assessment must be 
executed with real data, by comparing the results obtained with different 
techniques using non-homogenized (hereafter NH) and homogenized data with 
MASH (hereafter HM) and HOMER (hereafter HH). This section is devoted to 
present the methodology used to assess the quality of the corrected dataset and, 
consequently, methods used in the homogenization process.
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i. Correlation analysis

The main objective of correlation analysis is to evaluate the strength of the 
temporal linear relationship through the computation of the Spearman correlation 
coefficient, SCC (Pereira el al., 2011). In this sense, to assess potential 
improvement in the similarity between time series before and after the 
homogenization process, correlation analysis was applied to annual time series to 
compute: (i) the correlation matrix between time series of non-homogenized and 
homogenized time series with MASH and with HOMER datasets; and, (ii) the SCC 
between each candidate and corresponding reference series. Since our objective is 
to assess the quality of the homogenization process, and not of the interpolation 
procedures used in MASH and HOMER to fill the data gaps, SCC was computed 
between time series with the same missing values than in NH datasets.

ii. Trend analysis

The existence of trends is in the basis of climate change studies (Raj and Azeez, 
2012). In this study, the Mann-Kendal non-parametric test is used to estimate the 
existence, magnitude and statistical significance of potential trends in the NH, 
HM, and HH time series, in order to assess the impacts of homogenization 
methods. This test is suggested for trend analysis by the WMO (Sneyers, 1990) 
and has been used in many published works on climate change and climate 
variability (e.g., Moberg and Jones, 2004; Brunetti et al., 2006; Rodrigo and 
Trigo, 2007).

Hi. Principal component analysis (PCA)

When PCA is applied on a dataset, a new set of time series is produced as linear 
combination of the original ones. The new time series are the so-called principal 
components (PC), while the coefficients used to compute them are the elements 
of the empirical orthogonal functions (EOF). From the mathematical point of 
view, EOFs are the eigenvectors of the variance-covariance or the correlation 
matrix of the original dataset, the PCs are obtained by projecting the original 
time series into the EOF, and the eigenvalues are a measure of the explained 
variance, i.e., the proportion of the total variance explained by each PC. 
Obtained PCs are uncorrelated and sorted by decreasing order of variance, while 
EOFs are orthogonal to each other and constitute a vector base. There are 
different versions of this multivariate statistical technique, but it is easy to find 
their description/characteristics (Jolliffe, 2005; Wilks, 2011). PCA has 
multidisciplinary applications and is used in data analysis as an exploratory tool 
(for outlier detection, cluster identification, data visual examination, and 
interpretation), data preprocessing (dimensionality and noise reduction), 
modeling, and to identify spatial and temporal patterns and modes of variability 
such as NAO and ENSO (Wold et al., 1987; Jolliffe, 2005; Pozo-Vazquez et al.,

77



2005). PCA results are dependent on the scaling of the original matrix (Wold el 
al., 1987; Jolliffe, 2005), but statistical significance can be assessed, e.g., with 
cross-validation, bootstrap, or jackknifing techniques (Romanazzi, 1993; Jolliffe, 
2005). PCA outputs, in particular the amount of explained variance by each PC, 
are dependent on the similarity of the time series (Jolliffe, 2005). This 
characteristic of PCA will be used in this study to assess homogenization results.

4. Obtained results

Preliminary exploratory statistical analysis reveals the existence of a very small 
number of missing values. Time series most affected by this problem present 
multiple consecutive missing values or their last record (end date) is before 2010. 
Results for maximum temperature are very similar to that for minimum 
temperature. The great majority of the low number of outliers detected above and 
below the defined thresholds based on the quartiles of their own time series was 
not confirmed with pairwise comparison with neighboring time series. The final 
number of outliers considered in HOMER for minimum and maximum 
temperatures were 10 and 11, respectively, which corresponds to 0.1% of total 
number of monthly values in each dataset or to less than 1 missing values per time 
series in each dataset. As mentioned in Section 3.2, MASH has an automatic 
procedure to detect and correct outliers which is not controlled by the user.

Temporal location and size of the breaks detected in minimum and 
maximum air temperature time series with MASH and HOMER are shown in 
Table 2. It should be pointed out that breaks marked with a star (*), noticeable 
only in the detection list of MASH, correspond to shifts of equal value but 
opposite sign in two consecutive years, that will most likely be an annual outlier 
than a break point and, from this point forward, will not be considered as breaks. 
Consequently, the number of breaks detected with HOMER (39 in TN and 32 in 
TX) is higher than with MASH (32 in TN and 24 in TX). Since the original data 
only have one significant decimal digit, the physical meaning of a great number 
of these breaks can be questioned. The number of shifts smaller than 0.1°C 
detected with MASH is much higher (12 breaks in TN and 19 in TX) than with 
HOMER (5 breaks in TN and 1 in TX). On the other hand, the number of 
coincident breaks detected in TN with both methods is 18 (which corresponds to 
56% and 46% of total number of breaks detected with MASH and HOMER, 
respectively) and 9 in TX (37% of MASH and 28% of HOMER total breaks, 
respectively). If the analysis is restricted to breaks with shifts greater or equal to 
0.1°C, the number of coincident breaks in TN is 14 (which corresponds to 70% 
and 41% of total number of breaks detected with MASH and HOMER, 
respectively) and 5 in TX (100% of MASH and 16% of HOMER total number 
of detected breaks, respectively). These results suggest that MASH could be 
able to detect smaller shifts but an overall small number of break points.
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ID
Minimum a ir  tem peratu re (TN) 
MASH H O M ER

M aximum  a ir  tem pera tu re  (TX) 
MASH H O M ER

1 1 9 6 3 (0 .1 1 X 1 9 9 6 (0 .1 2 )
1944(4) .08), 1950(0 .04),
1 9 6 4(-0 .45), 1 9 7 0(0 .49), 1 9 8 4 (0 2 9 )

1944 *(0 .12) 1 9 7 7 (-0 2 2 )

2 -
1 9 6 3 (4 )3 7 ) , 1 9 8 7 (0 2 4 )  
1 9 9 2 (0 .5 3 )

1 9 4 9 (0 .1 4 )
1950(-0 .76), 1959(-0 .49) 
1 9 7 1 (4 )2 7 ), 1 9 8 1 (0 2 3 )

3 1 9 4 7 * (0 .17X 1972(0 ,08), 1 9 8 0 (0 .1 4 ) 1962(0 .2  7X 1 9 8 0 (-0 .49) 1962(^0.05), 1969(-0.14X  1 9 7 7 (4 )0 3 )
1 9 6 5 ( 0 2 7 ) 1 9 7 2 ( 0 3 9 )
1 9 9 3 (0 .4 5 )

4 1 9 7 9 (4 )3 1 ) 196 6 (-0 ,1 8), 1 9 7 9 (0 ,7 8 ) 1943 *(0 .46), 1949(4) .03), 1961(0 .06),
1963(0 .01), 19 8 8 *(-0 .03), 2 0 0 0  * (0 .14)

1 9 5 3 (4 )2 6 X 1 9 9 2 (0 .4 2 )

5 I9 8 2 (-0 .0 4 ) 19 5 0 (0 .4 1 ) , 196 7 (0 .19) 1 9 8 2 (0 .1 4 ) 1969(-0 .06), 1 9 7 1 (0 .1 5 ) 1 9 4 9 (4 )3 5 X 1 9 7 1 (-0 ,5 1 )

6
1965(0 .15), 19 7 1 (0 .1 5 ), 1 9 76(0 .09X  
1 9 7 9 (0 2 6 ) , 1985*(0 .39). 1993(0  05X 
1 9 9 6 (0 .0 7 )

1 9 6 9 (0 .7 5 ) , 1 9 8 0 (-1 2 1 X  1 9 8 7 (1 2 6 X  
1 9 9 4 ( 0 2 0 ) 19 4 9 * (0 .0 9 X 1 9 8 6 * (-0 .1 6 ) -

7 1 9 5 1 (0 2 8 X 1 9 6 6 (0  21) 1 9 6 7 (4 )6 0 ) , 1 9 8 9 (0 3  IX 1998(-1 .54) - -

8 - 1950(-0 .67) 1953(4). 14), 1976(-0 .02), 1979(-0.04X  
1994 *(-0.18), 1996*(-0.16X  1 9 98*(0 .08)

1 9 5 1 (0 .4 1 ) ,1 9 7 4 (0 2 5 )
1 9 9 9 2 (0 3 5 )

9 1963 *(-0 .128) - - 1972(0 .12), 1 9 88(0 .40)

10 2 0 0 3 (-0 .54), 2 0 0 7 (0 .1 6 ) 1 9 5 8 ( -0 3 3 )2 0 0 4 (1 .11)
1 9 5 3(0 .04), 196  5 * (0 .06), 19 7 7 » (0 .12), 
1995(0.06X  1 9 9 8 (-0 2 7 ), 2 0 0 0 (4 )1 2 ) , 
2 0 0 3 (0 .0 9 )

1951(4) .01), 1974(4) .59), 
1 9 9 1 (4 )3 9 ), 1996(1 14)

11 - 1 9 8 6 (0 .1 2 X 1 9 9 0 (0 .3 2 ) -
1951(0 .40), 1955(0 .19), 
19 73(4) .42), 1 9 9 0(0 .41)

12
1 9 6 8(0 .11), 1 9 7 7 (0 .0 5 ) , 1 9 8 0 (0 .1  ?X 
1 9 8 4 (0 .1 2 X 1 9 8 6 * (0 .1 2 X  1996(- 
0 .03)

1 9 7 8 (0 .5 6 ), I9 8 4 (-0 .0 3 ), 1987(0 .80), 
2 0 0 0 ( 0 2 8 ) - 1 9 9 5 (0 ,5 2 )

13 1 9 4 3 * (0 2 8 X  1948(O .06X  1966 
(0.07X  1 9 7 4(0 .12), 1 9 8 6 (0 .0 9 )

1 9 4 4 (0 .8 1 ), 1946(0 .45), 1973(-0.49X  
1 9 8 6 (0 .0 4 ), 1 9 9 3 (0 .0 4 )

1 9 5 4 (0 .0 9 X 2 0 0 0 (0 .1 5 ) 1 9 S 3 (-1 2 2 X 1 9 5 9 (0 2 5 X
1 9 9 1 (4 )4 1 )

14
1 9 5 5 (O 2 1 X 1 9 5 8 (O .4 2 X 1 9 6 9 (0 .1 1 X  
1 9 8 2 (0 .5 8 ) , 1 9 9 4 (0 .8 0 X 1 9 9 6 (0 .0 8 ), 
1 9 9 9 (0 .0 8 )

1 9 57(0 .88), 1 9 8 2 (0 2 7 ) , 1 9 9 4(0 .90)
1950(0 .05), 1 9 7 8(-0 .08). 1981(-0 .06), 
1 9 9 2 * (0 2 6 ) , 1 99 4  (0 .45)

1 9 7 7 (0 2 9 X 1 9 8 2 (0 .3 5 ), 
1994(-1 70)

sO
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Correlation matrices between non-homogenized time series of maximum 
(minimum) air temperature, TXNH (TNNH), as well as between homogenized 
time series with MASH, TXHM (TNHM) and with HOMER, TXHH (TNHH) 
were computed. Boxplots of the Spearman correlation coefficient (SCC) values 
obtained for homogenized time series with HOMER are higher having lower 
dispersion in relation to non-homogenized and homogenized with MASH 
(Fig. 2). In general, SCC values between homogenized TX and TN time series is 
higher than those obtained between non-homogenized times series. Median 
value of the difference between TXHH and TXNH correlation matrix is higher 
(0.09, which corresponds to an increase of 9%) than the difference between 
TXHM and TXNH correlation matrix (0.02, which corresponds to a general 
increase of 2%). For minimum temperature, the median of the difference 
between TNHH and TNNH is equal to 0.13, while between TNHM and TNNH 
it is equal to 0.05.

Spearman correlation coefficient values obtained between reference series 
and non-homogenized and homogenized with MASH and HOMER 
corresponding time series (Fig. 3) reveals: (i) higher SCC values between 
reference and homogenized time series with MASH in every stations and for 
both TX and TN than between reference and non-homogenized time series; (ii) 
higher SCC values between reference and homogenized time series with 
HOMER for TX than between reference and non-homogenized time series but 
lower values for TN in 6 weather stations. Median of the SCC values obtained 
for maximum and minimum air temperature homogenized time series with 
HOMER are similar (94.3% and 89.3%) to those obtained with MASH (91.8% 
and 88.8%) but higher than for non-homogenized time series (88.2% and 
86.4%), in particular for maximum air temperature. At this respect, the increase 
in the SCC can be underlined computed between the reference and one of the 
corresponding series: (i) TXHM and TXHH time series in Vila Real and Viseu 
(of 14.7% and 13.0%, respectively); and, (ii) TNHH and TNHM time series in 
Vila Real (of 13.7% and 8.4%, respectively).

Trend analysis for TN performed with Mann-Kendal test assuming a 
statistical significance level of 99% (Table 3) reveals that: (i) only a small 
number of non-homogenized times series presents statistically significant trends 
(5 in TNNH and TNHM datasets and only I in TNHH dataset); (ii) almost all 
time series present positive trends except Mirandela and Dunas de Mira; (iii) a 
reduction in the number of statistical significant trends is only verified for 
TNHH dataset; and, (iv) with the homogenization procedures, the trend of two 
time series, after being homogenized, became statistically significant (time 
series of Bragan^a, with MASH and of Montalegre with HOMER). Results 
obtained for TX shows that: (i) there is a lower number of statistically 
significant trends (2 in TXNH and only 1 in TXHM); (ii) the number of non- 
homogenized and homogenized time series with negative and positive trends are 
similar; but, (iii) all statistically significant trends are positive; and, (iv)
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homogenization procedures lead the loss of statistical significance of the trends 
in one homogenized time series with MASH and in two homogenized time 
series with HOMER.

1
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Fig. 2. Boxplot of Spearman correlation coefficient (SCC) between annual time series of 
non-homogenized (NH), homogenized with MASH (HM) and with HOMER (HH) 
maximum (top panel) and minimum air temperatures (bottom panel), from weather stations 
located in northern part of the continental Portugal (Table 1 and Fig. /), for 1941-2010 
period. SCC was evaluated taking into account missing values of NH time series. The 
bottom/top indicates the lower/upper quartiles, and the band near the middle of the box is the 
median. The lower/upper end of the whiskers represents the minimum/maximum values.
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Results obtained with PCA performed on non-homogenized and 
homogenized datasets (Table 3) can be summarized as follows: (i) only a small 
number of PCs are statistical significances ( I PC for TXHM, TXHH, and TNHH 
and 2 PCs for TNNH. TXNH, and TNHM); (ii) the explained variance by the 
first PC of homogenized datasets is greater than the explained variance by the 
first PC of non-homogenized ones; (iii) explained variance of first PC are higher 
for homogenized datasets with HOMER than with MASH.

Maximum air temperature (TX)

AN BR BG CB CG DM MI MO PD PI PS RE VR VI

Minimum air temperature (TN)
NH ■ HM ■ HH

AN BR BG CB CG DM MI MO PD PI PS RE VR VI

Fig. 3. Spearman correlation coefficient (SCC) between annual reference series and time 
series of non-homogenized (NH), homogenized with MASH (HM) and HOMER (HH) of 
maximum air temperature (top panel) and minimum air temperature (bottom panel), for 
the 1941-2010 period.
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5. Discussion and conclusions

The IM network analyzed here includes stations located near the coast and a few 
meters above sea level and inland stations at higher altitude. Moreover, all weather 
stations are located in the same climatic region (temperate with dry and hot 
summer), which is a necessary condition to perform homogenization analysis. 
Results of the preliminary exploratory data analysis reveals time series with no 
extremes and only a small amount of outliers and missing values except in cases 
where times series does not cover the entire analysis period of 1941-2010. This is 
an important characteristic of the dataset, because missing values can have 
profound impact on reference series and, consequently, in the detection procedures 
(.Menne and Williams, 2005; Syrakova and Stefanova, 2009). In addition, since 
missing values are treated differently in MASH and HOMER, a small number of 
data gaps cannot be associated with potential significant differences between 
homogenized datasets with both methods. On the other hand, heterogeneities are to 
be expected in TX and TN datasets, since this network is in operation for a long 
time, and during this period experienced adjustments were carried out on its 
structure (e.g., replacement of instruments), on its type (changes from classical to 
automatic sensors), and spatial distribution (e.g., relocation, cessation, and 
installation of new stations). For these reasons, we may conclude that maximum 
and minimum air temperature datasets in northern Portugal are examples of 
databases in good position to be analyzed for homogeneity.

MASH and HOMER were the methods used to perform the homogeneity 
analysis of TX and TN datasets. The selection criterion was, primarily, the high 
performance shown by these two methods during the comparison study 
performed in the framework of the COST Action HOME, using monthly 
temperature benchmark databases but also the large methodological differences 
between these two methods, discussed in previous sections. In fact, HOMER 
was not compared with other methods in Venema et al. (2012), because it 
became available later, but its results from the combination of the methods had 
the best performance. Craddock method was also included in the list of 
algorithms with best performance, but because it is a subjective method (uses 
visual detection of breaks), was not used in this study.

Time series were corrected with both methods from the most recent 
observations to the oldest. This procedure is consistent with the general believe 
that current sensors and data acquisition systems are more reliable than previous 
ones. Both methods uses interpolation to produce homogenized time series 
without missing values, but MASH also uses extrapolation to fill the data gaps 
in the extremes of the time series. MASH identifies the location of the break 
with the year of the shift, while HOMER is able to estimate the month of the 
change also (not shown in Table 2).

The total number of breaks detected in TN with both methods is higher than in 
TX, and the number of breaks detected with HOMER is higher than with MASH,
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in both climatic elements. The same conclusion is supported by considering the 
number of breaks with amplitudes above increasing thresholds. In addition, the 
amplitude of the breaks detected with HOMER is, in general, higher than the 
amplitude of the breaks detected with MASH (Table 2). The weather stations of 
Vila Real and Coimbra B were selected as examples of inland and coastal weather 
stations, located at higher and lower altitudes, respectively (Fig. 4 and Fig. 5), to 
illustrate the differences between the non-homogenized and homogenized time 
series with MASH and HOMER. It should also be mentioned that maximum air 
temperature time series in Mirandela is the only one without inhomogeneities.

Vila Real

22.0 — N H  - H O M E R  -o -M A S H

=1 21.0 
*5 20.0 
g
t  19.0a.
|  18.0 

|  17.0

J  16.0

15.0 t ................ r --
1941 1951 1961 1971 1981 1991 2001

Year

Coimbra B

24.0 — N H  — H O M E R  -o -M A S H

1941 1951 1961 1971 1981 1991 2001

Year

Fig. 4. Non-homogenized (NH) and homogenized time series (with HOMER and MASH) 
of maximum air temperature (TX) recorded in Vila Real and Coimbra B weather stations. 
Coimbra B is an example of weather station located in near the coast at low altitude, while 
Vila Real is an example of weather station located at mountainous region of the interior.
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V ila  R e a l

10.0 — NH •■•■•HOMER — MASH

1941 1951 1961 1971 1981 1991 2001
Year

Coimbra B

12.0 — NH — H O M E R  -o -M A S H

1941 1951 1961 1971 1981 1991 2001
Year

Fig. 5. As in Fig. 4, but for minimum air temperature (TN).

Correlation, trend, and principal component analysis were used to assess 
the homogenization process performance by comparing the results obtained with 
using non-homogenized and homogenized datasets. Boxplots of the Spearman 
correlation coefficient (SCC) statistical values obtained between homogenized 
time series with HOMER are higher and have much lower dispersion than those 
obtained between homogenized with MASH and non-homogenized time series 
(Fig. 2). For maximum air temperature, the homogenized time series of Dunas 
de Mira weather station (with both methods) presents the lowest values of the 
statistics, and it is responsible for the high dimension of the lower whisker. This 
result is more perceptible in homogenized time series with HOMER than with
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MASH as boxplots for other time series are much more alike. For TN, the 
dispersion is much higher than for TX, and Dunas de Mira time series is also 
among those presenting lower statistics values. Results obtained with correlation 
analysis between reference, non-homogenized, and homogenized time series are 
also consistent with the increase of the similarity of the datasets with the 
application of both homogenization procedures. Values of SCC increases for all 
homogenized time series with MASH, but for a few time series (both in TX and 
TN), SCC values obtained for homogenized time series with HOMER are 
smaller than for non-homogenized. Notwithstanding this fact, an overall small 
increase in the median SCC values is conspicuous.

Trend analysis performed on TX and TN time series reveals a small 
reduction in the number of statistically significant tendencies after 
homogenization, but a general decrease in the slope, more significant for 
homogenized time series with HOMER than with MASH, must be underlined. 
Results obtained using different statistical significance levels (97.5% and 95%) 
are similar except for the expected higher number of statistically significant 
trends.

Results from PCA are consistent with those previously obtained with other 
methodologies and also suggests that homogenization leads to an increase of the 
resemblance in the spatial and temporal variability of both TN and TX. This 
behavior is more evident for TX than for TN. In general, the first EOF presents 
elements with equal sign, which reflects similar behavior in the entire region. 
Then, the following EOF represents small scale features of variability (e.g., 
contrast between north and south or between east and west). The magnitude of 
each feature can be measured by the explained variance of the corresponding 
mode of variability. In this study, the explained variance by the first PC is higher 
for homogenized than for non-homogenized datasets, independently of the 
climatic element (Table 3). This difference is higher for homogenized time 
series with HOMER than with MASH.

Table 3. Explained variance of the statistically significant principal components of non- 
homogenized (NH), homogenized with MASH (HM) and with HOMER (HH) minimum 
and maximum air temperature datasets, for the 1941-2010 period

N NH HM HH

Maximum 1 78.6% 81.0% 89.4%
temperature 2 8.6% - -
Minimum i 75.2% 76.3% 84.8%
temperature 2 9.7% 8.3% -
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In resume, the most important conclusion from this study is that both methods 
contribute to correcting the inhomogeneities detected in both TN and TM datasets, 
and that there is no clear evidence of the better performance of one method relative 
to one another. Results obtained from the correlation analysis, trend analysis and 
principal component analysis point to a general increase on the spatial and temporal 
similarity of the time series as should be expected in datasets of the same climatic 
region. Apparently, these results are independent of the location and altitude of the 
weather stations. However, these conclusions should be taken with caution, 
because earlier studies reveal that the evaluation of methods performance is 
dependent on the metrics used for this purpose (Venema et al., 2012) and on the 
quality and characteristics of databases (Freitas et al., 2012).

Finally, it should be noted that, to the best of our knowledge, this study is 
the first effort to compare HOMER with other homogenization methods using 
observed datasets. The other known study assessing HOMER performance was 
recently presented in the 7th seminar for homogenization and quality control on 
climatological databases, but using the HOME benchmark datasets (Domonkos, 
2012). Furthermore, besides the study of Freitas et al. (2012), to assess HOMER 
potential and limitations, this is the first consistent attempt to homogenize 
maximum and minimum air temperature Portuguese datasets, using more than 
one method, MASH and HOMER in particular. The other known 
homogenization study performed with Portuguese data, was performed by 
Soares and Costa (2009), which used precipitation data from stations located in 
the southern part of the country, as a case study, to compare the potential 
advantages of geostatistical techniques. As a final point, it should also be 
emphasized the number of different methods/measures used to compare the 
homogenized Portuguese air temperature datasets.
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Abstract-Climatologists apply various homogenization methods to eliminate the non- 
climatic biases (the so-called inhomogeneities) from the observed climatic time series. The 
appropriateness of the homogenization methods is varied, therefore, their performance must 
be examined. This study reviews the methodology of measuring the efficiency of 
homogenization methods. The principles of reliable efficiency evaluations are: (i) Efficiency 
tests need the use of simulated test datasets with similar properties to real observational 
datasets; (ii) The use of root mean squared error (RMSE) and the accuracy of trend- 
estimations must be preferred instead of the skill in detecting change-points; (iii) The 
evaluation of the detection of inhomogeneities must be clearly distinguished from the 
evaluation of whole homogenization procedures; (iv) Evaluation of homogenization methods 
including subjective steps needs blind tests. The study discusses many other details of the 
efficiency evaluation, recalls the results of the blind test experiment of the COST action 
ES0601 (HOME), summarizes our present knowledge about the efficiencies of 
homogenization methods, and describes the main tasks ahead the climatologist society in the 
examinations of the efficiency of homogenization methods.

Key words: time series homogenization, efficiency, surface climatic observations, upper air 
climatic observations

/. Introduction

Homogenization is a procedure to improve the quality of data. During 
homogenization, the temporal constancy of some characteristics is tested and the 
degree of constancy is a quality indicator. In contrast with the common data quality
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control, homogenization examines the characteristics of segments of data instead of 
those of individual pieces of data. Homogenization is applied in several branches of 
science, e.g., economics, information systems, neurology, etc. (see some references 
in Toreti et al. 2012), but homogenization tasks often have peculiarities according 
to research fields and the variables examined.

In climatology, homogenization examines and adjusts temporal biases of 
climatic variables, caused by non-climatic factors. Various technical changes may 
cause non-climatic biases in observed surface climate (Aguilar et al., 2003; Auer et 
al., 2005; Menne et al., 2009, etc.) and in radiosonde data (Lanzante et al., 2003, 
Gruber and Haimberger, 2008; Dai et al., 2011, etc.), and a large number of 
methods are applied for their correction. The purpose of homogenization is to 
obtain observed climatic datasets of the best possible quality for climate variability 
investigations. Relative homogenization, named also innovation of time series 
(Haimberger, 2007), examines the series of the differences or ratios of the observed 
data (relative time series hereafter) instead of examining directly the raw data 
(absolute homogenization). Relative homogenization is preferred when the spatial 
density and coherence of the observed data allows it, because in relative time series 
the climatic fluctuation that is common for the examined region does not appear. 
Note, however, that absolute homogenization is also applicable under certain 
conditions. Different homogenization methods often have markedly different 
efficiencies in finding and correcting the non-climatic biases. The objective 
interpretation of climate change and climate variability, assessment of risks of 
extreme climatic events, modeling of spatial and temporal evolution of weather and 
climate events all need accurate input data fields; therefore, the climatological 
community is interested in finding the best homogenization methods. The selection 
of the most appropriate methods requires the application of objective efficiency 
tests.

The COST action “Advances in homogenization methods of climate series: an 
integrated approach” (2007-2011) accelerated the progress of the methodological 
development of homogenization and its reliable testing in several ways. We refer to 
the COST action with its acronym “HOME”, to its benchmark dataset for the 
surrogate European surface temperature dataset with “Benchmark”, and often to its 
closing study written by the HOME group (Venema et al., 2012). Under HOME, 25 
versions of 9 statistical homogenization algorithms were subjected to blind tests, 
and their results were evaluated with 13 efficiency measures. Nevertheless, the 
scope of this paper is much wider than the analysis of HOME products. We review 
the contemporary methodology of tests applied in the efficiency evaluations for 
homogenization procedures in a wide range of homogenization tasks. The problems 
related to the choice of efficiency measure and the construction or selection of test
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datasets are widely discussed. Reliable efficiency tests must be based on test 
datasets whose statistical properties mimic well the properties of observational 
datasets. In this respect the study has limitations, i.e., we do not deal with the 
peculiarities of individual homogenization tasks apart from some examples. We do 
not deal with the particularities of daily data homogenization either.

The organization of the paper is as follows. In the next section, the problems 
related to setting up efficiency evaluation methods with general reliability are listed 
and discussed. In Section 3, the efficiency measures and their properties are 
described. In Section 4, various kinds of efficiency tests with their different 
objectives are presented, while Section 5 deals with the problem of constructing 
realistic test datasets. Finally, the tasks for the future are discussed in Section 6.

2. Difficulties in producing reliable efficiency evaluations

As the most frequent type of inhomogeneities is the sudden shift in the means 
(referred also as change-points), e.g., for station relocations, change in the 
instrumentation, etc., the evaluation of efficiency might not seem to be a 
complicated task: the simplest assessment is to calculate the ratio of correctly 
identified change-points relative to all change-points (the so-called hit rate), since 
higher hit rate generally indicates better performance of homogenization method. 
However, this simple approach often fails and its causes are discussed in this 
section, grouping the problematic aspects into four subsections.

2.1. Complexity of homogenization methods

Homogenization is a complex procedure. It generally includes at least 3 segments 
(■Gruber and Haimberger, 2008), they are:

(i) time series comparison,
(ii) detection of inhomogeneities,
(iii) adjustments of the detected biases.

Each segment can be objective (i.e., based on pure statistics) or subjective. 
Detection and adjustments may be partly or fully based on metadata. Note that in 
absolute homogenization segment (i) is missing. On the other hand, any segments 
or even all segments can be included multiple times in one homogenization 
procedure, because several procedures are iterative with the cyclically repeated 
application of their segments. From the point of view of efficiency evaluation, the 
problem is that a certain detection method can be applied with various time series
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comparisons, adjustments, and iteration techniques. When, for instance, the hit rate 
is calculated, the result depends on all the segments and even on each of the 
parameters included in the procedure. For example, Moberg and Alexandersson 
(1997) presented the application of the standard normal homogeneity test (SNHT) 
through the homogenization of Swedish temperatures. They built reference series 
from 8 series of the neighbourhood with the highest spatial correlations for the 
increment (first difference) series, applying the cutting algorithm by Easterling and 
Peterson (1995) until the subsections had at least 10 years length, etc. A problem of 
testing the performance of homogenization methods is that the details of the 
methods, as for instance the ones cited from Easterling and Peterson (1995) and 
particularly the parameters are only recommendations, and some of the proposed 
details cannot even be applied for all homogenization tasks. However, the 
performance depends on all the particularities of the procedure.

A further problem is that most homogenization procedures include subjective 
steps that make the objective evaluation of the performance difficult (Section 4.3).

2.2. Indication o f good performance

The simplest evaluation of performance is the calculation of the hit rate. The 
problem with hit rate (and with more advanced related metrics, e.g., detection skill, 
see Section 3) is that the accuracy of homogenized time series only partly depends 
on it. When the Hit rate is high, but some large shifts fail to be detected, the 
variability of the homogenised time series may substantially differ from the true 
climatic variability. By contrast, if the largest shifts are detected well, the final 
result of homogenization might be fair in spite of a relatively low hit rate. Note that 
the accumulated effect of inhomogeneities on the bias of variability characteristics 
is even more important than the shift-magnitudes at individual change-points (an 
example will be shown in Section 3). As the aim of homogenization is to have the 
climatic time series in the appropriate state for deriving climate variability 
characteristics with high accuracy, the best way is to use efficiency measures which 
directly evaluate the quality of homogenized time series from this point of view. 
Yet, there are two more problems. One is that a homogenization result may be 
excellent for the examinations of some climatic characteristics (e.g., linear trend, 
low frequency variability of the mean values, etc.), but might be poor for some 
other examinations (e.g., standard deviation, extreme events, etc.). For this reason, 
the use of one efficiency measure cannot be sufficient to evaluate the general 
performances of homogenization procedures. Another problem is that often the 
objective parts of homogenization methods are evaluated only (we consider 
homogenization procedures or their certain segments objective when subjective 
decisions by homogenisers are not allowed in them). Evaluations are often
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restricted to the examination of the detection of change-points with statistical tests 
(DeGaetano, 2006; Gerard-Marchanl et al., 2008; Bealien et a/., 2008; etc.). 
However, if one would like to know the connection between the skill in detecting 
change-points and the final quality of homogenization product, the inclusion of 
other segments of the homogenization procedure is necessary for the evaluation. A 
suggested solution will be described in Section 4.1.

2.3. Station effects: true or false?

Even if all time series are ideally homogeneous in a network of the same climatic 
region, some statistical properties of time series are still distinct for each individual 
time series due to the peculiarities of the observing station (e.g., exposure, land use, 
natural vegetation, etc.). Therefore, when the aim of homogenization is transformed 
to an exact mathematical task, it should include the elimination of change-points, 
but should exclude the cancellation of true station effects. In relative 
homogenization, temporally constant station effects can be preserved only, since 
relative homogenization is based on the equalization of differences or ratios of time 
series. The accuracy of mean station effects can hardly be controlled by efficiency 
tests, because a) there is no objective method for the estimation of mean station 
effects, b) it seems to be a challenge to construct test datasets with pre-defined 
realistic mean station effects.

The most usual way of determining station effects in homogenization 
procedures is to keep the last homogeneous section (the section between the 
change-point detected with the latest date and the end of the series) unchanged and 
adjust all the other parts of the series to that section. This assumption is correct 
when all the technical, personal, and environmental conditions were good to 
provide high quality observations in the last period of the series, but false in the 
opposite case. Especially, when only the late part of a time series is influenced by 
urbanization, that urban effect will be included for the whole homogenized time 
series if the adjustments are made relative to the last homogeneous section of the 
series. Note however, that from the point of view of macroclimatic examinations, 
the temporal changes of urban effect are undesired inhomogeneities, thus their 
elimination by homogenization is correct.

In the homogenization of surface climatic data, the assessment of mean station 
effect could be considered a task that is out of the scope of homogenization, since a 
series can be perfectly homogeneous in term of mathematical homogeneity in spite 
of the average station effect is false. An example for the latter case is when each 
value of the series of ideally accurate observational values is shifted with a constant 
error-term mimicking an erroneous mean station effect: the trends remain in line 
with the macroclimate, but the distribution function and its statistical characteristics
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would be false. We incorporate this problem into the homogenization task, because 
with the expression “homogenized time series” climatologists mean high quality 
data that are applicable well for climate variability analyses. Note that large errors 
in the assessment of mean station effects in the principal surface climate variables 
are rare, therefore, the problem of their correct treatment is basically theoretical 
with relatively little practical importance.

In upper air measurements, the origin of true station effect is restricted to the 
geographical coordinates, as there is no particular effect from exposure, surface 
type, natural vegetation, etc. However, systematic local errors can be larger due to 
the more serious problems of instrumentation than in surface observations. In 
accordance with these facts, the homogenization of upper air time series includes 
the optimization of the spatial differences of data (Haimberger, 2007).

2.4. Dependence on the properties o f test dataset

True observational time series cannot be used for evaluating efficiency, because we 
never know the exact characteristics of non-climatic biases. Even with the best 
homogenization methods, only a part of the inhomogeneities can be identified, 
and even false detections sometimes occur (Venema et al., 2012). Therefore, 
artificial test datasets are needed with known positions and magnitudes of 
inhomogeneities for measuring the efficiency of homogenization methods. These 
test datasets should resemble the true climatic time series as much as it is 
possible, because otherwise the observed efficiencies in test experiments may not 
be valid in the real world. We illustrate the seriousness of this problem with the 
description of two experiments. Detection skill (see its definition in Section 3) 
was examined for 6 widely used change-point detection methods (Fig. 1). In the 
first experiment, one change-point was inserted into 100 years long stationary 
white noise processes. The shift-magnitude was 3 times larger than the standard 
deviation of the white noise. In the second experiment the only difference was 
that further four change-points were inserted with half-size shifts relative to the 
one large shift inserted earlier. The positions and directions of the small shifts 
were random. In both experiments, the detection skill for the one large shift was 
evaluated only. The difference between the obtained efficiencies is striking: while 
in the first experiment the efficiencies are between 88-96% for the five best 
methods (out of the examined six in Fig. 1), the values drop to 59-75% when 4 
more change-points are present in the time series. We underline that the detection 
skill of small change-points did not contribute directly to the results shown, but 
small shifts generally act as a kind of noise, which substantially worsens the 
detection skill of large shifts.
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Fig. 1. Detection skill (ED) of large shifts with the background of white noise and with that of 
white noise plus four small shifts. PMT -  Penalized maximum t-test (Wang et. al., 2007); 
PROD -  PRODIGE, SNHS -  SNHT for shifts only (Alexandersson, 1986); the explanation of 
other denotations is in the text.

For constructing realistic test datasets, we should know the statistical 
properties of inhomogeneities in the target climatic time series. There are two 
problems related to this point: a) We cannot learn the exact properties of 
inhomogeneities, because small inhomogeneities often cannot be detected with any 
kind of method; b) Even if we could determine the exact characteristics of some 
real climatic time series, that characteristics would not be projected without control 
to new homogenization tasks, since the properties for different time series, 
networks, and climatic variables are obviously diverse.

3. Efficiency measures

For characterizing the appropriateness of homogenization methods to make the 
climatic time series more suitable for accurate climate variability examinations, 
efficiency measures must evaluate the mean progress in the accuracy of the 
variability of homogenized time series. The root mean squared error (RMSE) is a 
known tool for characterizing skills and remaining errors:
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RMSE( X) = ( 1 )

It can be formed to an efficiency measure at which 1 means perfect skill and 0 
means neutrality (no improvement, neither destruction):

where Z, X, T stand for raw, homogenized, and true (fully homogeneous) time 
series, respectively, n is the sample size, and E is the efficiency.

The RMSE can be calculated for various time units of the observed series. For 
instance, Venema et al. (2012) applied month, year, and decade time units. With 
RMSE of long time units, the evaluation is focused on the accuracy in long-term 
variability, while the meaning of RMSE of short time units is more general. 
Especially, the detection of seasonality of non-climatic biases can be evaluated 
with the comparison of monthly and annual RMSE results.

Venema et al. (2012) introduced a modified version of RMSE (centered 
RMSE, CRMSE), it calculates the RMSE of the anomalies relative to the mean 
bias:

where the upper stroke means arithmetical average. The motivation of using CRMSE 
instead of RMSE in HOME was to eliminate the effect of unknown mean station 
effects, because the HOME tests did not incorporate this specific problem in any form.

In the evaluation of the accuracy of linear trends in homogenized time series, 
RMSE is also applicable to the comparison of trend slopes in X and T (Venema et 
al., 2012; Domonkos, 2011a). Linear trend estimations and their accuracy have 
enhanced importance in climate studies, since linear trends indicate the sign and 
degree of mean systematic change of the climate variable under study over the 
period examined. Note that the RMSE of trend biases is not impacted by the 
possible errors in the estimation of mean station effects.

All RMSE and CRMSE characteristics described can be applied in the 
evaluations of entire time series or sections of time series. The accuracy of 
network-mean values is particularly important in the assessment of past climate

RMSE(Z) -  RMSE(X) 
RMSE(Z)

( 2)

(3)
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changes, and a novelty of HOME was that RMSE was calculated also for the series 
of network-means (Venema et al., 2012). We mention that apart from RMSE or 
CRMSE, mean absolute error or rank order are also applicable (the latter is only for 
the comparison of performances, see, e.g., Titchner et al., 2009).

The most frequently used efficiency measures for the homogenization of 
climatic time series are hit rate (SR, referred also as detection power), false alarm 
rate (SF) and their various combinations (Buishand, 1982; Easterling and Peterson, 
1995, Reeves et al. 2007, etc.). Hit rate (false alarm rate) shows the ratio of 
correctly (falsely) detected change-points relative to the total number of change- 
points (S) that are present in time series. Large SR and small SF indicate good skill 
in detecting change-points, while the opposite case indicates poor skill. With 
detection skill (ED, Eq. (4)), SR and SF can be examined jointly (Menne and 
Williams, 2005; Domonkos, 201 la).

Although hit rate and detection skill are the most traditional efficiency 
measures, there are several problems with their applications. Their main deficiency 
is that SR and ED do not indicate confidently the accuracy of homogenized time 
series and the appropriateness of time series for climate variability analysis. Fig. 2 
presents the imaginary results of a time series homogenization. The series consists 
of 100 years, and it contains three change-points in years 30, 50 and 70. The shift- 
magnitudes in years 30 and 70 are slightly larger than in year 50. The sign of the 
shift in year 30 is the opposite of the sign of the other two shifts. In the 
homogenization labelled with Yl, only the shift of year 70 was detected and 
corrected, while in Y2 two shifts, i.e.,the ones in years 30 and 70 (Fig. 2). It is clear 
that the hit rate and detection skill are better for Y2 than for Yl (namely 1/3 for Yl 
and 2/3 for Y2). However, the RMSE and remaining trend-bias are better for Yl 
than for Y2. The RMSE (remaining trend bias for the entire series) are 1.45 
(0.54/100yr) for Yl and 2.12 (4.50/100yr) for Y2. We have these seemingly 
contradictory results in spite of the two largest shifts were detected in Y2, the time- 
lapses of the detected change-points are zero, no false detection occurred, and the 
assessment of shift-magnitudes is perfect for the detected shifts. The only thing that 
favored for Yl is that the accumulated effect of inhomogeneities in the first 30 
years section of the series is smaller if the bias of year 70 is corrected.

Another problem is that during the practical use of hit rate and detection skill, 
subjectively-set parameters are often applied. First, because a certain time lapse 
in the detection is usually accepted as correct detection, otherwise the evaluation
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could be too strict and unrealistic (Ducre-Robitaille et al., 2003; Bealieu et al., 
2008; etc.). Second, because the detection of small size biases is often not 
evaluated, and third, if test series include other kinds of inhomogeneities than 
sudden shifts (e.g., gradually increasing biases), even the calculation of S may 
need the incorporation of parameterized definition (Domonkos, 2011a). The 
thresholds for the allowed time lapse, minimum size of shift, and criterions for 
change-point in temporally irregular station effects all need subjective decisions 
which reduce the power and comparability of tests with hit rate and detection 
skill. On the other hand, these statistics must be considered as indications about 
the operation of the homogenization procedure, which indications may be 
important both for the users and constructors of the methods. Note that from hit 
rate and false alarm rate not only detection skill can be derived, but also several 
other scores that characterize the success of change-point detection in various 
ways (Menne and Williams, 2005; Venema et al.: 2012).

10 20 30 40 50 60 70 80 90 year

Fig. 2. Example of homogenization results. The raw time series is a 100 years long white noise 
with shifts in years 30, 50, and 70, whose magnitudes are +4, -3, -4 , respectively. The unit of the 
values (A) is the standard deviation of white noise, horn = homogenous data, raw = “raw” 
(simulated) data, Y1 and Y2 are the results of partly successful homogenization. In Y1 only the 
shift of year 70, while in Y2 two shifts, i.e., the shifts in years 30 and 70 are detected and 
corrected. Hit rate and detection skill are better for Y2, but the RMSE and mean trend bias are 
better for Yl.

The skill of detection can also be characterized in other ways than with 
versions or combinations of hit rate and false alarm rate. Such indicators are the
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ratio of experiments in which the exact number of change-points are detected 
(Caussinus and Mestre, 2004; Bealieu et al. 2009; etc.), the mean squared temporal 
distance between true change-points and detected change-points (Bealieu et al., 2008, 
2009), and the ratio of correctly chosen models in the detection process (Reeves et al., 
2007). Their connection with the method performance is similar to that of hit rate, i.e. 
they serve useful information about the operation of homogenization methods, but 
they cannot be applied directly for characterizing efficiency. In connection with the 
model selection during detection process, it has to be noted that there is no evidence 
that the use of more complex or more flexible models in the detection process would 
result in higher efficiency than the use of step function. In reality, Domonkos (201 la) 
found just the opposite relation when he compared the performances of Multiple 
Linear Regression (MLR, Vincent, 1998) and the second version of SNHT 
(Alexandersson and Moberg, 1997) with detection methods applying always step 
function model, namely with Multiple Analysis of Series for Homogenization 
(MASH, Szentimrey, 1999) and PRODIGE (Caussinus and Mestre, 2004). The likely 
explanation is that the selection of model type and its parameters is problematic from 
noisy, finite, and inhomogeneous samples, like true observed climatic time series.

4. Kinds of efficiency tests

Efficiency tests can be sorted at least into two groups according to their goals. One 
type is for measuring the performance of complete homogenization procedures and 
another type is when a particular segment of homogenization procedures is tested 
only. Both types of tests are important: while the tests of complete procedures 
inform us about the practical appropriateness of a method, the separated 
investigation of segments helps to reveal the positive features and deficiencies of 
the methods, and thus it may give suggestions for further, methodological 
developments. In this section we define more than two kinds of tests, but we admit 
that the classification is partly subjective.

4.1. Tests for detection methods

We have mentioned in Section 3 that mostly the detection parts of homogenization 
methods are tested only, and it is often the case even when studies promise tests for 
entire homogenization procedures. This inexactness in the use of terms might arise 
from the fact that a particular detection method is often paired with indefinite 
characteristics in the other segments of the homogenization procedure (some 
examples were mentioned in Section 2.1), and thus, often only the detection part is 
common in the different versions of the method. Another possible explanation is
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that the detection segment might be expected to be the most influential part of 
homogenization procedure to the final efficiency. Note that the latter expectation is 
often not true, the comparison of efficiency results by Venema et al. (2012) and 
Domonkos (201 la) proves that the major error source is often in other segments of 
homogenization procedures than the detection part.

A seeming difficulty of finding the real effectiveness for detection methods is 
that hit rate, false alarm rate, and the characteristics that are derived from these two 
do not show the true efficiency accurately. On the other hand, the calculation of 
RMSE error needs the incorporation of the other segments of homogenization 
procedures. This problem can be solved with the application of standard procedures 
in all segments except for the detection part (Domonkos, 2011a). The idea is not 
new, since for calculating relative time series and shift magnitudes, standard 
procedures had been applied in earlier studies (Ducre-Robitaille et al., 2003; 
DeGaetano, 2006). Recent examinations show that the most effective detection 
methods apply a relatively simple model, namely the step-function, and they select 
the most probable parameters of this model by the examination of all possible 
combination of change-point positions. Such detection segments are included in 
MASH, PROD1GE, Applied Caussinus-Mestre Algorithm for homogenizing 
Networks of Temperature series (ACMANT, Domonkos, 2011b), and HOMER 
(Mestre et al., 2012). Note, however, that when the signal to noise ratio is small or 
when the frequency of change-points is very low, the advantage of the highlighted 
detection methods ceases.

4.2. Tests for specific segments others than the detection o f inhomogeneities

There are three main kinds of time series comparisons: a) for each candidate series, 
building one reference series from composite series, b) using multiple reference 
comparisons for each candidate series, c) using multiple comparisons without 
defining which are the candidate and the reference. Their testing is problematic, 
because this segment contains subjective steps in many procedures. For fully 
objective procedures the testing would be straightforward with the inclusion of 
standardised detection and correction segments, but according to our knowledge 
such tests never have been done.

Objective correction methods can generally be tested applying the same logic as 
described for the testing of detection methods and time series comparisons. We know 
about one example of testing correction segment, i.e., the test of ANOVA (Domonkos 
et al., 2012a). The testing of ANOVA is much easier than making any other segment- 
specific tests, because the input field of ANOVA is the list of change-point positions 
detected. Once such lists are available from different test experiments, there is no need 
of constructing test dataset, applying standard procedures for other segments than the
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target segment, etc. HOME provided the required lists from different homogenization 
procedures and homogenizers, and these data are freely available for the climatologist 
community. The tests showed that the application of ANOVA always results in 
improvement in the final results of homogenization. It means that the performance of 
any homogenization procedures (at least, which were participating in this test) could 
be improved with the inclusion of ANOVA. This finding is in accordance with the fact 
that ANOVA provides the optimal estimation of correction terms when the climate is 
uniform in the network and when the detected change-point positions are correct 
(Caussinus and Mestre, 2004). Considering the contemporary homogenization 
methods, PROD1GE, ACMANT and HOMER include ANOVA. Note that MASH 
was one of the most successful methods of HOME and although MASH does not 
include ANOVA, there was no experiment of adding ANOVA to MASH, because 
MASH did not produce a usable list of change-point positions.

4.3. Tests for complete homogenization procedures

Testing whole procedures might not seem to be more challenging than testing 
selected segments only: it needs the use of a reliable test dataset and the calculation 
of some efficiency measures. However, most procedures contain subjective steps, 
which make it difficult to produce objective comparative tests for wide range of 
homogenization methods.

The testing of fully automatic procedures is relatively easy: Running an 
automatic program is simple, and nowadays, the computational time is usually 
fairly short. The results are objective, impersonal, and they can be reconstructed at 
any time. Although the application of appropriate test dataset is a critical point of 
the methodology, the doubts and difficulties can be fairly treated by the use of 
some variety of test datasets (McCarthy et al., 2008; Titchner et al., 2009). Note 
that the same works also when detection segments are tested only (Ducre-Robitaille 
et al., 2003; Domonkos, 2011a; etc.); moreover, tests with moving parameters of 
the test dataset may clarify the roles of selected dataset characteristics in the 
performance of the examined methods (DeGaetano, 2006). The easy application of 
tests for automatic methods favors their development, since large number of 
variants of the same homogenization procedure can be executed with relatively 
little effort. Tests with moving parameters of the examined method show the 
sensitivity of the performance to changes in its parameters (Gruber and 
Haimberger, 2008; Domonkos, 2008, 2012), while ensemble experiments with 
random selection of parameter sets indicate the general stability of method 
performance (McCarthy et al., 2008; Titchner et al., 2009; Williams et al., 2012).

The main problem with testing subjective or partly subjective methods is that 
the evaluation might be affected from the known truth, both in the construction of
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test datasets and in the execution of tests. This influence can be unintentional, and 
it questions the objectivity of the test results. Further problems of subjective 
methods are that the test results are homogenizer dependent and usually cannot be 
reconstructed. Finally, the subjective homogenization of large datasets is 
sometimes very tiring, practically unmanageable.

One conclusion could be that the use of automatic homogenization procedures 
should be encouraged, because their performance is more easily controllable. 
Flowever, even when automatic methods will be much better developed than at 
present, the best statistical homogenization will still need expert decisions at least 
in two cases: a) when the number of comparable time series or their spatial 
correlations are relatively low, b) in the use of certain kinds of metadata.

4.4. Blind tests

The most correct tool for the evaluation of homogenization procedures including 
subjective steps is the blind test, i.e., when homogenizers do not know the 
properties of the test series. Naturally, automatic methods may also be incorporated 
in such tests, and thus, the performances of various homogenization methods are 
objectively comparable. An appropriate test dataset is not only blind for 
homogenizers, but also realistic, which means that its properties are similar to the 
general properties (or at least to the properties of certain kinds) of true data in 
observational networks and time series. The development of such comparative tests 
needs wide cooperation of dataset developers, method developers, and 
homogenizers. In the blind tests of HOME in homogenizing the benchmark, large 
number of researchers worked together, and thus, HOME substantially improved our 
knowledge about the performances of homogenization methods. The results are 
particularly valuable in the homogenization of monthly and annual surface 
temperature data and in the homogenization of precipitation totals. The HOME tests 
proved that a) among objective and semi-objective methods the most sophisticated 
ones based on simple model structure, provide the best performance, namely MASH, 
PRODIGE, and ACMANT; b) the predominantly subjective homogenization with 
Craddock-test (Craddock, 1979) can compete with any objective method considering 
the mean performance, but not in the amount of accomplished tasks. Another 
important finding was that the United States Historical Climate Network 
homogenization (USHCN, Merme and Williams, 2009) produced the lowest rate of 
unnecessary adjustments, while its general performance was only slightly lower than 
the other best methods. The other methods participated in the HOME tests had 
significantly poorer performance than MASH, PRODIGE, ACMANT, Craddock and 
USHCN, therefore, in the final conclusions of Venema et al. (2012), these five 
methods are recommended for practical use. Note that the recently developed
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HOMER likely has at least as good performance as the highlighted five, because 
HOMER adapts the best segments of PRODIGE and ACM ANT and applies them in 
a sophisticated way. Note also that in specific tasks, the enhanced methods do not 
always show the best performance, e.g. in the example of Fig. 1 (detection skill for 
one large shift) the early version of SNHT and PMT perform best.

Naturally, one set of blind tests as it was done under HOME could not answer 
all questions related to effective homogenization, because the kinds of 
homogenization tasks are diverse and not restricted to the homogenization of 
monthly surface temperature and precipitation data. The tasks ahead for the method 
developers will be discussed in Section 6.

5. Datasets for efficiency examinations

The numerical results of efficiency tests are most meaningful when they are based 
on the full understanding of the homogenization problem and the nature of 
inhomogeneities in the climate data, therefore, the use of test datasets of realistic 
properties is essential. In this section we deal with the construction, selection, and 
application of appropriate datasets for testing efficiencies. The appropriateness 
largely depends on the type of the homogenization task, but here some general 
aspects will be discussed only. In the first part of this section, some general 
problems of creating realistic test datasets and the properties of benchmark are 
discussed. In the second part, some examples are shown in which the test datasets 
do not contain simulated data.

5.1. Datasets of simulated time series

The simulation of time series for surface climatic variables is based on the 
constructors’ knowledge of climatic and non-climatic properties of observed time 
series. By contrast, in the simulation of upper air data, general circulation models 
(GCM) are used, since GCM products provide more reliable data for the upper air 
conditions than for the surface climate. Both ways of dataset construction have 
advantages and weak points.

It is obvious that the more similar the test dataset to the real observational data, 
the more reliable conclusions can be drawn from its use. The problem is that we do not 
know exactly the properties of observed datasets. The last statement might sound 
strange, because thousands of studies have been devoted to examine and quantify the 
climatic and non-climatic characteristics (trends, low- and high-frequency variability, 
change-points, etc.) of observed data. However, the problem is not with the possible 
lack of scrutiny, but with the nature of data. In nature, magnitudes of inhomogeneities
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can be either small or relatively large, and it seems to be a realistic approach that their 
distribution is normal with 0 mean (Menne and Williams, 2005; Venema et al, 2012). 
However, small inhomogeneities cannot be detected {Fig. 3). The ratio of detected 
biases is particularly low for small and medium-size platform-shaped biases, i.e. when 
the duration of biases is limited (Fig. 3b). Fig. 3 proves that the detection results of 
homogenization procedures do not provide realistic information neither about the rate 
of very small biases, nor about the rate of platform-shaped biases.

75(/()

Fig. 3. Frequency (f) of detected change-points as a function of shift-magnitudes (m), when 5 
shifts with random positions (top panel) and 5 platforms (pair of shifts with the same m and 
opposite directions, bottom panel) with random positions are inserted into 100 years long white 
noise process. The duration of platforms is evenly distributed between 1 and 10 year, m is shown 
in the ratio to the standard deviation of the background noise, while the unit of/is arbitrary.
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Domonkos (2011 a) presented an experiment in which the detection results for 
true and simulated observational datasets were empirically approached for large 
number of detection methods and surprisingly high rate of platforms, especially 
platforms of short duration was reported for the best approach achieved. However, 
the direct application of that structure of inhomogeneities for construction of test 
datasets is not recommended, because i) the results are valid for a specific 
temperature dataset (of Hungary), ii) small, persistent anomalies of short duration in 
the spatial gradients of a climatic variable may be components of the true climate, 
even when data of the same climatic region is examined, so that platform-like biases 
of relative time series may have climatic origin, iii) the mode of generating reference 
series applied by Domonkos (2011a) might have contributed to the amount of 
apparent small biases for the candidate series. In spite of the uncertainties related to 
the lately described experiment, it is very likely that the amount of short-term 
platform-shaped biases in observational time series is much larger than that exists in 
a simulated test dataset with randomly positioned shifts. This thesis also has non- 
statistical reasoning: a non-climatic shift and/or its technical cause is often realized 
after some periods have passed and thereafter, the bias does not appear in the time 
series, due to the elimination of the technical problem (see also Rienzner and 
Gandolfi, 2011; Domonkos, 2011a). However, with resetting the technical 
conditions, observed data are usually not corrected backwards, and even if they are 
corrected, they might still have systematic bias. We think that the described 
phenomenon and its consequences on time series properties are general for all 
observed climatic variables, although the frequency and intensity of platform-shaped 
biases as well as their impact on the quality of observed time series may substantially 
differ. Note that the test datasets generated by Domonkos (2008, 2011a; etc.) directly 
mimic relative time series instead of generating raw time series and their differences. 
This simplification is allowed only when detection segments are tested.

The properties of test datasets may have crucial impact on the observed 
efficiencies in test experiments (Caussinus and Mestre, 2004; Titchner et ah, 2009; 
Domonkos, 201 la; etc.). Unfortunately, the test dataset properties are often far from 
the real world in climatological studies, even sometimes the natural spread of shift- 
magnitudes is missing. In HOME, the benchmark was constructed in a way that it 
includes realistic climatic signal, the statistical momentums, spatial correlations, 
and low frequency fluctuations mimic the natural variability of surface temperature 
and precipitation data in Europe (Venema et al., 2012). The statistical 
characteristics of inhomogeneities were established with expert decisions of some 
HOME participants, thus, the frequency and magnitude distributions of biases are 
likely realistic. However, the frequency of platform-shaped biases in the 
benchmark is lower than what would follow from the arguments of Rienzner and
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Gandolfi (2011) and Domonkos (2011a). We emphasise that the necessity of 
inclusion of realistic amount of small biases and platform-shaped biases in test 
datasets is not because we should be able to detect such inhomogeneities, but 
because they influence the detection results for the larger and more persistent 
biases, as it is illustrated in Fig. 1.

5.2. Test datasets composed o f real data

It was mentioned that the true positions and magnitudes of non-climatic shifts are 
not exactly known in real observed time series, therefore, efficiency tests usually 
need the use of simulated datasets. However, under specific conditions, there are 
some other options for testing efficiencies. The perfonnance of an automatic 
homogenization method can be tested against a good quality real dataset that has 
been homogenized with a dense network and/or metadata (Begert et al., 2008). The 
use of satellite data in the validation of radiosonde data homogenization method 
has been reported by Sherwood et al. (2008), although it must be noted that the 
homogeneity of satellite data is doubtful due to small temporal biases and 
calibration problems (Mears et al., 2003). Metadata can be valuable either in the 
accomplishment or in the validation of homogenization procedures {Auer et al., 
2005; Brunet et al., 2006; Sherwood et al., 2008; etc.). Note, however, that sizes of 
non-climatic biases cannot be quantified from metadata, with few exceptions. This 
fact reduces the usability of metadata in making quantitative evaluations. Finally, 
we mention that in testing ANOVA, lists of the timings of detected change-points 
have been used as test datasets {Domonkos et al., 2012a and Section 4.2. of this 
study).

6. Tasks for the future

The HOME blind test experiments showed that the differences between the 
efficiencies of homogenization methods are larger than that was thought earlier 
when detection parts were examined only. Although most efficiencies obtained in 
the HOME experiments are positive, some results show the opposite. 
Consequently, the impact of statistical homogenization on the final quality of 
observed climatic datasets is often significantly positive, but sometimes nearly 
neutral or negative. The success depends on the signal to noise ratio {Ducre- 
Robitaille et al., 2003; Caussinus and Mestre, 2004; DeGaetano, 2006; etc.) and 
the homogenization method applied {Venema et al., 2012). The blind tests of 
HOME have brought a large number of valuable new results. Supplying the test 
results with the details of the historical methodological development of
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homogenization methods (Domonkos et al., 2012b), our knowledge has become 
more complete about some fundamental rules of homogenization. Yet, there are 
still a large number of open questions that indicate the tasks ahead the developers 
of homogenization methods.

• We have limited knowledge about the method performances when the signal 
to noise ratio is not high. HOME results showed the best resistance for 
USHCN against applying spurious adjustments, but, on the other hand, certain 
segments of USHCN are suboptimal. These two facts together show that we 
have not found yet the most appropriate method for treating the cases of 
moderate signal to noise ratio.

• In HOME, only surface temperature data and precipitation total data were 
homogenized, and even for these two variables, daily scale homogenization 
was not included apart from some sporadic examinations.

• Several widely used methods were not tested by HOME, e.g., MLR, the 
method of Easterling and Peterson (1995), the family of Bayes methods 
(.Perreault et al., 2000a,b), etc. Most of them have similar statistical structures 
to the tested methods, therefore, the appearance of substantially new, highly 
efficient homogenization methods is not envisaged at present. However, some 
of the methods which were found to be the best in the HOME tests are still 
under development. ACMANT and Climatol (www.climatol.eu) have newer 
versions than that were tested in HOME, and the availability of a fully 
automated MASH version has been reported (www.homogenization.org). 
HOMER has been developed after the HOME experiments, thus it had not 
been subjected to the blind tests of HOME. There are promising experiments 
with developing the detection segment of PRODIGE and HOMER to a 
network-wide joint segmentation algorithm {Picard et al., 2011). The strategy 
of USHCN against applying unnecessary adjustments should likely be 
combined with segments of other homogenization methods of better general 
performance.
New blind test experiments could produce the largest amount of new and 

objective information about the performance of homogenization methods. 
However, blind test experiments such that accomplished under HOME are not 
economic in costing time, money, and human effort. Perhaps an alternative could 
be producing an automatic version for each promising homogenization method 
with subjective steps in a way that default options would be included in them at 
steps that may incorporate subjective decisions. Its advantage would be that with 
tests for the automated versions one could easily filter the possible false 
expectations and common software errors. The weak point of this idea is that it is a
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challenge to find relatively simple but intelligent defaults (otherwise, there would 
no need to subjective steps). Note that at present, the International Surface 
Temperature Initiative works on developing a benchmark dataset for surface 
temperature data of all over the world (www.surfacetemperatures.org).

Testing automatic methods is much simpler and more productive than 
organizing and performing blind tests. On the other hand, the development of 
homogenization methods is worth some investment. The observed climatic datasets 
is of huge value to the human society. This value has been accumulated during 
decades and centuries. The costs of gaining as-optimal-as-possible climatic 
information from the data via their homogenization are much lower than the costs 
of many other steps in producing and archiving reliable climatic data.
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Abstract— The so-called variable correction methods form a special type o f m ethods 
developed for daily data homogenization. Their common assum ption is that in case o f  
daily data series, the corrections for inhomogeneity have to vary according to  the 
m eteorological situation o f  each day in order to represent the extremes. In this paper we 
express our objections to these variable correction methods, especially to their underlying 
principles. Since the exact theoretical m athem atical formulation o f  the question o f  daily 
data hom ogenization is generally neglected, we also try to form ulate and analyze this 
problem in accordance with mathematical conventions.

Key-words', daily data series, hom ogenization, climate extremes, higher-order m om ents, 
distribution, m athematical formulation

/. Introduction

During the last years, the interest to the daily data series homogenization has 
increased dramatically. The main reason of this tendency is that daily data are 
essential for studying extremes of weather and climate, for example, computing 
extreme climate indices requires reliable daily data series. However, according 
to numerous climatologists homogenization of daily data is still in its infancy 
and is much more difficult problem than homogenization at monthly or annual 
scales. The essence of this argumentation is that the correction in mean is 
sufficient for monthly and annual series, but in case of daily data series, the 
corrections should vary according to the meteorological situation of each day in 
order to represent the extremes. This idea was published in the paper by Trewin
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and Trevitt (1996), where parallel measurements were examined and compared 
to each other. Since then on the basis of the ideas formulated in the paper, a 
number of variable correction methods have been developed with the declared 
aim of being capable of correcting the daily data not only in mean (first 
moment) but also in the higher order moments. For example, we mention the 
following methods: higher order moments (HOM) method by Della-Marta and 
Wanner (2006) and spline daily homogenization (SPLIDHOM) method by 
Mestre et al. (2011), and there are numerous other similar methods applied in 
practice. But unfortunately, in this paper we have to make a criticism about 
these variable correction methods, especially about their underlying principles. 
In our humble opinion, during the examinations only some physical experiences 
were considered without any exact theoretical, mathematical formulation of the 
problem. The empiric interpretation and formulation seem to be a 
misunderstanding. Moreover, there are some mathematical statements at the 
description of the methods -  e. g., capability to correct the higher order moments 

but without any proof, and this practice is of course contrary to the 
mathematical conventions.

2. Examination of parallel measurements

2.1. Examinations by Trewin and Trevitt (1996)

First here is a quotation from the paper of Della-Marta and Wanner (2006): 
“One of the most robust methods capable of adjusting the higher-order moments 
of daily temperature data is that of Trewin and Trevitt (1996).” Trewin and 
Trevitt (1996) intended to homogenize daily data series in order to create 
composite temperature records. The following sentences are from their paper: 
“It is therefore necessary to make use of climatological records with 
inhomogeneities, and to develop a means of removing or minimizing the impact 
of inhomogeneities on these records. One way of doing this is by adjusting all 
parts of a record to be comparable with some ‘reference period’. Standard 
procedures for such adjustments in mean temperatures have relied on the 
implicit assumption that, if two neighbouring stations both have homogeneous 
records over some period of time, the difference in daily maximum (or 
minimum) temperature between them will be a constant for any day in a given 
month of the year. This implies that the difference in monthly means will be a 
constant for that month from year to year.” In general it is not true of course, but 
after some examination of real station data series they obtained the following 
result: “This is observed at Armidale (P. Burr, pers. comm.), ..,where the 
difference in minimum temperature between the town centre site used in this 
study and a second site approximately 2 km to the east, in the outer part of the 
town, has a mean value of 1.5 to 2 °C , but can increase to 4 °C on cold, clear
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nights. The assumption that the temperature difference between any two nearby 
sites is always constant must therefore be questioned.”
The above conclusion was all right, but the next conclusion is a little bit 
surprising for us: “The relationship between the temperature characteristics of 
the two sites in each pair was examined, with the aim of determining an 
appropriate method for use in extrapolating records at one site to records at the 
other.”
Probably here is the origin of the methods that apply varying corrections per 
days, and at this step a regression or interpolation problem was obtained for 
homogenization instead of the adequate distribution problem. Three 
interpolation techniques were considered by Trewin and Trevitt (1996) namely: 
the 'traditional1 constant-difference approach, the ‘regression’ method, and the 
frequency distribution matching. The methods will be detailed in Section 4.1.

2.2. Mathematical examinations o f parallel measurements

What was the reason of the development of the variable correction methods? 
Essentially, an observed phenomenon at the extremes, namely the differences of 
parallel measurements are larger in case of extremes. In our opinion, this 
observed phenomenon has a simple and logical reason, and it is superfluous to 
look for some complicated physical explanation for the inhomogeneity. The 
simple reason is that the extremes may be expected at different moments in case 
of parallel measurements, or in other words, there may be systematic biases in 
rank order! It is a natural phenomenon, and for illustration a trivial example is 
presented according to the probability theory.

Example 2.2
Let Y\(t)e  N(0,\)), Y2( t) e  N(0,l) (t = l,2,..,n) be standard normally 
distributed series with expected values YL{ji(t )) = ¥.(j2(t )) = 0 , with standard 
deviations Y)(Y\(t)) = T)\Y2(t)) = a n d  with correlation between the series 
corr(r,(0,T2(0) = p {t = 1,2,..,«).
Then the mean difference E(7j(t ) - Y 2(t )) = 0 of course, however, the 
difference Y\(t) - Y 2(t) is not independent from the elements Yl( t ) ,  Y2(t)  if 
p  ^  1, and, e.g., the conditional expectation of difference Y f t ) -  Y2( t ) given 
Y f t ) ,  or equivalently the regression of difference Y f t ) - Y 2(t)  on Y\(t) is 
E(7i ( t ) - Y 2(t)  | Yx( t ) \={ \ - p) -  Yx(t) .
Consequently, the difference Y \ ( t ) - Y 2(t) is an expectedly monotonous 
increasing function of Y f t )  if p  ^ 1. This is the theory, but it can be 
demonstrated in practice too. We generated such standard normal series by the 
Monte Carlo method with parameters/? = 0.9, « = 1000. In this case,
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E(Fj ( t ) - Y 2(t )\Yx(l )) = 0.\ Y\(t) and the difference series Y{ ( t ) -  Y2 ( t) as a 
function of series Y f t )  is plotted in Fig. 1.

Y1-Y2

Fig. 1. Difference series Yx (?) — Y2 (?) as a function o f  series Yx (?)

It is evident that the conditional expectation of difference Y f t ) - Y 2( t ) is 
monotonous increasing function of Y\(t),  consequently the difference may be 
larger mainly in the case of extreme values. It is a general phenomenon not only 
observed for meteorological measurements. Presumably this experience is the 
reason for the idea that the correction of daily data should vary according to the 
meteorological situation of each day, in particular on the basis of some 
regression models. But it is a misunderstanding of the homogenization problem.

3. Mathematical formulation of the daily data homogenization

Unfortunately, the exact theoretical, mathematical formulation of the problem of 
homogenization is generally neglected in meteorological studies. Therefore, we 
try to formulate this problem in accordance with mathematical conventions. 
First of all it is necessary to emphasize that homogenization is a distribution 
problem and not a regression one.
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Notation
Let us assume we have daily data series:
7] ( t ) (/ = 1,2,..,«): candidate time series of the new observing system.
Y2(t )  (t = 1,2,..,«): candidate time series of the old observing system.
1 <T <n :  change-point, series Y2( t ) (t = 1,2,.., T) can be used before 
and series Y f  t ) (t -  T +1,..,«) can be used after the change-point.

Definition
The aim of homogenization is the adjustment or correction of values 
Y2(t){t  = \,2,.,T) in order to have the corrected values 7[ 2h(t ){t  = l2,..,T) 
with the same distribution as the elements of series Y f t ) ( t -  1 , 2 i.e.:

f {Y\,2h(0<y)=HYl(0<y)> y e  ( - 0 0 , 0 0 )  ,  t = \,2,..,T. ( 1 )

d
Eq. (1) means the equality in distribution: Y l 2 h ( 0  = Y f t )  (t = l,2,..,r). 

Consequence
Within the same climate area, if the variables Yf t ) , Y2( t ) ( t  = \,2,..,T) have

d
identical distribution, i.e., Y2( t ) = Y f t )  (t = 1,2,..,7), then the merged series 
Y2(t )  (t = 1 , 2 Y f t ) ( t  = T + 1,..,«) is homogeneous.

Example
Let us assume we have parallel measurements Y f t ) ,  Y2(t )  (t = 1,2,..,«) within 
the same climate area with distance 50 m between the locations. Then, as a 
consequence of micrometeorological processes, the series are probably different,

d
Y2( t ) ^ Y f t ) (t = 1,2,..,«), but they may be equal in distribution, Y2(t ) = Y f t )  
(t = 1,2,..,«). In this case, the mixed series Y2( t ) (t = \,2,..,T), 
Yx(t ){t  = T + \,..,n) can be taken as a homogeneous series. This mixed series is 
equivalent with the homogeneous series Y f t )  (t = 1,2,..,«) also in respect of the 
distribution of extremes.

Returning to the general question, we have to see clearly that the aim of 
homogenization is to correct the distribution of Y2(t) according to Y f t ) ,  instead 
of the estimation or regression of Y f  t )on Y2(t)  \ Moreover, the correction of 
distribution is equivalent in essence with the correction or adjustment of the 
moments. The aim of the homogenization expressed in klh moments:



™k = A ( Y\ 2 h ( t ) ) k ) = t ( ( Y x( t ) ) k ) k  =  1 , 2 , . . .  - t  =  \ , 2 , . , T , ( 2)

where E is the usual notation o f the expected value or mean equivalently.
Some remarkable formulas for the moments:

E = m\, D 2 =m2 - m f  (3)

where E denotes the expected value or mean, and D denotes the standard 
deviation.

In practice, numerous methods indicate the capability to correct the higher 
order moments but without any exact proof.

4. The variable correction methods

We return to the methods suggested by Trewin and Trevitt (1996) which was 
mentioned in Section 2.1. Essentially, the underlying principles of the variable 
correction procedures developed later were formulated based on these methods. 
We do not agree with these principles as explained by our argument in Sections 
2.1 and 3, but let us see some details and properties of the mathematical 
consequences.

4.1. The Trewin and Trevitt (1996) methods for parallel measurements

The short description is cited word for word again from the paper of Della- 
Marta and Wanner (2006):
“Trewin and Trevitt (1996) present three different methods to build a composite 
daily temperature series. Essential to the methods is the existence of 
simultaneous (in time) observations from the new and old observing system. 
These parallel measurements had been taken based on the recommendations of 
Karl et al. (1995), who suggest that a minimum of a 2-yr overlap between the 
new and old observing systems be made. In Australia, for example, this practice 
has only become routine since around 1993 and so many inhomogeneities 
needed to be adjusted using the traditional constant difference techniques with 
neighboring reference stations. In this way, Trewin (2001) created a 
homogenized daily temperature dataset that has subsequently been used by 
Collins et al. (2000) to assess trends in the frequency of extreme temperature 
events in Australia.

The three methods they intercompared were constant difference, linear 
regression, and frequency distribution matching.

The constant difference approach simply adjusted the older data with the 
newer data using the mean of the daily differences in the simultaneous (parallel) 
measurements.
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The linear regression method fitted a linear model to the difference in daily 
simultaneous measurements between the two observing systems and the 
temperature at the older station. This model could then be used to adjust daily 
temperatures at the older station differentially depending on the temperature, 
thereby adjusting the higher-order moments.

Their third method determines the frequency distribution of each site 
during the simultaneous measurement period. The adjustment for each desired 
percentile is calculated simply as the difference between the two percentiles. 
This method assumes that there is no systematic bias in the rank order of the 
temperatures at the two sites.

They show that both the regression method and the frequency distribution 
matching technique have certain advantages; however, if the homogenization of 
extreme events is most needed, then their frequency distribution matching 
technique is more accurate.”

Our mathematical comments to the methods are as follows.

4.1.1. Constant difference approach

Yes, this approach is correct if the inhomogeneity is in mean or expected value 
or first moment, which are the same with different names.

4.1.2. Linear regression method

This procedure is absolutely wrong for homogenization. To demonstrate the 
problem, a trivial counter-example is presented.

Theorem
Let us assume that the different series Tj(t) ,  Y2(t) (t = 1,2,..,«) have identical 
distribution, with expected values Ys(Yy(t)) = E(Y2(t)) = 0, standard deviations 
D(T[("o ) = D(Y2(tj) = 1, and correlation between the series 
corr(Tj (t), Y2 (t)) = p  (t = 1,2,..,«).
(i) Then the linear regression of difference 7j( t )  -  Y2( t ) on Y2( t )  is 
(p — 1) ■ Y2( t ) ,  consequently, the homogenized series after the suggested 
adjustment, Yi2h(t) = Y2(t )  + ( p  — \ ) -Y2(t)  = p -Y2(t )  and p-Y2(t) is just the 
linear regression of Y\ ( t ) on Y2(t).
(ii) Moreover, since the expected values E(fj 2h(0)= Yl{Y\(tj) = E{Y2(t f )  = 0, 
therefore -  using Eq. (3) -  , the second moment of Y^2h(t )is  equal to the 

variance Y4~(Y\2h(t))= S 2 <1, while the common second moment of Y\(t),
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Y2( t )  is equal to the variances D2(Yft))  = Y)2(Y2(t)) = 1. Therefore, the
л

second moment was decreased from 1 to 8 <1 during the regression.
Summing up, according to (i) this procedure is equivalent with the simple linear 
regression of Y f t ) on Y2(t ) .  Furthennore, according to (ii) the following 
statement about the method is absolutely false: “This model could then be used 
to adjust daily temperatures at the older station differentially depending on the 
temperature, thereby adjusting the higher-order moments.” The truth is just the 
opposite, since the correct second moment was damaged at our counter
example.

4.1.3. Frequency distribution matching technique

The main problem is the following assumption which is the fundament of the 
method: “This method assumes that there is no systematic bias in the rank order 
of the temperatures at the two sites.”
Unfortunately, the reality and the mathematics are much more complicated, and 
the above assumption cannot be accepted as it is demonstrated in Fig. 1. The 
bias in rank order depends on the stochastic connection, and there may be 
systematic bias, since Yx{t), Y2(t) are not monotonous increasing functions of 
each others. At this method, the adjusted Yh2h(t) is obtained essentially by a 
simple exchange Y2(t) for 5j(0 according to the rank orders. Why? For example, 
if Y f ) ,  Y2(t) were equal in distribution then such an exchange would not be 
necessary.

4.2. The general type o f variable correction methods applied in the practice

On the basis of the former principles described in Sections 4.1.2 and 4.1.3 
(regression and frequency distribution matching), a number of variable 
correction methods have been developed during the last years. The new 
improvement of these methods is that they do not need overlap observations, 
instead of this they use information from nearby reference stations, for example 
higher order moments (HOM) method by Della-Marta and Wanner (2006) and 
spline daily homogenization (SPLIDHOM) method by Mestre et al. (2011). We 
do not want to criticize the details of these methods however, we express again 
our skepticism on their common fundamental principles which were based on a 
pseudo problem demonstrated in Example 2.2. Moreover, we repeat the 
following sources of errors for consideration.

• The assumption of the frequency distribution matching technique, i.e., there 
is no systematic bias in the rank, cannot be accepted.

• The regression methods are not adequate to correct the higher order 
moments.
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Our last remark is connected also with the higher order moments. In 
general, the papers about these methods indicate the capability to correct the 
higher order moments, but this statement is always without any exact 
mathematical proof. We are skeptic, however if somebody could send us a nice 
proof, we would be grateful for it.

5. Some remarks about the homogenization in the higher-order moments

We suggest to consider the following remarks when developing homogenization 
methods with the capability to correct also the higher order moments.

Remark 1
There is a common assumption that the correction in mean is sufficient for 
monthly and annual series, and that the correction of higher order moments is 
necessary only in the case of daily data series. In general, it is tacitly assumed 
that the averaging is capable to filter out the inhomogeneities in the higher order 
moments. However, this assumption is false, for example, if there is an 
inhomogeneity in the standard deviation of daily data, we may have the same 
inhomogeneity in monthly data.

Let us introduce an inhomogeneity in the standard deviation for the daily data: 
X ih(t)  = a ■ (X (t)-E (X (t)))+  E(X (tj) , {t = 1,2,..,30).
The expected value is unchanged: E(Xifl(t))= E (X (t)), but the standard 
deviation has changed: D{Xjh( t )) = a  ■ D{X (t)).

_  i 30
Let us see the new monthly average: X ih = —  £  X ih( t).

30,=i
The expected value is unchanged: E (x ih)= E(Ar), but the standard deviation
changed with the same measure:

/  . in A (

Remark 2
The correction in the first two moments or, equivalently, in mean and standard 
deviation can be formulated by using the notations defined in Section 3 as 
follows:
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Daily data are X (t)  (t = 1,2,..,30) , monthly average



Y\ lh ( t) ~ E \ ( t )  + ^ — -(Y2( t ) - E 2(t)) (t = 1,2,..,r )  , (4)
D2(i)

where Ex(t)  = E(Yx( t )), E 2(t ) = E(Y2( t )) are the means, and 
Dl(t)=D(Yl(t)), D2( t )  = T>{Y2(t))  are the standard deviations. Then
^{Yl,2h(0) = E\(t ) ,  d (t, 2h(t ) )= Dx(t).
In general, the detection of the change points and the estimation of correction 
factors are suggested to be based on the examination of monthly data series 
because of the larger signal to noise ratio.

Remark 3

If the joint distribution of the series is normal, Yi ( t ) e N[E\(t),D^ (t)),

Y2( t ) e  N\E2(t),D2(t)J (t = 1,2,..,«) and Y\ 2h(t)  (t = 1,2,..,r ) ,  calculated 
according to Eq. (4), then Y\ 2h( t ) ,Yx( t ) (t = 1,2,..,T) have identical distribution:

d
Y\,2h(t )~Y\ ( t ) (t = l,2,..,T). Consequently, the mixed series
Ij>2*(t) (/ = 1,2,..,T), Y](t)(t = T + l,..,n) is homogeneous, that means it is sufficient 
to correct only the first two moments in case of joint normal distribution.

Proof

Owing to Remark 2 and the joint normal distribution, Yh2h( t ) eN{Ex(t) ,Dx ( t ) )
(t = 1,2,..,7').

6. Conclusion

It is necessary to define the exact mathematical theory for homogenization of 
climate data series. Homogenization is a probability distribution problem, and 
the methods applied in practice should be theoretically evaluated in this respect.
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Abstract-Quality control and homogenization has to be undertaken prior to any data 
analyses in order to eliminate any erroneous values and non-climatic biases in time series. 
In recent years, considerable attention was paid to daily data since it can serve, among 
other conventional climatological analyses, as non-biased input into extreme value 
analysis, correction of RCM outputs, etc. In this work, we describe and then apply our 
own approach to data quality control of station measurements, combining several 
methods: (i) by analyzing difference series between candidate and neighboring stations, 
(ii) by applying limits derived from interquartile ranges, and (iii) by comparing the series 
values tested with “expected” values -  technical series created by means of statistical 
methods for spatial data (e.g., IDW, kriging). Because of the presence of noise in series, 
statistical homogeneity tests render results with some degree of uncertainty. In this work, 
the use of various statistical tests and reference series made it possible to increase 
considerably the number of homogeneity test results for each series and, thus, to assess 
homogeneity more reliably. Inhomogeneities were corrected on a daily scale. In the end, 
missing values were filled applying geostatistical methods; thus, the so-called technical 
series for stations were constructed, which can finally be used as quality input into further 
time series analysis. These methodological approaches are applied to daily data, for 
various meteorological elements within the area of the Czech Republic in the period 
1961-2010, which allows demonstrate their usefulness. Series were processed by means 
of the developed ProClimDB and AnClim softwares (http://www.climahom.eu).

Key-words-, data quality control, homogenization, statistical correction of inhomogeneities, 
daily data processing, climatological time series
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1. Introduction

For any meaningful climate analysis, investigated time series should be 
homogeneous, which means that their variations are caused solely by variations 
in weather and climate (Conrad and Poliak, 1950). Thus, prior to any analyses, 
the need to homogenize data and check their quality arises. Unfortunately, most 
of the climatological series that span from decades to centuries, contain 
inhomogeneities caused by station relocations, change of observers, changes in 
the vicinity of the stations (e.g., urbanization), changes in instruments, observing 
practices (e.g., different formulas for calculating daily means, different 
observation times), etc. (Aguilar et al., 2003). Another important requirement 
for climatological analyses is the quality of the individual values, where series 
should be free of errors and have a low number of missing values (Vicente- 
Serrano et al., 2010).

In the Czech Republic, this topic has been a focus of interest for several 
years. The first studies devoted to the homogenization of long series of air 
temperature, precipitation, and relative humidity for individual stations (e.g., 
Mackova, 1997; Brdzdil and Stepanek, 1998; Brdzdil et al., 1996, 2000, 2001), 
which makes their use difficult (their availability, purpose of the given study, 
etc.). Later, studies devoting to the whole county have emerged (Stepanek, 2003; 
Stepanek and Mikulovd, 2009; Stepanek et al, 2009), and this interest has 
continued up to the time of this study dealing with all the basic climatological 
characteristics throughout the whole territory of the Czech Republic. In recent 
years, considerable attention has also been devoted to the analysis of daily data 
(e.g., Klein Tank et al., 2002; Vincent et al., 2002; Wijngaard et al., 2003; 
Brunet et al., 2006; Brandsma and Können, 2006; Della-Marta and Wanner, 
2006; Vicente-Serano et al., 2010), which then may be used for various 
analyses, including those that were not possible to apply when homogenizing 
only monthly data, like the analysis of extreme value (Sacre et al., 2007; Kysely 
and Picek, 2007; Costa and Soares, 2009).

The organization of meteorological observations (i.e., maintaining the 
station network) and administration of collected data belong among the main duties 
of the Czech Hydrometeorological Institute (CHMI). The climatological database 
CLIDATA (Tolasz, 2008) serves very well for the usual quality control of the 
collected data (using GIS), but for the historical records, we face a lack of human 
resources, since the system requires user input. The software tools ProClimDB and 
AnClim (Stepanek, 2010a, 2010b) allow automation of the process for quality 
control, homogenization, and filling of missing data but, at the same time, give the 
user a variety of outputs from which he can easily read what happened during the 
data processing and can track back all the important changes made to data, and also 
he can change the parameters and re-run the calculation. Thus, the ProClimDB and 
AnClim complement the aforementioned CHMI database system very well. 
However, it can also be used as a stand-alone application.
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The general scheme of data processing that we advise being performed 
before any analyses includes the detection, verification, and possible correction 
of outliers (at the sub-daily scale -  using the measured values), creation of 
reference series, homogeneity testing applying various statistical tests to better 
account for uncertainties in the results, determination of inhomogeneities in the 
light of test results and metadata (in monthly, seasonal and annual scale), 
adjustment of inhomogeneities (in daily scale) and, finally, the filling of missing 
values (see Fig. 1). We applied this approach to various meteorological elements 
available in our area in the period 1961-2010: mean, maximum and minimum 
air temperature, precipitation totals, water vapor pressure, wind speed and 
sunshine duration.

Fig. 1. Scheme of data processing -  data quality control and homogenization.

2. Data Quality control

There is a lack of a generally accepted methodology for data quality control 
(contrary to homogenization). But, without outliers being properly treated, 
homogenization and analysis may render misleading results. Therefore, we 
devoted considerable attention to the methodology of outlier detection, to 
something that could, moreover, be automated to process large datasets of 
daily/sub-daily values (whole country dataset). This quality control was then
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applied to historical records which had not yet been processed by the methods 
used nowadays (using G1S and user interaction).

In our approach, data quality control is carried out by combining several 
methods:

(i) analyzing series of differences between candidate and neighboring stations 
(i.e. pairwise comparisons);

(ii) applying limits derived from interquartile ranges (either to individual 
series, i.e. absolutely, or better, to series of the difference between 
candidate and reference series, i.e. relatively); and

(iii) comparing the series of tested values with “expected” (theoretical) values -  
“technical” series created by means of statistical methods for spatial data 
(e.g. IDW, kriging).

Neighboring stations (method, (i)) or reference series (method, (ii)) may be 
selected either by correlations or distances (in the case of temperature, the 
results are different, while for precipitation, the selection coincides). Correlation 
coefficients can be applied either to raw series or to series of first differences 
(see, e.g., Peterson, 1998). In our case, for comparison with neighbor stations, 
up to six of the nearest stations were selected, with significant correlation 
coefficients, a distance limit of 400 km and an altitude difference restricted to 
500 m. The distance limit was set with the help of a preceding analysis about 
how correlation coefficients drop with distance and change in altitude.

A method for outlier detection that could be automated to the greatest 
extent was a priority, since millions of values had to be processed for each 
meteorological element. Such a method was finally found and successfully 
applied. It utilizes a combination of several characteristics and their limits are 
based on the methods mentioned above (details on the quality control process 
may also be found in the documentation for the ProClimDB software, see 
Stepanek, 2010b). No method on its own was found adequate; only their 
combination leads to satisfying results, i.e. the discovery of real outliers and 
suppression of false alarms. Parameters (settings appropriate to methods) had to 
be individually found for each meteorological element. The setting of 
parameters for outlier detection was validated using stations selected within 
different parts of the Czech Republic and also representing different altitudes.

As for the number of found suspicious values, the wind speed seems to be 
the most problematic variable, while air temperature has a relatively low number 
of problematic values (see Fig. 2). The number of outliers has a clear annual 
cycle. For most of the elements (e.g., air temperature), a higher number of 
outliers was detected in the summer months than in the winter months (larger 
spatial differences in summer are related to the increased influence of radiation 
factors compared to winter patterns, prevailingly influenced by circulation 
factors). More outliers were detected in the morning (7:00 local mean time -
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LMT) and evening (19:00 LMT) observation terms compared to 14:00 LMT 
(associated with steeper gradients in the former case). For precipitation, there 
are two maxima per year: in the summer months and in December-January (this 
pertains to problems with solid precipitation measurements in winter), while 
during spring and autumn, a lower number of outliers were detected. The 
number of detected outliers also changes with time. The higher number of 
temperature outliers since the late 1990s coincides well with the transition to 
automatic measurements. Our explanation is that all values coming from 
automatic measurements (including errors) are stored directly into the database, 
while in the case of manual measurements, the observer revises the measured 
values before sending them to CHMI. In the last years, the number of outliers is 
again lower, owing to improved data quality control in the database. Conversely, 
in the case of precipitation, no increase of errors after automation was 
encountered (Fig. 3).

Fig. 2. Percentage portions of the number of errors detected in the total number of tested 
values for meteorological stations in the territory of the Czech Republic in the 1961-2009 
period. Explanations: T -  air temperature (T07, T14, T21 -  observation terms, TAVG -  
daily mean), TMA -  daily maximum air temperature, TMI -  daily minimum air 
temperature, E -  water vapor pressure (E07, E l4, E21 -  observation terms, EAVG -  daily 
mean), F -  wind speed (F07, F14, F21 -  observation terms, FAVG -  daily mean), Fmax -  
maximum daily wind gust, SRA -  daily precipitation total, SSV -  daily sunshine 
duration.
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Fig. 3. Number of detected problematic values re-calculated per one meteorological station in the 
territory of the Czech Republic in the individual years of the 1961-2009 period: a) air temperature 
(observation terms and daily mean), b) maximum air temperature, c) minimum air temperature, d) 
precipitation total, e) water vapor pressure (observation terms and daily mean), f) wind speed 
(observation terms and daily mean), g) sunshine duration. The values are smoothed with a low- 
pass Gaussian filter for 10 years (red line) and complemented by the linear trend.
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3. Methodology o f homogenization

The general steps to be taken during homogenization consist of reference series 
creation (serving for comparison with tested series; this is a principal point of 
relative homogenization, see, e.g., Conrad and Poliak, 1950), applying statistical 
tests for testing the homogeneity of candidate series, homogenization (correction of 
inhomogeneities detected) and filling missing values (some prefer to fill missing 
values before homogenization). The individual steps are discussed, e.g., in 
Stepanek et al. (2012), including a comparison of the results for various parameter 
settings (methods of weighting, number of stations used, individual statistical tests 
applied, method of correlation calculation for selection of neighbors, etc.)

Because of noise in time series, statistical homogeneity tests render results 
with some degree of uncertainty (see Fig. 4). In this work, the use of various 
statistical tests, types of reference series and time frames (monthly, seasonal, 
and annual series) allowed a considerable increase in the number of 
homogeneity test results for each series tested and thus to assess the 
homogeneity more reliably.

120 

£  100

a*£ 8001o
E
2 60 c
o
S, 40 (0 c4»
5 20 a.

0

Fig. 4. The relative proportion (%) of the number of detected inhomogeneities of various sizes 
in the theoretically possible number of all inhomogeneities detected by the Alexandersson’s 
SNHT test for the significance level of a = 0.05. Generated series shorter than 50 years with 
annual standard deviation were used. Zero false detection (blue) corresponds to the exact 
inhomogeneity estimation in the given year; further false detections are given for 1,2, or more 
years apart (grey, white, and red). A total of 180 series were used for each category of the 
inhomogeneity size in mean (shift). The proportion of inhomogeneities exceeding 100% is 
due to dividing series into more parts during the testing.

0.1 0 .2  0 .3  0.4 0 .5  0 .6  0 .7  0 .8  0 .9  1.0

Size of change (”C)

The relative homogeneity tests applied were as follows: the standard normal 
homogeneity test [SNHT] (Alexandersson, 1986, 1995), the Maronna and Yohai
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bivariate test (Potter, 1981), and finally, the Easterling and Peterson test 
(Easterling and Peterson, 1995). Reference series were calculated as weighted 
means from the five nearest stations (measuring within the same period as the 
candidate series, they were also newly applied individually), with statistically 
significant correlations, a distance limit of 300 km, and an altitude difference 
limit of 500m. The weight (inverse distance) for temperature was taken as one 
and for precipitation as three. Neighbouring station values were standardized to 
the mean and standard deviation of the candidate station. The detection of 
inhomogeneities was performed for series divided into a maximum duration of 
40 years, with an overlap for two consecutive periods of 10 years (due to 
requirements of SNHT to test only one shift in a series). The tests were applied 
for series of monthly, as well as seasonal and annual means (totals in the case of 
precipitation and sunshine duration).

The main criterion for determining a year of inhomogeneity was the 
probability of detection of a given year, i.e., the ratio between the count of 
detections for a given year from all test results for a given station (using type of 
reference series, range of tests applied, monthly, seasonal, and annual series) 
and the count of all theoretically possible detections (for more details of 
reference series creation and testing, see Stepdnek et al., 2012).

After the evaluation of detected breaks and a comparison with metadata, a 
final decision on the correction of inhomogeneities was made. Data were 
corrected on a daily scale. The adjustment of such inhomogeneities was 
addressed by means of a reference series calculated in a similar way as 
described above.

We created our own correction method, an adaptation of a method for the 
correction of regional climate model outputs by Deque (2007), itself based on 
assumptions similar to those implicit in methods described by Trewin and 
Trevitt (1996) and Della-Marta and Wanner (2006), which apply variable 
correction according to individual percentiles (or deciles). Our process is based 
on a comparison of percentiles (empirical distribution) of differences (or ratios) 
between candidate and reference series before and after a break. Percentiles are 
estimated from candidate and references series separately (not for the same 
date). Each month is processed individually, but the values of adjacent months 
before and after are also taken into account to ensure smoother passage from one 
month to another. Differences of candidate and reference series for individual 
percentiles are treated before and after a break and smoothed by low-pass filter 
to obtain a final adjustment based on a given percentile (see Fig. 5 for 
illustration). Values before a break are then adjusted in such a way that we find a 
value for the candidate series before a break (interpolating between two 
percentile values if needed) and the corresponding correction factor, which is 
then applied to the values to be adjusted. Special treatment is needed for 
extremes at the ends of distribution. A comparison of the DAP approach and the 
“classic” one using monthly values is shown in Fig. 6.
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Fig. 5. Adjustment of series of daily mean air temperatures from the Veiké Pavlovice 
station with an inhomogeneity detected in April 1975: a) quantiles (empirical distribution) 
of tested and reference series before the break, b) quantiles (empirical distribution) of 
tested and reference series after the break, c) the difference between tested and reference 
series for quantiles before and after the break, d) values of adjustments for quantiles 
(difference of tested and reference series differences before and after the break) and their 
smoothing by low-pass filter (final value of adjustments), e) adjustment values for a 
specific air temperature, f) original and homogenized series (monthly means).
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Fig. 6. Example of the series adjustment for inhomogeneity applying the classic approach 
with use of monthly data (solid blue line; smoothed corrections: dashed black line) and 
monthly means of daily corrections using DAP -  distribution adjusting by percentiles 
method (solid red line; dotted red (blue) lines show the monthly maxima (minima) from 
daily corrections). The series is mean daily air temperature measured at station Bystrice 
pod Hostynem with inhomogeneity on Januar 1, 1985.

Various characteristics were analyzed before applying the adjustments: the 
increment of correlation coefficients between candidate and reference series 
after adjustments; any change of standard deviation in differences before and 
after the change; the presence of linear trends, etc. In the event of any doubt, the 
adjustments were not applied.

Homogeneity testing, evaluation and correction of inhomogeneities 
detected were performed by several iterations, in which more precise results are 
gradually obtained. Missing values were filled after the homogenization and 
adjustment of inhomogeneities in the series. This means that the new values 
filled are estimated from data which are not influenced by possible shifts in the 
series. Filling missing data before homogenization may negatively influence 
in homogeneity detection.

A preference for testing individual observation term series, if available, 
belongs among the recommendations for further homogenization improvement, 
since inhomogeneities are manifested in a different way in them (see Fig. 7). 
Further improvement can potentially be achieved by grouping values into 
categories, e.g., using weather types and testing individual categories alone.

Within the COST Action ES0601 (“Advances in homogenization methods 
of climate series: an integrated approach -  FIOME”, 2006-2011), parameter 
settings used in this work were verified (at least for creation of reference series 
and detection of inhomogeneities that were run in the monthly mode) for air 
temperature and precipitation. The best parameter settings for air temperature 
were achieved applying a probability of detection equal to 20%, using 
correlations for neighbors selection calculated from the first differenced series,
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pairwise comparison with neighbors, and running several iterations of 
homogeneity testing and correction. The second and third iterations improved 
the series the best, while further iterations meant only negligible improvement. 
As for precipitation parameter settings, the best results were gained applying 
probability of detection equal to 10%, using correlations for neighbors selection 
calculated from the first differenced series, and pairwise comparison with 
neighbors; however, improvement of statistical characteristics of the series after 
homogenization was not as profound as in the case of air temperature. These 
settings will be applied in the follow-up work dealing with historical records 
(before 1961).

IV V VI VII VIII IX x XI XII I II III IV v VI VII VIII IX

Fig. 7. a) Annual variation of the number of statistically significant inhomogeneities 
detected in air temperature series of observation tenns (T07, T14, T21) and daily mean 
(TAVG) (Alexandersson’s test -  SNHT, bivariate test, reference series calculated using 
distances and correlations); b) annual variation of the size of corrections for individual 
observation terms and daily mean. Data refer to 230 stations analyzed in the Czech 
Republic and Slovak Republic in the 1961-2005 period.

4. Homogenization results for the Czech Republic

In the 1961-2007 period, 1750 series of seven climatological characteristics 
were tested and some inhomogeneities were found in 42% of them (Table 1). 
This value is underestimated, due to the low number of detections in 
precipitation series, in which breaks were detected in only 15% of series. For all 
other characteristics, this number is above 50%. The number of detected 
inhomogeneities varies according to the meteorological element (Fig. 8). For 
homogenization, just as for data quality control, the most problematic 
meteorological element is wind speed, where 75% of series were detected as 
inhomogeneous. Wind speed is a very specific meteorological element because, 
before automation, which took place since about 2000, it was estimated 
subjectively by observers using the Beaufort wind force scale.
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Table 1. Number of breaks detected at meteorological stations in the Czech Republic in 
the 1961-2007 period for selected characteristics of meteorological variables: T — mean 
air temperature, TMA -  maximum air temperature, TMI -  minimum air temperature, 
SRA -  precipitation total, E -  mean water vapor pressure, F -  mean wind speed, SSV -  
sunshine duration.

Meteorological Number of Number of series Ratio Number of breaks in series
element series with break (%) 0 1 2 3
T 181 100 55,2 81 77 21 2
TMA 178 122 68,5 56 88 32 2
TMI 179 92 51,4 87 68 23 1
SRA 761 117 15,4 644 110 7 0
E 173 123 71,1 50 83 34 6
F 176 132 75,0 44 85 39 8
SSV 102 55 53,9 47 49 5 1
Total 1750 741 42,3 1009 560 161 20

Fig. 8. Number of corrected inhomogeneities of selected characteristics of meteorological 
variables at stations in the territory of the Czech Republic in the 1961-2007 period: T -  
mean air temperature, TMA -  maximum air temperature, TMI -  minimum air 
temperature, SRA -  precipitation total, E -  mean water vapor pressure, F -  mean wind 
speed, SSV -  sunshine duration (the number of series tested for the individual 
characteristics is given in Table 1). Explanations for inhomogeneities: red -  clarified by 
metadata, blue -  no metadata.
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For monthly values of air temperature and precipitation over the Czech 
Republic, the correlation coefficients between candidate and reference series are 
very high (median above 0.95 or 0.90, respectively; note that the rain-gauge 
station network is much denser than the climatological one). Along with mean 
wind speed, correlations are also very high in the case of the other 
characteristics.

As for inhomogeneity detection itself, more breaks occur in the summer 
months for air temperature and sunshine duration (the influence of relocation 
and other artificial changes is greater, resulting from the influences of the active 
surface, such as prevailing radiation factors and increased volume of 
vegetation), while for precipitation, it appears in the winter months (mainly due 
to problems associated with the measurement of solid precipitation). Water 
vapor pressure and wind speed do not show such a clear annual cycle (Fig. 9).

An annual variation is also clearly manifested in the correction of 
inhomogeneities. Considering the absolute values of corrections, the number of 
adjustments was higher during the summer months for temperature 
characteristics and water vapor pressure. After corrections, air temperature 
correlation coefficients increased mainly in the summer months and those for 
precipitation in the winter months. The largest increase in correlation coefficient 
after homogenization was observed in the case of wind speed.

The knowledge of metadata is an import factor for the proper correction of 
detected inhomogeneities. Out of all corrected breaks, 44% can be explained by 
metadata (Fig 8). There are some differences in the size of corrections according 
to the causes of the inhomogeneity: the size of correction was higher for 
inhomogeneities explained by metadata for all characteristics except minimum 
temperature and sunshine duration, where the mean size of corrections was 
similar to the case of missing metadata, and for precipitation, where it is even 
lower (however, for precipitation, only a small percentage of breaks can be 
detected). As it is evident from the results, the automation of measurements had 
a very strong influence on the homogeneity of series, as well as on the 
occurrence of outliers: for mean and maximum temperature and water vapor 
pressure, the size of the corrections was higher in the case of automatic 
measurements than the mean of over-all corrections. For example, the 
inhomogeneities in the series of maximum air temperature caused by automation 
are higher on average by 0.1 °C than breaks not confirmed by metadata. Because 
the automation of measurements was introduced in the CHMI station network 
successively from the mid-1990s (see Fig. 10), it was possible to detect and 
make corrections without major problems.
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Fig. 9. Annual variation in the number o f  detected statistically significant inhomogeneities (a 
= 0.05) for selected climatological and rain-gauge stations in the territory o f the Czech 
Republic in the 1961-2007 period: a) mean air temperature, b) maximum air temperature, c) 
minimum air temperature, d) precipitation total, e) mean water vapor pressure, f) mean wind 
speed, g) sunshine duration (Z -  winter, J - spring, L -  summer, P -  autumn; R -  year).
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Fig. 10. Number o f inhomogeneities detected in the series o f  climatological and rain-gauge stations in 
the territory o f  the Czech Republic in the 1961 -2007 period: a) mean air temperature, b) maximum air 
temperature, c) minimum air temperature, d) precipitation total, e) mean water vapor pressure, f) mean 
wind speed, g) sunshine duration (yellow -  break without metadata, red -  break with metadata, blue -  
break with automation o f measurements); AMS express a change to automatic measurements.
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5. Technical series

Data quality control, homogenization and filling missing values lead to the creation 
of the so-called “technical” series for mean, maximum and minimum temperatures, 
precipitation totals, sums of sunshine duration, mean water vapor pressure, and 
wind speed. Such series may be used for further data analysis, because their values 
are consistent and complete over a given period. They were calculated for 268 
climatological and 787 rain-gauge stations of the CHMI network in the 1961-2010 
period, and actual values are continually added. Despite the fact that a smaller 
number of stations were available for some of the studied climatological 
characteristics (e.g. 196 stations for sunshine duration or 257 stations for water 
vapor pressure), “technical” series were completely calculated (for arbitrary station 
location or regular gridded network). In this way, we have a complex set of 
meteorological variables for each position of climatological stations, which can 
easily be further used (e.g., for evapo-transpiration calculation).

The possibility of calculating “technical” series for new positions, either in 
irregular or regular network, e.g. for grid points of regional climate model 
(RCM) outputs, allow their use for validation and correction of RCM outputs in 
each grid point. In the case of the RCM ALADIN-Climate/CZ (Farda et al., 
2010), series were calculated with 10x10 km resolution, specifically for 789 grid 
points over the Czech Republic (Fig. 11). The method for the “technical” series 
calculation is similar to the calculation of theoretical values during the data 
quality control (for more details, see, e.g., Stepcmek et a l ,  2011).

grid po in ts RCM ALADIN-CLIMATE/CZ

Fig. 11. Grid points o f  the outputs o f  RCM ALADIN-Clim ate/CZ for which “technical” 
series for the 1961-2009 period  w ere  calculated.
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6. Conclusions

In the Czech Republic, experience with data quality control and homogenization 
has existed for several years. For data processing, software packages AnClim 
(,Stepanek, 2010a), LoadData and ProClimDB (Stepanek, 2010b) were created. 
They offer complex solution, from tools for handling databases, through data 
quality control to homogenization of time series, as well as time series analyses, 
extreme value evaluation, and model output verification.

In this work, we summarize the effort and methodology behind outlier 
detection, series homogenization, and interpolation techniques for various 
climatological characteristics in the territory of the Czech Republic in the 1961- 
2010 period. In total, over 62 million values were data quality checked, for 
which the automation of the process was crucial. The final results are acceptable 
only because of the combination of several methods. The approach became part 
of the ProClimDB software (Stepanek, 2010b). For correct outlier detection, it is 
necessary to work directly with measured values in the standard observing terms 
(e.g. 7:00, 14:00, 21:00 LMT), since possible errors can be masked in the 
“aggregated” values (daily means, monthly means, or sums).

Similar to the quality control, the aim of the created software for 
homogenization was to provide the user with support information for making 
quick, efficient, and correct decisions. Thanks to the COST Action ES0601 
benchmark dataset, various parameter settings were checked in the software and 
recommended: finding neighbor stations using correlations of series of the first 
differences, performing homogeneity testing individually with each of the 
neighbors (pairwise comparison), weighting of the number of detected 
inhomogeneities for the homogeneity evaluation (weights of five for annual 
values, two for seasonal values, and one for monthly values). The correction of 
inhomogeneities was performed on a daily basis using our own approach (DAP 
-distribution adjusting by percentiles).

Quality control and correction of inhomogeneities have been performed on 
a daily (sub-daily) basis for all key meteorological variables over the territory of 
the Czech Republic in the 1961-2010 period. The homogenization of data 
before 1961 has only been carried out on the monthly basis so far (Stepanek, 
2003).

Due to the “technical” series calculated in both station and various regular 
grid point locations, we have gained a sufficiently large number of 
climatological series for subsequent analysis. These series are free of detectable 
outliers and inhomogeneities, have had their gaps filled, and are being applied to 
research in various projects in climatology and hydrology. From the “technical” 
series, we have also created maps for various meteorological variables for each 
month and day in the period of 1961-2010 (i.e., more than 130,000 maps).

Further steps will lead to the processing of series of individual observation 
terms and daily historical records before 1961, as well.
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Abstract-Homogenization of the long term observation series is essential in climate 
change studies. The most important achievements of the COST Action ES0601 (HOME) 
are survey and the comparison of the available homogenization methods. A benchmark 
test was performed in the Action to choose the best recent methods. The MASH (Multiple 
Analysis of Series for Homogenization; Szentimrey) procedure which was developed at 
the Hungarian Meteorological Service (OMSZ) produced good results. The Short Term 
Scientific Missions (STSMs) supported by the COST established the wide usage of 
MASH in the neighboring countries. This is the main reason why MASH became the 
common homogenization method used to fulfil the Climate of the Carpathian Region 
tender service. The aim of the project is to improve the climate data source and data 
access in the Carpathian Region by creating a daily harmonized gridded dataset during 
the period between 1961 and 2010. The homogenization process executed and the 
verification of the homogenization along with the quality control results are introduced in 
this paper. Preliminary results of trend analysis carried out on the harmonized database 
are also presented.

Key-words: COST Action ES0601, homogenization, Climate of the Carpathian Region 
Project, climate indices

143



1. Introduction

Climate change is expected to result in significant changes in the Carpathian 
region to affect ecosystems and human activities (UNEP, 2007). Investigation of 
the recent tendencies in the regional climate conditions is essential for coping 
with the consequences. It is essential that studying the spatio-temporal changes 
can be implemented through the analysis of the observations which are 
representative both in time and space. Climate change studies require long term, 
quality controlled, homogenized, high quality climate data series.

The COST (European Cooperation in Science and Technology) Action 
ES0601 titled “Advances in homogenization methods of climate series: an 
integrated approach (1TOME)” focused on investigation of the homogenization 
methods and testing the recent used applications. Hungary contributed to the 
success of the COST HOME action with the experiences of the MASH 
(Multiple Analysis of Series for Homogenization; Szentimrey, 2011) 
homogenization procedure, which was developed at the Hungarian 
Meteorological Service. The main features of MASH are illustrated in this paper 
by its application in the framework of the “Climate of the Carpathian Region 
Project” (CarpatClim).

As result of a Hungarian initiative on creation a high quality dataset 
covering the Carpathian basin, the JRC (European Commission Joint Research 
Centre) Institute for Environment and Sustainability launched a tender call in 
2010 for supplying the data demand of its Desert Action activity (JRC, 2010). 
The consortium lead by the Hungarian Meteorological Service together with 10 
partner organizations from 9 countries in the Carpathians region is supported by 
the Joint Research Centre.

The main aim of the CarpatClim project is to improve a joint climate data 
source and data access in the Carpathian region for application such kind of 
regional climate studies like drought monitoring. The CarpatClim project 
investigates fine temporal and spatial structures of the climate in the Carpathian 
Mountains and the Carpathian basin with unified methodology. The results are
0.1°(~10 x 10 km) resolution gridded daily time series of various meteorological 
parameters from 1961 to 2010. The target area is partly includes the territory of 
Czech Republic, Slovakia, Poland, Ukraine, Romania, Serbia, Croatia, Austria, 
and Hungary (Fig. 7). Uniform process of data homogenization is crucial due to 
the fact that significant differences might be occurred between the 
measurements and data handling of participant countries during the examined 
fifty-year-long period.
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Fig. 1. The target area of the CarpatClim between latitudes 50°N and 44°N, and 
longitudes 17°E and 27°E approximately (left), and the political boundaries (right).

The project plan consists of three modules. Module 1 focuses on improving 
the availability and accessibility of homogeneous and spatially representative 
time series of climate data for the Carpathian Region through data rescue, 
quality control, and data homogenization. The activities in Module 2 ensure data 
harmonization with special emphasis on cross-border harmonization and 
production of gridded values for each country. A digital Climate Atlas as a basis 
for climate assessment and further applied climatological studies are developed 
in Module 3. The final outcome of the CarpatClim are the quality controlled, 
homogenized, in-situ daily time series and gridded data per country and the 
whole region as well, including a metadata catalogue with the documentation of 
the existing homogenized datasets. The daily grids with the metadata will be 
freely accessible for scientific purposes.

The consortium members agreed that the commonly used method for data 
homogenization and quality control in the project will be the MASH procedure. 
Using MASH is advantageous, because the COST HOME Action monthly 
benchmark results denoted that the MASH is one of the best monthly 
homogenization methods (Venema et al, 2012). Furthermore, several COST 
HOME delegates from the Carpathian region became familiar with the MASH 
software during STSMs supported by the COST.

The CarpatClim project is a well-accomplished cooperation for applying a 
single homogenization method in a region fragmented by boundaries and a 
pioneer work for countervailing against differences in measuring practice and 
strict data policies. The main features of MASH and the steps of the 
homogenization process along with the evaluation of the homogenization 
performed in Module 1 are presented in this study.
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2. Methodology

The original MASH (Szentimrey, 1999) procedure was developed for 
homogenization of monthly series. The present version: MASHv3.03 
(,Szentimrey, 2011) has been expanded for daily series as well. The main features 
of the applied procedure to fulfil the tender service are summarized here.

The MASHv3.03 (Szentimrey, 2011) software consists of two parts.
Part 1: Quality control, missing data completion, and homogenization of monthly 
series:

• Relative homogeneity test procedure.

• Step by step procedure: the role of series (candidate or reference series) 
changes step by step in the course of the procedure.

• Additive (e.g., temperature) or multiplicative (e.g., precipitation) model can 
be used depending on the climate elements.

• Providing the homogeneity of the seasonal and annual series as well.

• Metadata (probable dates of break points) can be used automatically.

• Homogenization and quality control (QC) results can be evaluated on the 
basis of verification tables generated automatically during the procedure.

Part 2: Homogenization of daily series:
• Based on the detected monthly inhomogeneities.

• Including quality control (QC) and missing data completion for daily data. 
The quality control results can be evaluated by test tables generated 
automatically during the procedure.

These attributes are favorable to achieve the project goals in CarpatClim. 
The time resolution of variables is daily, the upgraded version of MASH is able 
to homogenize and control these daily data as well. Certain recently used daily 
homogenization methods take the monthly results for daily homogenization 
similarly to MASH ( Vincent, 2002; Szentimrey, 2008). The excellent COST 
HOME monthly benchmark results and promising outcomes of the daily tests 
guarantee the high quality of times series got through the MASH procedure.

It has to underline that MASH is an automatically working software. 
Application of manual homogenization methods would be exceptionally labor 
intensive in handling huge data series. Moreover, the MASH is able to use the 
metadata (the date of moving of stations for example) automatically during the 
break point detection. This facility allows the effective usage of the existing 
metadata. We note that metadata were not used in CarpatClim.
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Furthermore, the test results of the homogenization and quality control 
(e.g., detected errors, degree of inhomogeneity of the series system, number of 
break points, estimated corrections, and certain verification results) are 
documented in automatically generated tables during the homogenization 
process. Summary results of quality control and the homogenization performed 
in the project can be followed up and reported based on these tables. 
Verification statistics can be added to the homogenized series as the newly 
created metadata.

3. Homogenization process in the CarpatClim

The tasks in Module 1 are the data rescue, the digitization of the analogue 
datasets of climate observations, quality checking, including the data gap 
elimination of the existing climate time series, and homogenization of the data 
series. Completing the digitization of the measurements using MASHv3.03 is a 
proper way to perform the homogenization and the data quality control.

According to the tender specification, the elements listed in Table 1 have to 
be homogenized in the period of 1961-2010. The chosen homogenization model 
is depending on the distribution of given element. Additive model is used except 
in case of precipitation and wind speed, where the appropriate model is 
multiplicative.

Table I. Set of meteorological variables in daily temporal resolution to be homogenized 
(JRC, 2010)

Variable Description Units

Ta 2 m mean daily air temperature °C
Tmi„ Minimum air temperature from 18:00 to 06:00 °c
Tmax Maximum air temperature from 06:00 to 18:00 °c
P Accumulated total precipitation from 06:00 to 06:00 mm
DD 10 m wind direction 0°-360°
VV 10 m horizontal wind speed m/s
Sunshine Sunshine duration hours
cc Cloud cover tenths

^global Global radiation MJ/m2
RH Relative humidity %
Pvapour Surface vapour pressure hPa

Pair Surface air pressure hPa
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To ensure the most possible station usage, each contributor executed the 
necessary work phases individually. The cross border harmonization is 
guaranteed by bilateral data exchange. As the MASH is a relative 
homogenization method, the candidate series have to be compared to reference 
series which are in the nearby, within a given distance.

3.1. Steps o f creation o f the homogenized station data series in the CarpatClim

I. Compilation of the raw station data series of each country.
1. Selection of the stations (with the help of spherical coordinates: tp, L).
2. Collecting the daily station data series (missing data are allowed) and the 

metadata per countries. Exchange of the near border raw data series and the 
existing metadata between the neighboring countries.

II. Homogenization, quality control, data completion of the station data series by
MASH v3.03 on national level, using near border data.
1. Derivation of monthly station data series from the daily station data series 

collected in step 1.2. Homogenization, quality control, data completion of 
the monthly station data series. Metadata (probable dates of break points) 
can be used automatically.

2. Daily station data series (step 1.2): homogenization, quality control, data 
completion. This procedure is based on the results of step II.l.

3. Exchange of the near border homogenized data for cross-border 
harmonization and for gridding (Module 2 of the project: modeling, 
interpolation).

4. Evaluation of the verification results of the homogenization and quality 
control. Controlling of the cross-border harmonization of the data series. 
Note that further cross-border harmonization is achieved after the 
modeling part of the gridding procedure in Module 2.

Summary of the main steps of homogenization of daily data series with 
quality control and missing data completion in CarpatClim are as follows:

1. Monthly series derivation from daily series.
2. MASH homogenization procedure for monthly series, estimation of 

monthly inhomogeneities. (Metadata can be used automatically.)
3. Smooth estimation of daily inhomogeneities on the basis of 

estimated monthly inhomogeneities.
4. Automatic correction of daily series.
5. Automatic quality control (QC) of homogenized daily data.

148



6. Automatic missing daily data completion.
7. Monthly series derivation from the homogenized, quality controlled, 

and completed daily data.
8. Test of homogeneity for the new monthly series with using the 

automatic verification results.

The original time series of the variables listed in Table 1 were 
homogenized, completed, and quality controlled by the participants individually. 
The automatically generated verification results were gathered and reported to 
the supporter. The following chapter is an overview of the evaluation of the 
implemented homogenization process.

4. Verification o f the homogenization

Validation is an essential part of the process, to make sure that the data 
quality increased as a result of homogenization. Hence a verification part is 
integrated into the MASH system for interpretation of the outcomes, it makes 
the evaluation of the different phases of the homogenization possible from the 
initial to the final stage. The basic conception of the verification test is that 
the confidence in the homogenization may be increased by the joint 
comparative mathematical examination of the original and the homogenized 
data series.

Two types of outcomes of the MASH software can be separated. The first 
type of output is the files containing the homogenized, controlled, and 
completed series, inhomogeneity series, detected breaks, and detected errors. 
The second type of output is the files containing the test results and verification 
tables in order to evaluate the homogenization. The verification tables contain 
the test statistics values before and after homogenization, measures to 
characterize the modification of series, the spatial representativity of the station 
network, and the evaluation of metadata. The quality control results for the daily 
data are also included.

The verification procedure based on hypothesis test results. The null 
hypothesis is that examined series are homogeneous. The test statistics can be 
compared to the critical value before and after homogenization. The critical 
values belong to different significance levels are built in the MASH software (it 
is 20.86 on the 0.05 significance level in our case). The homogenization is 
successful if the test statistics after homogenization is low. The theoretical 
background and more details of the derivation of the verification statistics can be 
found in MASH manual (Szentimrey, 1999).

The test statistics before (TSb) and after homogenization (TSa) and 
characteristics of the modified series are presented in this paper. Annual
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statistics are examined here; though all of them are produced automatically 
on the monthly and seasonal scales altogether. Tables 2 to 4 contain the 
average measures for maximum and minimum temperatures and precipitation 
for each of the station systems and the QC results alike. Number of the 
partners in the header lines is as follows: Hungary and Croatia with their 
jointly handled dataset (1), Serbia (2), Romania (3), Ukraine (4), Slovakia 
(5), Poland (6), Czech Republic (7). The representativity is about 50 km for 
climate stations and 25 km for precipitation stations, respectively. 
Participants have contributed to the project with data of 415 climate stations 
and 904 precipitation stations in all.

The TSa has to be near to the critical value or much less than the TSb if the 
homogenization is acceptable. Moreover, the measures of the relative 
modification are expected to be in accordance with the relative change of the 
test statistics: (TSb-TSa)/TSb. The applied statistics for the measure of the 
relative modification is in fact the ratio of the RMSE (root mean square error) 
and the standard deviation. If the significant modification of series induces weak 
decreasing in the degree of inhomogeneity, overdrawing the series is 
unnecessary and erroneous. Tables 2-4  containing the summary statistics and 
the complementary diagrams in Figs. 2-4 support the evaluation of 
homogenization.

The degree of inhomogeneity of the raw minimum temperatures (Table 3.) 
is substantially higher for Serbia (2) and much higher for the Hungarian and 
Croatian (1) dataset than in case of the maximum temperatures. The relative 
modification (42%) for the Hungarian and Croatian (1) series is achieved the 
most, although the largest improvement (Fig. 3.). The Serbian (2) system has 
been upgraded in the same rate by less relative modification. The Slovakian (5) 
system is near to homogeneous after processing. Relative changes of the test 
statistics are small in the Romanian (3) and Ukrainian (4) series, in accordance 
with the low value of relative modification. At the Czech Republic (7), the 
degree of homogeneity increased with relatively high modification. It can be 
found that MASH reduced the inhomogeneity of all systems, but less than in the 
case of maximum temperatures. The QC results relating the minimum 
temperatures show that the number of erroneous data per station is the largest in 
the Ukrainian (4) system. The Romanian (3) and Ukrainian (4) series contained 
more than 400 (°C) negative error and almost 100 (°C) positive errors in the 
data. The smallest correction has to be performed in the Czech (7) system, 
although it is a minor system with 18 stations.
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Table 2. Average test statistics and quality control (QC) results for m axim um  temperature

Maximum temperature

No. of station system 1 2 3 4 5 6 7

Number of stations 68 39 140 53 59 38 18

Verification results of homogenization

TS after homog. (TSa) 23.6 55.7 39.0 23.7 26.4 24.8 26.7

TS before homog. (TSb) 190.7 186.2 72.9 154.0 175.6 150.6 184.3

Relative modification (%) 21 14 9 13 23 21 29

Quality control results

Total number of errors 6307 3811 10241 5444 4542 3288 1400

Maximal positive error (°C) 10.9 13.5 996.6 107.7 11.3 22.7 10.4

Minimal negative error (°C) -2.3 -7.5 -21.0 -22.0 -14.5 -26.3 -6.2

□ (TSb-TSa)/TSb ■ Relative modification of series

Station system

Fig. 2. Verification results for maximum temperature.



Table 3. Average test statistics and quality  control (QC) results for m inim um  temperature

Station Sytem 1 2 3 4 5 6 7

Number of stations 68 39 140 53 59 38 18

TS after homog. (TSa) 24.3 52.5 52.5 51.9 28.5 43.5 37.8

TS before homog. (TSb) 227.5 484.7 128.3 120.3 179.7 141.3 93.9

Relative modification (%) 42 28 14 13 22 23 21

Total number of errors 4110 2161 6689 4111 3197 2592 375

Maximal positive error (°C) 23.7 1 1.8 95.1 79.3 14.9 15.9 0.7

Minimal negative error (°C) -9 .7 -8 .0 -416.6 -417.6 -9 .9 -10.0 -1.1

□ (TSb-TSa)/TSb ■ Relative modification o f  series

Station system

Fig. 3. Verification results for minimum temperature.

Analyzing the precipitation results, we have to take into consideration that 
the MASH procedure carefully detects the break points. Lower inhomogeneity 
arose for the precipitation series than for temperatures (Table 4). During the 
homogenization, all of the networks became more homogeneous; nevertheless,
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the modification was precautions. The test statistics indicates that the Polish (6) 
system was the most inhomogeneous, and the improvement is also little 
afterward, although the similar relative modification caused higher improvement 
than in the Romanian (3) system (Fig. 4.). The Slovakian (5) dataset passed 
through the most advance, at the expense of remarkable modifications of the 
series comparing to the others. Resulting from the QC numerous errors were 
detected, about in the rate of the amount of contributed stations. The amplitude 
of the errors in several systems is higher towards extremely heavy precipitations.

Table 4. Average test statistics and quality control (QC) results for precipitation

Station sytem 1 2 3 4 5 6 7

Number of stations 233 114 182 57 165 102 51

TS after homog. (TSa) 21.6 31.27 28.09 25.61 21.89 38.97 35.53

TS before homog. (TSb) 27.93 34.73 31.88 28.98 38.17 46.29 39.77

Relative modification (%) 4 5 6 3 10 5 4

Total number of errors 1531 672 975 313 803 408 223

Maximal positive error (mm) 71.94 230.27 10.27 179.46 94.29 93.36 60.38

Minimal negative error (mm) 23.24 -36.87 -1.52 -5.68 -59.46 -25.47 -11.41

□ (TSb-TSa)/TSb ■ Relative modification o f  series

Station system

Fig. 4. Verification results for precipitation
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Verification results for all the 12 elements can be followed up in the project 
deliverables related to the issues of the homogenization process (D1.12). The 
data rescue and digitization activity in Module 1, and the data homogenization 
and QC performed by applying MASH procedure guarantee the availability of 
the high quality daily time series for the basic climate elements in the 
Carpathian region in the period of 1961-2010.

5. Analysis o f the climate trends on the harmonized gridded dataset

The final outcome of the CarpatClim tender service is a ~10* 10 km resolution 
gridded dataset on daily scale for elements listed in Table 1. Interpolation of the 
homogenized time series is carried out by applying the MISH (Meteorological 
Interpolation based on Surface Homogenized data basis; Szentimrey and Bihari, 
2007) method. The MISH method was developed for interpolation of 
meteorological data, and an adequate mathematical background was also 
developed (Szentimrey et ah, 2011) for the purpose of efficient use of all the 
valuable meteorological and auxiliary model information. The main difference 
between MISH and the usual geostatistical interpolation methods is the 
application of the meteorological data series for modeling. In geostatistics 
(Cressie, 1991), the sample for modeling is only the predictor data, which is a 
single realization in time, while in meteorology there are data series, i.e., a 
sample in time and space as well.

5.1. Data harmonization with the homogenized data exchange

The cross border harmonization is essential in the project to avoid breaks at the 
boundaries on climate maps based on the gridded data. It can be ensured by the 
changes of the homogenized series across the borders as it was in case of the 
raw data exchange. The cross border harmonization is acceptable if some 
improvement appears in test statistics (D2.5). The gridding of the harmonized 
series was executed on national level by applying MISH, and the merging of the 
separate but harmonized grid parts followed up in the end.

5.2. Trend estimation based on the created dataset

Investigation of the climate extremes, observed trends, changes in frequency and 
intensity could contribute to the establishment of the adaptation strategies in the 
region. Climate indices are used in several projects on climate change as 
prevailing indicators of changes in extremes. Spatial interpolation of indices 
values for station locations is a difficult task, as the distribution functions of the 
several derived values are unknown. However, the basic variables, such as 
temperature and precipitation can be gridded by the knowledge of their 
statistical properties, thus higher quality gridded datasets can be constructed for
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further analysis, as it was created in CarpatClim (Lakatos et al., 2010). The 
gridded database produced in daily temporal resolution provides relevant 
outcomes for studying extremes.

One temperature and one precipitation index was chosen to show the first 
results of the trend analysis based on the high quality dataset covering the 
region. These are the number of hot days per year (daily maximum > 30 °C) 
and the number of days with heavy rainfall (daily precipitation 
amount >20 mm).The changes obtained from the linear trend estimation are 
demonstrated on the grid defined in the specification (JRC, 2010). The maps 
indicate the changes in the examined period, i.e., the slope of the estimated 
linear trend multiplied with the length of the changing period.

Fig. 5 strengthens the warming trend in the entire region. The changes are 
in strong correspondence with the orography. The growth is less at higher 
mountains than at lower altitudes. More hot days occur in the basin, especially 
in the territory between Danube and Tisza rivers, by 18-22 days from 1961 to 
2010. The Transylvanian basin shows fewer rises. The region is lying under the 
south and east Carpathians turned up the largest growing in the number of hot 
days (over 24) during the examined period.

«2
2-4
4 «
0-0
I - 10 
10-12 
12-14 
14-10 
10-10 
10-20 
20-22 
22-24 
»24

Fig. 5. Change in the number of hot days per year (daily maximum > 30 °C) in the 
Carpathian region in the period of 1961-2010.

Fig. 6 visualizes the changes in the days above 20 mm precipitation during 
the whole 50 years period. The estimated changes indicated varied spatial 
distribution. The topographical effects are not so evident than in hot day’s
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changes. The changes are between -2 and 3 days in the extended area of the 
region. More intense decreasing or increasing was found mostly on small 
territories. The highest increase was indicated in the northeast Carpathians and 
the Bihor Mountains with 7 days.
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Fig. 6. Change in the number of days with heavy rainfall (daily sum > 20 mm) in the 
Carpathian region during the period from 1961 to 2010

6. Conclusion

The COST HOME Action had drawn the attention to the importance of data 
homogenization and recent methods. The monthly benchmark results of COST 
HOME denoted that MASH is one of the best monthly homogenization 
methods. The COST participants from the Carpathian region started the work 
with MASH during the STSMs supported by the COST. These STSMs 
established a common project for creating a homogenized dataset covering the 
region.

There are many advantageous attributes of MASH. Due to the automatic 
execution it allows performing the data homogenization, quality control, and 
data completion for the entire Carpathian region within a reasonable time. The 
MASH was used for numerous stations, 1319 climate and precipitation stations 
together, and 12 elements for a fifty-year long period in the Climate of the 
Carpathian Region tender service. The consortium members implemented the 
homogenization separately by the common procedure. The cross border 
harmonization was guaranteed by near border data exchange. The automatically
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generated verification results presented in this paper confirm that the quality of 
the data highly improved during the homogenization and quality control 
procedure.

The Climate of the Carpathian Region Project contributes to the availability 
of a set of homogeneous and spatially representative data to prepare climate 
change studies relevant in the region. The warming trend is obvious on the 
harmonized, gridded data in the period of 1961-2010 as indicated from the 
preliminary trend analysis. The changes in the number of days with precipitation 
above 20 mm show significant decrease or increase only on small areas of the 
region in the examined 50-year long period.
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Abstract-As the result of the predicted climate change, not only the ecological 
circumstances but the profitability of forested areas will also change in the future in 
Hungary. The aim of this case study is to evaluate the expected ecological an economical 
impacts of a climate change scenario (REMO A IB) for three forest regions of 
Transdanubian Mountains (Bakony) for four climate indicator tree species (beech, 
hornbeam, sessile oak, and Turkey oak). According to this scenario, precipitation and air 
temperature increase by 5 percent and 1.3 °C, respectively in the spring months (March to 
May), while in summer (June to August) the precipitation decreases by 9 percent together 
with a higher temperature increase of 2.1 °C between the period of 2036 and 2065 
compared to reference years (1961-2010). As a result of the forecasted climate change, a 
drift expected in forest climate classes towards the drier and warmer climate categories in 
Hungary, resulting in parallel decrease in production capacity of stands. We expect a 
significant area decrease in good forest yield classes together with an increase in poor 
categories. Hence, the annual revenues for the four indicator species will be lower by 9.4 
percent compared to the reference period. The decrease in yield is caused by decrease of 
lumbered wood volume and more valuable wood assortments, as well. In case of the 
predicted climate scenario, the highest decay in production capacity will be expected for 
Turkey oak (12 percent), while the lowest for beech (7.5 percent).

Key-words', forest ecosystem, climate change, production capacity, forest yield classes, 
forest annual revenues
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1. Introduction

The profitability of forestry practice is basically determined by ecological 
conditions beside the selection of tree species, the forestry practice applied, 
and the actual marketing circumstances (Führer and Járó, 1992). Namely, 
organic matter production of forests strongly depends on soil, hydrological, 
and climatic circumstances. While the quality of the first two site parameters 
can be considered as constant on short time basis, the climate, especially the 
magnitude and temporal variation of climate parameters show significant 
variability. Moreover, nowadays the change of climate can obviously be 
detected in Hungary, namely the climate becomes more and more warmer and 
drier as forecasted by Bartholy et al. (2009), Faragó et al. (2010), Pieczka et 
al. (2011), Gálos et al. (2007, 2012). In the forthcoming 50 years, frequency 
and strength of weather anomalies will be increasing. The evident, unfavorable 
changes in species composition, vitality, and growth of the forest ecosystems 
can be attributed to these changes according to numerous Hungarian forestry 
experts (Berki et al., 2009; Csóka, 1996, 1997; Csóka et al., 2007, 2009; Czúcz 
et al., 2011; Führer, 1995; Führer et al., 2011 a,b; Hirka and Csóka, 2010; 
Manninger, 2004; Mátyás, 2010; Mátyás and Czimber, 2000, 2004; Mátyás et 
al., 2010a,b, 2011; Molnár and Lakatos, 2009; Sólymos, 2009; Somogyi, 2009; 
Rasztovits et al., 2012).

Forestry, in practice, uses special climate categories represented by 
different tree species (Járó, 1972; Führer, 2010). These categories indicate 
different growing potential, therefore, any change in the area of climate 
categories accompanies with variation of organic matter production of the 
forest ecosystem (Führer et al., 2011 a,b). The forecasted warmer and drier 
climate in growing season would result in evident growth-loss of forest trees in 
Hungary; furthermore, a species composition change can also be expected on 
long-term time basis. The growth-loss can be indicated by the decrease in 
wood volume of an area unit. Considering that cost of logging are determined 
mainly by the actual marketing circumstances independently on climate 
change; final consequence of the loss in production will be the decrease of 
revenues and profitability of forestry practice.

The aim of this case study is to evaluate the expected ecological an 
economical impacts of a predicted climate change scenario for three forested 
regions of Transdanubian Mountains (Bakony) in Hungary (Fig. 1). In this 
work we investigate the climate of these state owned forests, the yield 
circumstances and potential revenues of climate indicator species, and the 
change of them as a result of climate change.
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Fig. 1. Location of the three investigated forested regions in Hungary.

2. Methodology

The three forested test regions aimed in this study, in close connection each 
other, are the High-, South- and East-Bakony. Tough these areas are part of the 
same geographical region (Mountains), they can be characterized by a variety of 
ecological (pedology, hydrology, climate) circumstances. Altitude of these areas 
varies within 150 and 700 meters above sea level influencing among others the 
climate.

In the High-Bakony, the ratio of forested area is 53 percent (35,711 ha). 
Ridges of High-Bakony heighten over 600 m above sea level, however, nearly 
48 percent of forests are located between altitudes of 350-450 m. Rate of forests 
between 450-550 meters is 15 percent, and above 550 m only 3.5 percent of 
forest can be found. Rate of forests below the altitude of 350 m above sea level 
mostly lies between 250 and 350 m; below that the share of forest does not reach 
the 3 percent. Dominant species are: beech (39 percent), hornbeam (15 percent), 
Turkey oak (14 percent), and sessile oak (4 percent).

In South-Bakony, the ratio of forests is 48 percent (31,989 ha). Forests can 
dominantly be found between altitudes of 150 and 450 m. Altitude distribution 
of forests are as follows, 150-250 m: 29 percent, 250-350 m: 34 percent, 
350-450 m: 33 percent, and >450 m: 4 percent. Dominant species are: beech 
(12 percent), hornbeam (12 percent), Turkey oak (40 percent), and sessile oak 
(5 percent).
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In the lower East-Bakony, the ratio of forested area is only 38 percent 
(18,132 ha). 42 percent of the forests lie between 250 and 350 m, accordingly to 
the lower altitude of this region. The ratios of forests below 250 m and above 
350 m are 22 and 36 percent, respectively. Dominant species are: beech 
(9 percent), hornbeam (7 percent), Turkey oak (29 percent), sessile oak 
(8 percent), downy oak (12 percent), and European black pine (11 percent).

These data clearly show that the share of climate sensitive test species (as 
beech, hornbeam, Turkey oak, and sessile oak) is the highest in High-Bakony 
(72 percent), while the ratios of these in South-Bakony and East-Bakony are 
only 69 and 53 percent, respectively. In latter forest region, drought tolerant tree 
species (as downy oak, European black pine) significantly appear. While the 
share of beech (preferring highland, cool, moist climate) is the highest in High- 
Bakony (39 percent) and lowest in lower East-Bakony (9 percent), the pattern of 
sessile oak (preferring hilly, warmer climate) is just the opposite.

Respecting that the three regions range from 150 m up to 700 m above sea 
level, climate categories are definitely separated, caused by vertical changes. In 
the first stage of our evaluation we have characterized the climate of the regions 
mentioned above and the stands according to forestry climate classification 
methods (Führer, 2010; Führer et al., 2011a, b) taking into account the growing 
circumstances of trees. The evaluation is based on precipitation and temperature 
data in those summer months when physiological processes are in intensive 
phase and 80-90 percent of organic matter production is realized (May to July) 
and in those (July, August) when growth of trees are limited by weather 
extremes. On the basis of meteorological data interpolated to the points of a 
Hungarian survey aiming the observation of forest stands growing (Kolozs, 
2009) on a 2.8x2.8 km2 grid, covering the regions, we have determined the 
distribution of different climate categories appeared in the examined forest 
regions by means of forestry aridity index, FAI (Führer, 2010; Führer et al., 
201 la) calculated from meteorological parameters in main growth cycle (May- 
July) and in critical months (July-August). FAI can be derived as:

FAI =  100 x ------- tXllzfllL------f ( i)
(P v -v n  +  P v i i - v i i i )

where tVu-vin is the mean air temperature in critical months (July and August, 
°C), pv-vn is the precipitation sum (mm) in the period from May to July, and 
P vii- viii is the precipitation sum (mm) in the warmest (critical) months (July and 
August).

Then, we have collected the production capacities (from 1st to 6th forest 
yield classes) of state owned forests in different climate categories from the 
National Forest Database of Hungary, and we have evaluated the potential 
organic matter production in different climate categories. Test species
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representing the forestry climate classes were involved in the evaluation, namely 
the beech (Fagus sylvatica L.), hornbeam (Carpinus betulus L.), sessile oak 
(Quercus petraea (Matt.) Liebl.), and Turkey oak (Quercus cerris L.).

Each forest yield class can be characterized by an annual average yield at 
the cutting age depending on tree species and actual marketing conditions. The 
change in yield of wood production and wood marketing is a suitable index for 
quantification of the economic impact of climate change. For this reason, in the 
economical evaluation we have determined the estimated yield of the test stands 
for each yield classes. Principle of the estimation was the yield of timber during 
wood harvesting operations in cutting cycle. Hence, revenues depend on the 
species, amount and quality of timber, and assortment composition. Respecting 
the available data for size and assortment composition of yield, separated for the 
target stands and for forest yield classes for the whole cutting cycle on the basis 
of previous investigations (Márkus and Mészáros, 2000; Marosi et al., 2005), 
we have calculated the expected revenues. Annual rate of this parameter gives 
the mean revenues of the given yield class.

The economical influence of spatial realignment of the investigated stands, 
as a consequence of climate change, can be calculated by the method described 
above. Consequently, the product of the average annual yield of yield classes 
and area of the stand give the average yield of the given investigated forest 
stand.

We can estimate the change of this index in estimating the expected 
variation in area of different climate categories and the potential production 
capacity taking into account the climate scenarios. We have calculated with a 
climate change scenario, where the predicted changes in climate parameters to 
the reference climate period (1961-1990) are given for the period of 2036-2065. 
The scenario describes the expected changes in the investigated regions 
according to the A1B emission scenario of the REMO regional climate model 
{Gálos et al., 2007). Hence, in the spring months (March to May) the 
precipitation and air temperature increase by 5 percent and 1.3 °C, respectively, 
while in summer (June to August) the precipitation decreases by 9 percent 
together with higher temperature increase of 2.1 °C compared to the period 
1961-2010.

3. Results and discussion

3.1. Climate o f studiedforest stands

The Transdanubian Mountains (Bakony) have temperate cool and wet climate 
with prevailing wind of NW. In Hungary, forestry practice - depending highly 
on weather conditions - uses special climate classes; hence the different climate 
categories are represented by climate indicator test species. Accordingly, the 
coolest/most humid and warmest/most arid climates are represented by beech
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and forest-steppe climate, respectively. In the middle there are hombeam-oak 
climate close to beech, and sessile oak-Turkey oak close to forest-steppe 
climate. The yearly precipitation of originally treeless forest-steppe climate 
zones is not enough for production of native species, while sessile oak-Turkey 
oak climate is represented by these two species either together or separately. 
Precipitation and temperature characteristics of different climate categories are 
described in details by Führer et al. (2010, 201 la). On the basis of homogenized 
and interpolated meteorological data, the climate and the expected changes in 
different regions of Bakony can be characterized as follows.

In High-Bakony region the average yearly precipitation and the annual 
mean air temperature were 737 mm and 8.8 °C, respectively, between 1961 and 
1990. Both are in the interval representative for beech climate (752±31 mm, 
8.8±0.9°C). The average temperature in the main growing period (16.1°C, 
May-July) and in critical months (18.0 °C, July-August) are lower than the 
averages of beech climate categories (16.6±0,8 and 18.5±0,8 °C). Precipitation 
amount for the same period (226 and 158 mm) are 10 and 5 percent lower than 
representative value for beech climate (259± 13 and 167±9 mm). The main FAI 
for this region is 4.69 close to the upper limit of beech climate category (FAIB: 
<4.75). On the basis of FAI calculated for the climate reference period (1961— 
1990) a total of 59 percent of this region lies in beech climate, while remaining 
part can be represented by hornbeam-oak climate (Fig. 2). In case of climate 
change according to the predicted scenario, the mean of FAI increases up to 5.59 
hence there will be no longer beech climate in that region, moreover, 13 percent 
of the High-Bakony will be represented by sessile oak-Turkey oak climate.

beech
FAI: < 4.75

H  hombeam-oak 
FAI: 4.75-6.00

sessile oak-Turkey oak H  forest steppe 
FAI: 6.00-7.25 FAI: > 7.25

Fig. 2. Distribution of climate classes according to FAI in the examined forest regions; 
left: in the reference years (1961-1990), right: in case of the predicted scenario.
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In the South-Bakony region, the average yearly precipitation and the annual 
mean air temperature were 693 mm and 9.4 °C, respectively, between 1961 and 
1990 corresponding to the averages of hornbeam-oak climate (663±55 mm, 
9.4±0.7°C). Average temperature in the main growing period (May-July) is 
16.7°C, while in the critical months it is 18.6 °C, i.e., temperature circumstances 
are representative rather for the cooler beech climate. However, precipitation 
data in the same period (219 and 150 mm) is representative again for hornbeam- 
oak climate (218± 15 and 139 ±13 mm). For this region the FAI, as an overall 
index, is 5.03 refering to the hornbeam-oak climate (4.75-6.00). The share the 
climate classes here is 20 percent beech and 80 percent hornbeam-oak. In case 
of climate change scenario, the predicted average FAI increases up to 5.98, 
which is practically at the borderline between the hornbeam-oak and the sessile 
oak-Turkey oak climates. In this case, 44 percent of the region would be 
representative for hombeam-oak and the remaining part to the sessile oak- 
Turkey oak climate. On the basis of this prediction, total extinction of beech 
zone is expected (Fig. 2).

In the East-Bakony region, the average yearly precipitation and the annual 
mean air temperature were 634 mm and 9.3 °C, respectively, between 1961 and 
1990. These values are close to hombeam-oak climate (663±55 mm, 
9.4±0.7°C), similarly to the average temperature in main growing period 
(17.3 °C) and in critical months (19.4 °C). On the other hand, the precipitation 
amount in these months are lower (198 and 132 mm) than favorable for 
hombeam-oak climate (218 ± 15 and 139± 13 mm). Average FAI in this region is 
5.88 close to the borderline between the hornbeam-oak and sessile oak-Turkey 
oak climates (6.00). The share of the beech, hornbeam-oak, and sessile oak- 
Turkey oak climates in this region is 2, 51, and 47 percent, respectively (Fig. 2). 
In case of the predicted climate scenario, the average FAI changes to 6.95 and 
the share of different climate categories would change to hornbeam oak: 9, 
sessile oak-Turkey oak: 51, and forest steppe: 9 percent ratios.

Average FAI for the total areas of the three regions (High-, South-, and 
East-Bakony) in the reference years is 5.09, lying in the favorable side of 
hombeam-oak climate (close to the beech climate). This value would change to 
6.05 (nearly by one FAI unit) in case of the predicted climate scenario. It means 
that, in the area of the three regions, 30 percent of beech climate would 
disappear, the share of hombeam-oak climate would decrease from 58 to 
52 percent; the ratio of sessile oak-Turkey oak climate would increase from 12 
to 32 percent, while forest steppe climate would appear sharing 10 percent in the 
region.

The total surface area of the three Bakony regions is 179,621 ha; ratio of 
forested areas is 48 percent (85,752 ha). In our study only the state owned 
forests (64,957 ha) are involved, where the share of beech, hombeam-oak, and 
sessile oak-Turkey oak climates are 36, 57, and 7 percent, respectively. 
Classification of the Forest Database (MGSZH, 2008) based on climate indicator
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tree species differsfrom our results: the share of the climate is 41 percent beech, 
33 percent hornbeam-oak, and 26 percent sessile oak-Turkey oak climate 
(Table /).

Table 1. Distribution o f  fo rest yield classes according to the forest m anagem ent plan and 
the F A I  for state owned forests in the examined regions (in percent)

climate classes High-Bakony South-Bakony East-Bakony Bakony
plan F A I plan F A I plan F A I plan F A I

beech 78 67 17 23 15 3 41 36
hom beam -oak 21 33 44 77 36 70 33 57
sessile oak-Turkey oak 1 0 39 0 49 27 26 7

Regarding this distribution in lower scale, the differences are higher. In 
High-Bakony, 78 percent of the state owned forest are in beech zone, followed 
by hornbeam-oak climate (21 percent) and the ratio of sessile oak-Turkey oak 
climate is only 1 percent. In contrast in South-Bakony, hornbeam-oak climate is 
the dominant (44 percent), while ratio of sessile oak-Turkey oak and beech 
climates is 40 and 16 percent, respectively. In the East-Bakony region, the share 
of climate zones is: 49 percent of sessile oak-Turkey oak, 36 percent of 
hornbeam-oak, and only 15 percent of beech.

Classification according to forestry aridity index (FAI, Eq. 1) differs from 
figures above. Taking into account the period of 1961-1990 as reference, the 
ratio of the beech climate in High-Bakony, South-Bakony, and East-Bakony are 
67, 21, and 2 percent respectively. The ratio of the hombeam-oak climate is 
highest in South-Bakony (77 percent), a little lower in East-Bakony 
(71 percent), while in High-Bakony it is only 33 percent. Significant share of 
sessile oak-Turkey oak climate can be found in East-Bakony (27 percent).

It seems that the difference between the two classifications is lower for 
High-Bakony with cooler and wet climate, compared to the other two drier and 
warmer Bakony regions (Table 1). Remarkable, that for latter regions the sessile 
oak-Turkey oak climate shares significant areas according to the forest 
management classification plan (South-Bakony 39; East-Bakony 49 percent). 
Explanation for this is that in forestry practice, the sessile oak-Turkey oak 
climate was classified according solely to the Turkey oak species. In contrast, 
nowadays, owing to the appropriate forestry practice the majority of Turkey oak 
trees can be found in hombeam-oak climate zones. Reasons can be traced back 
to the practice in the 19th and 20th centuries, when two of the main aims were to 
satisfy the rapidly increasing firewood demand and the utilization of rich acorn 
yield as mast (rearing of pigs).

The difference between the two classifications underlines the necessity that 
the data in Forest Database -  possible subjects of modification according to the
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actual species selection policy -  must be supervised in the future. It is also 
important, since the reference basis in evaluation of impact of expected climate 
change in connection to tree species may have high influences to the outcome, 
i.e., the measure of changes.

3.2. Composition o f production capacity o f regions and its change according to 
the predicted climate scenario in state owned forests

3.2.1. Production capacity o f tree species o f different regions

Wood production capacity of a given site is characterized by the sum of annual 
average growth calculated up to the critical cutting age, and it can be classified 
into good (1st and 2nd), medium (3rd and 4th), and poor (5th and 6th) classes. 
On the basis of the Forest Database, the investigated regions can be 
characterized as follows, good: 24, medium: 40, and poor: 36 percent (MGSZH 
2008) (Fig. 5). More favorable conditions are in High-Bakony, where share of 
classes 1 st and 2nd is 46 percent, in contrast with other two regions where only 
8-9 percent of trees are in the good classes. In East-Bakony, 65 percent of trees 
are in the poor category, where circumstances for production are less favorable 
mainly due to the unfavorable, climate for the given species composition. In 
South-Bakony, the majority of stand belongs to the medium (48 percent) and 
poor (43 percent) categories.

26 862 ha 22 456 ha 15 594 ha 64 912 ha

Bakony Bakony Bakony Bakony
regions

□  p o o r  □ m e d i u m  □  g o o d

Fig. 3. Distribution o f  forest yield classes in the B a ko n y  regions (in percent).

On the basis of distribution of forest yield classes (from 1st to 6th), the 
calculated average production capacity index (average of area weighted yield 
classes) in High-Bakony is 3.1, in South-Bakony its value is 4.2 due to the more 
unfavorable ecological conditions, and it is the worst in East-Bakony (4.9), as a
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consequence of most unfavorable conditions in this region. It is evident, because 
the share of different climate categories differs for the different regions 
(Table 2), and the production capacities of climate categories are also different 
(beech climate: 2.9, hornbeam-oak climate: 4.3, and Turkey oak- sessile oak 
climate: 5.1).

Respecting the large differences among the climate conditions for the 
different investigated regions, we have examined whether these differences 
appear in production capacity of test species. Area covered by test species in the 
state owned forests is 44,884 ha, with largest share of Turkey oak (17,941 ha), 
followed by beech (15,459 ha), hornbeam (7,516 ha), and sessile oak (3,968 ha).

It is evident, that among the three regions the structure of forest yield 
classes of test species is most favorable in High-Bakony, where the share of 
good class is the highest, while poor categories represent the lowest area 
(Fig. 4). Conversely, the worst conditions are in East-Bakony. Average 
production capacity index for beech is 2.5, 3.1, and 3.3 in High-, South-, and 
East-Bakony, respectively. Difference among regions is higher in case of Turkey 
oak, where indices for the regions above are 3.3, 4.3, and 5.0. For all of four test 
species the difference is larger between High- and South-Bakony than between 
South- and East-Bakony, showing that climate of latter two regions are closer 
and highly differs from that of High-Bakony. Average tree production capacity 
index for the group of three regions is the lowest for beech (2.6), followed by 
hornbeam (3.5), sessile oak (4.0), and Turkey oak (4.2).

beech Turkey oak

Bakony Bakony Bakony Bakony Bakony Bakony
2 .5  3 .1  3 .3  2 .6  3 .3  4 .3  5 .0  4 .2

sessile oak

Bakony Bakony Bakony 
3 .1  4 .1  4 .7  4 .0

H good □

hornbeam

Bakony Bakony Bakony
3 .2  3 .8  4 .0  3 .5

lium □  poor

Fig. 4. Structure o f  forest y ield classes in the exam ined regions (in percent).
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3.2.2. Expected change in production capacity o f test species for the examined 
regions

As it was mentioned above, four test species only in areas of state owned forests 
were involved in evaluating the change of area of climate classes according to 
the predicted climate scenario. Share of state owned forests in the three regions 
is 52 percent. On the basis of evaluation, the ratio of good yield classes decrease 
in the direction from beech to sessile oak-Turkey oak climate for four test 
species (Fig. 5). Ratio of stands in poor categories is considerably increased for 
hornbeam, sessile oak, and Turkey oak. For beech in Turkey oak climate, even 
the ratio of medium category remarkably increases as well. Certainly, the effect 
of climate involving the effectiveness of precipitation is influenced by the 
properties of underlying soil in high extent. E.g., there are stands in poor class in 
soils with thin organic layer or with wrong mechanical parameters even in 
favorable climate conditions; and vice versa, stands over deeper and better 
structured soils can utilize the precipitated water effectively, increasing the 
organic matter production.

sessile Turkeybeech hornbeam

100 

8 0  

6 0  

4 0  

20 

0
a b c  a b c a b c a b c  

climate classes

Fig. 5. Distribution o f climate indicator tree species in the climate classes according to forest 
yield classes (in percent). Climate classes: a= beech, b=hombeam-oak, c=sessile oak-Turkey oak.

By means of the aridity index (FAI), we can predict that majority of beech 
climate -calculated using the basic climate reference period (1961-1990) -  will 
be moved to hornbeam-oak climate as a consequence of even a minor summer 
temperature increase at the examined three Bakony regions. According to the 
predicted scenario, when higher temperature increase and minor decrease in 
precipitation amount can be expected in summer season, the beech climate 
completely disappears, all of them will be moving towards hornbeam-oak 
climate. In turn, half area of former hornbeam-oak climate will be dominated by 
Turkey oak climate. Accordingly, the climate dependent tree production
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capacity most likely changes; pattern of forest yield class of beech climate 
declines to hornbeam-oak, while latter declines to sessile oak-Turkey oak 
climate (Fig. 6). Namely, we can expect a decrease in production capacity of 
stands, even at constant soil properties; i.e., area of good production capacity 
decreases from 12,781 to 5,058 ha, together with an increase of poor area from 
12,339 to 21,401 ha.

r e fe re n c e  period scenario

□  g o o d

□  m e d i u m

□  p o o r

a b c a b c

climate classes

F ig . 6. D istrib u tio n  o f  fo re s t  y ie ld  classes in c lim a te  c lasses in th e  re fe ren ce  period  

(1 9 6 1 -1 9 9 0 )  and  in case  o f  p re d ic te d  scen ario . C lim a te  c lasses: a= beech , b = h o m b eam -o ak ,

c = s e s s i le  o ak -T u rk ey  oak .

3.2.3. Yield indices o f test species and their change in the investigated forest 
regions

It can be clearly seen from the specific revenues of forest yield classes 
calculated for the four climate indicator tree species (beech, hornbeam, Turkey 
oak, and sessile oak), that revenues for beech and sessile oak in good (1st and 
2nd) classes is remarkably higher than that of for hornbeam and Turkey oak 
(Marosi et al„ 2005) (Table 2).

Table 2. Average revenues o f  fo rest yield classes for each climate indicator tree species 
(in kHUF ha 1 y e a r 1) (M a ro s i e t  a t.,  2005)

yield classes beech hornbeam sessile oak Turkey oak
1st 129 55 129 62
2nd 108 46 108 53
3rd 77 37 83 42
4th 62 29 68 35
5th 43 21 51 25
6th 29 16 37 19
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From the point of view of wood industry, the beech and oak are much more 
valuable than the hornbeam and Turkey oak, however the difference is 
continuously decreasing to the direction of less favorable ecological circumstances, 
more in case of beech and less for sessile oak. As previous investigations in 
Hungary have shown, stands in poor yield classes (5th and 6th) still do not 
produce any profitability.

For the 45 kha of state owned forests in the three Bakony regions, based on 
revenues concerning to different yield classes, we have estimated the expected 
economical effect of the climate change according to the forecasted scenario. As 
it has already been demonstrated, the expected climate change reduces the 
production capacity of forests. In practice, it appears in the change of the ratio of 
different forest yield classes. Area of good classes significantly decreases with 
parallel increase of poor classes, hence, available revenues decreases 
accordingly, as lumbered wood volume and the ratio of more valuable wood 
assortments decrease as well (Fig. 6). Specific expenses of forest management 
do not change significantly hence the fewer revenues appear in the decrease of 
profitability. In this study we disregard the case when ecological changes require 
the change (replace) of tree species. Naturally, in this case as a consequence of 
further increase of expenses, profitability would be even less depending on kind 
of tree species and on the technology applied.

Referring the average change of revenues to ha unit, it is highest for sessile 
oak (7.893 kHUF ha'1, followed by beech (6.941 kHUF ha '1), hornbeam 
(4.098 kHUF ha '), and Turkey oak (3.920 kHUF ha ') (Fig. 7).

sessile Turkey beech hornbeam total of the 
oak oak four tree

species

Fig. 7. Average annual revenues o f  test species in the examined forest regions in the 
reference period (1961-1990) and in case o f  the predicted scenario.
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Calculating with the scenario predicted, the revenues will be lower by 
9.4 percent for the four test species. It means that the state forest companies 
expect only 2.302 billion HUF (10.56 million USD) instead of 2.542 billion 
FIUF (11.66 million USD) in the 45 kha area for the middle of this century, at 
the present price level. This rate of deficit may query the profitability of 
forest management. The four test species respond to the climate changes in 
different extent; highest deficit can be expected for Turkey oak and lowest for 
beech.

4. Conclusions

The predicted climate change probably influences the profitability of forest 
management besides the ecological circumstances of forested areas. We have 
estimated the expected changes to the A1B climate scenario for the case of test 
species locating in a group of Hungarian forest regions (High-, South-, and 
East-Bakony). The average measure of the predicted scenario between years of 
2036-2065 compared to the reference period (1961-1990) is the follows: in the 
spring months (March-May) the precipitation decreases by 5 percent, the air 
temperature increases by 1.3 °C, while in the summer months (June-August) the 
precipitation decreases by 9 percent parallel with a dramatic temperature 
increase of 2.1 °C.

The average calculated forestry aridity index (FAI) for the three 
investigated Bakony regions in the reference period (1961-1990) is 5.09 
favoring to hornbeam-oak climate. In these areas the dominating climate zones 
are beech (36 percent), hornbeam-oak (57 percent), and sessile oak-Turkey oak 
(7 percent) (Fig. 2).

On the basis of the predicted scenario, FAI increases to 6.05 extremely 
enlarging the share of sessile oak-Turkey oak zones dominating in East-Bakony, 
while hornbeam-oak climate will be representative in High-Bakony. In South- 
Bakony, hornbeam-oak and sessile oak climates will equally be characteristic.

As to the productivity we find the best conditions in High-Bakony (Fig. 3), 
where the ratio of good yield classes is higher, in contrast with the two other 
regions, where good classes share the lowest ratio of areas. Two-third of East- 
Bakony areas belong to the poor yield classes.

According to the assessment of climate, classes the ratio of good classes 
definitely decreases from beech to sessile oak climate in case of four climate 
indicator species (Fig. 4). At the same time, the share of poor yield classes 
significantly increases for hornbeam, sessile oak, and Turkey oak.

As a response to climate change -  according to the scenario discussed -  we 
expect a shift in climate classes resulting in decay in production capacity even at 
constant soil conditions, i.e., share of good classes decreases with parallel 
increase of poor classes.
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For the four climate indicator tree species, the annual average revenues will 
be lower by 9.4 percent compared to the reference period in the forecasted 
interval (Fig. 7). There are two reasons of that, on one hand the volume of yield, 
and on the other, the ratio of valuable assortments will also be lower.

The respond of four species are different. In the case of predicted climate 
scenario, the highest decay in production capacity will be expected for Turkey 
oak (12 percent), while the lowest for the beech (7.5 percent).

Expected unfavorable ecological effect of climate change can be a high risk 
for forest management. Today, the conservation of forests can be financed 
exclusively by revenues of selling wood products on the market. If the revenues 
decrease as calculated above and there will not be other available sources to 
finance then the steady maintenance of forests will be questionable in lack of 
profitability of forest management.
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Abstract-The regional climate impacts on Lyme borreliosis (LB) or Lyme disease have 
not been studied yet in Hungary. By this study we want to contribute the assessment o f  
the impact o f climate change on vector-borne diseases. Our aim  was to assess the 
influence o f  regional spatial-temporal differences o f  annual tem perature conditions, as 
well as the start o f  the vegetation season on LB. We created clim atic contrast by selecting 
three southwestern (Zala, Somogy, Baranya; henceforth: SW ) and two northeastern 
(Nograd and Borsod-Abauj-Zemplen: NE) counties in Hungary. W eekly LB data and the 
site o f  infection on county level for 1998-2010 were gained from  the National 
Epidemiologic and Surveillance System. The tem perature data w ere retrieved from the 
European Climate Assessment and Dataset. The regional differences o f  the weekly LB 
incidence were studied in relation to regional temperature differences. Descriptive 
statistics, linear and polynomial regression models were applied.

We observed a 1.6 °C difference in the mean winter temperatures between the two 
regions: the mean winter temperature o f  the NE counties was under 0 °C, in the SW counties 
it was more than 1 °C. In the SW counties spring warming started 2 weeks earlier, and there 
were only 3 weeks in the year, when the weekly mean temperature sank below 0 °C by few 
tenths o f a degree. In the NE counties, this period lasted for 8 weeks continuously.

The first day with mean temperature o f  10 °C followed by days with mean temperature 
>8 °C was chosen as start o f  spring. Based on this criterion and according o f a linear 
regression model, in 2010 spring started by 2.5 weeks earlier in the two NE counties, less 
than 1 week earlier in the three SW counties compared to the beginning year o f 1998. A 
difference o f  3 weeks was observed in the detection o f  10 cases o f  LB per week between 
the 2 NE and 3 SW counties, and there was a 3-4 weeks difference between the annual LB 
maxima. Comparing the periods o f  1998-2003 and 2005-2010, the peak o f  the LB season 
sifted from the 28th to the 29th weeks in the NE counties, while in the SW counties this
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shift did not reach one week difference. In the NE counties, the cumulative LB incidence 
showed a 25.68 % increase in periods 1999-2004 and 2005-2010 in the SW counties the 
same increase was 30.55%.

Key-words: Lyme borreliosis, regional climatic differences, Ixodes ricinus, indicator 
species, vector-borne disease, climate change

1. Introduction

Lyme borreliosis (LB) is one of the most common vector-borne diseases in 
Europe. Due to the environmental sensitivity of the species of the Ixodes genus, 
these organisms and tick-borne diseases are one of the most useful climate or 
climate change indicators for the Northern Hemisphere (Brownstein et al., 2005; 
Donnelly et al., 2004; English et al., 2009; Kovats, 2003; Lindgren and Jaenson, 
2006;). The arthropod vectors and consequently, the vector-borne diseases are 
also sensitive to climatic conditions (Rogers and Randolph, 2006).

Lyme borreliosis (LB) is the most common arthropod-borne human 
infection in Hungary. The geographic distribution is a very important 
characteristic of the host and vector populations and the human transmission of 
LB (James et al., 2010). Stafford et al. (1998) found that the incidence of Lyme 
disease positively correlated with tick abundance which showed an increasing 
tendency since the 1990’s in Europe (Randolph , 2004; Confalonieri, 2007). In 
Hungary, as in Western Europe, Ixodes ricinus Linnaeus (1758) is the main 
vector of LB, but Dermacentor reticulatus Fabricius (1794) is a common vector 
tick as well (Földvári et al., 2007).

As a kind of external parasites, the complex three-stage onthogeny of 
Ixodes ticks occurs in the environment, the spatial-temporal distribution of ticks 
in the nature depends on climatic and ecologic conditions (Estrada-Pena, 2008). 
Kalluri et al. (2007) discovered a strong seasonal association between the time 
of the annual maximum of weekly LB incidences occurring during the summer 
and fall months, when the nymphs are most active and the seasonal temperature 
and precipitation change. Duffy and Campbell (1994) found that 4 °C was the 
threshold of the activity of Ixodes scapularis Say (1821) in the milder winter 
days. According to Lindgren and Gustafson (2001), the threshold temperature of 
questing (food-seeking) tick activity was at 7-8 °C, Perret et al. (2000) came to 
a very similar conclusion (between 6.6 and 8 °C). Ambient temperature is one of 
the most important factors of the tick activity mainly in spring (when the relative 
humidity and soil moisture are appropriate for the ticks), but to explain the 
absolute annual LB case number, the ambient temperature is insufficient.

For the prediction of the expected effects of the future climate change on 
LB, it is essential to study the existing geographical differences in the LB 
seasons to investigate the weekly, cumulative LB incidence rates based on the 
present regional climate differences, and to observe the probable different 
seasonality of LB by regions. In our study we aimed at these observations.
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2. Data and methods

2.1. Data and statistics

The weekly data of LB for 1998-2010 were retrieved from the National 
Epidemiologic and Surveillance System. The daily temperature data in 25 km 
grids are from the European Climate Assessment and Dataset (Tank et al., 2002; 
Haylock et al., 2008). Regional differences in the weekly LB incidence were 
studied in two northeastern and three southwestern counties in Hungary. In our 
study we used descriptive statistics, and the associations were analyzed by linear 
and polynomial regression models using SPSS 10.0 software.

2.2. Selection o f the studied counties

We selected counties with similar level of forestation, number of inhabitants, 
and order of LB incidence. The cumulative number of population of the three 
southwestern (SW) counties (Zala, Somogy, Baranya) was 1,002,977 inhabitants 
in 2010 and the number of population of the northeastern (NE) counties 
(Nograd, Borsod-Abaiij-Zemplen) was 897,688 inhabitants (KSH, 2010) in the 
same year (2010). To calculate the LB incidences we used the population 
numbers of 2010. The population ratio of the NE/SW counties was 0.895 -  a 
slight difference (10.5%) exists between the two study regions.

The mean forestation of the 3 SW counties (27.74%) and the forest cover 
of the 2 NE counties (32.70%) are very similar, only a 15.16% difference exists 
(.Komarek, 2005).

The difference between the cumulative LB incidences in period 1998-2010 
of the 2 regions is not too high (NE counties: 298.99/100.000 and SW counties: 
244.73/100.000), 18.2% difference exists. So, the difference of the mean 
forestations and the cumulative LB incidences was similar: 15.16% -  18.2% for 
the 13-year period.

3. Results

3.1. Differences between the weekly ambient temperatures

The comparison of the monthly mean temperature of the 3 southwestern and 2 
northeastern counties (Fig. 1) in period 1998-2010 showed differences mainly in 
winter, early spring, and autumn seasons. The biggest difference was that in the 
southwestern counties, the January mean temperature did not exceed the 0 °C 
limit (Fig. 2). In the case of Zala, Baranya, and Somogy counties (SW), the winter 
was milder than in the NE counties. While in the SW counties the mean weekly 
temperature of winter months fluctuated near 0 °C, in the NE counties it sank to 
between -1 and -2 °C. The two curves met at the 13th week of the year. The
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mean summer temperatures were the same in both regions, althought the autumn 
was milder in the SW counties. From November to the end of March, the weekly 
mean temperature differences of the examined 13 years reached 1 °C.

—  m i r i p ' O ' .  —  m  1 0  p -  O n —
’—1 '—1 ■— —- ■— N N N N r ' i n r P r P r r i n i - ' x r ' f ’t r t i / )

Weeks of the year

Fig. 1. Weekly mean ambient temperatures in the SW and NE counties in Hungary, in 
1998-2010.
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Weeks of the year

Fig. 2. Differences in the weekly mean temperatures between the SW and NE counties in 
Hungary, in 1998-2010.

The mean winter temperature was 1.2 °C in the 3 southwestern counties in 
period 1998-2010, respectively it was -0.3 °C in the 2 NE counties, the 
difference was 1.6 °C with a dispersion of 1.1 °C (Fig. 3). Due to the similar

178



climatic influence and the small geographical distance (the nearest distance is 
about 100 km and the greatest distance is about 400 km), the correlation 
between the mean winter temperatures of the two regions was very strong 
(R2=0.9554, P<0.0001; Fig. 4).

Winters

Fig. 3. Mean winter temperatures in the SW and NE counties in Hungary, in 1998-2010.

Winters

Fig. 4. Differences in the mean winter temperatures between the SW and NE counties in 
Hungary, in 1998-2010.

3.2. The shift o f the start o f the LB season

Our previous observations showed that the incidence rate of 0.1/100.000 is 
a good indicator of the onset of LB season, and usually coincides with the first 
stable spring week with a mean temperature of 10 °C, followed by a week with
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mean temperature equal or more than 7-8 °C. Therefore we used this criterion as 
the onset of spring. During 1998-2010, this indicator week shifted from the 
16.5th week to the 14th week of the year defined by the linear regression model 
(P=0.0172), in the case of the NE counties. However, this shift was not 
significant in the SW counties, where the indicator week shifted from the 14.2nd 
week to the 13.6th week of the year (Fig. 5).

Years
........ SW ------- NE --a- T rend (SW) Trend (NE)

Fig. 5. Shift of the start of the vegetation period based on the temperature> 7-8°C 
requirement of the questing activity of Ixodes ticks in the SW and NE counties in 
Hungary, in 1998-2010.

3.3. Differences and trends in the regional LB incidences

In periods 1998-2004 and 2005-2010, the percent increase of the cumulative 
LB incidences showed very heterogenous trends in the different Hungarian 
counties (Fig. 6). In both regions a growing trend could be seen, with P=0.0065 
and 0.0471 in the SW and NE counties, respectively. From 1998 to 2010, the 
trend was consistent in the 3 SW counties, however, no trend could be observed 
in the 2 NE counties before 2007, and each trend had borderline signficance.

The observations showed that LB incidence rate started to increase rapidly 
after reaching the weekly rate of 0.1/100.000 from the 16th week and reached 
the peak period in the 23-25th weeks. Regional differences could be observed in 
the onset and peak of the LB incidence. In case of the 3 SW counties the weekly 
LB incidence reached 0.1/100.000 rate in the 11th week and in case of the 2 NE 
counties, in the 14th week. The LB incidence rate was more than 0.2/100.000 in 
the SW counties from the 15th week and in the NE counties from the 17th week, 
the start of LB season showed a 2-3 weeks difference. Aside the above
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described slight differences, the shape of the increasing part of the seasons in the 
two regions were very similar. (Fig. 7). The peak of the annual LB curves 
reached its annual maximum in the 25th week in the SW counties, while in the 
case of the NE counties, this was observed on the 28th or 29th week, showing a 
3-4 weeks difference in the peaks of the LB season by regions. The run of the 
later summer decreasing part of the LB season showed a more marked 4-5 
weeks difference between the SW and NE regions.

Fig. 6. The annual cumulative LB incidence in the two studied regions (SW and NE), in 
1998-2010.

Weeks

Fig. 7. The average weekly LB incidences of the SW and NE counties in Hungary, in 
1998-2010.
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While 13 years can not be divided into 2 periods of equal lenght, we 
compared the periods of 1999-2004 and 2005-2010. Comparing the periods by 
a polynomial regression model, the peak of the LB season shifted from the 28th 
to the 29th weeks in the NE counties, while in the SW counties this shift did not 
reach a one week difference. In the SW counties, the cumulative LB 
incidence was 118.3/100.000 in period 1998-2003 and 159.18/100.000 in 
period 2004-2010 (30.55% increase; Fig. 8). In the NE counties, the cumulative 
LB incidence was 92.22 per 100.000 in period 1999-2004 and 132.8/100.000 in 
period 2005-2010 (25.68% increase; Fig. 9).

Weeks

Fig. 8. Average weekly LB incidences of the NE counties in Hungary, in periods 
1999-2004 and 2005-2010.

Weeks

Fig. 9. Average weekly LB incidences of the SW counties in Hungary, in periods 
1999-2004 and 2005-2010.
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4. Discussion

LB is the most common vector-borne disease in Europe -  more common 
than e.g. the tick-borne encephalitis. Although the disease is not-notificable at 
the European Community-level, about 85,000 cases are estimated to occur in 
Europe each year and only in the neighboring country Austria, the annual 
number of the new LB cases reaches the 14,000-24,000 value (Lindgren and 
Jaenson, 2006). With great certainty this amount may be highly underestimated, 
while it is reported only in few endemic countries. In some countries mainly the 
complications are reported, not the primary cases with the well recognizable 
symptom of erythema migrans. The follow-up of the seasonal, monthly, or 
weekly changes of LB incidence may be more informative than changes in 
annual incidence with respect to changing climate and the vector, host and 
pathogen biology. More information can be gained if monthly or weekly 
changes of the incidence are correlated with meteorological factors.

For routine purposes, temperature is the easiest accessible variable; 
therefore it seemed to be a first-level aim of the study to investigate whether a 
relationship between weekly incidence and weekly temperature can be revealed 
in different climatic regions within a country. This assumption was supported by 
several studies. LB has been positively correlated with higher summer 
temperatures in the UK, with a greater number being reported in southwestern 
regions than in northern areas (Subak, 1999).

As a first step, we analyzed the association of temperature and LB at 
regional level. Although the selected two Hungarian regions have a good contrast 
concerning the annual mean temperatures mainly in the colder half-year, the sums 
of annual precipitation of these regions are similar (550-700 mm or more; in 
period 1970-2000). In the centre of the Hungarian Great Plain, where the annual 
precipitation sum is the lowest in the Carpathian Basin (550-500 mm or less than 
500 mm/year; in period 1970-2000), the annual LB incidences are too low to 
compare with the wetter Transdanubia region, even in the early summer period. 
For example, in period 1998-2010 the annual LB incidences in the western part 
of Transdanubia were 4-10 times higher than in the southern part of the Great 
Plain. For these reasons we could not make contrast between the wetter and drier 
Hungarian counties. We observed a 1.6 °C difference in the mean winter 
temperatures between the northeastern and southwestern regions. Ecologically it 
may be more important that the mean winter temperature of the NE counties was 
under 0 °C, while it was above 1 °C in the SW counties. In addition, spring 
warming started 2 weeks earlier in the SW counties, and there were only 3 
weeks of the year in the SW counties, when the weekly mean ambient 
temperature dropped below 0 °C by a few tenths of a degree. This period lasted 
for 8 weeks continuously (the main part of the winter) in the NE region.

We did not find a significant correlation between the mean temperature of 
winter and the following annual LB incidence, which is consistent with
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Schauber et al. (2005), who found that the mean temperatures for the prior 
winter showed weak or inconsistent correlations with Lyme disease incidence. 
In the period of 1998-2010, LB showed a significant increasing trend in the 
analyzed NE and SW counties, in the latter region the trend was nearly steadily 
increasing during the entire period, while in the NE counties this trend was 
detectable only in the last 4 years. In the colder counties characterized by colder 
winters, the onset of spring can be detected 1-2 weeks earlier compared to the 
warmer counties. Although in the analyzed 2 NE counties the onset of spring 
shifted from the 16.5th week to the 14th week significantly, the peak of the LB 
season shifted from the 28th to 29th weeks.

Our findings are consistent with Széli et al. (2006), who found that 1. 
ricinus ticks are most active between April and June. In the 3 SW counties, this 
indicator week shifted from the 14.2nd to the 13.6th week non-significantly, and 
the peak of the LB season shifted less than one week. The differences between 
the onset and the peak of the weekly LB incidence curves can be explained by 
the regional differences of climate such as the different mean winter and autumn 
temperatures, since the peak activity of I. ricinus is influenced by their local 
environment (Hornok and Farkas, 2009).

As described above, in the NE counties the increasing trend of LB 
incidence started later, but the shifting trend of the spring to the earlier weeks 
was more rapid than in the SW counties. It remains still open, why a significant 
shifting trend of the start of spring was not visible in the SW counties, why a 
slow, but significant increasing trend was observed in the LB incidence rate. It is 
also at issue what caused the observed 4-5 weeks difference in the decreasing 
summer part of the LB seasons if the summer precipitation and the temperature 
conditions were so similar.

On the basis of the results we can conclude, that even a slight difference of 
1.6 °C in the mean winter temperatures and 1-2 weeks difference of the start of 
the vegetation season may influence significantly the features of the LB season.

According to some authors, the monthly mean summer precipitation, the 
number of summer days with relative humidity more than 85% (Bennet et al., 
2006; Walsh-Haehle, 2010), or the soil moisture in summer {Ashley and 
Meentemeyer, 2004) and the Palmer drought index {Schauber et al., 2005) are as 
important predictors of LB incidence as the monthly mean summer 
temperatures.

According to Bartholy and Pongrácz (2010) and Schröter et al. (2005), the 
total annual precipitation is not expected to change significantly in Hungary, but 
the seasonal precipitation sums can change by the end of the 21st century. The 
scenarios showed that summer precipitation would very likely decrease, but the 
projected precipitation changes would have relatively wide dispersion between 
33% and 10%. Based on the seasonal standard deviation values, the largest 
uncertainty of precipitation change is expected in summer, when LB has the 
highest incidence values during the year.
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Our further aim is to study the expected correlation between the summer 
precipitation and LB in Hungary, which would be an important additional factor 
to predict the future of the annual profde of LB incidence in Hungary.
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Abstract-Spectral densities of climatological time series can be generally well 
approximated by red noise spectra. A common way of the spectral analysis is therefore 
based on a comparison of the periodogram with a red noise spectrum model. The red 
noise spectrum is described with the spectral density of a first order autoregressive 
(AR(1)) model. However, red noise characterized by spectral densities monotone 
increasing to low frequencies represents a much wider class of processes. The paper 
provides a concept of estimating red noise spectra without assuming any analytical form 
of the spectral density. The method, called isotonic regression, is based on robust 
regression of periodogram elements against frequencies under monotonic constraint of 
the regression curve. The technique is applied to SOI (Southern Oscillation Index) data 
from 1866 to 2011, reconstructed NAO (North Atlantic Oscillation) index data from 1659 
to 2000, and the Northern Hemisphere temperature proxy data, AD 200-1995. The 
question of how the isotonic regression performs compared to the traditional AR(1) 
modeling is discussed.

Key-words: red noise, spectra, autoregressive model, isotonic regression, robust 
regression

1. Introduction

The task of the spectral analysis is to identify a finite number of discrete 
frequencies contributing to the discrete spectrum (if exists) and to estimate the 
spectral density characterizing the continuous spectrum. Spectral densities of 
climatological time series can be generally well approximated by red noise 
spectra. A common way of the spectral analysis is therefore to calculate the
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periodogram and then to fit a red noise spectrum to model the continuous 
spectrum. When periodogram exceeds some threshold at a frequency or a range 
of frequencies, the spectrum is said to differ from the red noise. The threshold 
depends on the red noise and the significance level selected. The red noise 
spectrum is generally described with the spectral density

f(2 ,) = ( a l  / 7C)/(\ + a 2 — 2acos(X)), cr2 = o 2( \ - a 2 ) (1)

of a first order autoregressive (AR(1)) process with substituting the
9 . . „

autoregressive parameter a and variance a  with their consistent estimates a
and a . This approach is used in such an extent that red noise and AR(1) 
spectra are seldom used as synonyms. But red noise characterized by spectral 
densities monotone increasing to low frequencies represents a much wider class 
of processes than the AR( 1) processes.

The purpose of this paper is to provide a general concept of estimating red 
noise spectra. The method described in Section 2 is based on isotonic regression 
of the periodogram against frequencies without assuming any analytical form of 
the spectral density. Isotonic regression includes regression under a monotonic 
constraint of the regression curve. The technique is applied to SOI data from 
1866 to 2011, reconstructed NAO index data from 1659 to 2000, and the 
Northern Hemisphere temperature proxy data, AD 200-1995 in Section 3. 
Finally, a section for discussion and conclusions is provided.

2. Methodology

2.1. Isotonic regression

Let X \ , . . . , x n be a time series observed at t\,...,tn as x i = g (t[) + et , where et 
has expectation zero and variance a 2 for each i, and the sequence {<?,} is weakly 
dependent (Zhao and Woodroofe, 2012). The task is to provide an estimate g (t)  
for the trend function g(t) under the constraintg(t)<  g (s ), t< s. For 
simplicity, assume that t takes values equidistantly on the interval [0,l]. The 
solution of the least square (LS) problem

win j  X (** -  g (  tk ))2 J, g (tk )< g (t, ) ,k < l  (2)

is
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gftfr ) — max minnax min-----------
i<k k<j j ~ i  + 1

Xj  + . . .  +  X j

for k = 1 ,...,n and g(t)  is left-continuous otherwise. The asymptotic behavior of 
g(t) for 1 e ( 0,1) can be written as

where g '(t)  is the derivative of g(t)  and ^ is a random variable following the 
Chernoff s distribution (Groeneboom and Wellner, 2001).

Having a time series y\,...,yN , estimation of the red noise spectra can be 
performed with the isotonic regression (IR) with substitutions t = (n  -  A) /  k  , 
Xj= I(An_i+1 ) ,  and g((n  -  A ) / n ) -  f  ( A ) , where / ( A)  is the spectral 
density, and

is the periodogram at frequencies T, =( 2 n i ) / N ,  i = \,...,n , where n is the largest 
integer not larger than N12. However, behavior of periodogram elements at 
frequencies close to the discrete frequencies substantially differs from the 
behavior of the majority of periodogram elements. Thus, periodogram elements 
at such frequencies should be taken as outliers, and an IR robust against outliers 
has to be found. Fortunately, Alvarez and Yohai (2011) placed the IR in a 
general framework covering both the ordinary and robust cases. Specifically, 
note that Eq. (2) is a particular case of

with p(u) = (ou)2, and other suitable choices of p(u) can deliver robust 
estimations for g(t). Namely:

(3)

g(tk ) = maxmin{m(u,vj),
u<k k<v

where m(u,v) is the solution of
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2.2. Confidence band

In order to detect frequencies where the spectrum differs from red noise, a 
confidence band for periodogram elements is needed. Therefore, the Chernoff s 
distribution of ri and quantities in Eq. (5) yet unknown should be evaluated. The 
Chernoffs distribution can be well-approximated by a normal distribution of 
expectation zero and standard deviation 0.52, but the exact distribution can be 
found in Groeneboom and Wellner (2001). The quantity r for the function y/(u )
selected above is r=0.75, and the squared spectral density/ (A) can be 
substituted by its estimate f 2 (A). An estimate of /'(2) can be obtained using a
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YJw{(xi - m ) / a )  = 0 (4)
j e C (  u ,v )

under C(u,v) = {/'; 1 < j  < n,u < t . < v], and i//(u) = p '(u ) . Eq. (3) is then 

modified by substituting a~  with rcr", where

E\ys2 ( e / o )j 
{E[V' ( e / a ) ] ) 2 ’

and e is a random variable that generates {e,}. (Note that r= 1 for Eq. (2).) When 
estimation of the spectral density f  ( A) is in question the periodogram I (A/) is 
asymptotically / ( A, )E,i , where cf, has standard exponential distribution. Elence 
a is not constant but a, -  f  ( Ai ). Therefore, Eq. (4) is modified as

2X *,- / tn l) — 0
j& C (  u ,v )

with i//(u) based on the function y/H(u) = max{-c,min{c,u}} (Huber, 1981) as 
y/(u) = ( \ - e ~ ] )i//fj(u),u < 0 , i//(u) = i// f j(u),u> 0 with choosing c= l
(Matyasovszky, 2010). The asymptotic behavior of f(A) with As (0,^) is written
o  c



nonparametric regression technique as follows. A data set 
- n / ( 2 k ) ■ ( f ( A j ) -  f ( A i+\ )), i = \,...,n -\  is constructed as a finite 

difference approximation to f '(A ,), i = 1 -  1. The derivative f ' ( A )  is then
estimated with the Nadaraya-Watson estimator defined as

where K(u)  is a so-called kernel function and h is the bandwidth. The
Epanechnikov kernel is used here that is given by K ( u )  = 3 / 4E1 — u ) within [-1, 
1] and zero otherwise. The bandwidth having a crucial role in the resulting shape 
of /'(A) can be estimated by minimizing the quantity

CV(h) = " '£(yi - f ' ( A i ) ) 2

i = 1

with respect to h, where //(A,.) is calculated by Eq. (6) at A = A;- but with 
omitting data y \  j  — i\ < 1 from the summation. Note that Eq. (6) is one of the
possible solutions of non-parametric curve fitting problems. For further details, 
see, e.g., Simonoff (1996).

The following procedure to give confidence bands for the periodogram is 
proposed now. 1. Simulate a spectral density f (Ai ) ,  using Eq. (5).
2. Simulate a periodogram by generating n independent random numbers 
having exponential distributions with parameters \ / f ( A i), * = 1 , 3. 
Repeat steps 1 and 2 10,000 times. 4. Select the (\ -e)X\ \  quantile of the 
simulated periodograms obtained from step 3 at every A,-. These quantiles 
provide the critical values for the periodogram calculated from observed data. 
When periodogram exceeds the critical value determined above at a 
frequency, the spectrum is said to differ from the red noise at a significance 
level ( \ - £ ) \ 0 0 %.

Another basic question is to identify and estimate discrete frequencies. 
Under general conditions, the limiting probability distribution function of 
moX]<j<L{<?/}-ln n  is the standard Gumbel distribution function that makes it 
possible to test the null-hypothesis of lacking discrete frequencies with 
substituting Zj by I(Aj) /  f (A j ) .  When the null-hypothesis is rejected at a 
certain significance level, the second maximum is tested using its asymptotic 
distribution, and the procedure continues until significant frequencies are
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found. Evidently, an existing discrete frequency does not coincide with a 
detected frequency and thus, an improvement of its estimate is needed. A
straightforward method is to use the value Xk maximizing the periodogram in 
some neighborhood of Ak . Consistency and further properties of this 
technique are discussed in Chen et al. (2000).

3. Examples

3.1. Monthly SOI from 1866 to 2011

Monthly values of the Southern Oscillation Index (SOI) are taken from Climate 
Analysis Section (CAS) of Climate Global Dynamics Division (CGD) at NCAR 
(http://www.cgd.ucar.edu/cas/catalog/climind/soi.html). The example is chosen 
intentionally, because SOI does not have red noise but does have colored noise 
spectrum (e.g., Chen, 1982).

The procedure described in Section 2.2 detects three discrete cycles of
lengths 12, 6, and 4 months at any reasonable significance level (above the
99.9% significance level). Note that these latter two cycles correspond to
integer multiple frequencies of the annual frequency indicating a substantial
asymmetry of the annual course. Fig. 1 demonstrates necessity of the robust
IR, because the shape (jumps) of the non-robust isotonic spectral density
adapts to discrete cycles, while its robustified version removes the effect of
these discrete frequencies. The AR(1) spectral density slightly underestimates
the role of high and low frequencies and overestimates the contribution of
moderate frequencies (from 4 months to 3.2 years) as compared to the robust
isotonic spectral density. However, both techniques recognize a spectral
density peak between 2.9-6.5 years {Fig. 2). The procedure of Chen et al.
(2000) to improve the estimation of these cycle lengths results in the highest
periodogram value at 6.4 years, but two other local maxima are obtained at
2.9 and 3.5 years. Each of them is significant at the 99% level and is in good
agreement with previous several studies (e.g., Gaucherel, 2010). The
confidence band for the AR(1) spectral density is determined as that for the
IR spectral density except for step 1 of Section 2.2. Here the spectral density
f (Aj ) , i  = 1....n is computed from Eq. (1) with random parameter a that is
. . . .  . * 0distributed normally with expectation a and variance (\ - a  ) / n  (Priestley,
1981).
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Fig. 1. Periodogram (dot) and spectral density of SOI (1866-2011) estimated by robust 
isotonic regression (solid), isotonic regression (dotted), and AR(1) model (dashed).

Fig. 2. Upper 95% confidence band of the periodogram (dot) under red noise assumption 
on the spectral density of SOI (1866-2011) corresponding to the robust isotonic 
regression (solid) and the AR(1) (dashed) model.

3.2. Reconstructed NAO index from 1659-2000

NAO index values reconstructed by Luterbacher et al. (1999; 2002) using 
instrumental and proxy data from Eurasia are available from 1659 
(http://www.esrl.noaa.gov/psd/gcos_wgsp/Timeseries/RNAO/).
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A half annual cycle and an annual cycle are detected to be significant at 
level 91%. The existence of these cycles is ambiguous due to their low 
significance levels, but an earlier study of Matyasovszky (2010) performed 
with substantially shorter observational data did not find discrete periods at 
these frequencies. As the contribution of the amplitude of a discrete cycle to 
the periodogram is proportional to data length and the earlier examination 
with relatively short data set did not show, but the present study performed 
with longer data set does show indication for discrete periods at these 
frequencies, we argue that weak annual and half annul cycles really exist. The 
third largest periodogram element meets a 65.4-year cycle. This should not be 
considered as a discrete frequency, but the true spectral density deviates from 
the red noise spectrum at a 98% significance level corresponding to previous 
findings. Specifically, dominant 50-70-year periods have been detected in 
several climatic or climate induced data series (Loehle and Scafetta, 2011) 
such as in NAO index (Mazzarella and Scafetta, 2012). Omitting frequencies 
close to annual and half annual frequencies a 5.4-year spectral peak 
significant at a 99% level is notable (Figs. 3 and 4) such as in Box (2002). 
Additionally, many other periodogram elements exceed the confidence band 
at higher frequencies showing the difficulty of detecting deviations from a 
model spectral density. Namely, assume that the underlying time series has no 
discrete frequencies and the spectral density is exactly known. Around 
e 100% of periodogram elements exceed the ( \ - e ) \ 0 0 %  upper confidence 
band although there are no deviations from the known spectral density at all.

Fig. 3. Periodogram (dot) and spectral density of NAO index (1659-2000) estimated by 
robust isotonic regression (solid) and AR(1) model (dashed).
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Fig. 4. Upper 95% confidence band of the periodogram (dot) under red noise assumption 
on the spectral density of NAO index (1659-2000) corresponding to the robust isotonic 
regression (solid) and the AR(1) (dashed) model.

3.3. Northern Hemisphere temperature from proxy data, AD 200-1995

Annual mean Northern Hemisphere temperatures reconstructed using 
instrumental and high resolution climate proxy data sources as well as climate 
modeling studies for the period AD 200-1995 are analyzed. Data are adjusted to 
the same decadal standard deviation as the instrumental record over the period 
1856-1995 (Jones and Mann, 2004).

As the spectral density is characterized by a sharp peak at low frequencies 
and a wide flat region at moderate and high frequencies, only cycles longer than 
60 years are shown in Fig. 5. The AR(1) spectral density seems to be radically 
overestimated at low frequencies as compared to the IR spectral density. Based 
on the AR(1) density, the spectrum differs from red noise at cycle lengths 
around 114, 81, 23, and 11 years at least at the 95% significance level. These 
cycles are clearly related to the periodicities of solar activity (Damon and Sonett,
1991). However, the 81-year and 11-year cycles are not reinforced when using 
the IR spectral density, but further periodicities of 33 and 38 years are detected 
by both the AR(1) and IR densities (Fig. 6). These peaks can be attributed to 
Atlantic Multidecadal Oscillation (AMO). Although the AMO is generally 
known as a phenomenon having periodicities 50-70 years (see Section 3.2), 
other proxy records and model simulations show a more complex structure of 
periodicities ranging from 30 to 100 years (Knight et al., 2005).
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Fig. 5. Periodogram (dot) and spectral density of Northern Hemisphere temperature from 
proxy data (AD 200-1995) estimated by robust isotonic regression (solid) and AR(1) 
model (dashed)

Fig. 6. Upper 95% confidence band of the periodogram (dot) under red noise assumption 
on the spectral density of Northern Hemisphere temperature from proxy data (AD 200- 
1995) corresponding to the robust isotonic regression (solid) and AR(1) (dashed) model
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4. Discussion

A methodology (robust IR) to estimate red noise spectra has been introduced 
without any assumption on the analytical form of the spectral density. Although 
the shape of the spectral densities obtained with the IR method and AR(1) 
modeling is more or less different (and confidence bands as well), significant 
deviations from red noise detected with these spectral densities are essentially 
the same in the first two examples. However, the third example shows important 
differences between the two approaches. The question of how the proposed IR 
relates to the traditional AR(1) modeling is addressed now. Suppose we have a 
general linear stochastic process

oo

= T b j e t_j (7)
7=o

with expectation zero (for simplicity), where e, has expectation zero and variance
'S

(jg , and et and es are uncorrelated for every t A s . Note that this class of 
processes is a very general case in the spectral analysis (e.g., Priestley, 1981). It 
includes MA (moving average) and stationary ARMA (autoregressive-moving 
average) processes. Additionally, Eq. (7) can be rewritten under general conditions 
into an infinite AR process and preserving the first p  number of autoregressive 
terms results in an AR(p) representation. The standard AR(1) approximation
X f m )  = a ARn)x f _ f l ) + e f R(l) to Eq. (7) is obtained with aAR(X) = R ( \) , 
where R(\)  is the one lag autocorrelation. Measuring the accuracy of an AR(1) 

approximation X (t a> = aX^'^ + e[a) to Eq. (7) with A = E|( x [ a 1 -  X t )~ J, it can 
be shown after Galbraith and Zinde- Walsh (2002) that

ooA sr ,r /, 2 >1/2 1/2 j  >2 _2A = 2 _ ( h j - ( l - a  ) p  aJ ) ( 7 e ,
7=0

where p  = • I*1 other words, the best AR(1) model is achieved with a that
7=0

minimizes A, which, however, differs from R ( \) . Hence, an AR(1) process with
autoregressive coefficient aARl ^  - R ( \ )  is not the best approximating model in 
the mean squared error sense.

Forgetting about this fact and just focusing on the question of how the 
spectral density of X , is approximated with the spectral density of X AR( 1 >, the 
following details can be provided. It is known that the spectral density Eq. (1) of 
an AR(1) process is consistently estimated when parameters a and a] are
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substituted with their consistent estimates (Mann and Wald, 1943), but it is 
unrealistic that a time series comes from an AR(1) process. The spectral density 
of a linear process is consistently estimated by the spectral density of an AR(p)
process when p  —>°°,p / n —> 0 as « —> °o (Berk, 1974). However, fixing the 
value p = 1, nothing is known about the accuracy of such an estimate without 
knowing the true spectral density. Additionally, these results hold only for 
purely continuous spectra. For this latter reason, Mann and Lee (1996) proposed 
to fit AR(1) spectra to median smoothed periodogram elements. This is because 
median is robust against outliers of the periodogram, which might be present 
due to potentially existing discrete frequencies. But neither this approach quits 
the analytical form Eq. (1) of the spectral density, and hence we do not really 
know what the spectral density of the traditionally fitted AR(1) model 
represents. In contrast, the IR is a technique without any assumption on the 
analytical form of the spectral density. It is based on the least square (LS) 
estimation which is not too efficient for random variables far from Gaussian. 
However, the LS IR is identical with the maximum likelihood (ML) IR in some 
specific situations. This is the case for exponential distributions, and hence the 
LS IR represents the ML estimate of the spectral density under monotone 
decreasing constraint, because the periodogram elements have asymptotical 
exponential distributions.

A generalized method of IR (Tibshirani et al., 2011), the so-called nearly- 
isotonic regression (NIR), permits the possibility of deviations from 
monotonicity when necessary. The necessity of monotonicity violations is 
controlled via a parameter that is estimated within the procedure. Adapting this 
technique to periodograms makes it possible to detect departures from red noise. 
Applying the NIR to SOI data clearly shows a local maximum of the spectral 
density between cycles of 3.4-7.5 years (Fig. 7). As the NIR is not a robust 
technique, the previously detected discrete frequencies were omitted. This may 
be done because the NIR can handle unevenly spaced data as well. Fig. 8 shows 
the spectral density obtained with the NIR for NAO index time series. It can be 
concluded that annual and half annual cycles form a discrete spectrum, because 
so sharp spectral peaks should be due to discrete spectra. Additionally, the NIR 
spectrum is somewhat higher at low frequencies than the robust IR spectrum 
indicating that the 65.4-year cycle is an outlier in the robust IR, and hence the 
spectrum strongly deviates here from the red noise spectrum. The difference 
between spectral densities obtained with the robust IR and NIR is negligible for 
the third example (Northern Hemisphere temperature from proxy data, AD 200- 
1995). As the NIR makes it possible to detect departures from red noise, it 
seems that estimating red noise spectra either with AR(1) modeling or IR is 
unnecessary. Unfortunately, statistical properties of the NIR technique are not 
available, and hence the accuracy of this procedure is not known. Therefore, 
usage of the methodology based on the IR is advised as described in the paper.
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Fig. 7. Periodogram (dot) and spectral density of SOI (1866-2011) estimated by nearly 
isotonic regression (solid) and robust isotonic regression (dashed)

Fig. 8. Periodogram (dot) and spectral density of NAO index (1659-2000) estimated by 
nearly isotonic regression (solid) and robust isotonic regression (dashed)
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/. Introduction

The numerical solution of advection-reaction-diffusion equations is a central 
problem in the numerical analysis. In practice, many important meteorological 
phenomena are modeled using reaction-diffusion equations (which are often 
supplemented with advection terms). Therefore, the efficient numerical solution 
of these equations is of central importance. The numerical treatment of the 
boundary layer effect and the possibly stiff terms lead to challenging problems. 
The importance of this topic lies in the applicability of the corresponding models 
in the natural sciences including atmospheric modeling.

A previously (Faragó et al., 2013) presented implicit-explicit (IMEX) 
method of second order in space is supplemented with Richardson extrapolation 
methods (passive and active) in time. The new method is developed for the 
numerical solution of reaction-diffusion equations with pure Neumann boundary 
conditions in order to have a method of second order both in space and time. 
Richardson extrapolation is a very efficient method to increase the accuracy of 
many numerical methods. It consists of applying a given numerical scheme with 
different discretization parameters (in our case different time steps) and 
combining the obtained results with properly chosen weights (Zlatev et al., 
2010).

2. Motivation

The method which we start from is stable under very mild conditions. If we can 
enhance also its time accuracy, we can have an efficient algorithm. In the 
atmospheric modeling it is particularly useful, since a fast method leading to an 
up-to-date forecast needs relatively large time steps. At the same time, in real 
life situations we have to run the corresponding simulations over many time 
steps, so the stability of the method is of primary importance.

To get a complex one-dimensional reaction-diffusion problem we cite here 
an interesting electrochemical model. Nowadays, electrical energy is the 
cleanest and most versatile energy that can be used in almost all fields of life. 
Due to the technical improvements, the utilization and efficiency of producing 
electrical energy are increasingly growing.

In this section, we compute numerically the overpotential in PEM fuel 
cells. These kinds of fuel cells “burn” hydrogen fuel and oxygen to water, 
producing electrical energy at a high efficiency without air pollution. Their 
operation can be reversible: they can also convert electrical energy into chemical 
energy.

The electro-chemical reactions take place at the anode and cathode on the 
boundary of two phases (solid and solution phase), while the charge neutrality is 
macroscopically preserved.
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Complex models (Ziegler et al., 2005) are needed to solve different 
phenomenological equations such as the Nernst-Planck equation for multiple 
mass transport, the Stefan-Maxwell equation for heat transfer, Ohm’s law for 
ionic migration and electron conductivity, and the equations of electrochemical 
kinetics. These models are usually solved by using only a single solver, e.g., 
Runge-Kutta, Newton, or Crank-Nicholson methods.

Subramanian et al. (2007) developed a method to reduce the number of the 
governing equations of Li-ion battery simulation by using different 
mathematical techniques. The original problem with a proper discretization has 
4800 equations which can be reduced to 49, and finally, the simulation time of 
the discharge curve can be cut to 85 ms. However, in this model the double
layer capacitance was not included.

We focus here only on the evolution of the overpotential and we take into 
consideration both the inhomogeneity of the conducting media and the presence 
of the different phases in the cell. We perform the computations with realistic 
parameters.

2.1. Physical laws: homogeneous and heterogeneous models

In practice, a consumer (some kind of electric device) is inserted into an 
electrical circuit, which is feeded by the fuel cell. We assume that the current in 
the outer circuit is known (/(t)) and we can control it. The aim of the following 
investigation is to calculate the corresponding voltage, which is called the cell 
potential. This gives also the electric energy provided by the fuel cell, which is 
very important in the course of evaluating the performance of a fuel cell.

According to Kirchoff s law, the cell potential Ecell can be calculated by 
the following equation, see also Litster and Djilali, (2007):

Eceilit) = Eoc{t) -  pa(t) -  ^  7(t) -  r  (t). (1)
K m e m

where t G (0,7) denotes time. Here Eoc( t) «  1.23V denotes the open circuit 
potential, which is present between the anode and cathode without the presence 
of any consumer.

Considering the simplest form of Ohm’s law, the term Wmem i(t)  means the
K m e m

potential loss at the membrane, the thickness and conductivity of which are 
denoted by Wmem and tcmem, respectively.

The calculation of the last quantity on the right-hand side (V*), which 
refers to the potential loss at the cathode, needs a detailed analysis. The interval 
(0, L) refers to the thickness of the cathode, where two phases are distinguished:
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• The solution phase, where the hydrogen ions are conducted according to 
the rate Ke/ / .  The potential and the current density in this phase are 
denoted by <p2 and i2, respectively.

• In the solid phase of the cathode, electrons are conducted according to 
the rate aef f .  The potential and the current density here are denoted by 
c a n d  il9 respectively.

All of these quantities could be allowed to depend on time and space 
corresponding to the given assumptions and the structure of the fuel cell and the 
time evolution of the process.

Using the defined quantities, V* in Eq. (1) can be given as

The quantity we investigate in the governing equations is the overpotential

In the calculation of the potentials, we choose the reference level to be at 
the left end of the solution phase, i.e., we define (p2(t, 0) = 0. This is in a good 
accordance with the uniqueness of the solutions in the corresponding equations. 
As we will see, the governing equations depend only on the spatial derivatives 
of the potentials, such that the above assumption is necessary to determine both 
02 (t ,x)  and rj2(t,x).  Then an immediate consequence of (2) and (3) is that

V*( t )=  0 ! (t, L) — 0 2 (t, 0), t 6(0,70. ( 2 )

rj(t,x) = 0 i( t ,  x) — (p2{t,x) > 0, x  e (0,L), t G (0,70. (3)

V*(t) =  0 i  ( t ,  L )  =  7 7 ( t ,  L )  +  0 2 ( t , L ) . (4)

Applying Ohm’s law for both phases we obtain

i i ( t , x)  = - a e / / (x)dx0 1(t, x) 
i2(t ,x)  = - Ke f f (x)dx(p2(t,x) (5)

and the principle of electroneutrality gives

t ,x) = dxi2(t,x). ( 6)
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The conservation law for the currents (see Newman and Thomas-Alyea, 2004) 
results in the formula

dx (K e/ / ( x ) d x 0 2 ( t , x ) )  =

-a(x)C M(x)dtri(t,x) -  a(x)i0(x)g (7)

Here, the function Cdi(x) gives the double-layer capacitance at the cathode 
side, and the last tenn yields the faradic current with i0(x), the exchange current 
density at the cathode. For the notations of the material coefficients we refer to 
the Appendix. The function g : R -» M refers to the kinetics of the oxygen 
reduction reaction here. This should be an increasing function with $(0) = 0.

Remark 2.1: Among the several approaches for the sake o f simplicity we apply 
linear kinetics and, accordingly, we use

gL(u) = c(x)u, ( 8 )

where c(x) is a given bounded non-negative function. Other possible choices 
are the following, which are going to be used in the course o f the analysis and 
the numerical experiments (Kriston et al., 2010).

• Butler—Volmer kinetics:

gBV(u) = c(x)(exp(u) -  exp(-u)), (9)

• diffusion kinetics'.

gD ( u )  =  7d O )
f  C(x) exp(u) c(x) exp(-u) ^
\c(x)(exp(u)+ jD(x) c(x) exp(,-u)+jD{x)J‘ ( 10)

where j D (x) is the limiting current, which in this equation is acting as a 
diffusion coefficient. This choice provides the most accurate model o f  the 
cathode reaction.
In what follows the notation g(u) stands for any o f the above functions 
(9l’9 bv> 9d)-

At the left end of the cathode, only the protons can exit to the membrane 
and similarly, at the right end (at the current collector), only the electrons can
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leave the cathode. Therefore, dx0 i(t , 0) = 0 and Sx0 2(bh) = 0 such that using 
Eq. (3) we have the following boundary conditions:

dxv(t,  0) = - d x(p2(t, 0) = -  1 I ( t ) , t e  (0, tmax),

dxij(t,L) =  5x0 1(t,L) = t e  (0,tmax). (11)

Although we have listed all physical principles and the governing equations 
here, the corresponding equations are not yet ready for the solution, since Eq. (7) 
contains also the unknown term 0 2(t, x).

2.2. Governing equations in the heterogeneous case

In this section we will obtain an explicit equation for the overpotential rj(t, x) by 
eliminating the term 0 2(t, x ) in Eq. (7) without assuming constant material and 
kinetic coefficients.

The physical laws in Eqs. (5), (6), (7), and (11) can be rewritten into a 
single reaction-diffusion equation of type Eq. (21) for the unknown function q:

aCdldtq(t ,x) =  dx ( - / ( 0  + cre//3 xi?(t,x))

+ 1eff
K e f f  +  a e f f

K e f f ° e f f= d

dx ((TeffdxV(t’X)) -  ai0g ( a - ^ q ( t , x )

Keff
K e f f  +  <Te f f

dxq(t,x)
K e f f  " h  & e f f

m

-ai0g (a ^ ? 7(t ,x )) ( 12)

For the corresponding initial-boundary value problem we use the initial value

77(0, x) = 0, x e (0, L), ( 13)

and (12) is equipped with the Neumann type boundary conditions in Eq. (11). 

Remark: We can express (p2{ t ,x ) as
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(14)( ,( t)  -  l ^ * ) ) ,

and consequently, by the assumption 0 2(C0) = 0 (see the explanation after 
Eq. (3)) we have

This completes the computation of the right-hand side of Eq. (1), and the desired 
quantity Eceu(t) can be given.

Remark: According to the notations of the second section of this work, we have 
that
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2.3. Model problem

For testing the method in the article, we investigate here a model problem.
Based on real measurements we have
Kef f  ~  0.002 and oef f  & 1.8 , and accordingly, we define

Consequently,

Therefore, according to (4) we can give the potential loss V* at the anode as



2 - x
^ e f f  ~b ° e f f 1.801 and — ^ — ( t , x )

a e f f + Ke f f 1801

For simplicity, we did not incorporate time dependence yet, but our analysis 
extends also to the case of time dependent conductivity parameters. If the 
analytic solution of the governing equation Eq. (12) is

we can verify that the equalities

hold true such that dxrj(t, 0) and dxq(t, 1) correspond to ul and u r in Eq. (12), 
where I(t) = 10-3 • t 2 . These show that the boundary conditions in

v 1803 J
Eq. (11) are satisfied.
Using all parameters we can give CdL(x) such that rj in Eq. ( 19) is the solution of 
Eq. (12) with the boundary conditions in Eq. (11).

It is justified to use the numerical method in Section 4 to approximate u, 
since the Assumptions 1,2, and 3 are satisfied:

• According to (17) and the choice of the linear kinetics,

w hich is bounded .

• The coefficient functions p and q given in Eq. (17) are obviously 
positive.

• The inequalities in Assumption 3 have been verified consecutively in the 
time steps during the simulations. These results are shown in Fig. 1. 
One can see that using a reasonably accurate space discretization, we 
can simulate the underlying process over sufficiently long time.
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10 14 18 22 26 30
Spatial d iscretization param eter 1 j h

F ig. I .  Num ber o f  steps N  with step length r =  I s  until Assumption 3 is satisfied vs. the 
num ber n  o f the grid points on the interval 1 =  1 cm.

3. Finite difference approximation

We use the following reaction-diffusion equation as a prototype to investigate 
some finite difference approximation:

f dtu ( t ,x ) = p{t, x)dx(q(t, x)dxu(t, x)) + F{t ,x ,ui t , x ) ) , t  e (0,7), x e I
u(0, x)  = u0(x), x e l

(, dxuit ,hL) = utit), dxii(t, hr) = ur(t), t e (0,7), (21)

for the unknown function u on the interval / = (h;, hr) c  M over the time 
domain [0,7), where the coefficient functions p, q e C1([0,7] x /), the reaction 
term F e C1([0,7] x l  x R), and the fluxes uL,ur e C1 [0,7] are given.

For the numerical approximation we use a staggered grid: / is divided into 
n uniform subintervals of length
h = hr—  such that n

hj: = hL + 2 j - i  
21 / 1, j  = 1,2,..., n and hj + i  := ht + j- , j  = 0,1,... n

denote the midpoints and the endpoints of the subintervals, respectively, as 
shown in the following figure:

209



hn - i  *»+*

h n —i  h n
1

TFor the time discretization we use the time step r  = -  and the notation tk\ -  r ■ k. 
We denote the vector of unknowns by

u k = {uk,ul ,  . . . ,< ) ,

where uf  «  u( tk,hj). The values of the coefficient function pf  = p(tk,hj) 
are defined in the midpoints of the subintervals, i. e., k = 0,1,... ,N and 
j  — 1,2,... ,n. Accordingly, we use the notations

u ( k ,•) = (u( tk,h1) ,u( tk,h2), . . . ,u(tk,hn))T ,

and

F(tk+1,h ,u k) = .. . ,F(tk+1,hniu k))T.

At the same time, the values of the coefficient function qk i = q ( tfe, h. i )

are computed at the end points of the subintervals, i. e., k = 0,1,... ,N and 
j  = 0,1,... , n.

T
__ 1

’’I 1

1
J, /

The IMEX scheme

We developed a finite difference scheme reported in Faragó el al., (2013). To 
discuss the corresponding extrapolation method, we summarize the notations 
and results in Faragó et al., (2013). For the proof of the statements we refer to 
this work. We developed a finite difference scheme following the method o f 
lines', the vector of unknowns at the (k + l)th  time step is determined from that 
at the kth time step (Faragó et al., 2013).
Using the notations in Section 3, we consider the following finite difference 
approximation of Eq. (21):
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Under the following assumptions the consistency (of second order) and the 
convergence are proven in our previous work: Far ago et al., (2013).

Assumption 1 d3F : E3 -> M is bounded; d3F < Fmax e E.
Note that a similar assumption is usual in the literature, (see, e.g., H off,1978; 
ATo/o, 2008).
Assumption 2 The coefficient functions p  and q are nonnegative.
Assumption 3 For all k = 1, 2,..., IV //re following inequalities hold true:

, 25 . 1 d£ 1 d^c^
1 23 1 23 d \  23 d£

fc _  ^  fc 1 cn  1 cn d n - l  0
2 23 n 23 cl_x 23

Remark: The inequalities in Assumption 3 are equivalent with 

2 5 d 2  >  1  +  c 2 <=> r p 2 ^ 2 5 q f 5  -  q ^ j  >  1

25c^_! > 1 + d-n-i <̂=> rpn_! (25qn_i -  qn+^  > (23)
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Lemma 4.1 The scheme Eq. (22) is consistent with the boundary value problem 
Eq. (21), and the corresponding order o f consistency is 0 (t) + 0(h2).
To rewrite Eq. (22) into a more accessible form we introduce the notations for 
j  = 1,2,..., n:

rpkqk i = cf  and rpkqk i = df with r = —CJ i j - -  J e j  ^J+_ j h2

With these we define the matrix

and the vector

v k = U p i  (qf  ■ ~ u i ( t k) + ^  • ur (tk) +

^ +Iur(tfc))j .
The time stepping in Eq. (22) then can be given as

u k — Ak+lhu k + 1  — t F( t ,h ,uk) + v k+1. (24)

The following property of A kh is of central importance.

Lemma 4.2 For all h >  0 and k = 0 ,1,..., N we have ||j4fcjl || = 1.

Theorem 4.1 The finite difference method given by Eq. (22) converges to the 
solution o f Eq. (21), and

max; e{1,2...n } ||<  -  u(T,hj) || = 0 (t) + 0 ( h 2). (25)
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Proof: The error of the solution in the consecutive time steps is defined as 

(e^, ek,..., ek) = ek = u(k , f  — u k.

The consistency of the scheme implies that

u(/c,-) = Ak+l hu (k  + 1,-) -  xF{t, h, u(/c,0) + v k+1 -  JZk,

where

M L  =  t ( 0 ( t )  +  0 ( h 2 ) ) . (26)

This, together with Eq. (24) gives that

ek = Ak+l he k+1 -  r  (V(t, h, u k) -  F(t, h, u(k,0 ))  + R k , 

or in an equivalent form

u k — u ( k ,0 - ek+1 =
Akli ,ne k + rAk+i,h (/(* , h, u k) -  F{t ,h,u(k,0 ))  + f tk+1.

Therefore, using the result in Lemma, the Lagrange inequality, and 
Assumption 3 we obtain

l|e',+1IL s ML + + ll**+,IL <27»
for all k — 1,2,..., N. The consecutive application of Eq. (27) gives that

|ew||0O < (1 +  tFmax)N 1 Halloo + (1 + ^Fmax)N 2||722||0O+ ...+ ||31*

11.2..nlll^'L
< N t 1 + TFm„ ) " ; e max J l K ' L  <  TeTF~ -

max

such that according to Eq. (26) we obtain the estimate in the theorem.
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Fig. 2. Schematic comparison of the different Richardson extrapolation procedures: 
passive method (left) and active method (right)

5. Richardson extrapolation

According to Theorem 3, the previously presented numerical scheme provides 
us 2nd order of consistency in space, but not in time. We apply the Richardson 
extrapolation as a powerful device to increase the accuracy of the numerical 
method in Richardson, (1927). In general, it consists of the application of the 
given numerical scheme. In order to have a 2nd order scheme both in space and 
time, the application of another mathematical device is crucial.

Richardson extrapolation is a powerful device to increase the accuracy of 
some numerical method. It consists in applying the given numerical scheme with 
different discretization parameters (in our case, At and At/2)  and combining the 
obtained numerical solutions by properly chosen weights. Namely, if p denotes 
the order of the chosen numerical method, wn is the numerical solution obtained 
by At/2 and zn that obtained by At, then the combined solution

has an accuracy of order p + 1. This method was first used by L. F. Richardson 
(Richardson, 1927) who called it "the deferred approach to the limit". The 
Richardson extrapolation is widely used especially for time integration schemes, 
where, as a rule, the results obtained by two different time-step sizes are 
combined.

The Richardson extrapolation can be implemented in two different ways 
when one attempts to increase the accuracy of a time integration method (see 
Figure 2), namely, passive and active Richardson extrapolations (Zlatev, 2010). 
These two versions of the Richardson extrapolation are also described in 
(Botcher and Verwer, 2009), where they are called global and local Richardson
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extrapolations. The main difference between these two methods is that in the 
case of passive extrapolation, the numerical solutions obtained with different 
step sizes are computed independently of the result of the extrapolation obtained 
at the previous time step, while in the active version, the result of the 
extrapolation is used as initial condition in each time step.
Remark 5.1 It is not difficult to see that if  the passive device is applied and the 
underlying method has some qualitative properties, then the combined method 
also possesses this property. However, i f  the active device is used, then this is 
not valid anymore: any property o f the underlying method does not imply the 
same property o f the combined method. Therefore, the active Richardson 
extrapolation requires further investigation when a given numerical method is 
applied.

6. Numerical results

We present some numerical results here corresponding to the model problem 
discussed in Section 2.3. The analytic and numerical solution are compared at 
T = 1 in Fig. 3 for a single parameter set.

0.5-

0 .4 -

o  0 .3 -a
3
6 °-2H

Fig. 3: Analytic solution Eq. (19) of Eq. (12) (continuous line) and the numerical 
approximation (dashed line) obtained by the method in Eq. (22) with T = 1, N = 25, and 
r  = 0.01 for the test problem in Section 2.3. The remaining parameters are given in the 
Appendix.

We investigated the order of convergence in the IMIoo norm experimentally 
with respect to the spatial discretization. To this aim we consecutively refined
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the grid and the time step simultaneously such that the ratio ~  is kept at constant 
level. Accordingly, in the figures we only investigate the dependence of the 
ll-lloo -norm error on the number -  of the spatial grid points. The corresponding 
results are shown in Fig. 4. The numerical results confirm our expectation in 
Section 4: we can fit accurately a line of slope -2 to the log-log data, which 
shows a second order convergence with respect to the spatial discretization 
parameter, see Fig. 4.

In Fig. 5 we illustrated the order of the convergence of the numerical 
models obtained by the application of the two types of Richardson extrapolation 
(active and passive) methods. Comparing this result to Fig. 4. (i.e., to the results 
obtained without Richardson extrapolation), one can easily see that the 
application of these methods led to lower approximation errors. Though, in the 
case of active Richardson extrapolation, the convergence becomes second order 
only in the limit h -> 0.

Fig. 4. ||• ||oo norm error in the numerical solution (obtained by the presented IMEX 
method) for the test problem in Section 2.3 vs. the spatial discretization parameter (left). 
Log-log plot of the error vs. the spatial discretization parameter and a fitted line with 
slope -2 (right).
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Fig. 5. Log-log plot of the |HI<» norm error vs. the spatial discretization parameter for the 
active Richardson extrapolation (left) and the passive Richardson extrapolation (right).

7. Conclusions

Our results have proven that the combination of the presented implicit-explicit 
method with some Richardson extrapolation methods can be a useful device for 
solving reaction-diffusion equations numerically. The numerical results in the 
previous section are also supporting our theoretical analysis.
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Appendix

Symbol Description Unit
a Specific interfacial area cm '

Cdl Double-layer capacitance F/cm2
Ecell Cell potential V
Eoc Open circuit potential V
F Faraday constant (96487) C/mol
1 Total cell current density A/cm“
h Exchange current density at the cathode A/cm2
ial0 Exchange current density at the anode A/cm2

h Solid phase current density at the cathode A/cm“

h Solution phase current density at the cathode A/cm“

lf Faradaic current density A/cm3
Jd Limiting current at the cathode A/cm2
L Thickness of the cathode cm
R Universal gas constant (8.3144) J/molK.
T Cell temperature K
V’ Potential loss at the cathode V
Wmem Membrane thickness cm
a Transfer coefficient in the cathode
< Anodic transfer coefficient at the anode
< Cathodic transfer coefficient at the anode
h Overpotential at the cathode V
r\a Overpotential at the anode V
V 2 Dimensionless Exchange current density
4>1 Solid phase potential V
4> 2 Solution phase potential V
Keff Effective solution phase conductivity S/cm
aeff Effective solid phase conductivity S/cm
°m e m Membrane conductivity S/cm
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Abstract-In the Carpathian Basin, drought is a severe natural hazard that causes 
extensive damage. Over the next century, drought is likely to remain one of the most 
serious natural hazards in the region. Motivated by this hazard, the analysis presented in 
this paper outlines the spatial and temporal changes of the drought hazard through the end 
of this century using the REMO and ALADIN regional climate model simulations.

The aim of this study was to indicate the magnitude of the drought hazard and the 
potentially vulnerable areas for the periods 2021-2050 and 2071-2100, assuming the 
A1B emission scenario. The magnitude of drought hazard was calculated by aridity (De 
Martonne) and drought indices (Palfai drought index, standardised anomaly index). By 
highlighting critical drought hazard areas, the analysis can be applied in spatial planning 
to create more optimal land and water management to eliminate the increasing drought 
hazard and the related wind erosion hazard.

During the 21st century, the drought hazard is expected to increase in a spatially 
heterogeneous manner due to climate change. On the basis of temperature and 
precipitation data, the largest increase in the drought hazard by the end of the 21 st century 
is simulated to occur in the Great Hungarian Plain. Moreover, the changes in the extreme 
indices (e.g., days with precipitation greater than 30 mm, heat waves, dry periods, wet 
periods) suggest that the frequency and duration of drought periods will increase. The 
drought hazard is projected to be lowest in the westernmost part of Hungary. This result 
is based on qualitative and quantitative analyses that showed the changes in precipitation, 
temperature, and extreme indices.

K ey-w ords:  regional climate change, ALADIN and REMO models, drought hazard, 
drought indices
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1. Introduction

Drought is a severe natural phenomenon that occurs on most of the continents, 
and it causes extensive damage {Kogan, 1997). Drought is one of the most 
prevalent environmental hazards in parts of Europe and Russia (Briffa et al., 
1994, Meshcherskaya and Blazhevich, 1997). In the Carpathian Basin, drought is 
one of the most severe natural hazards, causing serious damage to the national 
economy, agriculture, and water resources. The lack of water during drought 
periods is harmful for all living organisms, including humans, and can result in 
social and economic consequences, such as drinking water shortages and 
reductions in agricultural yields.

Despite the seriousness o f this phenomenon, drought is not a well-defined 
term, and the technical and colloquial uses of this term vary greatly. The 
absence of a precise and universally accepted definition of drought can lead to 
confusion concerning whether a drought exists and what the severity is. This 
imprecision causes considerable debate among meteorologists, farmers, and 
public officials. Researchers use the term “drought” to describe periods when 
precipitation is below average, leading to water shortages, and unmet demand 
for water {Vermes et al., 2000). Drought is a creeping phenomenon. It is often 
difficult to ascertain when a drought begins, as the deficiency of moisture in a 
region takes time to emerge {Changnon, 1987), and when it ends {Warrick et al., 
1975). In addition to precipitation, a number of factors play a significant role in 
the evolution of a drought. These factors include evaporation, which is affected 
by temperature and wind, soil type and its ability to store water, the depth and 
presence of groundwater supplies, and vegetation. Accounting for these factors, 
three types of droughts are commonly noted: meteorological {Palmer, 1965, 
Farago et al., 1989), agricultural {Maracchi, 2000), and hydrological (Pdlfai, 
2002a; Hisdal and Tallaksen, 2003). In addition, the terms “drought” and 
“aridification” are often confused. It is important that drought be distinguished 
from aridification. Generally, drought is described as a temporary phenomenon 
{Dracup et al., 1980), while aridification is described as the process of a region 
becoming increasingly dry.

Due to the discrepancies in describing these phenomena (differing 
definitions of event duration and numerous measurement methods -  Heim,
2002), researchers often apply numerical methods or indices (e.g., the Palmer 
index, Standardised precipitation index (SPI), De Martonne index, and the Palfai 
aridity index (PAI)) to define drought-affected areas {Svoboda et al., 2002; 
Dunkel, 2009). The application of these indices can eliminate the uncertainty of 
estimating the spatial and temporal extent and severity of a drought.

In the Carpathian Basin, drought is a severe natural hazard that causes 
extensive damage, and it is regarded as the most prominent natural hazard of the 
next century {.Bakonyi, 2010). Therefore, the aim of this study was to outline the 
spatial and temporal changes in the drought hazard until 2100 by using
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experiments of the REMO and ALADIN regional climate models. These model 
simulations are suitable for this analysis because they use the A1B scenario 
(Nakicenovic and Swart, 2000), which represents intermediate estimations for 
the changes in greenhouse gas emissions over the next century, to model 
anthropogenic forcing. These model experiments have been used successfully in 
previous climate studies (Szépszó and Horányi, 2008; Csima and Horányi, 2008; 
Pieczka et al., 2010; Rannow et al. 2010; Mezősi et al. 2012).

These models predicted a continuous, but not constant temperature increase 
in the Carpathian Basin, with the most intense increase occurring in the summer 
months (the rate of change is similar to that experienced between 1980 and 
2010). The change in annual precipitation simulated by model experiments is 
not significant; however, the distribution of precipitation within a year is likely 
to change more significantly, the decreasing summer and increasing winter 
precipitation would result more homogenous distribution of the precipitation 
throughout the year (Tables 1 and 2) (Bartholy et al., 2008; Szabó et al., 2010; 
Csorba et al. 2012).

Table 1. Changes in the projected mean annual and seasonal temperature (°C) compared 
with the mean from the period of 1961-1990 based on the REMO and ALADIN model 
experiments (Szabó et al., 2010)

Period Year Spring Summer Autumn Winter
2021-2050
2071-2100

(+1.4M+1.9)
+3.5

(+1.1H+1.6)
(+2.3H+3.1)

(+1.4M+2.6) 
(+4.1 H+4.9)

(+1.6H+2.0)
(+3.6M+3.8)

+1.3
(+2.5)—(+3.9)

Table 2. Changes in the projected mean annual and seasonal precipitation (%) compared 
with the mean from the period of 1961-1990 based on the REMO and ALADIN model 
experiments (Szabó et al., 2010)

Period Year Spring Summer Autumn Winter
2021-2050
2071-2100

(-1)- 0 
(-5M+3)

(-7H+3)
(-2H+2)

-5
(—26)—(—20)

(+ 3)—(+14) 
(+10)—(+19)

(-10M+7)
(-3H+31)

Climate simulations show that extreme climate events may occur more 
frequently in the Carpathian Basin over the next century, and that more 
prolonged and severe hot and dry periods are projected. The number of frost 
days could decrease by 30 % by 2050 and by 50 % by the end of the 21st 
century, and the number of summer days (Tmax>25 °C) could become double or
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even triple the present number (Szépszó, 2008). The projection for precipitation 
involves more uncertainty, in certain seasons even the tendency is contradictory 
in the REMO and ALADIN model simulations (Szabó et al., 2010). 
Uncertainties in these long-term climate simulations arise from the nearly 
unpredictable social and economic changes that may occur over the next century 
and from the internal variability of the climate system (Bartholy and Pongrácz, 
2010). However, despite the prediction limitations, this analysis can provide 
valuable information for future environmental and spatial planning (Mezősi et 
al., 2012).

The aim of this study is to predict the magnitude of the drought hazard and 
the potentially vulnerable areas in Hungary for the periods 2021-2050 and 
2071-2100, assuming the A1B emission scenario. This analysis can be used to 
highlight the critical drought areas. This information can be considered in spatial 
planning to create more optimal land and water management and to eliminate 
the increasing drought hazard and the related wind erosion hazard. These hazard 
projections can become an integral part of drought planning, preparedness, and 
mitigation efforts at the national, regional and local levels.

2. Methods

2.1. Determination o f the landscape units

Due to the resolution of the climate data, an analysis of the 230 traditional, 
environmentally homogeneous micro-regions of Hungary were not possible; 
therefore, 18 larger landscape units were defined (Fig. 1). The areas of the 
defined units are better suited to the resolution of the climate data and the 
demands of spatial planning. The determination of the landscape units was based 
on the spatial diversity of landscape shaping factors (relief, soil, geology, 
vegetation, land use, and climate). The borders of the units were matched to the 
shapes of larger natural landscape units (e.g., micro-regions along the middle 
and lower sections of the Tisza River) and economic regions (e.g., central 
Hungary), where the border was justified by the climate dependence of the land 
use.

Due to their small areas, these landscape units are not substantive 
climatically. However, the physical parameters are relatively homogeneous in 
the units; therefore, any climate change affects the entire unit in the same way. 
An analysis on this scale can be important for the recognition of probable future 
climate effects and in the development of strategic spatial plans.

222



1 Little Hungarian Plain
2 Western part of the Caipathian

Basin
3 Zala Hills
4 Marcal basin and Komárom Plain
5 Transdanubian Mountains
6 Hilly region of Inner Somogy

7 Transdanubian Hills
8 Dráva Piain and Mecsek

Mountains
9 Mezőfold Piain

10 Danubian Piain
11 Danube-Tisza Interfluve
12 Gödöllő Hills
13 Western part of the North

Hungárián Mountains

14 Eastern part of the North
Hungarian Mountains

15 Plain of Upper Tisza
16 Plains of Nyírség and Hajdúság
17 Central part of the Great

Hungarian Plain
18 Körös-Maros Interfluve

Fig. 1. The examined landscape units (after C so rb a  e t a t., 2012)

2.2. Calculation of the climate data

The simulated future changes of the climate parameters were analyzed using two 
regional climate models, REMO and ALADIN. The models utilize the A1B 
scenario, which represents the average changes of greenhouse gas emissions, to 
model anthropogenic climate forcing. The A1B scenario describes an integrated 
world with rapid economic growth, slowing population increases, a quick spread 
of new and efficient technologies, and a balanced emphasis on all energy 
sources (Nakicenovic and Swart, 2000). The resolution of the climate data was
0.22 0 (approximately 25 km). The climate projections were generated by the 
Numerical Modelling and Climate Dynamics Division of the Hungarian 
Meteorological Service.

Daily temperature and precipitation data for the periods 2021-2050 and 
2071-2100 were used in the calculations. The temperature and precipitation data
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changes are in °C and mm, respectively, with respect to the reference period of 
1961-1990. The following changes in the extreme climate indices were also 
generated from the two models: frost days in days/year; summer days 
(Tmax>25 °C) in days/year; extremely heavy precipitation days (Rday>30 mm), in 
days/year; and the simple daily intensity index (SDII), which is a measure of the 
precipitation amount per rainy day (Rday> l mm), in mm/day. From all of these 
data, average yearly and monthly data were calculated and evaluated for the two 
study periods. Regional average values were calculated for the landscape units 
based on the climate parameters at each grid point.

2.3. Assessing the change in drought hazard

One method of evaluating drought hazard is calculating drought or aridity 
indices. Several indices use only precipitation and temperature data, while others 
evaluate the soil moisture condition or water budget and may be recursive (e.g., 
the widely known and frequently used Palmer index). All of these indices have 
advantages and disadvantages; therefore, comprehensive studies generally apply 
a number of indices to obtain a better result by eliminating the deficiencies of a 
single index (e.g., the US Drought Monitor uses seven different indices).

During this research, two different methods were applied to assess the 
future changes in the drought hazard and associated results. A qualitative 
analysis was applied to define the tendencies of the changes, and a quantitative 
analysis was used to provide numerical values for the changes.

In the qualitative analysis, the future climate change trends were assessed, 
and the current probability of drought occurrence in the landscape units was 
analyzed using the PAI (P'álfai, 1984, 1990, 2002b). The present-day 
conditions were compared with the tendencies due to climate change. The 
tendencies caused by climate change and the regions with similar 
characteristics were identified by cluster analysis. The temperature and 
precipitation data and 4 extreme climate indices (average number of summer 
days, average number of frost days, average number of heavy precipitation 
days - with precipitation above 20 mm, and the SDII precipitation index, 
describing number of precipitation days -  above 1 mm rainfall) were used in 
the cluster analysis. After extracting the factor coefficients for the regions, 
hierarchical clustering applied, where natural groupings can be detected. 
Cluster analysis of the factors coefficients gave an alternative linkage 
approaches and metrics. The assessment identified the sensitivity of the 
landscape units and the vulnerable areas. This method did not provide 
information about the magnitude of the changes, but it took more parameters 
into account than did the aridity and drought indices. This result means that a 
more complex description of the changes can be provided that considers which 
extreme climate indices enhance or eliminate the effect of mean temperature 
and precipitation changes.
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To evaluate the magnitude of the changes, aridity and drought indices 
were calculated. For the investigation, three indices with different temporal 
resolutions and that were determined through different calculation methods 
were selected. The indices were calculated by using observed meteorological 
data of the reference period (1961-1990) and the projected changes of the 
model simulations. This method of choosing indices reduced the errors from 
the models and allowed differences within a year to be estimated.

2.4. Aridity index: De Martonne (1DM)

To begin, an aridity index was calculated. Aridity indices primarily characterize 
the climate of a region rather than the drought hazard. However, as aridity 
increases, the occurrence of drought can become more frequent and the severity 
can grow, thereby increasing the drought hazard. From among several aridity 
indices, the De Martonne index was selected, which is based on annual 
temperature and precipitation data.

De Martonne index (IDM):

IDM = P /(T  + 10) ,

where P is the annual precipitation and T is the annual mean temperature. The 
temporal resolution of the input data is low, but this index is widely used 
(Doerr, 1963; Botzan et al., 1998; Grieser, 2006; Paltineanu el al., 2007; 
Baltas, 2007; Livada and Assimakopoulos, 2007; Lungu et al., 2011). It was 
observed that the index properly demonstrates the spatial differences of drought.

The future drought hazard can be estimated by calculating drought indices. 
These indices were developed to describe the drought level on annual and sub
annual timescales. In this study, average values for the 30-year periods (2021- 
2050 and 2071-2100) was calculated, therefore, the drought levels in individual 
years could be notably different in the landscape units. Due to the uncertainties 
in the climate projections, it is not advisable to calculate the indices for shorter 
periods. In addition, a long-term average value showing the tendency of the 
change can be more applicable for spatial planning purposes.

2.5. Drought indices: PaDI0 and the standardized anomaly index (SAI)

Two drought indices were calculated, the PaDI0 index and the standardized 
anomaly index (SAI). The PaDI0 index uses monthly temperature and 
precipitation data, and average monthly data were evaluated for the two study 
periods (Palfai and Herceg, 2011). The PaDI0 is based on the PA! and is used in 
Hungary, but its simplicity allows for wider use. Both PaDI0 and PA I is a relative

225



indicators that characterize the drought with one numerical value that is 
associated with one agricultural year.

PaDIn index:

Pa Dio =

M
l

__
!__

_i

/  5*100
i=apr

sept
Y ( P ‘*Wi)

i=oct

where T, is the mean monthly temperature from April to August, P, is the 
monthly sum of precipitation from October to September, and w, is a weighting 
factor (Table 3). The weighting factor expresses the importance of the months in 
the evolution of drought. The PaDI(, index characterizes a drought with one 
numerical value for one agricultural year. The index focuses on the drought 
occurring in the vegetation period, as is indicated by the monthly weighting 
factors. The index was developed in Hungary, and it reveals the drought periods 
particularly well under the climatic conditions of the Carpathian Basin.

Table 3. Weighting factors vt», o f monthly precipitation in PaDIg(Pdlfai and Herceg, 2011)

Month Weight factor (»>,) Month Weight factor (tv,)
October 0.1 April 0.5
November 0.4 May 0.8
December 0.4 June 1.2
January 0.5 July 1.6
February 0.5 August 0.9
March 0.5 September 0.1

To describe the role of precipitation changes in the changing drought 
hazard, an index was calculated using only precipitation data. The SAI was used 
to characterise the precipitation variability in a particular region. The main 
advantage of this index is the low data demand; however, in some situations, it 
does not indicate the drought level correctly {Katz and Glantz, 1986, McKee 
et al., 1993). Generally, the index is calculated for shorter periods (from 1 to 
12 months), but it was computed for the two 30-year periods in this case. Even 
when calculated over longer periods, the SAI produces acceptable temporal and 
spatial differences in the drought hazard. For this evaluation, three-month SAI 
values were calculated for the most drought-prone and agriculturally important 
period, from June to August.
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SAI:

where P is the precipitation amount, m(P) is the average precipitation of the 
reference period, and d(P) is the standard deviation of the precipitation in the 
reference period (1960-1990).

These indices provide numerical values of the changes in the drought 
hazard even though they analyse only a few parameters. These indices do not 
provide the most accurate value for the drought hazard because they use only the 
temperature and precipitation data (they do not even use evaporation or 
groundwater level data). However, all of the input data are extractable from the 
applied climate models. The aim of this study was not to give an accurate value 
of future changes in the drought hazard but to show the tendencies on the meso- 
scale.

3. Results

3.1. Qualitative analysis o f the future drought hazard

The PAI (Pálfai, 2004) shows that the highest drought level was located in the 
landscape unit of the Great Hungarian Plain, and it decreased toward the north 
and west. The highest PAI values were in the central and southern part of the 
Great Hungarian Plain. The lowest values were in the higher elevations of the 
Alpokalja region and on the higher hills of the North Hungarian Mountains 
(Fig. 2).

Fig. 2. Drought map o f  Hungary (Palfai, 2004) (A: drought free; B: mild; C: moderate; 
D: m edium; E: high; F: extrem ely high rate o f  exposure).
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Despite the small area and the relatively low topographic diversity of the 
region, the two climate simulations showed spatial differences in the parameters. 
Four regions in Hungary with different climate change tendencies were defined 
by a cluster analysis based on the temperature, precipitation and extreme indices. 
In these regions, the climate change tendencies indicated diverse alterations of the 
social and ecological systems. The climate change in the 21st century affects the 
drought hazard differently in each of the four regions (Mezősi et al., 2012).

The climate change tendencies in these regions have similar characteristics. 
The region type 1 is located along a west central corridor ranging from north to 
south. Moderate temperature increases and distinct changes in extreme 
temperature events are projected. Future precipitation is projected to increase with 
higher rates but moderate changes in extreme rainfall events. The region type 2 
covers the northeastern regions along the Slovakian border. This region had the 
lowest annual mean temperatures and the highest intraregional temperature 
variation. Moderate future increases are simulated with moderate increases in the 
number of extreme event days. The region type 3 is essentially the Hungarian 
Great Plain, excluding the Plains of Nyírség and Hajdúság regions. This region 
has the highest temperatures and the lowest annual precipitation totals. The region 
is projected to experience the highest temperature increases, greatest changes in 
extreme temperature events (increases in summer days and decreases in frost 
days), highest precipitation decline ratios (or at least the lowest precipitation 
increase ratios), and an increase in the number of heavy rainfall days. The region 
type 4 covers only two landscape units in the western hilly area. This type is 
characterized by smaller temperature increases and smaller changes in 
temperature extremes. This region type is simulated to be more humid and have 
higher precipitation totals, smaller precipitation change ratios, and smaller change 
rates with regard to heavy rain events (Fig. 3).

Fig. 3. Regional types o f  c lim ate  change exposure as a result o f  cluster analysis (M ezősi 
e t al., 2012).
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The increase in the annual mean temperature affects the increase in the 
drought hazard in all regions. The largest increase in the drought hazard by 
the end of the 21st century is simulated in the third region type, because the 
increase in the annual mean temperature, increase in the number of summer 
days, and decrease in precipitation will all be the largest in this region type. 
Moreover, the increase in the number of extremely heavy precipitation days 
and the SDII indicated that the precipitation will fall in a more concentrated 
time period, which suggests that the frequency and duration of drought 
periods will increase. Additionally, this region already has the highest 
drought hazard.

In the first and second region types, the temperature increases are also 
projected to be significant, but the precipitation change will be slight, with a 
possible small increase. A moderate increase in the drought hazard is projected. 
The highest precipitation total and the lowest annual mean temperature currently 
occur in the fourth region, and future changes are projected to be moderate. The 
drought hazard will be the lowest in this region (Fig. 4).

Fig. 4. Future changes in drought hazard due to climate change in the regions with 
similar characteristics (1. slight increase; 2. moderate increase; 3. major increase).

By using the regions defined by a cluster analysis as a basis for the 
analysis, the spatial differences and relations between the climate change 
tendencies and the changes in the drought hazard were revealed. Verification of 
the results is problematic, but the uncertainties can be reduced by using different 
calculation methods. Accordingly, the magnitude of the changes and the spatial 
differences were also analyzed by calculating the De Martonne index, PaDI0 
index, and SAI.
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4.1. Changes in the De Mar tonne index

In the reference period (1961-1990), the value of the De Martonne index varied 
between 23.7 mm/°C and 33.5 mm/°C in the landscape units on the basis of 
observed meteorological data. The lowest values, representing the highest 
aridity, were observed in the southeastern part of Hungary. The landscape units 
in that region of the country (the Danube-Tisza Interfluve and Körös-Maros 
Interfluve) were categorized as mediterranean (20 mm/°C < IDM < 24 mm/°C). 
The largest part of the country was categorized as semi-humid (24 mm/°C < 
IDM < 28 mm/°C), while some units along the northeastern and western borders 
were categorised as humid (28 mm/°C < IDM < 35 mm/°C).

Changes in the drought hazard can be analyzed with categories from the De 
Martonne index, which defines the drought hazard as low in humid regions, 
moderate in semi-humid regions, and high in mediterranean regions. Any future 
changes in the De Martonne index indicate changes in the drought hazard. 
For the period 2021-2050, the two model simulations showed similar 
changes; namely, the index values are likely to decrease to 20.7-31.4 mm/°C 
and 20.7-31.0 mm/°C using REMO and ALADIN outputs, respectively. In the 
southeastern and central regions of Hungary, four landscape units were 
transferred to the mediterranean category, and the Nyírség and Hajdúság units 
were transferred to the semi-humid category. For the period 2071-2100, the 
value of the index is projected to decrease in all of the units; however, the 
difference between the model experiments is larger in this period (19.6— 
28.8 mm/°C in case of REMO and 18.2-27.3 mm/°C in case of ALADIN). In 
the ALADIN model, the landscape unit of the Great Hungarian Plain, except for 
the Plains of Nyírség and Hajdúság portions, was transferred to the semi-dry 
(10mm/°C < IDM < 20 mm/°C) category. When using outputs of REMO 
simulation, the spatial distribution of the changes was similar. However, this 
model indicated less significant changes, and only the Körös-Maros Interfluve 
unit was transferred to the semi-dry category. The index values also decreased in 
the humid-category landscape units in the two model simulations, and the units 
were transferred to the semi-humid category when using outputs of ALADIN 
simulation. Consequently, the De Martonne index indicates a future increase in 
the drought hazard over the entire country by 2100. The ALADIN model 
predicts that the changes will be more pronounced, and that all units will transfer 
at least one category to a more arid type by 2100. The REMO model showed 
less pronounced changes, and category changes were typical only in the northern 
part of the country and in the Hungarian Great Plain. In the Hungarian Great 
Plain, a new category is likely to appear, namely the semi-dry category, which 
indicates a very large drought hazard (Fig. 5).

4. Quantitative analysis of the future drought hazard

230



De Martonne index (1DM) climatic classification 
(Baltas 2007):
Dry IDM < 10 
Semi-dry 10 £ IDM £ 20 
Mediterranean 20 £ IDM < 24 
Semi-humid 24 £ IDM < 28 
Humid 28 s IDM < 35 
Very humid a. 35 £ IDM £ 55 

b. IDM > 55

ALADIN 2021-2050 ALA i

REMO 2021-2050 REMO 2071-2100 •

[ il . , g .
■ M

De Martonne Index value ■ ■  < 20 ■ ■  20 - 24 S B  24 - 28 M l  28 - 35 35 - 40

Fig. 5. Values of the De Martonne index in the periods of 1961-1990, 2021-2050, and 
2071-2100.

4.2. Changes in the PaDI0 index

The average value of the PaDI0 index for the base period (1961-1990) varied 
between 3.5 and 5.3 °C/100 mm in the landscape units. These values are lower 
than those of the PAI (shown in Fig. 2). Because the calculation of the PaDI0 
was made for distinct years and averaged over 30 years, the extremes are 
hidden. Nevertheless, this result still correctly predicts the temporal changes. 
The maximum values of the index, which represent the highest drought hazard, 
were obtained in the landscape units in the central part of Hungary (the Gödöllő 
Hills, Danube-Tisza Interfluve, and the Danubian Plain). In contrast, the lowest 
values occurred in the western part of the country; therefore, the drought hazard 
was the lowest here.

The changes in the drought hazard can be analyzed using the changes in the 
drought-level categories of the PaDI0 as a proxy. For the period 2021-2050, 
both model simulations indicated that the value of the index will increase, 
varying between 3.9 and 6.0 °C/100 mm (in case of REMO) and between 3.9 
and 6.5 °C/100mm (in case of ALADIN). The highest degree of change was 
indicated in the southeastern part of Hungary. Using REMO outputs, the 
maximum values are simulated in the Danube-Tisza Interfluve and Körös-Maros 
Interfluve units. Using ALADIN outputs, the maximum values are projected in 
the Körös-Maros Interfluve unit and in the central part of the Great Hungarian 
Plain unit (Fig. 6).

231



Fig. 6. Values of the PaDI0 index in the periods of 1961 -1990, 2021 -2050, and 2071-2100.

For the period 2071-2100, the drought hazard is projected to increase, 
but significant differences were recognized between the model simulations 
(4.7-7.5 °C/100 mm and 4.8-8.4 °C/100 mm using REMO and ALADIN 
outputs, respectively). According to the REMO model, the maximum values are 
simulated in the Körös-Maros Interfluve unit and the central part of the Great 
Hungarian Plain unit. The predicted value of the index based on the ALADIN 
model is expected to exceed the highest values of the REMO model in the 
Gödöllő Hills unit.

4.3. Changes in the SAI

Changes in the precipitation were analyzed using the SAI for the three summer 
months ( June to August), when the drought hazard is the highest.

According to the three-month SAI, the drought hazard is not projected to 
change significantly (the value varied between -1 and 1) until the 2021-2050 
period, although there is notable uncertainty in these results considering the 
differences between the two model simulations. The model simulations indicate 
different rates of change, and in the northern and western parts of Hungary, the 
trend of the changes was different. A considerable increase in the drought 
hazard is simulated only in the southeastern part of Hungary, where both model 
simulations indicate the same tendency (Fig. 7).
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REMO 2 0 2 1 -2 0 5 0

ALADIN 2 0 2 1 -2 0 5 0 ALA DIN 2 0 7 1 -2 1 0 0

SAI
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Fig. 7. Values of the SAI in the periods of 2021-2050 and 2071-2100

Both model simulations have clearly indicated an increase in the drought 
hazard in the summer months for the entire country by the end of the 21st 
century. Even despite the uncertainty of the precipitation projection, the value of 
the SAI varied between -0.5 and -2.5 in the period 2071-2100. The highest rate 
of precipitation decrease, with respect to the base period (1961-1990), is 
simulated in the northern part of the Great Hungarian Plain and the North 
Hungarian Mountains. However, due to the more favorable initial conditions in 
the North Hungarian Mountains, the drought hazard will be less serious even 
with large changes. The most critical drought hazard projected in all of the 
landscape units is in the north central part of the Great Hungarian Plain. The 
value of the SAI is below -2  in this unit, which indicates extreme dryness.

5. Conclusion

During the 21st century, the drought hazard in Hungary is likely to increase in a 
spatially heterogeneous manner due to climate change. The future changes in the 
drought hazard were assessed using two approaches, namely a qualitative and 
quantitative analysis. The two approaches provided similar results for the 
changes in the drought hazard. These assessments showed that the drought 
hazard is expected to increase throughout the country but with spatially different
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magnitudes. The maximum increase in the drought hazard is projected in the 
five landscape units of the Hungarian Great Plain. According to the qualitative 
analysis, the future tendency of the changes in the precipitation, temperature, 
and extreme indices is the most severe in terms of drought level in these units. 
The quantitative analysis confirmed these results. The most intensive changes in 
the calculated indices are likely to occur in the same landscape units. For these 
five units, the initial value and the amount of increase in the PaDI0 were the 
highest, and the SAI value were the lowest in the country. The maximum change 
in the De Martonne index is likely to occur in these units, but, due to the initial 
conditions, the highest drought hazard is simulated in these units by the end of 
the 21st century.

By 2021-2050 period, the increase in the drought hazard is projected to be 
not significant. However, the results from the ALAD1N simulations showed that 
the drought hazard is likely to increase in the landscape units of the Hungarian 
Great Plain, while the results from the REMO simulations indicated a significant 
increase only in the two southernmost units of the Hungarian Great Plain. These 
two landscape units currently have the highest drought hazard, causing climate 
change to generate severe drought problems in these units first. By 2071-2100 
period, both model experiments indicated a significant drought hazard increase 
in all units of the Hungarian Great Plain. The results showed that the Körös- 
Maros Interfluve unit is projected to have the worst drought hazard. The De 
Martonne index was found to be highest on the basis of both model simulations 
for this unit, and the results from the REMO simulations showed that the 
PaDI0 index was the highest. The SAI, based only on precipitation data, 
indicated that the most severe drought hazard is simulated in the Gödöllő Hills 
and the central part of the Great Hungarian Plain, but this index does not 
consider temperature changes. In the Gödöllő Hills, the results from the 
ALADIN simulations showed that the PaDI„ index indicated the most intense 
drought hazard. This indicated that, despite the smaller temperature increases, 
the intense precipitation changes in the summer months are likely to cause 
severe water supply problems in this area.

According to the qualitative and quantitative analyses, the westernmost part 
of Hungary is likely to have the lowest drought hazard due to favorable changes 
in the precipitation, temperature, and extreme indices in this region.

This analysis, based on climate simulation data, suggests that the drought 
hazard will increase in the entire country, and that the most intense changes are 
simulated in the Hungarian Great Plain, which is currently the most drought- 
affected area. The Körös-Maros Interfluve and the Gödöllő Hills are particularly 
vulnerable. In these areas, more serious drought problems are projected to occur 
by the end of the 21st century than at present. The modification of drought 
hazards can be a slow process, but future strategies and landscape planning 
should include the development of mitigation strategies and preparations for 
environmental damage.

234



The drought hazard projections have several uncertainties. The most 
important uncertainties are the lack of verification and an accurate definition of 
the error. Further uncertainty is associated with the A1B scenario, as the 
projected data are only valid for a definite socio-economic development path. 
Despite these limitations, the present data set and analysis of the smaller units 
can provide valuable data for several sectors of society, including the economy, 
as the analysis can highlight the critical drought areas. This information can 
promote the development of optimal spatial planning strategies to create more 
optimal land and water management, which can mitigate the consequences of 
drought at national, regional and local levels. Preparing for prospective droughts 
by developing optimal land use and water management plans is a key objective 
of spatial planning to mitigate the damage caused by droughts

Additionally, these calculations consider only climate parameters, while 
other environmental parameters (e.g., the water-holding capacity of soils, 
groundwater depth and wind conditions) should be taken into consideration to 
obtain a more detailed and accurate definition of the drought hazard. The 
positive or negative characteristics of these parameters can locally modify the 
drought hazard.

The positive or negative characteristics of these parameters can locally 
modify the drought hazard. Therefore, further analysis is required to reveal how 
the drought hazard influences the complex interrelationship between the soil 
water, salinity of the soil and soil water, groundwater depth, land use, land 
cover, or local relief situation.
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Abstract-Mountain wave phenomena have been simulated by using a well-known 
general purpose computational fluid dynamic (CFD) simulation system adapted to 
atmospheric flow modeling. Mesoscale effects have been taken into account with a novel 
approach based on a system of transformations and customized volume sources acting in 
the conservation and governing equations. Simulations of linear hydrostatic wave fields 
generated by a two-dimensional obstacle were carried out, and the resulting vertical 
velocity fields were compared against the corresponding analytic solution. Validation 
with laboratory experiments and full-scale atmospheric flows is a very important step 
toward the practical application of the method. Performance measures showed good 
correspondence with measured data concerning flow structures and wave pattern 
characteristics of non-hydrostatic and nonlinear mountain waves in low Reynolds number 
flows. For highly nonlinear atmospheric scale conditions, we reproduced the well- 
documented downslope windstorm at Boulder in January 1972, during which extreme 
weather conditions, with a wind speed of approximately 60 m s were measured close to 
the ground. The existence of the hydraulic jump, the strong descent of the stratospheric 
air, wave breaking regions, and the highly accelerated downslope wind were well 
reproduced by the model. Evaluation based on normalized mean square error (NMSE), 
fractional bias (FB), and predictions within a factor of two of observations (FAC2) show 
good model performance, however, due to the horizontal shift in the flow pattern, a less 
satisfactory hit rate and correlation value can be observed.

Key-words: complex terrain, gravity waves, CFD simulation, model validation, numerical 
weather prediction
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1. Introduction

An extension of the physical model used in general purpose computational fluid 
dynamic (CFD) solvers has been developed recently in order to simulate 
mesoscale atmospheric flow phenomena in the same model with finely 
structured microscale flow around complex geometries (Castro et al., 2008). We 
suggested a novel approach by utilizing a system of transformations and 
additional volume sources in the governing equations. Atmospheric 
stratification, adiabatic temperature change caused by vertical motion, 
baroclinicity, and Coriolis force are taken into account through this method 
(Kristóf et al., 2009). The model uses only one single unstructured grid, and a 
uniform physical description for close- and far-field flow avoiding interpolation 
errors and model uncertainties due to model nesting. The authors intended 
purpose, furthermore, is to create a more general method, which is easy to 
implement in any CFD solver allowing programmable user defined volume 
sources in the governing equations. This new approach can be applied in several 
areas of practice, but before the application of the method, it is an important step 
to validate the model and to understand the capabilities of the technique.

In the early model validation steps (the implementation of the energy 
source term and the Coriolis force was investigated), large-eddy simulations 
(LES) of small scale thermal convection problems were carried out in order to 
simulate urban heat island circulation problem (Noto, 1996; Lu et al., 1997; 
Cenedese and Monti, 2003). Good qualitative and quantitative agreement was 
found regarding the velocity and temperature profiles and the general flow 
pattern as well. Behavior of a spreading density current has also been simulated 
by solving the unsteady Reynolds averaged Navier-Stokes (URANS) equations, 
to study the behavior of the dynamical model core and compare the differences 
between the incompressible and compressible versions of the model (Kristóf et 
al., 2009). The correct implementation of the Coriolis force was also tested in 
this work.

These validation cases have the advantage of that they have more control 
over the measured parameters due to the nature of the measuring device. 
Ffowever, they have low Reynolds number range, the cases are mainly 
hydrostatic, the vertical extent is limited to a certain height, and the density 
current study used a fixed turbulence viscosity model.

The purpose of the present paper is to further extend the validation cases 
characterized by non-hydrostatic and strong nonlinear situations. Further 
differences compared to previous validations (Kristóf et al., 2009) are the 
complex topography, the extended simulation domain height incorporating the 
tropopause, and that all the source terms are activated (see Eqs.(30)-(35)). 
Results of gravity wave simulations compared against the corresponding 
analytic solution, small scale water-tank experiments (Gyiire and Jánosi, 2003), 
and full scale observations (Lilly and Zipser, 1972) will be presented. The
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simulation of such cases has been found to be ideal for testing and evaluating 
mesoscale numerical models due to the presence of complex flow patterns and 
wave breaking phenomena.

Atmospheric waves form when stable air flow passes over an obstacle. 
Fluid parcels tend to return into their original height due to the restoring forces 
caused by stratification. Various types of oscillatory flow responses occur 
depending on the state of stratification and geometric parameters (Holton, 2004) 
One can see two divisions of mountain waves, vertically propagating and 
trapped lee waves. Mountain waves vertically propagating over a barrier may 
have horizontal wavelengths of many tens of kilometers, even reaching the 
lower stratosphere (Lin, 2007). The vertical propagation of trapped lee waves is 
limited to a certain height due to the presence of a highly stable layer when 
waves can be reflected in such situations. In general, gravity waves can modify 
the local weather situation near mountains: they can create rotor motions, 
hydraulic jumps, and they have the capability of concentrating momentum on 
the lee slopes, or occasionally leading to violent downslope windstorms. (Klemp 
and Lilly, 1975; Simon et al., 2006) Lee waves can be a potential hazard for 
wave gliders, by producing rotors or clear air turbulence. Flow beneath the wave 
crests can be extremely turbulent, thus causing a potential hazard for low-level 
aviation as well (National Research Council, 1983). The simulations of 
atmospheric scale flows around mountains can also have economical importance 
when the future location of a wind farm is to be estimated (Montavon, 1998; 
Lopes da Costa et al., 2006; Palma et al., 2008).

One can observe mountain waves (Smith et al., 2002) with the help of 
various types of clouds, altocumulus or wave clouds at wave crests. Rotor 
clouds may dye some parts of the wave field if the appropriate amount of 
moisture is present. In some cases they are marked by regularly spaced clouds, 
and may be of great help to the flight of gliders (Lesieur, 2008).

Several researchers examined mountain waves and established theories to 
describe the basic phenomena (Scorer, 1949; Long, 1953; Doyle and Durran, 
2002; Smith, 2002). One can also find experimental works dealing with the 
examination of flows around small scale, simplified, two-dimensional isolated 
obstacles (Gyiire and Jánosi, 2003). Gravity waves can be a good basis for the 
validation of atmospheric simulation models, as their structure strongly depends 
on the state of stratification. Indeed, one can see numerous works dealing with 
the validation of mesoscale models against mountain waves (Durran and Klemp, 
1983; Yang, 1993; Thunis and Clappier, 2000; Xue et al., 2000), such as the 
ones caused by a severe downslope windstorm event of Boulder. Similar events 
can occur in mountainous regions all over the world (Colie and Mass, 2000; 
Belusic and Klai, 2004). Postevent analysis of severe windstorms are often 
performed to study the future predictability of such events and also to test model 
performance and validity. A recent study dealt with the November 19, 2004 
windstorm in the High Tatras in Slovakia (Simon et al., 2006). The authors
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concluded that an increased 2.5 km resolution mesoscale model can forecast 
downslope windstorms.

In the following section the main aspects of numerical models used in 
meteorological codes and in engineering CFD will be compared together with a 
brief description of the model transformations (for the full description see 
Kristóf et ah, 2009). Simulation results will be shown in the third section in 
comparison with analytical solutions, water-tank experiments, and full scale 
downlsope windstorm observations. Conclusions and further investigations are 
outlined in Section 4.

2. Model overview

In this section a brief overview will be given on the governing equations, 
numerical methods, and parameterizations applied in numerical weather 
prediction (NWP) and CFD models in order to show the similarities and 
differences between the meteorological and engineering assumptions.

2.1. Meteorological outlook

The Navier-Stokes (N-S) equitation describes all types of fluid motion of our 
interest. It can be seen that today’s NWP and CFD models are based on these 
equations of different forms.

2.1.1. Equations, numerical solution

Modem numerical forecast models are based on a formulation of the dynamical 
equations, which is essentially the formulation proposed by Richardson (Lynch,
2006):

d \  1 _  ^— = —2Í2 x v ---V/? + g + Fr , (1)
dt p

where \,Sl,p,p,gandFr are the velocity vector, angular velocity of the Earth, 
air density, pressure, gravity term, and the frictional force, respectively. The 
centrifugal force is combined with gravitation in the gravity term g. This form of 
the N-S equation is basic to most work in dynamic meteorology and solved 
together with the continuity and thermodynamic equations and the equation of 
state in NWP-s. After expanding the components of Eq. (1), one arrives to the 
eastward, northward, and vertical components in spherical coordinate system, 
respectively (Holton, 2004):
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(2)
dt a a p dx

(3)
dt a a

(4)
dt a p dz

where u ,v, w are the velocity components, a is the curvature of the Earth, «pis the 
latitude, and Fn are the components of the frictional force. The terms standing 
with 1/a in Eqs. (2) -  (4) are so-called curvature terms, and they arise due to the 
curvature of the Earth and often neglected in midlatitude synoptic scale motions.

The precise form of equations depends on the vertical coordinate system 
chosen as well, such as pressure coordinates, log pressure coordinates, sigma 
coordinates, hybrid coordinates, etc. (Kasahara, 1974; Klemp et al., 2007; Saito 
et al., 2007). Furthermore, the variables may be decomposed into mean and 
perturbation components. Equation systems using perturbation variables reduce 
the truncation errors in the horizontal pressure gradient calculations, in addition 
to reducing machine rounding errors in the vertical pressure gradient and 
buoyancy calculations. For this purpose, new variables are defined as 
perturbations from a hydrostatically-balanced reference state, and reference state 
variables are defined to satisfy the governing equations for an atmosphere at 
rest. (Skamarock et al., 2005) As an example, in the hydrostatic model version 
of the Fifth-Generation Penn State/NCAR Mesoscale Model (MM5), the state 
variables are explicitly forecasted while in the non-hydrostatic model version 
(.Dudhia, 1993) or in the more advanced Weather Research and Forecasting 
modeling system (WRF), pressure, temperature, and density are defined in terms 
of a reference state and perturbation components. When Reynolds averaging is 
applied, various covariance terms will appear in the system, representing 
turbulent fluxes. For many boundary layers, the magnitudes of the turbulent flux 
terms are of the same order as the other terms in Eqs. (2) -  (4). In these cases 
one cannot neglect these fluxes even if it is not of direct interest.

There are tendencies towards higher spatial resolution models, but the 
resolution of most NWP models is yet too coarse to resolve boundary layer 
eddies, and parameterizations of them are usually necessary as the complete 
energy cascade cannot be resolved. (The High Resolution Limited Area models 
(HIRLAM), or ALADIN operate on horizontal grids in the range of 1-10 km.) 
Thus a number of turbulent mixing and filtering formulations were developed in 
the past. Some of these filters are for numerical reasons. For example,
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divergence damping filters acoustic modes from the solution. Other filters 
represent sub-grid processes that cannot be resolved on the given spatial 
resolution.

2.1.2. Filtering o f acoustic modes

The complete equations of motion (Eqs. (2) -  (4)) describes all types and scales 
of atmospheric motion. The elimination of terms on scaling considerations has 
an important advantage of simplified mathematics and filtering of a range of 
unwanted type of motions.

These high-frequency acoustic modes would limit the time step during the 
calculation. To circumvent, different time discretization techniques are 
developed, see, e.g., the Runge-Kutta time-split scheme in Wicker and 
Skamarock (2002) or Almut and Herzog (2007). The efficiency of the time-split 
scheme arises from that the large time step At is much larger than the acoustic 
time step Ar, so the most costly calculations are only done in the less-frequent 
large steps. There are less efficient methods than the leapfrog-based models (e.g. 
in MM5 or WRF) resulting typically a factor of two greater time step. In the 
non-hydrostatic model of MM5, a semi-implicit scheme based on Wilhelmson 
and Klemp (1978) is used to filter the acoustic waves, while in the hydrostatic 
model, a split-explicit scheme based on Madala (1981) is used to filter gravity 
waves from the solution. The time differencing in MM5 is extensively discussed 
in Grell et al. (1995). In highly complicated systems, also involving pollution 
transport and chemical reactions, efficient operator splitting methods are 
developed recently to reduce computational time. The method is well spread in 
related fields of applied mathematics (Geiser, 2008) and in circulation and 
pollution models (Havasi et al., 2001; Farago, 2006; Kocsis et. al, 2009)

2.1.3. Planetary boundary layer (PBL) and surface-layer schemes, turbulence,
closure problem

NWP and air pollution models must contain proper treatment for the PBL since 
it couples energy, momentum, and mass transfer between the land and 
atmosphere. The importance o f its modeling is increasing nowadays due to 
environmental requirements, including human health, urban air quality, local 
and global warming trends, or homeland security problems. The PBL 
parameterization is especially important for predicting pollutant transport and 
dispersion (Lundquist and Chan, 2006).

In order to solve the equations of motion (Eqs. (2)-(4)), closure 
assumptions must be made to approximate the unknown fluxes as a function of 
known quantities and parameters (Holton, 2004). Turbulent fluxes provide a 
lower boundary condition for the vertical transport done in the PBL schemes. 
The PBL schemes determine the flux profiles within the well-mixed boundary 
layer and the surface layer providing tendencies of temperature, moisture, and
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horizontal momentum in the entire column. Thus, when a PBL scheme is 
activated, explicit vertical diffusion is de-activated assuming that the PBL 
scheme will handle the process. Most PBL schemes apply dry mixing, but can 
also include moisture effects in the vertical stability that determines the mixing. 
The schemes are one-dimensional, since the horizontal large gradients cannot be 
resolved, and assume a clear scale separation between sub-grid eddies and 
resolved eddies. This assumption is less clear below a certain grid size, where 
boundary layer eddies may start to be resolved. In these situations the scheme is 
replaced by a fully three-dimensional local sub-grid turbulence scheme such as 
the turbulent kinetic energy (TKE) diffusion scheme (see in the WRF model: 
Knievel et al., 2007; Nagy, 2010). Numerical simulations of PBL have been 
performed by many authors in the past resulting in different model complexity 
ranging from very simple zero dimensional parameterization to 3-D high 
resolution models. In the following sections a brief description will be given on 
the commonly used closure models.

2.1.3.1. First order closure

Operational NWP, emergency response, and air-quality models usually are of a 
RANS type (solving Reynolds averaged Navier-Stokes equations), and they 
employ first- or 1.5-order turbulence closures. The simplest turbulent transport 
parameterization is the first-order closure based on the K-theory (Corrsin, 1975; 
Wyngaard and Brost, 1984; Holtslag and Moeng, 1991; Stull, 1993). It is robust 
and requires low computational resources but gives poor approximation in the 
boundary layer, where the scale of typical turbulent eddies is strongly dependent 
on the distance to the surface and static stability. In many cases the most intense 
eddies have scales comparable to the boundary layer depth, and there the 
momentum and heat fluxes are not proportional to the local gradient of the 
mean. In much of the mixed layer, heat fluxes are positive even with neutral 
conditions.

To improve the model behavior, alternative approaches have been 
developed. An example is the modified first-order closure (Townsend, 1980; 
Troen and Mahrt, 1986; Hong and Pan, 1996). This scheme employs a counter
gradient flux for heat and moisture in unstable situations. It uses enhanced 
vertical flux coefficients in the PBL, and the PBL height is determined from a 
critical bulk Richardson number (Ri). It handles vertical diffusion with an 
implicit local scheme, and it is based on local Ri in the free atmosphere (Rifree).

In spite of its drawbacks, the first-order closure based models remain the 
most popular parameterization for stable conditions, although alternative 
approaches have been used for the daytime convective period, e.g., the 
Blackadar (BK) non-local mixing scheme (Blackadar, 1976; Zhang and Anthes, 
1982) and non-local K-theory (Hong and Pan, 1996). The BK scheme is a first- 
order hybrid local and nonlocal scheme in which eddy diffusivity, a function of
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the local Ri number, is applied to the stable and forced convective regimes, 
while nonlocal mixing is used for free convective cases. The BK scheme’s 
closure is based on an expression for the mass that is exchanged between 
individual layers in the boundary layer.

Recent improvements of first order schemes include the Yonsei University 
model (YSU, Hong et al., 2006) or the asymmetrical convective models ACM1 
(Pleim and Chang, 1992) and ACM2 (Pleim, 2007). YSU is based on the K 
profile for the convective cases as a function of local wind shear and local Rifree. 
It also considers non-local mixing by adding a non-local gradient adjustment 
term to the vertical diffusion equation. Moreover, it contains additional terms to 
describe entrainment at the top of PBL proportional to the surface flux. For 
stable cases, the original mixing coefficient (Hong et al., 2006) is replaced by an 
enhanced diffusion based on the bulk Ri number between the surface and top 
layers {Hong, 2010). The ACM 1 and ACM2 models are modifications of the BK 
scheme. In ACM1 the symmetrical downward transport of BK scheme is 
replaced by an asymmetrical layer-by-layer model. In order to produce more 
realistic vertical profiles, the ACM2 model, a combination of local and non
local closures, was introduced {Pleim, 2007), that adds an eddy diffusion 
component to the non-local transport. With this addition the ACM2 scheme can 
better represent the shape of the vertical profiles in the near surface region. Both 
ACM1 and ACM2 models are available in the MM5 and WRF solvers.

2.1.3.2. Higher order closures

Given the known drawbacks of these simpler models, new approaches are 
developed with increasing complexity of turbulence description. The Gayno- 
Seaman (GS) scheme is a 1.5-order local closure scheme that computes eddy 
diffusivities based on local vertical wind shear, stability, turbulent kinetic energy 
(TKE) predicted by a prognostic equation {Shafran et al., 2000), and length 
scale. The Eta PBL scheme, also known as the Mellor-Yamada-Janjic (MYJ) 
scheme {Janjic, 1990; Mellor and Yamada, 1982, Janjic, 1996, 2002), is a level- 
1.5 local closure scheme that computes vertical eddy diffusivities based on TKE 
predicted by a prognostic equation as a function of local vertical wind shear, 
stability, and turbulence length scale. The effects of the viscous sub-layer are 
taken into account through variable roughness length for temperature and 
humidity (Zilitinkevich, 1995). Other more sophisticated schemes are based on 
ensemble-averaged turbulence models {Xue et al., 1996) with varying orders of 
closure (e.g., Mellor and Yamada, 1974; Wyngaard et al., 1974; Andre et al., 
1978). These schemes often perform remarkably well under horizontally 
homogeneous conditions in modeling the horizontally (ensemble) averaged 
profiles of quasi-conservative quantities. However, the 3-D structures of the 
boundary layer is not predicted well. They are more complicated, and require 
solving equations of higher order moments, limiting their practical application
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(Lee et al., 2006). Several researcher proposed modifications to the original MY 
model improving the master length scale equation (Suselj and Sood, 2010) or the 
pressure-strain, pressure -temperature covariance closures (Nakanishi and 
Niino, 2009)

Other researchers, however, showed that there is little gain in accuracy with 
increasing scheme complexity using different turbulence parameterizations. 
Increasing the complexity of the turbulence parameterization not just increased 
the computational resources but did not show obvious improvement, sometimes 
producing equally poor, if not worse, predictions (Zhong et al., 2007) of the 
simulated mean and turbulent properties in the boundary layer, even around 
complex regions (Berg et al., 2005).

Traditional PBL schemes were adequate for flat, horizontally homogeneous 
surfaces under steady-state conditions with different stratification. They cannot 
cope, however, with increased-resolution models that require more detailed and 
accurate representations of physical processes (Baklanov et al., 2011). 
Therefore, different approaches are developed where the calculation of eddies 
was done explicitly in the PBL using 3-D high resolution models. Since only a 
small portion of the turbulence is handled by the subgrid scale (SGS) scheme, 
the results are less sensitive to turbulence closure assumptions. The first LES 
models and work in this area was pioneered by Deardorff (1974a,b). For PBL 
applications, LES models typically require horizontal resolutions on the order of 
100 m (see, e.g., ARPS, MESO-NH codes), and they are typically used for 
research applications (e.g., Weigel et al., 2007). Deardorff (1980) designed a 
simplified 1.5-order closure scheme that requires the solution of only one 
additional prognostic equation for the SGS turbulent kinetic energy, where the 
eddy coefficient was assumed to be proportional to the square root of TKE. This 
scheme has been widely used by researchers (Klemp and Wilhelmson, 1978) to 
handle SGS turbulence in cloud-scale models. Such models have a horizontal 
resolution in the order of 1 km, and they are expected to resolve cloud structures 
and limited turbulent eddies.

2.2. Engineering outlook

CFD tools have been in use for decades with success for solving engineering 
related problems involving broad range of physics. Spatial scales are extended to 
urban scales to handle flows involving pollution dispersion and can be even 
extended to mesoscale problems by the presented transformation method. 
Therefore, it is interesting to show the main aspects and some of the current 
problems of CFD solvers in this field.

2.2.1. Governing equations, simulation o f turbulent flows

In engineering CFD, continuity, momentum, and energy equations are usually 
solved based on the finite volume method in an unsteady conservative form.

247



Because of numerous advantages of the finite volume method, it is widely 
spread among commercial and open source fluid mechanical solvers. Although 
the instantaneous Navier-Stokes equations exactly define all fluid flow, it is 
essentially impossible to solve these equations for turbulent flows over domains 
of significant spatial scale. Therefore, the exact equations are often Reynolds 
averaged to create a set of equations that can be solved for the spatial scales of 
engineering interest. The current adaptation method was developed for the 
commercial fluid mechanical solver ANSYS-FLUENT, but it can be 
implemented in other solvers as well, having user defined function (UDF) 
capabilities such as the commercial codes ANSYS-CFX and StarCD or the open 
source solver Openfoam. Through UDF-s, the user can modify the governing 
equations of the CFD code by adding appropriate source/sink terms to the 
equations.

The governing equations (Eqs. (5)-(7)) are solved by using the Boussinesq 
approximation (Eq. (10)) for the density.

V • v =  0 ,  (5)

^•kvO+V-Goo v ® v )  = -Vp + V- i  + ( £ - ^ 0) s + F
*  ( 6 )

j t W p T ) +  V  • ( v  p 0 cp f ) =  V  • ( K ' V T ) +  ST , ( 7 )

In the equation system v, p, p, f  are the transformed field variables of 
velocity, pressure, density, and temperature. cp and ß are the specific heat 
capacity of dry air at constant pressure and the thermal expansion coefficient.
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From the velocity vector (v = ai + vj + wk) only the vertical component was 
affected by the transformation, r contains the viscous and turbulent stresses, 
g = -g k  is the gravitational force per unit mass, and g = 9.81[N kg-1]. In the 
presented system the turbulent transport is modeled by the realizable k-e 
turbulence model with full buoyancy effects (Eqs. (8) -  (9)) developed by Shih 
et al. (1995). ak and er£ are the turbulent Prandtl numbers for k and £ , 
respectively. The turbulent viscosity p, and the turbulent heat conduction 
coefficient K, are evaluated on the basis of turbulence kinetic energy (k) and 
dissipation rate (£) fields (Launder and Spalding, 1972). The constant values of 
C/£ C2c, the expressions of Ct and C3t the turbulence production and buoyancy 
terms Gk and Gh, modulus of mean rate-of-strain tensor S can be referred either 
from CFD literature (Shih et a l, 1995) or from software documentation (ANSYS 
Inc., 2012) of the applied simulation system. p0 and T0 are reference (sea level) 
values of density and temperature.

Volume sources ST, Sk, and S£ in Eqs. (7)-(9), as well as vector 
F = V i + V j + S,v k in Eq. (6), are functions of local values of field (prognostic) 
variables, and used for adjusting the model to handle mesoscale effects. The 
components of the Coriolis force are included in F through Sw Sv, and Sw.

Reynolds averaging introduces other unknowns into the equation system, 
the so-called Reynolds stresses. Since there is no existing general formula for 
the description of these stresses, large number of engineering turbulence models 
were developed applicable to certain flow features, but there are no turbulence 
models that would be generally applicable to all kind of turbulent flows. The 
modeling of these virtual stresses is still a major part of the today’s turbulence 
modeling science. Different versions of two equation models are used in CFD 
for turbulence modeling. The most popular are versions of the k-£ model or 
other two equation models. These versions are denoted as linear eddy viscosity 
models, which adopt the Boussinesq approximation, implying an isotropic eddy 
viscosity. There were attempts using two equation models in NWP codes. An 
example is the implementation of a version of the k-£ model by Hanjalic and 
Launder (1972) in the MESO-NH meteorological code. It was not used 
extensively since, according to the authors, the current version did not give 
satisfactory results. The disadvantage of these eddy viscosity models is that they 
give an unrealistic representation of the normal turbulent stresses. This 
representation of the turbulent stresses produces fairly good results as long as 
only one of the turbulent stresses is dominant in the momentum equations. 
Further downside is that in more complicated flows, where more than one of the 
normal stresses is important, the ability of a turbulence model to predict normal 
stress anisotropy becomes significant. This motivates the development and 
application of nonlinear k-£ models (Gatski and Jongen, 2000) and other more 
advanced models, such as LES or hybrid RANS-LES models.
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2.2.2. Stratification and turbulence models

One can find several works on the application of turbulence models in neutral 
conditions (Richards and Hoxey, 1993; Blocken et al., 2007; Hargreaves and 
Wright, 2007). Stable stratification, however, causes drainage flows over uneven 
topography, intermittent turbulence, low-level jets, gravity waves, flow 
blocking, intrusions, and meandering, thus posing challenges in modeling of 
stable stratification (Lee et al., 2006).

Several problems can be identified regarding the maintenance of turbulence 
profiles with distance (Huser et al., 1997) dissipating turbulence early 
downstream of the obstacle (Hanna et al., 2006). Treatment of these 
inconsistencies is the modification of the model constants of existing models 
{Duynkerke, 1988), adding source terms to the turbulent dissipation rate (TDR) 
equation for £ or a non-constant formulation for the C/£. parameter (Freedman 
and Jacobson, 2003; Pontiggia et al., 2009). Vendel et al. (2010) proposed an 
inlet pressure profile and flux condition for the ground in order to define an 
appropriate downwind boundary condition for the stable or unstable cases.

Although CFD models are currently slow to be used for real-time 
emergency response, they can be used for planning purposes and to guide 
parameterizations of real-time wind flow models. A good example of a 
dispersion model that is parameterized based on the CFD results is the Quick 
Urban and Industrial Complex dispersion modeling system (Williams et al., 
2004). As computing power has become more affordable, CFD has become an 
increasingly valuable tool for studying urban flow. These models explicitly 
account for building geometry and require minimal parameterizations (Balczó et 
al., 2011; Balogh and Kristóf, 2010). With the current model transformation, one 
can take into account mesoscale effects in the same numerical model with finely 
resolved topography.

2.2.3. System o f transformations

The proper representation of Coriolis force, compressibility, and stratification 
effects is achieved by a system of transformations. These adjust the governing 
equations solved by the CFD solver through user defined volume source or sink 
terms. The CFD solver operates with transformed field variables (Eqs. (5) —(10)). 
Relations between untransformed physical quantities (T,p,p,z,w) and 
transformed ones ( T,p,p,z,w) are defined by Eqs. (11) — (15).

T = T - T 0 + T , ( П )

p  = —  p  + p = Ce c 2 p  + p, 
P о

( 12)
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P = P -P o + P ’ (13)

z - z r e f (14)

P 0 ~ ~ nw = — w=wC ~le<* (15)

where C, is the density parameter described by Eq. (18) and zre/  is a reference 
altitude (Eq. (20)). Zero subscipt denotes values at ground level. The vertical 
extent of the atmosphere is “compressed” below a well-defined bound (C /f)  
described by Eq. (14), thus z -> C /f, when z-»°°, where C, described by Eq. 
(19), acts as a switch between the description of stratosphere and troposphere. 
The model utilizes an (x, y, z) Cartesian coordinate system. The Jacobian of the 
transformation of coordinate z can be calculated according to Eq. (16). J 1 
when? ->0, and therefore the geometrical transformation has a negligible effect 
close to ground.

J  = = C 1 exp(<T z).
az

(16)

In this zone, the original form of the Cartesian equations existing in the 
CFD solver gives a good enough description for the flow close to the surface.

2.2.4. Reference profiles

The relationship between the absolute physical quantities and the field variables 
in the CFD solver are based on the reference profiles (distinguished by over
bars) Eqs. (21)-(29). It can be optimized to have the least possible deviation 
from the hydrostatic equilibrium and can simplify the specification of the initial 
conditions. These terms depend only on the vertical coordinate using 
approximation of the polytrophic atmosphere, as according to Eqs. (21)-(29). 
The original transformation expressions (Kristóf et al., 2009) that were valid 
below an altitude of 11 km have been extended to incorporate the tropopause 
and the lower stratosphere up to an altitude of 25 km. For simplicity, the 
following double valued constants are introduced to describe these layers:
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where subscripts t and 5 denote values for the troposphere and stratosphere, and 
z,p is the tropopause altitude. In the stratospheric region we use z,p as a reference 
altitude, therefore:

z re f  _ i 0 , when z < z tp 

[ztp , when z > ztp

( 20 )

Using the above notations, the reference profdes for the troposphere will read 
as:

( 21)

( 22)

(23)

(24)

The reference profiles in the stratospheric region are based on an isothermal 
temperature profile, therefore:
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By using the above notations, the universal density profile reads:

P = PoC e z . (29)

The constant values in Eqs. (21) — (29) can be optimized for a given case, but the 
standard ICAO (Manual o f the ICAO Standard Atmosphere, Doc 7488, 1993) 
temperature and pressure profiles, based on the following constants, have been 
found to be suitable references for simple applications: y, = 0.0065 °C m-1, T0 = 
15 °C, Po= 1.01325 • 105 Pa, p„= 1.225 kg rn3, R = 287.05 J kg ' K'1, Qt= 10'4. 
m'1

2.2.5. Volume sources

The volume sources (Eqs. (30)-(35)) have been calculated according to Eqs. 
(20)-(25) by utilizing the UDF capability of the system.

S r = - P o  cp w ( f - y ) y ,  (33)

S k = - P  g £ - { r - y ) ,  (34)
Pr,
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(35)SE = - C H C^- k P g ^ - ( r - y )

In the above expressions, p, and Pr, are the turbulent viscosity and turbulent 
Prandtl number, /  = 2Q sinr/> and 1 = 2i2cos <p are the Coriolis parameters, <p is 
the average latitude, and Q is the angular velocity of Earth. Moisture transport is 
not taken into account in the mathematical model, therefore the dry adiabatic 
temperature gradient appearing in Eqs. (1 9 )-(2 1), is calculated according to 
the assumption of a dry adiabatic process: r =  g/cp = 0.00976 °C m '.

2.2.6. A simplified model version for water-tank experiments

Validation against small scale water tank experiments requires the adjustment of 
the transformation expressions. The working medium is liquid and the vertical 
extent of the device is small, therefore the atmospheric pressure variation with 
the vertical coordinate is negligible. Compressibility is not taken into account 
consequently ( /” = 0,z = T , and C, = 0). The vertical reference profdes for 
pressure and density are p, = p0, p, = p0. Due to the very weak turbulence 
characterizing these experiments, a laminar approach or LES method should be 
used instead of the k-£ model. The Coriolis force usually has a negligible effect 
in such experiments, and therefore, Q = 0 can be assumed.

These assumptions will simplify the source term acting on the energy 
equation:

^T, incomp. Pt) C p W y . (36)

The values oty = -d T !d z , cp, /3, and T„ for water-tank simulations can be 
calculated according to the temperature or density gradient of the fluid, 
maintaining the same Brunt-Vaisala frequency and material properties of the 
experiment.

2.2.7. Nesting

In NWP models the simplest method is the “one-way” downward nesting, where 
the outer model provides 4D boundary conditions to the inner higher resolution 
domain. In some cases it can be provided, if the mesoscale model horizontal 
resolution is as fine as a few hundred meters. The one-way nesting technique, in 
the Advanced Regional Prediction System (ARPS), allows adjustments in 
vertical resolution between grids, which is important for LES mode, where the
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grid aspect ratio should be kept close to unity. In more advanced “two-way” 
nesting, the nested finer domain and the outer coarser domain interact at every 
time step of the outer coarse grid and, the microscale model provides lower 
boundary-condition to the outer domain. “With current computer capacities, this 
can be done within small parts of the mesoscale domain, which creates 
inconsistencies with the remaining parts of that domain.” (.Baklanov et al., 2011) 
The current implementation of two-way nesting schemes in WRF or MM5 does 
not allow higher vertical resolution in the inner nesting levels, because the 
number of vertical levels must be the same for all levels (Michioka and Chow, 
2008). Another problem that also exists in the CFD field is the velocity and 
length scale changes across the boundaries of nesting levels. This is especially 
important when the complex high resolution topography generates nonlinear 
motions close to these boundaries. One may also expect the damping of low 
frequency motions passing through the boundary and as a consequence 
providing an improper upstream turbulence field for the inner microscale model.

The advantage of the CFD approach is that it allows arbitrary mesh 
refinements in the simulation domain, resulting a continuous change of field 
variables around the finely resolved region. The possibility of nesting also exists 
in the CFD solver allowing different mesh resolution either horizontally or 
vertically on both sides of the domain interface, but one can avoid it with the 
existing mesh refinement options (ANSYS Inc., 2012). In the following case 
studies, structured quad meshes can be used (without additional interfaces) due 
to the simplicity of the underlying geometries.

3. Results and discussion

The application of the model transformation will be presented in this section. 
Results will be compared against the analytical solution of linear, hydrostatic 
mountain wave field. Nonlinear and non-hydrostatic simulation cases are then 
compared to small scale water-tank experiments, and finally, a full scale 
nonlinear and non-hydrostatic downslope windstorm case will be shown against 
an inter-comparison study of NWP models and field measurements.

3.1. Verification with analytic solution

The simulations were compared with the analytic solution of a linear hydrostatic 
wave field. A Witch of Agnesi curve was used for the relief geometry,

z(x) = h
x2 + fl2 ’

(37)
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where h and a are the obstacle height and half width, respectively. This 
geometry has been used extensively in the literature (Wurtele et al., 1996), as an 
analytic solution can be derived for this shape. In order to obtain comparable 
results with water-tank experiments, the following material properties and 
working conditions were used:

p0 =998 kgtrf3, T0 = 27 °C, p = 0.000207 K"1, -y  = 832 K m U= 0.25 ms"1.

The Reynolds number, based on the inlet flow speed (U) and the obstacle 
height (/?), was about 2500; therefore a laminar model was used. Compressibility 
and the Coriolis force were not taken into account. Free-slip wall and symmetry 
boundary conditions were applied at the lower and upper boundaries. A constant 
velocity and static pressure profile were prescribed as inlet and outlet conditions. 
The model was initialized with constant f  = T0, p = p0, and uniform horizontal 
velocity U = U0.

Based on the linear wave theory (Eq. (38)), an analytic solution can be 
found for hydrostatic problems with a constant Scorer parameter (/). The Scorer 
parameter is usually a function of the vertical coordinate, and it is derived from 
the wave equation for atmospheric gravity waves with an assumption of a two- 
dimensional, non-viscous, adiabatic flow {Smith, 1979; Durran, 1990). This 
parameter is most often used to forecast the existence of trapped lee waves, 
which can be expected when / decreases strongly with height. This is especially 
true if / decreases suddenly in the mid-troposphere due to the presence of a 
stable layer dividing the troposphere into a highly and a weekly stable layer. The 
square root of the parameter / (Eq. (40)) has units of wave number. The wave 
number of the lee wave (/) lies between lupper of the upper layer and h,mer of the 
lower layer. Wide mountain ranges generate vertically propagating waves of 
wave numbers less than lupper. Small obstacles, that force wave numbers greater 
than hover, produce waves that will vanish with height.

For hydrostatic problems, the development of the full analytic solution has 
been summarized by several researchers {Alaka, 1960; Smith, 1979). The 
combined governing equations were resulted in the deep Boussinesq equation 
(Eq. (38)) for w. The Scorer parameter / is defined by Eq. (38) and Eq. (39):
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where w is the perturbation vertical velocity, N= is the Brunt-
V P o

Vaisala frequency, U is the inlet flow speed, p is the fluid density, and z is the 
vertical coordinate, respectively. For incompressible flow only the first two 
terms remain.

The first term on the right-hand side dominates in our case, and additionally, if a 
uniform velocity profile (U = U0) and Brunt-Vaisala frequency (N) are used, 
Eq. (40) simplifies to:

(41)

With the help of the Scorer formula, flows can be categorized on the basis of the 
following two dimensionless quantities:

Fx = a l , Fz = h i . (42)

When F x » 1 , the flow is essentially hydrostatic, while non-hydrostatic effects 
become important when Fx ~  1 (Schumann el al., 1987). Regarding the linearity, 
when Fz « 1, the flow is linear and nonlinear effects dominate, when the value 
approaches to F z ~  1. The borders are, however, not well-defined, and that is 
why one can find test cases marked as moderately hydrostatic or moderately 
nonlinear (Thunis and Clappier, 2000). Calculating these parameters using 
s = 2 m  and h= 0.01 m, one can find that our setup is linear and hydrostatic with 
/ = 5.32 irf1, Fx= 10.64, and F:= 0.0532. In the case of hydrostatic flow, an 
analytic solution exists (Eq. (43)) for the vertical velocity field w(x, z), based on 
Eq. (38):



The vertical velocity contours have been plotted against the corresponding 
analytic solution on Fig. 1. The agreement between the two solutions is very 
good, with the magnitude of the vertical velocity in the numerical solution being 
only slightly smaller. The locations of velocity maxima, in the case of the CFD 
results, are shifted only moderately downward in the vertical direction.

Fig. 1. Contour plots of the vertical velocity (w [mm s-1]), obtained from the analytic 
solution based on Eq. (43) (left) and from CFD calculations (right). The solution is 
obtained for C/=0.25ms~', / = 5.32 rrf1, N  = 1.3 s-1, a= 2 m, /7 = 0.01 m. The vertical 
and horizontal scales are normalized by the mountain height (h) and half width (a) 
respectively. Dashed lines represent negative values.

In the next section, a set of test cases have been prepared and the results are 
compared against experiments that cover a hydrostatic and nonlinear parameter 
range. The statistical performance measures applied for the comparison are also 
described briefly.

3.2. Statistical performance measures used during the evaluation

To quantitatively evaluate the output of the model with observations, Hanna et 
al. (1991, 1993) recommend the use of the following statistical performance 
measures (Chang et al., 2005): the fractional bias (FB), the normalized mean- 
square error (NMSE), the fraction of predictions within a factor of 2 of 
observations (FAC2), and the hit rate (HR). Chang and Hanna (2004) suggest 
that a good model would be expected to have about 50% of the predictions 
within a factor of 2 of the observations (i.e., FAC2 > 0.5), a relative mean bias 
within 30% of the mean (i.e., -0.3 < FB < 0.3), a relative scatter of about a 
factor of 2 or 3 of the mean (i.e., NMSE < 4), and a hit rate above 66% 
(HR > 0.66) with an allowed deviation of D = 0.25. The absolute value of the 
model’s fractional bias (FB) is reasonably good if it is less than 0.25. A 
tendency toward overprediction of wind speeds is seen, with the fractional bias 
regularly between 0 and -0.25 (Lundquist and Chan, 2006). The perfect model 
would have the following idealized performances: FAC2 = HR=1 and 
FB = NMSE = 0. In air quality modeling, typical values of the above statistical
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measures have been defined as acceptable for model evaluation and also 
correspond to a model acceptance criterion (Chang and Hanna, 2004).

3.3. Numerical model results compared to small scale water-tank experiments

Among the experiments focused on topography-induced gravity waves, one can 
find investigations dealing with symmetric and asymmetric obstacles, looking at 
the effect of asymmetry (Gyiire and Jánosi, 2003), determining surface drag by 
numerical simulations (Klemp and Lilly, 1975) and numerically examining the 
wave breaking characteristics (Doyle et al., 2000; Afanasyev and Peltier, 2001). 
The common feature of the former experiments is the experimental apparatus. 
They use mainly the water as working medium, since in water it is relatively 
easy to generate and maintain stable stratification for a longer period of time. 
Usually, this is done by using layered salt water. The achievable range of 
Reynolds number is limited to approximately 103. In spite of this fact, these 
methods are widely used, since there is more control on the parameters and 
conditions, than in real atmosphere.

Two-dimensional simulations of internal gravity waves have been carried 
out by using symmetric and asymmetric obstacles, in correspondence with the 
experiments performed by Gyiire and Jánosi (2003). Obstacle shapes have been 
characterized by the following function:

z(x) = a exp  ( - b \x \2k)  (44)

where a, b, and k are shape parameters and x is the horizontal coordinate of the 
obstacle. Both the symmetric and asymmetric shapes can be described by 
Eq. (44), by prescribing different parameters for the upstream and downstream 
part of the mountain barrier. Measurements were performed in a narrow plexi 
glass tank of 2.4 m x 0.087 m x 0.4 m filled with linearly stratified salt water, by 
towing the obstacles along the bottom of the tank at a constant speed. The range 
of the experimental parameters (obstacle height h=0.02-0.04 m, towing 
velocity £7=0.01-0.15 m s 1, and Brunt-Vaisala frequency N= 1.09- 1.55 s’1) 
corresponds to an atmospheric flow up to an elevation of 5 -10  km for an 
obstacle height of 600 m and a wind speed of 10-70 m s“1 for a large range of 
hydrostatic state and linearity.

The flow was considered unsteady, incompressible, and two-dimensional in 
the simulation. Due to the low Reynolds number range, a laminar model was 
used. The domain was discretized with a structured quad grid, using 
150x800 quad elements (Fig. 2). Second order time discretization, pressure 
staggering option (PRESTO) for pressure interpolation (ANSYS Inc., 2012), and 
second order upwinding methods were used when solving the momentum and 
energy equations. Compressibility was turned off in this case by using the 
transformation described in Section 2.2.6.
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Fig. 2. Computational domain and numerical grid in the case of a gentle leeward side 
obstacle.

Typically for higher flow velocities, we observed flow separation during 
the simulation of symmetric steep lee-side obstacles. The separation induced 
bubble modified the shape of the leeward side in this case, quasi elongating the 
obstacle (Fig. 3), consequently changing the hydrodynamic characteristics of the 
barrier. Therefore, these cases were excluded from the comparison.

Fig. 3. Computed streamlines of the velocity field for U/Nh = 0.7 (left) and U/Nh = 1 
(right) showing the elongation of the separation bubble and of the wave lengths for a 
symmetric obstacle.

In the numerical model, flow enters into the domain with a uniform inlet 
velocity profile. A moving bottom wall, for simulating the stationary bottom wall 
of the experiment was used. No visible disturbances were observed on the water 
surface, consequently a rigid lid (symmetry) with free slip boundary condition 
was applied in the simulation model. Avoiding the interaction between upward 
propagating and reflected wave fronts, data extraction was made after a short 
transient period, before interference could occur. This period was estimated from 
the vertical group velocity (Gyiire and Jánosi, 2003), which was proportional to 
the towing speed. In those cases where steepening and wave breaking occurred, 
samples were excluded from the averaging of amplitudes and wavelengths.
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In Table 1, the simulations were categorized into four groups based 
onFt = N a lU  and F, = N h / U non-dimensional numbers as described by Eq. (42). 
These groups are nonlinear (NL), moderately nonlinear (M-NL), hydrostatic 
(H), and moderately non-hydrostatic (M-NH) cases. For all cases, the mountain 
height h, was 0.04 m, the leeward half width a, was 0.13 m, the Brunt-Vaisala 
frequency N, was 1.33 s 1 and U was the incoming flow velocity corresponding 
to the towing velocities of the obstacle in the survey.

Table 1. List of cases and parameters for the simulation of the gentle leeward side 
obstacle. Vertical structure and linearity categories are: H -  hydrostatic, M-NH -  
moderately non-hydrostatic, NL -  nonlinear, M-NL -  moderately nonlinear

Case No. i / ( m s ) Na/U Nh/U Vertical structure Linearity

1 0.016 10.80 3.33 H NL
2 0.032 5.31 1.64
3 0.037 4.63 1.43
4 0.041 4.15 1.28
5 0.048 3.60 1.11
6 0.053 3.24 1.00
7 0.077 2.23 0.69 M-NH M-NL
8 0.106 1.62 0.50
9 0.160 1.08 0.33

Wavelengths and amplitudes were measured in multiple positions above 
and downstream of the obstacle, by locating the wave fronts and measuring the 
distance between the fronts. The error bars in Fig. 4 show the standard deviation 
of both the measured and simulated values. Circular wave fronts assumed in the 
case when lee waves are generated by a moving point source ( Voisin, 1994). As 
shown from the upper part of Fig. 5, the shape of the wave fronts has been 
strongly affected by the obstacle shape, even in the M-NL cases. Here the 
centers of the wave fronts were gradually shifted toward negative coordinates, 
indicating strong wave dispersion. The large error bars of the measurements 
(Fig. 4) represent not only the limited resolution caused by the visualization 
technique (dying of different layers), but are also the consequence of the 
aforementioned strong dispersion of lee waves.

It was observed that our model performs well in the H-NL range for 
steeper lee-side obstacles, like the one presented in Fig. 3. However, close to the 
M-NH range with the same obstacle, results tend to differ from the experiments. 
This difference may be explained by boundary layer separation effects. At an 
increased velocity, the separation bubble that developed behind the obstacle 
elongated and caused the virtual mountain half width (mountain half width plus 
the horizontal size of the separation) and consequently the normalized wave 
length to almost double. (See the wave field in Fig. 3)
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Fig. 4. Normalized averaged wave length (X/h) (left) and normalized averaged wave 
amplitude (A/h) (right) as a function of non-dimensional horizontal flow velocity, in the 
case of the gentle leeward slope. The dotted line represents the wave length obtained from 
a linear theory, based on X = 2nU  I N  (Scorer, 1949). Filled symbols represent the 
measurements of Gyiire and Jánosi (2003). Error bars indicate the error originating from 
the data extraction technicque and wave dispersion.
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Fig. 5. Contours of computed streamlines and wave fields from the experiments (courtesy 
of Gyiire and Jánosi, 2003) at Nh/U  = 0.69 (the upper two) and Nh/U = 3.33 (the lower 
two) non-dimensional flow velocities.



According to experimentalists (Qiu and Xia, 1998; Gyiire and Jánosi,
2003), the side walls have a negligible overall effect on the experimental results, 
however, the exact location and size of the separation were not captured 
properly, which can possibly be explained by the 3-D structure of the flow 
characterizing the laboratory experiments, due to the boundary layer on the side 
walls interacting with the separation bubble. In the case of a 3-D narrow 
obstacle, the separation bubbles were smaller, as the stratified flow tended to 
flow around the obstacle, instead of flowing over it. The prediction of the 
location of separation is currently a difficult topic, it requires the modeling of 
transitional turbulence and is beyond the scope of this investigation. Avoiding 
separation by using a gentle leeward side obstacle, however, gave both 
qualitative and quantitative agreements concerning the normalized amplitudes 
and wavelengths (Fig. 4). Table 2 shows the performance measures, indicating 
good model performance. At low inlet velocities (bottom of Fig. 5), where 
wave breaking and rotors occurred, the flow structures, characterized by a high 
nonlinearity, were also captured properly.

Table 2. Statistic metrics of normalized wavelength QJh) and amplitude (A/h) for water- 
tank studies using CFD and experimental data of Gyiire and Jánosi (2003). Definition
and the applied limits for the statistic metrics are described in Chang et at. (2005)

Validation metric Abbreviation Limit /Jh A/h Classification

Correlation coefficient R >0.8 0.95 0.99 good
Fractional bias FB ±0.3 0.317 0.21 good
Normalized mean square error NMSE 0^1 0.12 0.05 good
Hit rate HR >0.66 0.75 1 good
Fraction of predictions within a 
factor of two of observations FAC2 >0.5 1 1 good

3.4. Model comparison with a full scale event

3.4.1. Case study

A relatively well documented and studied event occurred during the winter of 
1972 near Boulder, Colorado, where a severe wind storm, with a strong descent 
of air originating from the higher atmosphere, caused significant damage to the 
environment (Lilly and Zipser, 1972; Brinkman, 1974). The strong tropospheric 
descent is well reflected in the potential temperature contours in Fig. 6a, where 
the contours become denser close to the ground. The accompanying near ground 
downwind was also reported as being especially severe. A hydraulic jump and 
waves also developed behind the mountain (Fig. 6a).
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Fig. 6. Analysis of the potential temperature (a) and the horizontal velocity component 
(b) from aircraft flight data and sondes taken on January 11, 1972. Aircraft tracks are 
shown by dashed lines with the locations of significant turbulence indicated by plus signs 
(Klemp and Lilly, 1975).

The purpose of the present simulation is to show that the model is able to 
capture the main features and nonlinearities of such flows, for example the 
existence of the mentioned nonlinearities. This event became a standard test case 
of researchers (see ,e.g., Xue et al., 2000) for developing simulation models, or to 
reproduce and understand the related mechanisms of such phenomena. A recent 
study dealt with the development of a severe thunderstorm in Budapest. With high 
resolution numerical modeling using MM5, they were able to reproduce the main 
features of the severe convective storm (Horvath et al., 2007).

Different assumptions are made during similar case studies, in order to 
reduce computational cost, taking the advantage of the quasi two-dimensionality 
of the flow, or simply investigating each flow phenomena separately. Although 
mountain flows are generally three-dimensional, two-dimensionality can be a
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good assumption for the downslope windstorm case, as the continental divide is 
long compared to its cross section. This is acceptable only if the large scale flow 
is being investigated and the microstructure has only negligible influence on the 
main flow. In some cases these structures have an effect, e.g., by modifying the 
horizontal position of the hydraulic jump. This is due to the increased surface 
friction resulting from a non-slip boundary. In spite these differences in the 
treatment of the lower boundary, the main features of the flow will still remain.

The elevation of the realistic terrain of the E-W oriented section was 
derived from a 3 arc second resolution SRTM (Shuttle Radar Topographic 
Mission) database. The section was then interpolated for the latitude of 
40.015 N. The longitudinal coordinates were between 107.100 W and 
103.900 W, giving an approximately 270 km wide section. The new coordinates 
were transformed onto the Universal Transverse Mercator (UTM) coordinates 
and were interpolated onto an approximately 1.5 arc second grid using a bicubic 
spline method.

Test cases using an idealized geometry have also been examined, where a 
simplified two-dimensional model has been used. In spite of the fact, that the 
real mountain has a plateau-like shape, due to the upstream influence and partial 
blocking, the upstream mountain profile does not affect significantly the 
upstream flow. Due to this fact, a symmetric mountain profile was used in 
several works (Klemp and Lilly, 1975), as well as in this study. The profile 
described by Eq. (37) was used for modeling both the upstream and downstream 
sections of the geometry. Here a =10 km and h =2 km are the mountain half 
width and height, respectively. The initial temperature and velocity profiles were 
based on the intercomparison study of Doyle et al. (2000). They found that these 
initial conditions were more appropriate for wave breaking tests, and more 
realistic than the conditions used in earlier studies (Peltier and Clark, 1979). 
Conditions favorable for downslope windstorms are usually characterized by 
strong cross mountain winds, and by the presence of a stable layer at the 
appropriate height (Durran, 1986). Both of these conditions were present in the 
studied situation.

The solution was found to be sensitive to the grid resolution (Doyle et at. 
2000), therefore, in this study a relatively higher resolution grid was used. An 
equidistant grid was applied with a size of 1000 m and adapted to 250 m in two 
steps in the vicinity of the mountain. In the vertical direction the mesh size 
decreased down to 10 m resolution close to the ground. The domain extended 
from 2 to 25 km in the vertical and -  115 to 120 km in the horizontal direction, 
with the mountain crest positioned at x =0 km. The top boundaiy was defined as 
symmetry with zero normal velocity, and the bottom was defined as a free-slip 
wall. A standard non-reflective boundary condition (outflow) was applied as an 
outlet. This means that the internal pressure field has been extrapolated to the 
outlet surface, and therefore, no further information on the outlet velocity and 
pressure profiles were required by the system.
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Second order time discretization, pressure staggering option (PRESTO) for 
pressure interpolation (ANSYS Inc., 2012), and second order upwinding methods 
were used in the momentum and energy equations. Compressibility was 
introduced with the help of the transformation used for model adaption. Moist 
effect and the Coriolis force were not considered during the calculations.

By using the ANSYS-FLUENT 13 simulation system, the model was
integrated for a non-dimensional period of time of t* = U t / a = 43.2, based on 
an average inlet flow speed of 30 ms-1, which corresponds to a 4-hour flow 
time. The results shown in this section are obtained at f  =32.4 time instant. 
Results were quantitatively compared to several mesoscale meteorological codes 
using statistical performance measures described in Section 3.2. The summary 
of the comparison can be seen in Table 3. Based on FB, NMSE, and FAC2, the 
idealized model can be considered acceptable. Negative FB values indicate 
lower predicted overall horizontal velocity. The correlation coefficient and hit 
rate, however, show values under the limit. The hit rate was calculated with 5 ms~ 
1 absolute and 10% relative deviation for the velocity and 1 K and 5% for the 
temperature, respectively, since large deviations with a factor of 2 differences 
were realized among the different intercomparision cases presented by Doyle et 
al. (2000). Chang and Hanna (2004) suggest that the model performance should 
not be judged based only on the performance measures but together with the 
comparison of flow patterns or the time evolution of the flow field.

Table 3. Statistic metrics calculated for horizontal velocity (U) and potential temperature 
(0) for the Boulder windstorm case study comparing CFD and NWP (Doyle et al., 2000) 
model results

Validation metric Abbreviation Limit U 0  Classification

Correlation coefficient R >0.8 0.154 0.96 not sufficient
Fractional bias FB ±0.3 -0.07 -0.056 good
Normalized mean square error NMSE 0-4 0.396 0.01 good
Hit rate HR >0.66 0.29 0.56 not sufficient
Fraction of predictions within a 
factor of two of observations FAC2 >0.5 0.7 1 good

According to the experiments of Doyle et al. (2000), the results were highly 
time dependent, and therefore, unsteady simulations were executed and time
averaging was applied on the results. An averaging interval varying from 10 to 
60 minutes was applied during the simulation, and it was found that the value 
and location of the maximum velocity were not affected. The horizontal position 
of the upstream edge of the hydraulic jump however changed significantly. The 
lee-slope wind magnitude varied considerably among the model simulations
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presented by Doyle et al. (2000), and these differences were also reflected in the 
horizontal position of the hydraulic jump. The location of the upstream edge in 
some models, e.g., the Durran and Klemp (1983) model (DK83) or the 
Eulerian/semi-Lagrangian model (EULAG) was positioned immediately after 
the lee slope, similarly to our results, while in other cases it was positioned 
10-25 km downstream of that (e.g., MESONH, RAMS, or RIMS models of the 
same intercomparison). This partially explains the lower HR and R values due to 
the horizontal shift in the flow pattern. Regarding the downslope wind, a higher 
value of maximum horizontal velocity was realized by the simulation than that

4c
of the onsite measurements. At t =32.4, the location of the maximum velocity 
peak was found at approximately 8.5 km downstream of the mountain crest at a 
height of 7 km {Fig. 7). With further integration, the locations of the maxima 
were shifted downstream to approximately 16 km beyond the crest and to a 
lower height of 4 km (bottom of Fig. 7). The magnitudes were not changed 
considerably, stabilizing at around 66 m s'1. Regarding the wind speed close to 
the ground, within the lowest 50 m, 51 -  59 ms 1 was realized, depending on the 
position along the mountain lee side. The near ground values of velocity 
magnitude were in fair agreement both with the observations and the 
meteorological models. The high instantaneous velocity peaks at higher altitudes 
obtained from the simulation could be partly caused by the lack of moisture 
transport and phase change processes. According to Durran and Klemp (1983), 
the wave response could be even 50% lower if a proper treatment for moist air 
flow is applied. This could significantly affect the properties of wave breaking, 
and consequently the development of a low level jet.

Several mesoscale codes simulated multiple breaking regions with the 
strongest ones located above the hydraulic jump at an altitude of 12 km and 
above (see the model results of RAMS, MESONH models presented by Doyle el 
al. (2000)). Wave steepening regions were obtained by CFD for the ideal and 
real mountain profiles at a similar altitude (between 10 and 15 km). Using the 
idealized geometry {Fig. 7), this region was weaker. The altitude of the 
maximum steepness above the hydraulic jump in the breaking region was at 
about 12 km with the highest amplitude waves being of 2-2.5 km.

The present results show smooth downstream isolines. In some of the cases 
of Doyle et al. (2000), the downstream part of the hydraulic jump was 
oscillatory, while in other cases the isolines were smooth. Among the results of 
different mesoscale meteorological solvers, depending on the amount of applied 
eddy diffusivity {Kd), different flow structures were obtained. Smaller Kd values 
usually resulted in smaller wave structures.

The stratospheric air descent reached the altitude of 5-6 km using the real 
topography which correlates well with the non-hydrostatic mesoscale vorticity 
(TVM) model solution of Thimis and Clappier (2000), or the model 
comparisons presented by Doyle et al. (2000) (CUMM, RAMS, RIMS). The 
descent was even stronger and propagated to lower altitudes in the case of the
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simplified geometry accompanied by high TKE values (see Fig. 7) . The highest 
peaks, even reaching 117 m2 s~2, can be found around the upstream edge of the 
hydraulic jump and at the wave steepening regions at higher altitudes. The 
maximum value of TKE is reported approximately 15-20 m2 s 2 in atmospheric 
rotors (Doyle et a/., 2002) and even reaches higher values in the case of 
extremely severe turbulence.

J------------  ---------- I______________I______________L
-100 0 100 A [km] -100 0 100 a  [km]

Fig. 7. Contours of horizontal velocity component (left panel) and potential temperature 
(right panel) for an idealized (top) and a real (bottom) mountain shape. The pictures show 
the results at t = 32.4 non-dimensional flow time. Vertical coordinates were magnified 
by a factor of 12 for better visualization. Potential temperature and velocity contour 
intervals are 8°C and 5 m s_1, respectively. Light and dark grey areas indicate regions 
characterized by turbulent kinetic energy higher than 5 m" s~2 and between 5-25 m2 s~2.

Differences in the magnitude of the horizontal velocity may also be related 
to the two-dimensional treatment of the topography if compared to the real 
situation. In three spatial dimensions, the flow can pass around the obstacle,
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while in 2-D it is forced over it. The test results of Doyle et al. (2000) confirmed 
that a significant reduction in wave breaking could be found for the 3-D case. 
Some of the studies dealing with gravity wave evolution used a frictionless 
lower boundary (Richard et al., 1989). Concerning the bottom boundary 
condition, a more realistic treatment of the ground surface could result in a 
slower movement and different horizontal location of the hydraulic jump.

4. Summary and conclusions

We briefly presented an adaptation method applicable to general purpose CFD 
solvers for atmospheric flow simulations, which was based on the application of 
an incompressible fluid model. Mesoscale effects, such as thermal stratification, 
adiabatic cooling caused by hydrostatic pressure driven expansion, 
compressibility, and Coriolis force were taken into account with the help of a 
transformation system and customized volume sources.

In this paper, simulations were presented around more complex 
geometrical features, idealized barriers, and real terrain, demonstrating the 
capabilities of the CFD based approach.

Simulations of linear hydrostatic waves were compared to an analytical 
solution, and it was stated that for this regime the code behaved well, and an 
excellent agreement was found.

Secondly, the simulation results were compared to water-tank experiments 
of two-dimensional mountain waves with different degrees of nonlinearity and 
hydrostacity. A good agreement was found based on the statistical performance 
measures and flow pattern comparison concerning the measured and simulated 
wavelengths and amplitudes. The model evaluation for X/h gave a correlation 
coefficient of 0.95, fractional bias 0.317, normalized mean square error of 0.12, 
a hitrate value of 0.75 and 100% of predictions within a factor of two of 
observations. The equivalent results for A/h were 0.99 (R), 0.21 (FB),
0.05 (NMSE), 1 (FIR), and 100% (FAC2). The model was also able to capture 
well the location and size of the appearing nonlinear structures, such as the rotor 
that was formed behind the obstacle.

Simulation of the Boulder windstorm case is ideal for testing and 
evaluating mesoscale numerical models, therefore it was chosen as the third 
object of analysis. The simulation results were compared to the on-site 
observations and a series of modeling experiments that were presented by Doyle 
et al. (2000). Model evaluation has demonstrated reasonable agreement with 
measurements for potential temperature (&). The model evaluation statistics 
gave a correlation coefficient of 0.96 and fractional bias -0.056, normalized 
mean square error of 0.01, a hit rate value of 0.56, and 100% of predictions 
within a factor of two of observations. The equivalent results for horizontal 
velocity (U) were 0.154 (R), -0.07 (FB), 0.396 (NMSE), 0.29 (HR) and

269



0.7 (FAC2). Results obtained from our simulations are encouraging with regard 
to the predictability of a low level, highly accelerated channel flow, and upper 
level wave breaking. Close to the ground a very strong lee-side wind was 
realized, accompanied by a well-defined hydraulic jump downstream.

Using only one single unstructured grid and a uniform physical description 
for close- and far-field flow, one can take the advantage of the model adaption 
in the simulation of mesoscale atmospheric phenomena. In the same model, one 
can investigate the finely structured microscale flow around complex 
geometrical features, such as flow around buildings with pollution dispersion or 
to study the close- and far-field of cooling towers and its effects to the 
environment.

The implementation and evaluation of non-reflective boundaries is planned 
through a 3-D mountain wave and associated downslope windstorm case study 
and the inclusion of moisture transport and phase change processes is also an 
important further step towards the practical application of the method.
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Abstract We have investigated the performance of the Asymmetric Convective Model Version 2 
(ACM2), a planetary boundary layer (PBL) vertical turbulent mixing scheme, that is a 
combination of local and non-local closures, in a complex system such as a chemical transport 
model, the Unified EMEP (European Monitoring and Evaluation Program) Model. For this 
purpose, we modified the local part of the ACM2 scheme to take into account the level of 
turbulent kinetic energy, and then incorporated this scheme in the Unified EMEP model. After 
incorporation, the scheme was validated under all stability conditions and for several 
compounds. Comparisons were made against the «.-scheme currently used in the Unified EMEP 
model, and surface nitrogen dioxide (N02), sulfur dioxide (S0 2), and sulphate (SO^) 
concentrations were observed at different EMEP stations during the year 2005. In most cases, 
the model better simulated the N 02, S02, and SO^’ concentrations when the ACM2 scheme 
was used, especially for N 0 2 during the summer months, when the non-local mixing is 
presumably dominant.

K ey-w ords: non-local convective mixing, local scheme, turbulent kinetic energy, chemical 
modeling, vertical turbulent mixing
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1. Introduction

The Unified EMEP model (Simpson et al.} 2003) was developed as a part of the 
European Monitoring and Evaluation Programme (EMEP) under the Convention 
on Long-Range Transboundary Air Pollution (LRTAP). This and previous 
versions of this model have been used over the last 30 years to simulate the 
transboundary transport of air pollution on the European scale. The surface 
concentrations of pollutants are strongly related to the turbulent vertical mixing, 
and thus, a good representation of vertical mixing in the planetary boundary 
layer (PBL) is very important for every chemical transport model, including the 
Unified EMEP model. During the past 30-50 years, various turbulent vertical 
mixing schemes for use in the PBL were developed and tested in ID and 3D 
simulations in both meteorological and air quality models. All of the suggested 
vertical mixing schemes can be categorized as diffusion schemes, K-schemes 
(e.g., O ’Brien, 1970; Deardorfj.\ 1972; Louis, 1979; Holtslag and Moeng, 1991; 
Holtslag and Boville, 1993; Alapaty and Alapaty, 2001), second and higher- 
order closure models (e.g., Mellor and Yamada, 1974; Janjic, 1990, 1994, etc.), 
non-local schemes (e.g., Blackadar, 1976; Stull, 1984; Pleim and Chang, 1992; 
Hong and Pan, 1996), and combinations of local (diffusion) and non-local 
schemes (e.g., Pleim, 2007a). Most of these schemes have been intensively 
tested and compared with each other and against measurements in many studies 
(e.g., Zhang and Zheng, 2004; Berg and Zhong, 2005; Hu et a/., 2010). The most 
important conclusions from those studies are as follows: 1) the model is 
sensitive to the turbulent vertical mixing scheme in the PBL; 2) the non-local 
aspect of these schemes is important for realistically representing the convective 
boundary layer (CBL); and 3) the realistic apportionment of fluxes between 
local and non-local components is critical for satisfactorily representing the 
mixing in a CBL.

The Unified EMEP model is an off-line chemical transport model, which 
means that the model is driven with outputs from meteorological weather 
prediction models without feedback between chemical and meteorological 
models. The advantage of this approach is the possibility of independent 
parameterizations, a more flexible grid construction, and that it is easier to use 
for the inverse modeling, among others (Baklanov and Korsholm, 2007). The 
Unified EMEP model uses K-schemes for parameterizing the vertical mixing: 
the O’Brien (O'Brien, 1970) scheme is used in the CBL, and the Blackadar 
scheme (Blackadar, 1979) is used in the stable boundary layer (SBL). During 
the past several years, some other vertical mixing schemes have been proposed 
for use in this model. Mihai/ovic and Alapaty (2007) proposed a closure based 
on turbulent kinetic energy (TKE) as an improvement of the vertical diffusion 
scheme by Alapaty (2003). They examined the performance of the scheme 
comparing simulated and measured N02 gas concentrations for the years 1999, 
2001, and 2002. In 2008, the non-local convective mixing scheme with varying
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upward mixing rates (VUR) was proposed for use in the Unified EMEP model 
(Mihailovic et al., 2008) and was later combined with TKE vertical diffusion 
scheme (Mihailovic et al., 2009). This combination of the two previous schemes 
uses the VUR scheme for convective conditions and the TKE scheme for stable 
conditions. The disadvantage of this approach is an abrupt change from one 
scheme to another in the transition from convective to stable conditions. 
Additionally, in the VUR schemes, bottom-up fluxes originated in the first layer 
are distributed to the layers above; this is not realistic, because there is clearly an 
additional mixing between adjacent layers. The scheme that avoids the 
aforementioned drawback of the previous schemes used in the EMEP model has 
a realistic apportionment of fluxes between the local and non-local components 
as a result of combined local and non-local closures; this scheme is called the 
Asymmetric Convective Model Version 2 (ACM2) (Pleim, 2007a). The ACM2 
scheme is built on the original Asymmetric Convective Model (ACM) (Pleim 
and Chang, 1992), a non-local convective mixing scheme, by adding an eddy 
diffusion component. The main advantage of this scheme in comparison to the 
ACM scheme (which is applicable only in convective conditions) is its 
applicability for all stability conditions. Mixing between a non-local and local 
diffusion scheme, in the case of convection, is governed by a pre-specified 
weighting factor that depends on the PBL height and Monin-Obukhov length. In 
stable conditions, stratification mixing is reduced to local diffusion. The ACM2 
scheme has been tested in its ID form against large-eddy simulations (LES) 
(Pleim, 2007a) and has been implemented in the meteorological model (fifth- 
generation Pennsylvania State University-NCAR Mesoscale Model (MM5)) 
(Pleim, 2007b). The profiles obtained with the ACM2 scheme in the ID test 
have shapes that are more similar to the shapes of the LES profiles than those 
obtained with the ACM scheme. The MM5 model with the ACM2 scheme is 
evaluated with surface meteorological measurements, rawinsonde profile 
measurements, and the observed PBL height. The MM5 model with ACM2 
performed as well or better than similar MM5 model studies.

We have incorporated the ACM2 scheme into the Unified EMEP model 
because of its previously mentioned properties to test its ability to work in a 
complex system that depends on a large number of processes: horizontal 
advection, emissions, vertical mixing, chemical reactions, dry and wet 
deposition, among others. For this purpose, we modified the local part of ACM2 
to account for the level of turbulent kinetic energy and then incorporated it in the 
Unified EMEP model. The goal of this study was to demonstrate the possibility 
of applying the ACM2 scheme in the Unified EMEP model on the most 
important air pollutants from an environmental standpoint: N 02, S02, and S()j‘ 
(Jericevic et al., 2010). The validation has been performed for all stability 
conditions, and the modeled surface nitrogen dioxide (N02), sulfur dioxide 
(S02), and sulphate ( SOj ) concentrations were compared with observations at 
different EMEP measurement stations during the year 2005. Descriptions of the
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standard Unified EMEP schemes and the ACM2 scheme are given in Section 2. 
The comparison results between the currently used scheme in the Unified EMEP 
model, the ACM2 scheme, and the measured concentrations are given in Section 
3, while Section 4 summarizes the study and presents the concluding remarks.

2. Materials and methods

2.1. Formulation o f the vertical diffusion currently used in the Unified EMEP 
chemical model

The vertical sub-grid transport is modeled using the K-scheme in the Unified 
EMEP chemical model as well as in many other chemical transport models. K is 
determined in the unstable conditions as

where z is the model layer height, h is the PBL height, hs is the surface boundary 
layer height, u, is friction velocity, </> is the atmospheric stability function for 
temperature, and k is the von Karman constant. In the model calculation, hs is 
equal to 4% of the PBL height (O'Brien, 1970). The atmospheric stability 
function for temperature in convective conditions is

* = ( ! - 16£ ) (2)

and for stable conditions is

* = l + 5 f .  (3)

Accordingly, K is calculated in stable conditions and above the PBL (Blackadar, 
1979)as
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( 4 )

where / is the turbulent mixing length, AVH represents the difference in wind- 
speed between two grid-cell centers separated by distance Az, R, is the 
Richardson number and RK is the critical Richardson number. The turbulent 
mixing length is parameterized according to:

(5)

where k is the von Karman constant, z is the height above the ground, and 
zm = 200 m. Hereafter, the currently used scheme in the Unified EMEP model 
will be called the OLD scheme.

2.2. Formulation o f the ACM2 scheme for use in the Unified EMEP model

According to the ACM2 scheme, the quantity f  in the model layer i is 
calculated as

where Mu' and K' are the upward convective mixing rate and a diffusion 
coefficient, respectively, weighted by the factor f com, and Az; is the thickness of 
layer i. This factor f com controls the degree of local versus non-local behavior. 
The scheme reverts to either the non-local or local scheme for f conv = 1 or 
f  mv = 0, respectively. The f conv is estimated as

(7)

where k is the von Karman constant, h is the PBL height, L is the Monin- 
Obukhov length, and a is set to 7.2. The Mu', Md' and K' were calculated as
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Md\ =MuXh- z ,  i , )  
Az,.

(9)

and

K'(z) = K ( z ) ( l - / _ ) ,  (10)

where z is the height of the model layer and h is the PBL height. The diffusion 
coefficient K  is calculated as in Mihailovic and Alapaty (2007). This method 
was chosen because it takes into account the level of TKE, which is a decisive 
parameter in the vertical mixing within the PBL. In the PBL, K is calculated as

e . k z ( \ - - ' ]

K ( z )  =---- (11)
<P

where e, is the mean turbulent velocity scale within the PBL, k is the von 
Karman constant, z is the vertical coordinate, h is the PBL height, and tf> is the 
atmospheric stability function for temperature (Eqs. (2-3)). The mean turbulent 
velocity scale within the PBL is calculated as

<?. = j ’i\F(z)'{,(z)dz’ (12)
" o

where T is the vertical profile function (see Mihailovic and Alapaty (2007) for 
details about this function) and e is TKE.

The TKE vertical profile, e(z), for near neutral to free convection 
conditions (Zhang et a/., 1996) is expressed as

( i3)

where h is the PBL height, LE = 2.6h, w, is the convective velocity scale, u, is 
the friction velocity scale, k is the von Karman constant, and <p is a non- 
dimensional function of heat. For the stable atmospheric boundary layer, we 
modeled the TKE profile using an empirical function (Lenschow et al., 1988) 
based on aircraft observations:

e(z) = 6ut
,1.75

(14)
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where h is the PBL height, z is the height of the model layer, and u, is the 
friction velocity scale. Above the PBL, the diffusion coefficient K is calculated 
using Eq. (4).

2.3. Short description and model setups

The EMEP chemical model is designed to describe the transboundary 
acidification, eutrophication, and ground level ozone in Europe and has influenced 
European air quality policies since the late 1970s. Since the 1990s, this model has 
provided the reference inputs for the integrated assessment modeling atmospheric 
dispersion calculations. The Unified EMEP chemical model was developed at the 
Norwegian Meteorological Institute. In this work, tests were performed using the 
rv3.0 version of this model (Simpson et al., 2003). The model advection is 
designed using a scheme by Bott (1989a, 1989b); the diffusion scheme, which is 
described in Section 2.1, is used for the turbulent vertical mixing. The Unified 
EMEP chemical model emissions inputs are provided for 10 anthropogenic source 
sectors and consist of gridded annual national emissions of sulfur dioxide (S02), 
nitrogen oxides (NOx= NO + N02), ammonia (NH3), non-ethane volatile organic 
compounds (NMVOC), carbon monoxide (CO), and particulates (PM2.5, PM 10). 
The meteorological fields used in the model are provided every 3 hours from 
PARLAM-PS, which is a dedicated version of the HIRLAM (High Resolution 
Limited Area Model) Numerical Weather Prediction (NWP) model with parallel 
architecture (Bjorge and Skalin, 1995; Berge and Jakobsen, 1998; Lenschow and 
Tsyro, 2000). The linearly interpolated 3-hour meteorological fields, wind 
components, temperature and humidity, cloudiness, precipitation, and momentum 
and energy fluxes between the surface and atmosphere are then used to calculate 
the velocity scales, PBL height, and Monin-Obukhov length in every model time 
step. Note that we calculate new mixing levels using meteorological parameters 
from the meteorological model that has its own mixing. The parameters imported 
from PARLAM-PC are the friction velocity and energy fluxes. These parameters 
come from the Monin-Obukhov theory, that has been widely accepted as the best 
theory for the surface layer with the implicit assumption that the rest of the PBL 
mixing should be improved. The Unified EMEP model uses a polar-stereographic 
projection, true at 60° N, with a grid size of 50x50 km2 and a vertical a 
coordinate with 20 levels. The horizontal grid of the model is the Arakawa C grid. 
All other model details can be found in Simpson et al. (2003). The domain with 
(131, 100) points is used in the simulations with a 1200 s time step and with the 3- 
hour resolution meteorological data from the PARLAM-PS model.

2.4. EMEP measurement network

The EMEP measurement network was one of the first international environmental 
measurement networks established in Europe. The data sets from that network are
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well documented, quality controlled, and suitable for comparing with model 
results. All details on measurement techniques, location of stations, and data sets 
can be found at http://www.nilu.no/projects/ccc/emepdata.html. The observed 
values from the EMEP measurement network have already been used in many 
papers for testing various mixing schemes as well as for other chemical transport 
studies (Topqu et al., 2002; Mihailovic and Alapaty, 2007; Mihailovic et al., 
2009; Calvo et al., 2010). In this study, we analyze the influence of the ACM2 
scheme for vertical mixing in the PBL on the quality of the model’s 
performance. For comparison, we have chosen the year 2005 and compared our 
results against surface concentration measurements of N 02 (pg N n f3), 
S02 (pg S nT3), and SOj~(pgSm ') from the EMEP stations because of their
good spatial and temporal resolutions. Furthennore, these three compounds were 
chosen because they arc important acidifying and atrophying pollutants and play 
a significant role in air pollution in Europe. Nitrogen contributes to the 
fonnation of photochemical smog, which can have significant impacts on human 
health. Sulphate, an oxidant o f S02, is a secondary pollutant that contributes to 
acid rain formation. Mixing in the lower part of the PBL will influence mostly 
those tracers that have sources on the ground. This is not the case with ozone, 
the daytime concentration of which is primarily controlled by photochemistry 
and transport rather than the vertical mixing; therefore, the interpretation of the 
influence of vertical mixing on ozone concentrations is much more difficult 
(Pleim, 1992). Note that the Unified EMEP chemical model outputs cannot be 
always compared with observations in this network because of the coarse 
horizontal model resolution, which is especially pronounced at high altitudes. 
Additionally, a problem is encountered with the shipping emission path, because 
the high concentrations are horizontally diffused over a large area. The 
differences between the observed and modeled concentrations might be due to 
other reasons, such as stations can be affected by local sources, emissions, 
meteorology, and chemistry, among others. Some mountain stations (e.g., 
SK002R, DE003R, PL003R, and DE008) and some stations in the North Sea 
shipping area (e.g., DK005R, DE008R, and EE011R) with the highest 
discrepancies were excluded from the comparison (Jericevic et al., 2010).

3. The results and discussion

The Unified EMEP model Version rv3.0 was first run with the OLD scheme with 
the setup described in Section 2.3. Whenever a new scheme is introduced into a 
model, the first step in the analysis usually concerns the differences between the 
new and the old vertical mixing schemes, especially for the chemical species that 
originate in the ground. At this moment, the full importance of comparing with 
the OLD scheme becomes evident. If just one aspect of the model is changed and 
the result improves, then it is very likely that the introduced change was the

284



reason for the improvement. Clearly, this may not be always true in a complex 
meteorological-chemistry model. Then, if there is some sensitivity to introducing 
a new scheme, the model results are compared with the measurements if they are 
available. Eventually, better results with the new scheme suggest that it should be 
used in the Unified EMEP model. In our analysis, we will concentrate on the 
monthly averaged value of concentrations for the four aforementioned 
compounds. However, to be absolutely sure that a scheme is stable and that the 
monthly averaged value of concentrations is not a consequence of very low or 
very high peaks in daily concentrations, it is necessary to evaluate the daily 
concentrations in this scheme.

In addition to monthly averages, we will also present some diurnal variations 
as well as annual averages. For that purpose, we will use a few stations from the 
EMEP measurement network that are at different locations and altitudes. Station 
AT0002R is a measurement site located in Illmitz, Austria, at 47° 46'N, 16° 46'E 
and at an altitude of 117 m above sea level; station DE0001R is a measurement 
site located in Westerland, Germany, at 54" 56'N, 08° 19'E and at an altitude of 10 
m above sea level; the station CZ0001R is a measurement site located in 
Svratouch, Czech Republic, at 49° 44'N, 16° 02'E and at an altitude of 737 m 
above sea level; station FR0012R is a measurement site located in Iraty, France, at 
43° 02'N, 01“ 05'W and at an altitude of 1300 m above sea level; and station 
DE0007R is a measurement site located in Neuglobsow, Germany, at 53° 09'N, 
13° 02'E and at an altitude of 62 m above sea level. The annual time series of daily 
N 02 and S02 concentrations at the stations AT0002R, DE0001R, and CZ0001R 
are depicted in Fig. 1 and 2, respectively, while the daily SO)' concentrations at 
the stations FR0012R, DE0007R, and CZ0001R are shown in Fig. 3. The surface 
concentrations of N02 obtained by the ACM2 scheme at all stations are higher 
than those obtained with the OLD scheme. The differences between the 
concentrations of S02 and SO)' obtained with the ACM2 and OLD schemes are 
not as pronounced as with the N02 concentrations. The root mean square error 
(RMSE) and mean annual concentration (MAC) for the above-mentioned stations 
are shown in Tables 1-3 for the concentrations of N 02, S02, and SO) , 
respectively. The RMSE values for the N 02 concentrations are lower when the 
ACM2 scheme was used at the stations AT0002R and CZ0001R and higher for 
station DE0001R. The mean annual concentrations of N02 obtained by the ACM2 
scheme at all stations are closer to the measured mean annual concentrations. The 
RMSE and MAC values obtained with the OLD and ACM2 schemes are very 
similar for the concentrations of S02 and SO) . The scatter plot diagrams with 
coefficient of determination (R2) between measured and modeled concentrations 
with the OLD and ACM2 schemes for N 02, S02, and SO)' at mentioned stations 
are showed in Fig. 4. The R2 between daily measured and modeled data is slightly 
higher when the ACM2 scheme is used than the OLD scheme for the 
concentrations of N02 and S02 and opposite for the concentration of SO)'.
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Fig. 1. Time series of the measured and modeled daily surface N02 concentrations for a) 
AT0002R, b) DE0001R, and c) CZ0001R in the year 2005. Modeled results are obtained 
with two vertical diffusion schemes: OLD and ACM2. The time is shown on the x-axis as 
the day of the year (DOY).
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Fig. 2. Time series of the measured and modeled daily surface S02 concentrations for a) 
AT0002R, b) DE0001R, and c) CZ0001R in the year 2005. The modeled results are 
obtained with two vertical diffusion schemes: OLD and ACM2. The time is shown on the 
x-axis as the day of the year (DOY).
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Fig. 3. Time series of the measured and modeled daily surface S O 4 concentrations for a) 
FR0012R, b) DE0007R, and c) CZ0001R in the year 2005. Modeled results are obtained with 
two different vertical diffusion schemes: OLD and ACM2. The time is shown on the x-axis as 
the day of the year (DOY).

Table 1. RMSE and mean annual concentration of N 0 2

Station RMSE
(OLD)

RMSE
(ACM2)

MAC(OLD)
(Rg N m 3)

MAC(ACM2) 
(fig N m 3)

MAC (observed) 
(Rg N m 3)

AT0002R 1.66 1.59 2.26 2.82 2.69
DE0001R 1.30 1.52 2.16 2.33 2.33
CZ0001R 3.21 2.96 1.91 2.23 4.00

Table 2. RMSE and mean annual concentration of S02

Station RMSE
(OLD)

RMSE
(ACM2)

MAC(OLD) 
(Rg S m 3)

MAC(ACM2) 
(|ig S m 3)

MAC(observcd) 
(jig S m 3)

AT0002R 3.45 3.45 1.05 1.09 1.25
DE0001R 0.45 0.44 0.70 0.67 0.59
CZ0001R 1.43 1.47 1.56 1.67 1.72
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Table 3. RMSE and mean annual concentration o f S O 3

Station RMSE
(OLD)

RMSE
(ACM2)

MAC(OLD)
(pg S m 3)

MAC(ACM2) 
(pg S m 3)

MAC (observed) 
(pg S m ’)

FR0012R 0.43 0.43 0.56 0.58 0.70
DE0007R 0.49 0.52 0.62 0.63 0.88

CZ0001R 1.37 1.39 0.92 1.00 1.56

Fig. 4. Scatter plot diagrams o f modeled against measured daily concentrations with 
corresponding coefficients o f determination. Panels are: concentration of N02 modeled 
by a) OLD and b) ACM2; concentration of S02 modeled by c) OLD and d) ACM2, and 

S O " 'concentration or 4 modeled by e) OLD and f) ACM2.

After the analysis of the daily concentrations showed that there are no 
peaks in this concentration, we compared the average monthly concentrations at 
the stations from the EMEP network, except those mentioned in Section 2.4 with 
the model results obtained using the OLD and ACM2 schemes. The scatter plot
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diagrams with R between monthly concentrations of N 02, S02, and SO2' 
calculated using the OLD and ACM2 scheme and corresponding measured 
concentrations are depicted in Fig. 5. The R2 between monthly measured and 
modeled data using the OLD and ACM2 scheme are very similar for all 
compounds. To compare the results, we calculated the following statistical 
quantities: (i) RMSE, (ii) BIAS, and (iii) standard deviations of the simulations 
(SDS) and observations (SDO). These quantities are given by the following 
equations:

RMSE = [£ (M i -O i)2 /7Vs]1'

BIAS = ( M -O ^
V o  J

•100%

SDS = [X (A /,-M )2 /7Vs]' 
/•=1

S D 0 = [X (0 ,.-0 )2 /A s]1/2,
1=1

(15)

(16)

(17)

(18)

where M-, and O, denote the modeled and observed average monthly 
concentrations, respectively, and Ns is the number of stations, while an over bar 
indicates an average monthly concentration for all stations.

Biases for the measured and modeled average monthly N 02, S02, and SO;;" 
concentrations for both schemes are shown in Fig. 6. In the upper panel of this 
figure, the BIAS of the ACM2 scheme is observed to be lower than that of the 
OLD scheme. Both schemes underestimate the observations during the warmer 
months, but the ACM2 scheme overestimates the observed N 02 concentration in 
the colder months. Inspecting the BIAS for S02 (middle panels of the same figure) 
does not show larger differences in the BIAS for the OLD and ACM2 schemes. 
Both schemes underestimate the S02 observations during the warmer months and 
overestimate them during the colder months. The BIAS of the ACM2 scheme for 
SO2" (lower panels of the same figure) is lower than for the OLD schemes. Both 
schemes underestimate the SO2" observations except for September, when the 
ACM2 scheme overestimates the observations. The higher BIAS obtained for SO2" 
may be due to many complicated processes, including microphysics and aqueous 
phase reactions, connected with this particular compound. Our understanding of 
Fig. 6 is as follows: in the colder part of the year, the atmosphere is basically stable; 
therefore, the diffusive part of the ACM2 scheme has a greater contribution to its
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performance. In contrast to the colder months, the warmer months are more 
influenced by the non-local part of the ACM2 scheme. The smaller BIAS between 
the modeled and observed concentrations for the ACM2 scheme indicates that the 
average estimated concentrations are closer to the average observed concentrations.

Fig. 5. Scatter plot diagrams o f modeled against measured monthly concentrations with 
corresponding coefficients o f determination. Panels are: concentration of N02 modeled 
by a) OLD and b) ACM2; concentration of S02 modeled by c) OLD and d) ACM2, and 

S O 2"concentration of 4 modeled by e) OLD and f) ACM2.

The RMSE is a good measure in this type of comparison, and Fig. 7 shows 
the RMSE for the measured and modeled average monthly N 02, S02, and SO2" 
concentrations for both schemes. In the upper panel of this figure, the RMSE of the 
ACM2 scheme is shown to be slightly lower than that for the OLD scheme, except 
January and December. A further inspection of the RMSE for S02 and SO2" 
(middle and lower panels of the same figure) shows that the non-local scheme and 
the OLD scheme show similar behavior, i.e., S02and SO2' are very similar.
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Fig. 6. Average monthly BIAS (%) for the observed and modeled (a) N 0 2, (b) S02 and 
(c) S O 4 concentrations for the ACM2 and OLD schemes used in the Unified EMEP 
chemical model for 2005.

Fig. 7. Average monthly RMSE values for the observed and modeled concentrations of 
SO2'(a) N02, (b) S02, and (c) 4 for the ACM2 and OLD schemes used in the Unified

EMEP chemical model for 2005.
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The final statistics compared are the standard deviations of the observed 
and modeled concentrations. The standard deviations of the average monthly 
observed and modeled concentrations (SDS and SDO), given by Eqs. (17)—(18), 
are depicted in Fig. 8. The scheme is considered to give better results if its SDS 
is closer to its SDO. It can be concluded from this figure that (i) the SDS for 
both schemes are higher for colder months except for SO^', and that (ii) the SDS 
for the ACM2 scheme is much closer to the SO '̂ SDO. For both schemes, the 
SDS values are similar for some months, indicating that they have the same 
yearly pattern.

J a n  F e b  M a r  A p r  M a y  J u n  J u l  A u g  S e p  O c t  N o v  D e c

(Si
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J a n  F e b  M a r  A p r  M a y  Ju n  J u l  A u g  S e p  O c t  N o v  D e c

Fig. 8. Average monthly SDO and SDS values of (a) N 02, (b) S 0 2, and (c) SO^ for the 
ACM2 and OLD schemes used in the Unified EMEP chemical model for 2005.

4. Conclusions

The ACM2 scheme was incorporated into a Unified EMEP model. Comparisons 
between the already present scheme and the new one were made, and sensitivity 
was demonstrated. Furthermore, the outputs of N 02, S 02, and SO;;* surface 
concentrations for both schemes were compared with the measured values. In 
most cases, it was shown that the Unified EMEP chemical model slightly better 
simulates the concentrations o f N 02, S02, and SO '̂ when the ACM2 scheme is 
used. The sensitivity of the N 0 2 concentrations to the choice of vertical scheme 
is much higher than for the other analyzed compounds. The lifetime of N 02 in 
troposphere is short and has a seasonal variability. It is the shortest during the
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summer months. Additionally, during the summer months the mixing driven by 
bouncy is fast. Those are the reasons why the sensitivity of the N 02 
concentrations to the choice of vertical scheme is much higher than for the other 
analyzed compounds, and it is particularly emphasized for their concentrations 
during the summer months. Let us note that the lifetime of both compounds, S 02 
and SO  ̂ is longer than that of N 02, so it is more influenced by the horizontal 
advection than by vertical mixing. Overall, the agreement with the measured 
values is reasonably good, such that the ACM2 scheme could be used in the 
Unified EMEP model. Furthermore, as the ACM2 scheme possesses a higher 
level of sophistication, it is expected that its influence will be higher with the 
increased horizontal resolution of the Unified EMEP model.
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A b s tra c t-  Results from an analysis of total lightning (cloud-to-ground and intracloud) 
behavior during the lifetime of severe hail-producing thunderstorms are presented. The 
analysis was carried out for different types of storms: multicell, supercell, and multicell 
which evolved into supercell storms. The study reveals: (1) There is a positive time lag 
between the jumps of both multiplicity and flash rate and the beginning of large hail in 
the three analyzed thunderstorms. (2) The mean and maximum values of total flash rate, 
as well as the multiplicity of negative total strokes in the multicell and supercell storms 
are remarkably lower than for the multicell that became supercell storm. (3) Significant 
numbers of positive total strokes are detected in both supercell and multicell which 
evolved into supercell storms. The highest percentage of positive strokes is observed 
during the period of large hail falls on the ground. (4) The jump of lightning density is 
observed before large hail fall in the three storms, following a dramatic decrease of the 
lightning rate during the beginning of the hail fall. In the supercell storm the lightning 
“hole” occurred, associated with an existence of bounded weak-echo region of the cell.

Key-words: total lightning; flash rate; multiplicity; lightning density; hail; radar 
reflectivity
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1. Introduction

The relationship between lightning and thunderstorm severity (large hail, heavy 
rain leading to flash flooding, strong wind, and tornado) has been subject of 
studies for more than 50 years. One of the purposes of these studies has been to 
evaluate whether lightning characteristics could be used to improve nowcasting 
of severe thunderstorm events. However, the results related to lightning 
characteristics during the lifetime of severe thunderstorms are often 
contradictory in the numerous studies.

In previous studies it is noted that severe storms are characterized by higher 
total flash rates than ordinary non-severe storms. The more intense the storm the 
more lightning is produced (Maier and Krider, 1982; Taylor, 1973; Turman and 
Tettelbach, 1980). Williams (1985) explained this link with the intensification of 
the updrafts. The correlation between updraft and flash rate is also established 
by Deierling and Petersen (2008), Goodman et al. (2005), and Wiens et al. 
(2005).

However, there are severe storms that are characterized by low cloud-to- 
ground flash rates. Low CG flash rates are observed when hail was produced in 
two thunderstorms studied by Lang et al. (2000). In both studied storms, radar 
reflectivity and the production of hail were anti-correlated with the production 
of significant negative cloud-to-ground lightning. The authors explained this 
with the elevation charge hypothesis (MacGorman et al., 1989) and suggested 
that low production of negative CGs can be explained by the production of 
significant quantities of hail, high IC flash rates, and strong updrafts. In hail - 
bearing storms, studied by Soula et al. (2004), the CG rate does not exceed 
2 min 1 when the cells produce hail, while it can reach up to 12 min 1 for heavy 
precipitating storms.

According to some studies, the cloud-to-ground (CG) lightning frequency 
decreases when hail forms in the cloud (Lang et al., 2000; Soula et al., 2004). 
Williams et al. (1999) found that peak flash rate precedes severe weather at the 
ground by 5-20 min. Their analysis showed that “A distinguished feature of 
severe storms is the presence of lightning “jumps”-  abrupt increases in flash rate 
in advance of the maximum rate for the storm”. Kane (1991) obtained similar 
results -  tornadoes and large hail occurred about 10-15 min after the peak of the 
5-min cloud-to-ground lightning rate.

Additionally, a change in the polarity ratio is apparent in cases of severe 
weather: positive CGs are more prevalent than negative ones, resulting in a 
decrease of negative CG lightning frequency. Some authors (e.g., Carey and 
Rutledge, 1998; Lang et al., 2004; Reap and MacGorman, 1989; Seirnon, 1993; 
Stolzenburg, 1994; Wiens et al., 2005) reported a relationship between large hail 
and positive CG lightning. They showed that hailstorms usually produce large 
hailstones in the active period of positive CG flashes. For example, MacGorman 
and Burgess (1994) analyzed the characteristics of CG flashes in 15 severe
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storms with large hailstones or tornadoes and found that the large hail occurred 
during the period when positive ground flashes dominated. In 1 1 tornadic 
storms, tornadoes occurred either during or after the period when positive 
ground flashes dominated. The strongest tornado usually begins after the 
positive ground flash rate decreases from its maximum value. Montanya et al. 
(2007, 2009) and Soula et al. (2004) revealed a reversal of the dominant polarity 
of the CG flashes from negative to positive during the period when cells 
produced hail.

Other studies showed that severe weather often occurs without dominating 
positive strokes. Bluestein and MacGorman (1998) and Curran and Rust (1992) 
reported that within the hailstorms they had studied, the negative cloud-to- 
ground flashes dominated.

Carey et al. (2003) analyzed severe storms for a period of 10 years (1989- 
1998) and came to the conclusion that there was a significant regional variability 
in the percentage of positive CG lightning produced by severe storms during the 
warm season. It is assumed that the geographical preference of positive storms is 
linked to specific meteorological conditions of the region. For this reason, some 
authors (Gilmore and Wicker, 2002; MacGorman and Burgess, 1994; Smith et 
al., 2000\ Williams et al., 2005) explored the relationships between the 
environmental conditions and CG lightning. Based on the hypothesis that 
mesoscale environment indirectly influences lightning polarity of the storms by 
directly controlling storm structure, dynamics, and microphysics which in turn 
control storm electrification, the analysis of Carey and Buffalo (2007) 
demonstrated significant and systematic differences in environmental conditions 
of positive and negative storms.

Lang and Rutledge (2002) analyzing 11 thunderstorms came to the 
conclusion that “The only significant differences between intense storms that 
produced predominately positive cloud-to-ground (CG) lightning for a 
significant portion of their lifetimes (PPCG storms) and intense storms that 
produced little CG lightning of any polarity (low-CG storms) was that PPCG 
storms featured much larger volumes of significant updrafts and produced 
greater amounts of precipitation (both rain and hail)”.

Different authors reported various values of multiplicity. For example: 
Soula et al. (2004) obtained values from 1.9 to 2.6 for the negative CG flashes 
and from 1.0 to 1.2 for the positive ones, while Carey et al. (2003) obtained 
similar values of mean positive and negative CG multiplicity (1.2 and 1.1, 
respectively) for the analyzed supercell.

The interesting feature of lightning behavior during the lifetime of a severe 
storm is the presence of a lightning “hole” (areas of week or even zero total 
lightning density surrounded by larger values). The existence of a hole is 
reported by many authors (Goodman et al., 2005; Lang et al., 2004; 
MacGorman et al., 2005; McKinney et al., 2008; Murphy and Demetriades, 
2005; Steiger et al., 2007; Wiens et al., 2005). Lang et at. (2004) found that the
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lightning hole is associated with extremely strong updrafts in the bounded weak 
echo region of the supercell. This hypothesis is supported by different 
observations (for example, Goodman et al., 2005; Steiger et a l, 2007). 
However, Murphy and Demetriades (2005) analyzing two hail-producing 
supercells reported that the lightning “hole” was not linked to the bounded weak 
echo region but rather was a manifestation of a more complicated radar 
structure.

It is clear that conclusions based on the investigations conducted in 
different geographical regions are often contradictory, because the variability of 
lightning parameters is linked to several factors, especially latitude, season, 
location, and climatic conditions (e.g., Orville, 2002; Sheridan, 1997; Soriano et 
al., 2001; Soula et al., 2004;). Different types of thunderstorms were studied by 
Lang et al. (2000) and Ray et al. (1987) in order to analyze the reasons for the 
differences in lightning behavior.

Bulgaria is situated in southeast Europe. Within a relatively small area 
(111 000 km2), the Bulgarian landscape exhibits a striking topographic variety 
- large plains and lowlands, valleys and gorges, low and high mountains (up to 
2-3 km). The mountains are important factor for the intensification of 
convection.

From April to September the frequency of thunderstorms in Bulgaria is 
high. In more than 60% of the days there are thunderstorms and half of them 
produce hail.

The analyses in Dimitrova et al., (2009) revealed that most of lightning 
features of the studied severe and non-severe thunderstorms developed over 
Bulgaria were similar to those in other geographical regions. However, there are 
some differences in lightning behavior in severe storms that stimulated the 
analysis of lightning characteristics in different types of severe storms.

The goal of the present paper is to study the lightning behavior in three 
different types of severe storms produced large hail (diameter more than 2 cm) 
over Bulgaria. The evolution of lightning characteristics of a multicell, a 
supercell, and a multicell that evolved into a supercell storm is analyzed together 
with the radar characteristics.

2. Data

The lightning and volume radar data over the territory of Bulgaria have been 
available since 2008. Lightning data are taken from the L1NET network (Betz et al., 
2008). Radar information is obtained from radar network of Hail Suppression 
Agency in Bulgaria.

The main information about the hail precipitation is regularly obtained 
using data from the rain gauge network with distance between the gauges of
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about 10-12 km. Additional information is given by voluntary observers in 
towns and villages situated between the rain gauges.

2.1. Radar data

Data from two S-band Doppler radars were used (Fig. 1). The one is in North 
Bulgaria (Bardarski geran village, Vratsa district) and the other is in South 
Bulgaria (Golyam Chardak village, Plovdiv district).

Fig. I. Range of radar observation. Both radar stations ( in Bardarski geran village -  
North Bulgaria and Golyam Chardak -  South Bulgaria) are part of radar network of Hail 
Suppression Agency in Bulgaria.

Radar data were used to produce horizontal and vertical cross sections of 
thunderstorm cell structures. These profiles are estimated from volumetric data 
generated by an automatic scanning at 14 elevation angles. The elevation of the 
successive scan was increased from 0.2° to 85° with an irregular step while 
spinning around 360° of azimuth. The full volume scan was performed for 4 
minutes in a range of 150 km. IRIS (Interactive Radar Information System) 
generates products based on this volume scan.

Data for the vertical profile of reflectivity for the storms’ cells - maximum 
reflectivity, height of maximum reflectivity, Hzmax, maximum heights of 15 
dBZ, and 45 dBZ contour (HI5 and H45 respectively) were analyzed to 
investigate storm’s structure and evolutions.
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The analyzed information for lightning characteristics was taken from the 
European LINET (Betz et ah, 2008).

LINET is a VLF/LF lightning detection network developed at the 
University of Munich, which provides continuous data for both research and 
operational purposes. During international co-operations, LINET has been 
deployed in four continents. LINET covers a wide area approximately from a 
longitude o f -10° to 25° and from latitude of 35° to 66° (Betz et a/., 2009). The 
LINET data set provides information on stroke time, geographical location, 
height of intra-cloud (IC) events, peak current (PC), and polarity. The 
discrimination between CG and IC lightning in LINET relies on a TOA (times 
of arrival) analysis. The corresponding differences in travel time from high- and 
low-lying emission centers are exploited within the TOA locating algorithm 
(Betz et a/., 2004; Betz at al., 2009). This 3D discrimination method is reliable 
when the sensor baseline does not exceed ~250 km. Thus, while the sensor 
geometry in the central part of the network allows locating very weak lightning 
events with the inclusion of large numbers of IC and reliable discrimination 
between CG and IC, in the surrounding areas the network reports predominantly 
the stronger events, which are mainly return strokes (CG) (Betz et al., 2009). 
Bulgaria is in the edge of the LINET network geometry. To avoid inaccuracies 
in the separation of IC and CG strokes, total lightning is studied in the present 
paper.

The lightning characteristics -  flash rate (FR), peak current (PC), 
multiplicity (number of strokes in one flash) Mn, and polarity of total lightning 
(intra-cloud and cloud-to-ground) were analyzed. The flash rate was calculated 
per 4 minutes in accordance with the period of radar volume scan.

2.2. Lightning data

3. Case studies

Three severe thunderstorms with a different development were studied. One of 
them was a multi-cellular storm (MC) which developed on August 8, 2010 
{Fig. 2a). The other one occurred on May 30, 2009 and was an isolated 
developed supercell (SC) {Fig. 2c), while the third one, developed on August 6, 
2010, was multicellular and evolved into a supercell storm (MSC) {Fig. 2b).

Maximum values o f some radar characteristics together with the 
corresponding temperature given in Table 1 show that the three thunderstorms 
had a strong vertical development (the top echo, H 15 of thunderstorms reached 
at altitude of 16-17 km) and intense radar reflectivity echo -  60-65 dBZ. The 
other similarity between the studied thunderstorms is the long life time (longer 
than 2 hours) and the registration of large hail (diameter larger than 2 cm) at the 
ground.
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Fig. 2. Radar display of the maximum radar reflectivity [dBZ] obtained by S-band radar 
in the moment of maximum development of: a) multicell thunderstorm, MC on August 8 , 
2010 at 1444 UTC (1744 local time); b) multicell evolving into a supercell thunderstorm, 
MSC on August 6 , 2010 at 1316 UTC (16:16 local time); c) supercell storm, SC on May 
30, 2009 at 1424 UTC (1724 local time). The range markers identify 50 km separations.

Table 1. Maximum values of some radar characteristics and corresponding temperature in 
the three studied thunderstorms: multicell thunderstorm, MC; evolved from multicell into 
supercell thunderstorm, MSC; supercell storm, SC

Max values MC MSC SC

HI5 [km] 16.1 16.5 16.9
T m 5 [ ° C ] -60.7 -59.2 -60.1
H45 [km] 11.8 13.5 10.9
T H45 [°C] -42.2 -51.0 -54.3
Zmax [dBZ] 65.0 60.0 63.5
Hzmax [km] OO OO 7.9 8.0

THzmax [°C] -28.4 -24.6 -33.1
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However, the studied storms had differences in the development and radar 
stmcture. From the beginning the SC storm developed as an individual super 
cell with a rapid vertical development. In 10 minutes the height of 15 dBZ radar 
echo increased from 7.6 km to 10 km and the maximum reflectivity increased 
from 35 dBZ to 53.5 dBZ. In the next 10 minutes the maximum reflectivity 
reached 60 dBZ keeping up these high values (60-65 dBZ) during the next 
90 min.

Unlike this storm, both MSC and MC storms started as ordinary non-severe 
multicell storms. MSC storm underwent a transition from a weak multicellular 
storm into an intense supercellular storm in the period 1236 UTC -  1300 UTC. 
The development of MC storm intensified after 1416 UTC. The maximum 
measured radar reflectivity in MSC storm was 60 dBZ and in MC storm - 
65 dBZ.

There is a well pronounced pulse in the vertical development of MC 
storm and two pulses in MSC storm. These pulses are associated with a 
sharp increase of H15 and H45 centered around 1416 UTC in the MC storm 
and around 1236 UTC and 1304 UTC in the MSC storm. The maximum 
values of H45 in the three studied storms are significantly different (Table 
1). In MSC storm, H45 reached 13.5 km and in SC and MC storms -  10.9 
and 11.8 km, respectively. Another significant difference between MSC 
storm and MC and SC storms is the location of region with high radar 
reflectivity > 60 dBZ. The duration of an existence of high radar reflectivity 
above zero isotherm, HO, in MC storm and in SC storm was about 3 times 
longer than for MSC storm. (Fig. 3a, b, c)

The MC and SC thunderstorms produced hailstones with diameter up to 
3 cm and MSC storm up to 6 cm. There is also a significant difference in the 
duration of large hail falling on the ground from the three thunderstorms - 
60 min from MC storm (with interruptions due to the multi-cellular 
development), 15 min from SC storm, and 26 min from MSC storm.
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4. Lightning behavior

Evolution of flash rate (FR), polarity, peak current (PC), and multiplicity (Mn), 
during the lifetime of the three severe storms were analyzed together with radar 
characteristics of the storms.

The flash rate of total lightning in MSC storm (Fig. 3b) is remarkably 
higher than in MC and SC storms (Fig. 3a and Fig. 3c, correspondingly). The 
mean and maximum values of both negative and positive flash rates in the MSC 
storm are also considerably higher than the corresponding characteristics in MC 
and SC stonns (Table 2).

Table 2. Mean and maximum values of flash rate per 4 minutes during the lifetime of 
studied thunderstorms: multicell thunderstorm, MC; evolved from multicell into supercell 
thunderstorm, MSC; supercell storm, SC

Flash rate per 4 minutes 
Positive Negative Total

mean max mean max mean max
MC 1.2 2 9.9 23 10.1 24
s c 2.1 5 4.9 15 6.0 15
MSC 11.2 38 27.8 80 38.8 113

During the non-severe stage of MC storm (from 1248 UTC till 1412 UTC) 
and MSC storm (from 1140 UTC till 1232 UTC), the flash rate is significantly 
lower in comparison with the severe stage (see Fig. 3a, Fig. 3b). In the non- 
severe stage, the time duration of H15 and H45 above -4 0  °C and -20 °C 
isotherms, respectively, is longer for MSC storm in comparison with MC storm. 
Thus, the vertical profile of radar reflectivity indicates that MSC storm has a 
stronger updraft than MC storm. One can speculate (see Carey and Rutledge, 
1996) that the stronger updraft in MSC storm is responsible for the greater 
number of graupel than in MC storm and thus for higher Hash rate via the non- 
inductive mechanism of thunderstorm electrification (Saunders et al., 1991).

In the three thunderstorms there is a jump in the flash rate before the 
occurrence of large hail on the ground. The flash rate FR> 1 min-1 sharply 
increases more than 2 times 12 min before the hail fall in MC storm, 20 min in 
SC storm, and 24 min in the MSC storm (see Fig. 3a, b, c). The increase is more 
pronounced in MSC and MC stonns. It is just before the transition of non-severe 
to severe stage of both thunderstorms, when a pulse in the vertical development 
of the cells (sharp increase of HI 5 and H45) is abrupt.

The maximum values of flash rate in the three storms are detected after the 
maximum vertical development of the storms (see Fig 3). In MC and MSC stonns
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these values are reached after a second jump of flash rate, which occurs after the 
lowering of the height of radar reflectivity > 60 dBZ below the 0°C isotherm.

A small decrease of the flash rate is observed in MSC storm during the 
large hail falls, while the corresponding decrease by a factor of 4 is significant in 
SC storm. However, the flash rate reached maximum values in MC storm during 
the occurrence of large hail.

The plot of lightning density (number of strokes for 10 minutes in a grid 
cell 5 km x 5 km) is shown in Fig. 4. The lightning density reached its 
maximum values before the falling of large hail on the ground and decreased in 
the beginning of this period in all three thunderstorms. While the lightning 
density reached its maximum, there was a convective vertical development, 
when a reflectivity of 45 dBZ extended up to -40°C isotherm and the maximum 
radar reflectivity (>60 dBZ) -  extended up to the -20 °C isotherm.

During the large hail fall (the period of time is denoted by red color in 
Fig. 4), the decrease of lightning density was observed, although the radar 
reflectivity was very high. The lower panel in Fig. 4 shows that a lightning 
“hole” is observed in SC storm during the hail fall (from 1430 UTC till 
1440 UTC). The more detailed analysis revealed that the presence of a lightning 
“hole” is accompanied by an occurrence of bounded weak-echo region (BWER) 
of the SC storm (Fig. 5).

P -  >4 Л .  -=* f t  T  £
1 4 0 0 - 1 4 0 9  1 4 1 0 - 1 4 1 9  1 4 2 0 - 1 4 2 9  1430-1439  1440-1449  1450-1459  1500-1509  1510-1519

2 4 6 8 Ю 12 14 16 18 20

lightning density
MSC storm

1230-1239 1240-1249 1250-1259 1300-1309  1310-1319  1320-1329  1330-1339

h
1400-1409

SC storm

1410-1419 1420-1429 1430-1439

Ю 20 30 40 SO 60 7 О 80 90 ISO
lightning density

1440-1449 1450-1459 1500-1509

1 2 3 4 5 6 7  8 9  ІО
lightning density

Fig. 4. Lightning density (number of strokes for 10 minutes in a grid cell 5 kmx5 km) 
during the part of lifetime of a multicell thunderstorm, MC (upper panel); multicell 
evolving into supercell thunderstorm, MSC (middle panel); a supercell storm, SC (lower 
panel). The period of large hail is denoted in red.
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Fig. 5. Vertical cross-section o f the supercell storm, SC on May 30, 2009 at 1432 UTC 
(17:32 in local time).

There is no direct correlation between flash rate, FR, and radar 
characteristics. However, a statistically significant (a=0.05) correlation is 
established between H45 and FR averaged in I km bin (see Fig. 6). Based on the 
assumption that the radar volume fraction for graupel correlates with the volume 
with reflectivity of 45 dBZ, one can speculate that these results are consistent 
with the non-inductive charging mechanism (Saunders et al., 1991; Sanders, 
1993), which relies on the rebounding collisions between graupel and ice 
crystals in the presence of the super-cooled liquid water.

Fig. 6. Flash rate FR (averaged in 1 km bin), as a function of F145.
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The analysis of strokes polarity showed that positive strokes were detected in 
all three studied cases (Fig. 7). However, the percentage in MC storm is very low 
(~1%), while in SC and MSC storms it is approximately 20%. The number of 
positive strokes is highest during the period of large hail detected on the ground 
(Fig. 8). In SC storm, the FR of positive flashes predominated and was 2.5 times 
higher than FR of negative ones 8 minutes before large hail on the ground (Fig. 7c).
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Fig. S. Percentage of positive strokes before, during, and after large hail falling on the ground.

The mean and maximum values of multiplicity of negative flashes in MC and 
SC storms are similar (Table 3). Their maximum values are significantly lower 
than the ones in MSC storm.The maximum values of multiplicity in the three 
storms were before the falling of large hail on the ground (Table 4).The highest 
value of 16 is registered in MSC storm, while maximum values in MC and SC 
storms are 6 and 7, respectively. In the three thunderstorms, there is a pronounced 
jump in multiplicity before the time of detection of large hail on the ground -  
18 min in MC storm, 8 min in SC storm, and 68 min in MSC storm (Fig. 9 a, b, c).

Table 3. Mean and maximum values of multiplicity and peak current (absolute value), 
PC, of the studied thunderstorms

Multiplicity PC
Positive Negative Positive Negative (absolute values)

mean max mean max mean max mean max
MC 1.0 1.0 1.2 6 . 0 22.8 48.2 21 .4 67.6
s c 1.0 1.0 1.3 7.0 21.2 70.3 17.4 64.5
MSC 1.1 3.0 1.8 16.0 10.8 37.3 16.4 104.7

Table 4. Mean and max values o f  multiplicity, Mn during different periods of the studied 
thunderstorms development: before the first severe hail fall on the ground; during a 
severe hail fall on the ground; after the last registration of severe hail on the ground

MC MSC SC
mean max mean max mean max

Neg Pos Neg Pos Neg Pos Neg Pos Neg Pos Neg Pos
before 1.4 1.0 6.0 1.0 2.3 1.1 16 2.0 1.3 1.0 7.0 1.0
during 1.2 1.0 4.0 1.0 2.0 1.1 11 2.0 1.1 1.0 2.0 1.0
after 1.2 1.0 3.0 1.0 1.5 1.1 10 3.0 1.3 1.0 5.0 1.0
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The analysis of negative peak current shows that there are no significant 
differences in their mean absolute values for the three storms (Table 5). The 
mean values of positive peak current in MC and SC storms are 2 times higher 
than in MSC storm, and the highest value of 70.3 kA was registered in SC, while 
the highest absolute values of negative peak current was detected in MSC 
(105 kA). Additional analyses showed that in MC and SC storms all detected 
strokes had absolute values of peak current above 10 kA, and in MSC storms 
there was a great number of strokes (14% for negative and 46% for positive) 
with absolute values of peak currents less than 10 kA.

5. Discussion and conclusion

An analysis was carried out on total lightning behavior during the lifetime of 
different types of severe thunderstorms (a multicell, a supercell, and a multicell 
that evolved into a supercell) producing large hail over Bulgaria.

Significant number of positive strokes was detected in both supercell SC 
and MSC storms with the highest percentage during the period of large hail falls 
on the ground. In the supercell of the SC storm, the positive strokes even 
dominated over negative ones 8 minutes before the beginning of large hail fall. 
The detected significant number of positive strokes is in agreement with the 
results obtained by other authors (e.g., Carey and Rutledge, 1998; Lang et al., 
2004; MacGorman and Burgess, 1994; Stolzenburg, 1994; Wiens et al., 2005). 
There are two “main” hypotheses for explaining the large number of positive 
CG lightning in some thunderstorms -  the tilted-dipole charge structure or the 
formation of inverted dipole (MacGorman and Nielsen, 1991, MacGorman and 
Burgess, 1994). Since a high number of negative flashes together with the 
positive ones were detected in SC and MSC, one can assume that tilted dipole 
structure of supercell storm can explain the high number of positive CG flashed. 
The analyses reveal that the top of the updraft core in SC and MSC is displaced 
sufficiently far horizontally from the reflectivity core, which supports the 
assumption that the tilted dipole structure is responsible for the large positive 
flashes in SC and MSC.

The jump of lightning density is observed before large hail fall in the three 
thunderstorms, associated with a dramatic decrease in the beginning of the hail 
fall. There is a positive time lag between the jumps of both multiplicity and 
flash rate and start of large hail falls in the three studied thunderstorms. The 
established jump in the flash rate before the large hail fall corresponds to the 
results reported by Kane (1991), Sonia et al. (2004), and Williams et al. (1999). 
Laboratory results in Brooks et al., 1997 show that the magnitude of separated 
charge is higher at higher liquid water content and velocity of interacting 
particles. Based on that one can assume that the flash rate increases sharply at 
the increase of supercooled water and updraft velocity which also lead to the
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growth of large hail. Thus, an increase in the CG lightning rate may consider as 
an indication of the subsequent falling of damage hail on the grounds. One 
possible reason for the decrease of flash rate at the beginning of intensive hail 
fall is the diminution of charge density due to the fall out of charged particles 
from thunderstorm cloud.

The mean and maximum values of total flash rate, as well as of the 
multiplicity of negative strokes in MC and SC storms are remarkably lower than 
in MSC storm. In the frame of the present study, the reason for the dramatically 
higher values of flash rates in MSC storm in comparison to those for MC and 
SC storms is not clear. One can speculate that this results from the more 
intensive vertical development during the severe stage of MC and SC storms in 
comparison with MSC storm. Lang et al., 2000, obtained similar results and 
suggested that a possible explanation could be the elevation charge hypothesis 
(MacGorman et al., 1989), namely that strong updraft prevents the formation of 
dipole structure due to the elevation of interacting ice particles (ice crystals and 
graupel) at higher level. In the supercell storm, SC, the lightning “hole” in the 
flash density is observed. The hole is associated with a bounded weak-echo 
region (BWER) of the cell, respectively with a strong updraft in this region 
{Lang et al., 2000, MacGorman et al., 2005, 2008, Wiens, 2005). We supposed 
that two processes are responsible for the lack of lightning in this region -  the 
elevation of the interacting ice particles by very strong updraft (MacGorman et 
al, 2005, 2008) and reduction of the amount of charge separation by rebounding 
collisions of ice particles in regions where hail is in a regime of wet growth 
(MacGorman et al., 2012; Murphy and Demetriades, 2005).

The present study reveals that most of the lightning signatures in the 
studied severe thunderstorms developed over Bulgaria are similar to those in 
other geographical regions, and the results are promising that lightning activity 
information can be used as an indicator for the occurrence of large hail on the 
ground over Bulgaria. One can speculate that the significant difference in some 
lightning characteristics of the three types of thunderstorms supports the 
conclusion by Fehr et al. (2005) that the convective organization plays a crucial 
role in lightning development. Due to the limited number of the studied cases, 
the results presented here have to be considered only as a first step to the study 
of lightning behavior from severe thunderstorms over Bulgaria. For firm 
conclusions, the analysis of lightning characteristics of more severe 
thunderstorms producing damaging hail has to be carried out in order to 
establish a broader statistical basis.
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Abstract—Agrometeorology is the branch of atmospheric sciences. Lately, modem 
agrometeorology has been based on exact principles and its findings are of interdisciplinary 
nature. The focal questions of agrometeorology are determined by the climate of large 
regions; therefore, its material division is specified by the local nature of the climate system 
and its methods are systematized by macro- and micrometeorology. Agrometeorology can 
be regarded as a group of determinant aspects of economic decisions. This publication 
summarizes the 150 years of development of agrometeorology in Hungary.

Key-words: history of agriculture in Hungary, agrometeorology, climatology, 
agroclimatology, productivity, weather sensitivity, hazards, water supply of 
crop canopy, evaporation, production, fertility, actual and potential production

1. Introduction

The ancient cultures had been continuously extending due to the knowledge 
created by the accumulation of observations. The specialization of this 
knowledge base created the fundamentals of specialized sciences as a result of 
the integration of sciences. Of these, the production activity dealing with the 
issues of human nourishment was developed, as well as the range of consumers 
which stems from human needs and these two were equally regulated by the 
climatic endowments of the environment whose risky significance has a global 
effect even nowadays. Through the centuries, agricultural production and social 
consumption, as well as the risk range of these two got into an increasingly close 
connection with each other which resulted in the forceful development of 
interests of connections towards each other and the deepening of these interests. 
During the modernization of agriculture, the climatic risk has been continuously
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increasing with the development of the consumer society. As a result, an 
increasingly complex connection has been developed between the agriculture 
and the climatic environment. The research area of agrometeorology arose from 
this field, as agrometeorology is meant to explain the causal chain of the 
biological consequences triggered by the physical effects of the atmosphere with 
the consideration of the causal order. It follows from this statement that the 
database of agrometeorology and the nature of its treatment methods is such a 
partial complex of the meteorological bases that concludes to the physical 
explanation and consequences of the effects elicited by the atmosphere.

2. Preliminaries of agrometeorological research in Hungary (1850-1950)

Temperate zone modern agriculture roots back into the 13th-16th century in 
England and the Netherlands. By this time, the history-forming period of great 
European migrations was over and a seemingly more permanent agriculture 
unfolded which rooted in the ancient fundamentals and which also provided the 
basis for modern agriculture that developed in the subsequent centuries. In the 
centuries after the millennium, there was no agriculture in a sense of that is 
called agriculture today. The increased population in the mentioned areas 
demanded an extremely intensive grazing animal husbandry whose 
environmental conditions were mainly provided by the favorable climatic 
endowments. This development resulted in severe natural consequences and 
they are regarded as the first revolution of agriculture in history. As a result of 
the heavy use, soils gradually lost their fertility. The soil degradation caused by 
soil use strongly deteriorated the ecological balance (Overton and Campbell, 
1996; Allen, 1999; Campbell, 2010). The dilemma of losing the ecological 
balance resulted in an episode of developing agriculture which was regarded as 
an imperative condition in relation to the elimination of the crisis. Following the 
abolition of the aggravating circumstances, a more modern agriculture was 
developed in a few centuries, involving closed-loop animal husbandry, while 
crop rotations also became widely used and various methods of cultivation were 
also becoming increasingly widespread. This modernization became a general 
characteristic of agriculture inside the continent in a few centuries.

By the middle of the second millennium and the subsequent centuries, the 
production techniques applied for various climatic characteristics penetrated the 
Carpathian Basin. The production of western European, relatively more water 
demanding crops increased, the problems of water management regularly 
causing mediterranean droughts in the summer became more frequent, new plant 
species and varieties appeared, and these all contributed to the modernization of 
the Hungarian agriculture.

The region of Central European agriculture was the meeting point of the 
effects coming from these three directions, and the simultaneous benefits and
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complexity could be detected in the history of the past of Hungarian agriculture. 
Fig. 1 shows the direction of the peculiarities characterizing the agriculture 
which evolved as a result of the mentioned climatic effects and the various large 
territorial differences.

Fig. 1. Development dynamics of modem agriculture in Central Europe (1200-1600)

The conservative layer which is not adjusted to the given climate was 
struck by the extending cropping area of newly produced plants and the lack of 
professional knowledge. Simultaneously with the increasing change and 
modernization of the production structure, the processing industry was forcibly 
developed, resulting in what is called technical development.

The growth of agricultural production of this period was characterized by a 
less powerful prosperity and issues, in which the strong consequences of 
climatic effects were obvious developed and the dependence on these effects 
was also necessary. Since agriculture was based solely on natural resources at 
this time, the various soil characteristics and the consequence of the correlation 
between climate and soil also had an essential role in addition to climatic 
factors. The differences in the environment of the areas of the Carpathian Basin 
which are suitable for agricultural production played a very important role not 
only in the climate, but also in the soil characteristics. This role provided the 
basis for getting to know the empirical correlations and phenomena of 
subsequent agrometeorological knowledge.

There was limited receptiveness concerning development opportunities in 
the 18th century, mainly due to the social structure. The elements of production 
modernization were created almost only by the so-called allodial plot system. 
The smaller feudal farms represented the less favored social class.

In the 19th century, natural sciences developed sharply, resulting in the further 
intensification of agriculture. As a result of the increasing demand for new
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knowledge in the 1800s, agricultural higher education institutions were established 
which prepared professionals who constituted the intellectual basis of development. 
These were the institutions (Keszthely 1797, Magyaróvár 1850, Debrecen 1867) 
where agricultural climatology evolved in Hungary, as "Climatology" was an 
obligatory subject in the education program. Also, the outstanding teachers of these 
institutions provided the intellectual basis that was able to accept various forms of 
modernization. Simultaneously with the scientific basic education, field 
experiments were launched in a relatively narrow framework. In these trials, the 
determinant role of climatic effects which regulate yield were of chief importance 
in addition to cultivation and nutrient management. These issues necessitated the 
increasing range of research complexity.

The establishment of the National Meteorological and Earth Magnetic 
Science Institute (1870) was a significant event. Within this institution, an 
agrometeorological department was also established in addition to the more 
special data and knowledge collection activities, although it stopped working in 
the subsequent decades. The station network of the former meteorological 
institute published climatic data in various forms still used by educated 
agriculturalists and researchers with significant efficiency. The so-called 
agricultural experimental stations were also established in this period. In these 
stations, the climatic information was of significant scientific value.

Mention has to be made o f the results of technical development launched in 
the second half of the 1800s. During the targeted planning processes, this 
development always considered the climatic parameters that provide information 
to build various constructions. Last but not least, it has to be noted that 
agrometeorology is a field of climatology which makes it possible to consider 
the efficiency of an agricultural technological system. From this viewpoint, 
Hungarian agrometeorological research left room for development for the 
succeeding generations.

In the first half of the 1900s, the agricultural use of meteorological 
information significantly served the research of climatic examination results 
which cannot be missing from agricultural development. Therefore, the 
publication of the standard time series of various weather elements was of 
primary importance. Based on these results, it was possible to launch 
agroclimatological research subsequently (Smith, 1915; Cserháti, 1905; Gyárfás, 
1922; Kreybig, 1953; Boncz, 1992; Nyíri, 1993; Kemenessy, 1964; Birkás, 2006; 
Györffy, 1990).

The increasing development resulted in a production increase that created 
the basis of the economic crisis by the first half of the 1800s. As a result, the 
evaluation and thorough research of climatic effects was done rather slowly. In 
this period, the main tasks of the National Meteorological Institute were the 
gradual extension of climatic data collection, the improvement of its system, 
their collection in a few decades, the publication of the several year averages of 
the main elements, as well as the performance of technically limited forecasts.
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The activity of the institute resulted in the simple information basis on which 
agrometeorology was built up.

In this period, no specific agrometeorological research was launched, but 
some researchers were already dealing with climate effect issues that affect 
agriculture, mainly with the aim to determine the extent of climate damages. The 
observation series performed between 1901-1930 made it possible to estimate 
the climate effects based on several decades, but these data were still mainly in 
connection with climatic extremities, and no more detailed statistical analysis 
was performed. The basis of examinations was the determination of the climatic 
differences between low and high yields concerning not more than a few smaller 
regions. In the subsequent decades of the millennium, there were yield series 
which provided an opportunity to analyze and explain the fluctuation of yields 
due to climatic reasons.

The reason for the late launching of agrometeorological research was not 
the lack of interest, but the simultaneous lack of knowledge about crop 
production and climate, although this issue arose as a problem independent of 
historical influences in an agriculturally significant country.

In the first decades of the 1900s, the preparation for war, the difficult 
economic circumstances caused by the First and Second World Wars, and the 
subsequent social change did not make it possible to further improve the related 
research. Despite the fact that the already traditional climatic observations 
coupled with the poor and significantly mutilated education system became 
incapable of functioning, tasks driven by new goals and the launching of these 
tasks became necessary.

3. Expansion of agrometeorological research (1950-2010)

In Hungary, the economic change after the Second World War took nearly ten 
years. The new fundamentals of the agricultural area and the change of farming 
methods root back to 1960. Also, this period marks the beginning of the 
modernization of agriculture. The reorganization of crop production was started, 
mainly by the replacement of crop species, partially the increasing use of fertilizers 
due to the lack of organic manure and further improvement of soil fertility. Within 
the more modern agriculture, the sensitivity to weather increased in crop 
production, also resulting in the growing production risk. This large change 
increased the demand for climatological information. This need was expressed in 
numerous forms, several different agricultural service research institutes were 
formed, some of which also performing various meteorological observations, 
measurements, and research activities that served agriculture directly (see later).

The manifold development elicited the fundamental change of the 
agroecological approach and a change of direction: research built on various 
natural science bases was becoming wider and the integrated system of
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knowledge was also extending. In the initial phase of development, the 
opportunities of intervention were gradually increasing with the extension of 
technological elements, but the long-term consequences of the interventions, 
their mechanisms, and the correlations of these remained unknown for the most 
part. Practically, the complex representation and mapping of the dynamics 
which can be observed in the field could not be done. The main question was 
posed: what could be the most important new method and system which can 
help in directly exploring the efficiency of interventions? It could be regarded as 
a historical point when the idea of launching complex long-term experiments 
was conceived.

The examinations covered not only the plant, but also the environmental 
factors which directly or indirectly affect the vital functions of the plant. These 
examinations are mainly built on biological, chemical, and physical rules. Only 
a narrow range of empirical methods can be observed in the basic concept of 
these examinations. Instead, the system of parameters which can be described in 
an exact way by explaining the causal conditions became more extended.

The agroecological systems have a specific energy and material flow. The 
factors governing the whole system are

-  created by humans,
-  driven by solar energy,
- maintained by the energy and material source and of the environment, as 

well as its flow,
-  regulated by humans.

Therefore, the aim of natural science examinations is not to question the 
correctness of observations, but to get to know and describe exactly the assumed 
consequence. The dynamic approach built on the principle of causality lays the 
main emphasis on the importance of getting to know the processes. While the 
static approach is condition-focused, the dynamic approach focuses on the 
process. In addition to climate, soil can also be regarded as an environmental 
factor, although its characteristics are totally different than those of the 
atmosphere. Still, its conditions can greatly vary between crop years and the 
reason of this phenomenon is partly the climate effects, but also the use and 
effect of technological factors which are adjusted to the climatic conditions, too. 
Therefore, the effect of climate affects the physical condition of the air space 
close to the surface, and it has an indirect and altering effect through the soil as 
well. By doing so, the air, soil, and plants form a specific system in a physical 
sense, which is basically an ecological system of the nature (Szász, 1987; 
Petrasovits and Balogh, 1974).

The process-focused analysis of each question of modern crop production 
can only be performed if their basis is constituted by a scientific information 
system in which the criteria that meet the hierarchic principles are strictly met. 
This new approach set an ideal aim to perform the integrity role of cooperating
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branches of science; therefore, to be a cooperating research partner of 
meteorological research (Monteith, 1975; Varallyay, 2008).

As a matter of course, the development of the approach of agrometeorology 
cannot neglect climatological and meteorological measurements and the 
development of a database derived from their data, on which the narrowly 
interpreted agrometeorology is built. In other words, no agrometeorological 
examinations can be performed without climatological bases, since these areas 
of science systematize the effects which act on agriculture over time, and 
agrometeorology works out the explanation of the responses to these effects. 
Therefore, this is the reason why the main activity of agrometeorology cannot be 
observed without knowing the climatic examination of the country which is 
described by the section about the main characteristics of the climate of Hungary 
{Varallyay et al., 1980).

4. Climatic description of the flat regions of the Carpathian Basin

The climatological information on which agrometeorological examinations are 
built could be summarized as follows. It has to be emphasized that these data 
mainly refer to the relatively flat areas where the widely interpreted crop 
production has been carried out for centuries.

4.1. Radiation

The measurement of the energy of radiation was started after the 1900s, 
instruments were used to perform these measurements only on a few stations 
guided by the National Meteorological and Earth Magnetic Science Institute 
(OMFI) in the 1930s. Simultaneously with the network measurements, statistical 
analyses were also performed with the aim to determine the correlation between 
the measured sunshine duration and the daily duration of relative radiation. The 
aim was to get to know the average regional distribution of the radiation 
energy calculated on the basis of the sunshine duration measurements 
performed at 30-40 stations. In the 1950s, based on the research done by Dobosi 
and Takács (1959), the radiation balance could be determined on the basis of 
calculation. The first measurements aimed at determining the radiation balance 
were launched by the OMFI and the Agrometeorological Observatory of the 
former Agricultural Academy of Debrecen, which carried out regular 
measurements and energy flow examinations.

Radiation measurements were integrated into micrometeorological 
measurement programs (Berényi-Hesse, Hortobágy, 1962, OMFI-Balaton 
program 1958-1962, etc.), while some radiation measurements were carried out 
on demand at various agricultural research institutes (crop production, 
horticultural, agroecological research programs at Matronvásár MTA, 
University of Gödöllő, Debrecen, Keszthely, Szarvas, etc.)
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The first step towards working out the method of estimating the 
photosynthetic proportion of radiation in Hungary was made by Felméry (1974).

By the millennium, the database of agrometeorological research needs was 
provided by a network which consisted of around 40 stations. This network 
helped to establish the research school whose leaders (Takács, 1972; Dobosi, 
1972; Major, 1985) laid down the basis of the research and analysis of radiation 
measurements in Hungary. Furthermore, this network also provided other 
research locations (universities, research institutes, around 10 stations) with 
radiation data.

Based on the published measurement results related to the radiation energy 
supply of the agricultural area and the collected and organized measurements of 
the components of radiation flow, it can be stated that the energy supply of the 
Carpathian Basin significantly exceeds that of the agricultural areas at the same 
latitude.

Radiation is a meteorological element with two components, as the 
duration of radiation which is generally characterized by sunshine duration and 
the characteristics of the temporal and spatial features of radiation energy can be 
used both in theoretical and practical terms.

The temporal and spatial values of sunshine duration can be determined on 
the basis of the following important information:

-  astronomic sunshine duration,
- temporal and spatial distribution of the quantity of radiation energy.

The astronomic sunshine duration is determined by the position of the Sun and 
the Earth to each other, and its value is referred to the solid angle of 180° if 
expressed in hours. The published possible sunshine duration values refer to the 
latitudinal degree of the country, whose monthly values are summarized in 
Table 1. The extreme values o f the yearly solar cycle of the potential sunshine 
duration refer to the lowest and highest sun height days, expressed in 
hours/month and hours/day. The monthly and yearly sums (in geographical 
terms) of the potential sunshine duration slightly differ from each other due to 
the small range of the related surface. The yearly average sum of the potential 
sunshine duration is 4450 hours. The daily, monthly, and yearly sums of the 
actual sunshine duration are determined by geographical and climatological 
factors, of which the most important are the relief (due to the difference in the 
reference solid angle) and the clouds (due to climatological reasons). The 
monthly sums of the potential sunshine duration are shown in Table 1, where the 
actual monthly sunshine duration values are expressed in hours.

Despite the relatively small area of the country, there are average 
differences in the regional distribution of the sunshine duration mainly due to 
climatic reasons (clouds, fog). The regional difference of the average yearly 
sums exceeds 350 hours annually even in flat areas. According to the detailed 
examinations of Takács, the lowest yearly sums develop around the western and
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southwestern bordering areas of the Transdanubian region, where the yearly sum 
does not exceed 1700 hours. The area which is the richest in sunshine is the 
southern Danube-Tisza mid-region and the southern areas of the Trans-Tisza 
region, whose regional proportion is shown in Fig. 2.

Table 1. Monthly actual, possible and relative sunshine duration in Hungary

Month
Actual Possible Relative

Sunshine duration

Januar 2.0 8.9 0.22

February 3.0 10.2 0.29
March 4.5 11.8 0.38
April 6.1 13.5 0.45
May 7.8 15.0 0.52
Juny 8.5 15.7 0.54
July 9.2 15.4 0.60
August 8.5 14.2 0.60
September 6.4 12.6 0.51
October 4.3 10.9 0.39
November 2.3 9.3 0.25
December 1.5 8.3 0.18

Based on the research done by Takacs and Major, as well as Dobosi, the 
temporal and spatial distribution of global solar radiation was processed by 
David el al., (1990), using the data of the period between 1951-1980 
(Distribution o f the radiation balance in Hungary based on the data between 
1951-1980, 1990 ). This work gives information concerning the monthly energy 
sums of the global radiation related to 44 polygons of the country, as well as the 
average values which determine the radiation balance.

4.2. Temperature

Air temperature values determined in accordance with climatological averages 
provide a wide range of information and they are published to a detailed extent. 
The agricultural consequences of the variability of temperature are commonly 
known. Nevertheless, the response reactions of the effect of different variability 
cannot be neglected either, as the reactive heat demand of the plants are 
constantly changing. It is one of the tasks of the modernization of agroecological 
research to analyze the climate sensitivity of various culture plants. While the 
determination of optimal heat demand was in focus in the past decades, 
manifold consequences of the effects of tolerance to extremities and heat stress
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had to be taken into consideration in the recent decades. The system of related 
agrometeorological knowledge is still incomplete. The traditional methods of 
temperature observations and the demand-focused information system of 
agriculture only partially satisfy this need (Bacsd, 1952, 1959).

Fig. 2. Annual average of sunshine duration and the sum of global radiation (MJ m 2 year'1) 
in Hungary (Takacs, 1972; Major, 1985).

The agroclimatological characterization of temperature could be 
summarized on the basis of means, standard deviations, and the coefficient of 
variance. Table 1 shows monthly mean temperatures of 100 years and the 
related statistical parameters of the 5 stations. Based on the multiple year mean 
values of this table, significant difference is shown between the various areas of 
the country. The yearly mean temperature is between 9-11 °C in Hungary. The 
yearly fluctuation is characterized by the difference between the mean
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temperature in July and January, and the extent of fluctuation continuously 
decreases from eastern Hungary to the west, whose value is around 20-21 °C. 
Typically, the interim seasons are long from agricultural aspect and this 
phenomenon lengthens the vegetation period (Anjeszky et al., 1951).

The 50-50 and 100-year monthly mean values shown in Table 2 are rather 
close to each other, but it can only partially be accepted in view of the standard 
deviation values; therefore, longer periods need to be considered in order to 
determine the statistical probability of the variability. Nevertheless, these 
differences are significant from climate statistical aspect, and they do not have 
any fundamental importance from the viewpoint of agroclimatology. The 
referred values clearly show the great variability of the winter period. The 
lowest variability evolves in the second part of summer (s< 1.5). This statistical 
parameter is further increasing in the spring and autumn months (s = 1.5—2.5), 
which is then finally expressed in the value of coefficient variability (CV) 
(Szász, 1981,2005).

In field crop production, the cumulated sum of daily mean temperature 
values is frequently used. This topic cannot be dealt with in detail in this study, 
since these values represent environmental physical effect and consequence for 
plants which have different heat demand.

The most perfect and detailed information about the variability of temperature 
and the probability of its values are provided by the distribution analyses. No such 
analyzed research results are available from agrometeorological measurements. In 
order to fill this gap, Fig. 3 shows the distributions based on daily observations of 
100 years in Debrecen, showing the daily mean temperature. The distribution 
curves of the three summer months make it possible to gain information mainly on 
the probability of the extremely high or low value ranges which cannot be related 
to any given day, but they serve the purpose of getting to know the lower and upper 
limits of the tolerance of plants’ needs (Fig. 4).

The daily fluctuation of air temperature has a practical significance in 
agriculture, the extent of its value is shown below:

Season Winter Spring Summer Autumn
Daily average range (°C) 4,2-7,5 7.5-13.0 11.0-14.0 5.0-13.0

The minimum and maximum values of the daily fluctuations can cause 
irreversible damages to various extents. In the interim seasons, the critical 
extreme temperature is the minimum value, while it is the maximum value that 
could cause stress in the summer from the aspect of the heat demand of plants 
(Kakas, 1960).
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Table 2. Monthly means, standard deviation, and coefficient variation of temperature 
(1901-1950, 1951-2000)

Mean temperature (°C)
Station I. II. HI. IV. V. VI. VII. VIII. IX. X. XI. XII. Year

Zalaegerszeg
1901-1950 -1.2 0.7 5.8 10.8 15.8 18.9 20.9 19.9 15.8 10.4 5.0 1.0 10.3
1951 2000 -1.2 0.7 4.9 9.9 14.6 18.0 19.5 19.1 15.2 9.9 4.6 0.4 9.6
1901-1950 -1.4 0.7 5.1 10.2 15.4 18.4 20.3 19.4 15.6 10.1 4.6 0.7 9.9

Magyaróvár
1951-2000 -1.2 0.7 5.0 10.3 15.2 18.4 20.1 19.5 15.4 10.1 4.6 0.7 9.9
1901-1950 -2.3 -0.3 5.3 10.9 16.6 19.7 22 .0 21.1 16.7 10.8 4.8 0.3 10.5

T úrkeve
1951-2000 -1.8 0.4 5.3 11.1 16.4 19.9 21.6 21.1 16.7 10.9 4.9 0.5 10.6

1901-1950 1.0 0.8 6.5 11.7 17.2 20.4 77 7 21.7 17.7 12.1 6.1 1.6 1 1.5
Szeged

1951-2000 1.3 0.8 5.4 11.1 16.2 19.6 21.2 20.8 16.6 1 1.0 5.2 0.8 10.6

1901-1950 -2.3 -0.5 4.9 10.8 16.4 19.5 21.5 20.5 16.1 10.4 4.7 0.3 10.2
Debrecen

1951-2000 -2.1 0.0 4.9 10.7 15.9 19.1 20.8 20.2 16.0 10.5 4.7 0.1 10.1

Standard deviation (S)
Station I- II. III. IV. V. VI. VII. VIII. IX. X. XI. XII.

1901-1950 3.2 3.5 2.4 1.8 1.7 1.4 1.5 1.3 1.4 1.6 2.0 2.3
Zalaegerszeg , 95| 2()()0 2.6 2.7 2.2 1.6 1.6 1.3 1.5 1.6 1.5 1.6 1.9 1.8

1901-1950 3.1 3.4 2.2 1.7 1.7 1.5 1.2 1.2 1.5 1.6 1.9 2.3
Magyaróvár

1951-2000 2.7 2.6 2.2 1.4 1.6 1.4 1.4 1.5 1.5 1.7 1.8 1.8

1901-1950 3.5 3.4 2.3 1.9 1.8 1.4 1.3 1.5 1.6 1.8 2.2 2.6
Türke ve

1951-2000 2.7 3.0 2.4 1.6 1.6 1.4 1.4 1.7 1.7 1.5 2.0 2.3

Szeged
1901-1950 3.5 3.5 2.5 1.9 1.8 1.5 1.5 1.7 1.7 1.7 2.0 2.5
1951-2000 2.6 3.0 2.2 1.6 1.5 1.3 1.4 1.5 1.6 1.6 2.1 2.3
1901 1950 3.4 3.2 2.3 2.0 1.8 1.5 1.2 1.4 1.6 1.8 2.2 2.5

Debrecen
1951-2000 2.7 2.9 2.3 1.6 1.6 1.3 1.3 1.5 1.6 1.4 2.0 2.3

Coefficient of variation (CV)
Station I. II. III. IV. V. VI. VII. VIII. IX. X. XI. XII.

Zalaegerszeg
1901-1950 -269.4 540.8 41.0 16.4 10.7 7.3 7.3 6.6 9.2 15.8 40.1 223.5
1951-2000 -217.9 381.9 44.5 15.7 11.0 7.5 7.5 8.4 10.1 16.4 41.2 415.2

Magyaróvár
1901-1950 -221.3 520.4 43.9 16.6 10.7 8.0 5.8 6.4 9.7 15.5 40.7 343.0
1951-2000 -221.1 371.8 44.0 13.9 10.8 7.8 7.1 7.5 9.7 16.6 38.8 243.9
1901-1950 -153.4 1031.5 43.5 17.4 10.9 7.4 5.9 7.0 9.7 16.8 44.7 877.7

Túrkeve
1951-2000 -146.8 720.4 44.5 14.4 9.8 7.2 6.4 8.2 10.0 13.4 40.8 510.0

Szeged
1901-1950 -336.6 448.1 38.6 16.1 10.5 7.6 6.6 7.8 9.7 14.0 33.5 156.1
1951-2000 -209.1 391.4 39.9 14.1 9.3 6.7 6.5 7.3 9.6 14.3 40.1 278.0
1901-1950 -150.3 660.1 47.5 18.3 10.7 7.6 5.7 6.9 9.8 17.6 47.4 727.9

Deebrecen
1951-2000 -133.5 6405.0 47.4 14.7 10.0 6.8 6.3 7.6 9.9 13.1 42.5 1679.5
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Debrecen, June, July, August

Fig. 3. Probable distribution of the daily average temperatures in summer months 
(Debrecen, 1901-2000).

Debrecen, December

Fig. 4. Frequency distribution of the daily average and extreme temperatures in 
December with absolute maximun and minimum values (1901 -2000).

The spring and partially the autumn temperature damages are mostly 
caused by radiation frosts which are developed in accordance with local 
conditions, such as micro relief, heat capacity of soils, etc.

There has been no frost statistical frequency analysis related to a short 
period of time which is based on several years of observations because of the 
spatial and temporal heterogeneity of frost sensitivity. Table 3. provides
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information about the frequency of frost of various strength in the region of 
Nyíregyháza and Kecskemét broken down to 5-day periods and expressed in a 
percentage which represents the duration of frost in days (Szász, 1988). This 
table shows the values calculated on the basis of the minimum temperatures 
measured at 200 cm height, which cannot be regarded as typical values in the 
lower soil layers.

T a b le  3. F requency  o f  f iv e -d a y  m in im u m  tem p era tu re  (K ecsk em ét, N y íreg y h áza , 1 9 3 1 -1 9 7 0 )

Relativ frequency of different frosts., 1931-1970. Kecskemét
III. IV. V.

day 12-16 17-21 22-26 27-31 1-5 6-10 11-15 16-20 21-25 26-30 1-5
Frost days % 49.20 48.20 36.40 25.10 15.90 8.20 10.75 5.75 3.40 1.025 2.05

0 -(-0.9) 17.16 24.50 35.21 32.67 45.15 68 .80 66.70 36.40 16.75 50.00 25.00
(-1H-1.9) 15.60 119.15 15.50 24.50 35.50 6 .:20 19.05 45.40 66.60 25.00
(—2)-(—2.9) 16.66 116.00 21.10 12.25 6.45 18 80 4.76 9.10 16.65 50.00 50.00
(-3M-3.9) 13.55 8.50 14.10 8.16 12.90 6 ..30 4.76
(—4)-(—4.9) 11.45 111.70 5.64 16.30 4.73 9.10
(-5M-5.9) 10.40 9.57 8.45 4.08
(—6 )-(—6.9) 5.21 5.32 2.04
(—7)-(—7.9) 5.21 2.13
( 8)-( 8.9) 3.12
(-9H-9.9) 1.04 2.13

(—10M-10.9) 1.00

Relativ frequency of different frosts, 1931 -1970 , Nyíregyháza
III. IV. V.

day 11-15 16-20 21-25 26-31 1-5 6-10 11-15 16-20 21-25 26-30 1-5 6-10 11-15 16-20 21-25 26-31
Frost days % 62.0 56.5 44.0 32.5 22.5 22.0 12.5 10.0 5.0 4.0 2.0 0.0 0.5 0.5 0.5

0-(—0.9) 20.2 20.4 26.2 32.3 35.6 47.7 28.0 40.0 50.0 50.0 50.0 100.0 100.0
(-1H-1.9) 22.6 23.0 25.0 30.8 22.2 31.8 40.0 10.0 30.0 25.0 50.0 100.0
(-2M-2.9) 12.9 11.5 23.8 15.4 22.2 9.1 20.0 25.0 0.0
(-3X-3.9) 13.7 11.5 10.2 6.2 15.6 6.8 4.0 15.0 10.0 25.0
<-4)-M.9) 4.8 9.8 8.0 7.8 2.2 2.3 5.0 10.0
(-5M-5.9) 10.5 5.2 6.8 2.3 5.0
(-6M-6.9) 7.3 7.1 1.5 8.0

(—7)-(—7.9) 4.0 3.5 1.5 2.2
(-8M-8.9) 0.8 6.2 1.5
(—9)-(—9.9) 0.8 0.9 1.5
(-10M-10.9) 0.8 0.8

(-UH-H.9) 0.8

(-12)-(-l 2.9) 1.5
(-13M-13.9) 0.7
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One of the main elements of agricultural production is precipitation, since the 
water supply of plants produced in Hungary is provided by natural 
precipitation with few exceptions. Precipitation is one of the most important 
aspects which determine yield. It has to be emphasized also because of the fact 
that the amount of precipitation in Hungary usually does not satisfy the 
demand posed by plants.

The level of precipitation supply is usually characterized by average sums. 
Temperate zone areas with continental climate usually have their maximum 
precipitation in the summer and the minimum precipitation in the winter. In 
mediterranean areas, this relation of precipitation during the year is the opposite. 
Since climate borders are rather variable, the different climatic characters are 
present in a mixed form in the Carpathian Basin (Berenyi, 1943, 1945). From year 
to year, precipitation shows a rhapsodic yearly course in comparison with 
temperature that can be explained by the high variability of this element. 
Similarly to the description of temperature, the multiple-year mean values of 
precipitation, as well as its statistical parameters related to the 5 stations are 
summarized by Table 4. One of the most suitable statistical parameter of the 
variability of precipitation is the coefficient of variation (CV = standard deviation 
/ mean). The coefficients of variation show a specific and strict yearly course in 
Hungary: the CV values reach their maximum (57-79%) at the beginning of 
spring -  usually in March -  and then they decrease until May and June. The 
minimum values fall around the time of precipitation maximum (44—63%), then 
they increase again until the end of summer or the first month of autumn to reach 
a secondary maximum (55-75%); by the winter months, the values will decrease 
again, but the monthly values will stay between 50 and 70%. CV values 
calculated for various points of the country are summarized in Table 4.

If the distribution of the precipitation sum of the growing season is shown 
on a similar scale, it can be seen that there is still a difference between the 
precipitation supply of the eastern and western part of the country. However, the 
difference between the yearly mean values of the driest and wettest areas is 300 
mm per year, and the same difference in the growing season is still 300 mm, but 
this value refers to a significantly shorter period of time. As a consequence, the 
difference in the summer precipitation supply has a much stronger effect mainly 
on crop production, more specifically on the water balance of soils than before 
and after the vegetation period (Bacso, 1952; Szepesine, 1966).

As a matter of course, the extremes of the yearly precipitation sum take 
place in the southwestern areas of the Transdanubian region, which can be 
explained partially by relief-related reasons and partially by the current 
circulation status. In these areas, the range of fluctuation of the yearly sum 
significantly exceeds 900 mm, but the minimum amount is below 400 mm. The 
fluctuation range of the yearly sums of the Great Plain areas, where the usual

4.3. Precipitation
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amount of precipitation is low, is near 650 mm (Hajósy, 1952; Kéri and Kulin, 
1953; Szász, 2005; Goc/a, 1966; Péczely, 1963, 1968).

Table 4. Sum, standard deviation, and variation coefficient of the monthly precipitation 
(1901-1950, 1951-2000)

Precipition (mm)
Station I. II. III. IV. V. VI. VII. VIII1. IX. X. XI. XII. Year

1901-1950 39 38 43 62 74 81 87 81 70 65 59 49 748
Zalaegerszeg 1951-2000 31 31 42 52 72 86 84 74 64 54 63 45 698

Magyaóvár
1901-1950 37 34 38 43 66  58 65 59 52 49 52 49 602
1951-2000 33 33 36 43 54 66 69 57 45 43 53 44 576

Túrkeve
1901-1950 27 29 33 45 56 68 55 53 44 49 48 38 545
1951-2000 33 32 30 41 60 71 55 49 41 32 48 46 536

Szeged
1901-1950 32 34 38 49 60 67 50 48 46 51 50 40 565
1951-2000 28 27 28 40 52 66 53 51 37 31 43 43 497

Debrecen
1901-1950 32 32 34 45 59 69 61 60 46 53 51 41 583
1951-2000 33 32 29 44 59 77 60 58 38 33 45 45 554

Standard deviation (S)
Station I. II. III. IV. V. VI. VII. VIII. IX. X. XI. XII.

Zalaegerszeg
1901-1950 23.0 28.6 30.5 33.3 42.6 35.7 53.7 49.3 42.0 42.6 40.9 29.2
1951-2000 20.2 21.5 22.1 29.8 32.6 45.3 43.5 42.1 34.7 41.9 34.4 26.4

Magyaróvár
1901-1950 19.5 20.3 28.8 25.8 39.1 29.5 37.2 38.3 37.0 34.3 35.0 24.6
1951-2000 19.9 22 .2 19.9 26.0 30.0 36.3 44.4 32.2 29.4 30.2 30.6 22.9

T úrkeve
1901-1950 14.3 20.3 22.8 25.1 33.0 32.8 35.9 34.6 30.7 35.5 28.0 25.6
1951-2000 20.9 19.7 19.5 20.2 35.8 36.7 33.2 33.2 30.0 29.9 35.2 26.3

Szeged
1901 1950 18.6 26.1 24.4 28.3 34.2 31.6 31.0 28.8 29.1 36.2 30.9 22.9
1951-2000 17.9 19.7 18.0 18.8 33.4 36.3 32.9 31.4 25.7 27.7 29.7 27.8

Debrecen
1901-1950 19.0 21 .6 25.5 27.4 29.8 33.3 38.1 38.5 30.5 33.7 29.8 27.6
1951-2000 18.4 19.0 18.5 19.4 34.9 40.0 33.5 37.8 28.9 30.0 27.5 22.9

Coefficient of variation (CV)
Station 1. II. III . IV. V. VI. VII . VIII. IX. X. XI. XII.

1901 1950 59 75 71 54 58 44 62 61 60 65 69 60
Zalaegerszeg 1951-2000 66 70 53 57 45 53 52 57 54 78 55 58

Magyaróvár
1901-1950 53 60 76 60 59 51 57 65 71 70 67 50
1951-2000 60 68 55 61 56 55 64 56 65 71 58 52
1901-1950 53 70 69 56 59 48 65 65 70 72 58 67

Túrkeve
1951-2000 64 63 65 49 60 52 61 67 72 94 73 58

Szeged
1901-1950 58 77 64 58 57 47 62 60 63 71 62 47
1951-2000 64 72 65 47 64 55 63 62 70 90 69 65
1901-1950 59 68 75 61 51 48 62 64 66 64 58 67

Debrecen
1951-2000 56 60 63 44 59 52 56 66 75 90 61 51
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Due to the variable nature of precipitation, exact precipitation maps can only 
be prepared with lots of imperfections, since the areas bordered by isohyets could 
also form patches of different variability. Apart from a few exceptions, a 
precipitation map is drawn on the basis of a linear scale, in accordance with the 
arbitrarily chosen value ranges of the so-called isohyets. Drawing up such a map is 
a relatively simple task, but the role of isohyets to function as borders is 
questionable. In reality, the difference in precipitation supply in the mentioned 
range has more or less similar variability. If high standard deviation is associated 
with the nearly identical mean values, it is possible to lose the reality of the map, 
since the difference between the areas limited by the isohyets which have the same 
values could show different probability. In order to prevent this error, the extent of 
distinction can be modified in accordance with the principles of statistical 
probability. If these principles are taken into consideration, a parting line can only 
be drawn between two stations if not only the mean, but also the standard deviation 
values of the related precipitation sums differ {Szász, 1968). If the standard 
deviations are considered, the limit o f the probability significance can be calculated 
that will not necessarily be different from the averages, but the standard deviations 
from the mean values. The statistical precipitation map of Hungary shown in Fig. 5 
was prepared by Szász (1971). The precipitation sums of the areas delineated by the 
isohyets significantly differ from each other, while the sums did not significantly 
differ in the related period within the areas. Therefore, areas with homogeneous 
precipitation supply can be separated by using this principle. The advantage of this 
method can be reached by determining the number of precipitation measurement 
stations. Within the homogeneous fields, nearly exact precipitation sums can be 
determined at each optional point in the area delineated by the isohyets, even at the 
point where the standard deviation of the line, which is in accordance with the 
measurement location, is accepted. In other words, the mean values do not 
necessary mean identity or difference in themselves, but the standard deviation 
values of the two locations to be compared need to be considered in order make a 
decision. The determination of the difference in supply based on the statistical 
probabilities is necessary mainly in the areas where the mean precipitation and the 
related standard deviations are close to each other. The editing of homogeneous 
fields is by all means a complicated task, but the computerized processing removes 
this difficulty.

Considering the fact that the analysis of the precipitation in the country is 
rather manifold and numerous bibliographical sources were published in the last 
50 years, we do not wish to describe any further matter of detail (Péczely, 1963, 
1968; Goda, 1966; Bacsó, 1967; Schirokné, 1983).

4.4. A ir humidity, evaporation

As a result of the radiation energy, significant amount of water gets into 
the air from wet surfaces by means of evaporation. Evaporation is a process
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which uses heat energy: its approximate value is 2500 kJ g_1. Although the 
quantity o f water vapor in the air is negligible in comparison with the mass of 
the atmosphere, its physical significance is rather great. The commonly known 
greenhouse gas effect is mostly created by water vapor. The highest possible 
quantity of water vapor in the air depends on temperature. The saturated vapor 
pressure (mbar) is the highest vapor pressure which is determined by 
temperature; the difference between the saturated and the actual vapor pressure 
is the saturation gap, a value very often used mainly during practical 
calculations. The ratio of the current and possible vapor pressure at a given 
temperature is the relative humidity, which serves the quantified expression of 
saturation. It has to be emphasized that the amount of water vapor present in the 
air space of the Carpathian Basin varies in a rather wide range (Száva-Kováts, 
1937), which is mainly caused by the large differences in water vapor content of 
the air masses arriving from areas which have rather different climate.
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Fig. 5. Significant probable heterogeneity of monthly average precipitations in Hungary 
(1901-60) (Szdsz, 1971).

332



Nearly every meteorological element has a role in forming the conditions 
of evaporation to a different extent. The strongest regulatory factor is the 
incoming energy on the surface that is the absolute value of the radiation 
balance per unit of time. A high percentage of this energy can be used for 
evaporation above wet and water surfaces. The saturation deficit or the relative 
humidity define the intensity of the evaporation process, similarly to the increase 
of wind speed, which makes the process o f evaporation more intensive with the 
increase of turbulence.

Evaporation is the meteorological element which cannot be measured 
directly; therefore, the mentioned significant factors determine the actual 
evaporation in a ratio which is in accordance with their importance. The actual 
evaporation can be estimated with various physical correlations. The amount of 
water which gets into the air in the form of water vapor in the case of the given 
physical condition of the atmosphere is called potential evaporation (P„) 
(Thornthwaite, 1948). As a matter of fact, potential evaporation is a physical 
constraint, and it expresses the highest evaporation ability if the lack of water 
hinders evaporation. Measurements show that the evaporation of the open water 
surface is close to the potential evaporation. Instead of the rather complicated but 
reliable Endings, various empirical formulae are used generally. The high number 
of these formulae makes it necessary to use them with precaution, because the 
weights of the various factors are different in areas with different climate. 
Theoretically, without the certification of the empirical formulae, the mentioned 
correlations cannot be appropriate and usable (Fisher and Yates, 1957).

Various formulae become popular in Hungary, of which the research 
considers the following to be worth mentioning:

Antal's method (1968): P0 = 0,74-(E -  e)0,7(l + otT)4'1' \mm day 1J,
Szász ’ method (1973): P0 = /?[o,0056(7 -  2 1)2 (l -  RNa )2/3 /(v)] [mmday~X J,

Varga-Haszonits ’ method (1977): Pn = -------- — • 77 ,
U 1 + RNa k

where Tk is the temperature, RN is the relative humidity, v is the wind speed, 
(E -e) is the saturation deficit.

By using the empirical formulae, it is possible to determine the evaporation 
ability of the air (P„), thereby providing the temporal and spatial change of the 
P0 values in a wide range. Independently of climatic conditions, the extent of 
potential evaporation cannot exceed the equivalent of the radiation energy 
balance (expressed in mm) if rigorous physical criteria are considered. This form 
of evaporation is usually called balanced evaporation.

In order to determine the evaporation ability of the air, the evaporation- 
related water loss of different-sized, but standard water-filled tubs is determined.
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Based on the water level differences measured in these tubs, the sum of 
evaporation in a day or in several days can be observed. For agricultural 
purposes, the evaporation loss of natural water surfaces is usually compared to 
this value. The examination of evaporation is almost indispensable from the 
practical aspect during the examination of the climatic characteristics of the 
country, since this is one of the strongest limiting factors in the development of 
crop production. In this relation, the climatic analysis of water supply problems 
have to be performed in order to work out the practical solutions (Szász, 
1973a,b).

The Hungarian agrometeorological research has reached significant 
achievements in examining the potential evaporation in the country. Altogether, 
these results are suitable for the competent authorities to take the steps which are 
essential to implement developments such as water replenishment, irrigation, 
and drainage (Kéri and Kulin, 1953; Péczely, 1963; Pálfai, 2004).

The regional distribution of potential evaporation in Hungary is between 
120-150 mm in the summer months. In the interim seasons, the monthly values 
range between 60-90 mm, while they are between 10-12 mm in the winter 
months. In the northern half of the Great Hungarian Plain, the value of P0 ranges 
between 660-680 mm, while it reaches 800 mm in the southeastern areas of the 
Great Plain (Antal, 1968; Szász, 1973a,b).

The difference between the actual and potential evapotranspiration is the 
highest in the summer period, its regional distribution is shown in Fig. 6. Based 
on the curves in this figure, the lack of water and the difference between the 
actual and potential evaporation can be quantified (Berkes, 1946; Antal, 1966, 
1987; Füri and Kozma, 1972, 1975, 1978; Posza and Sto/lár, 1983; Dunkel et 
a/., 1990, Ács et al., 2007).

540  560 580
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Fig. 6. Areal distribution of potential evapotranspiration in the summer half-year (1901-60).

334



Due to the high complexity of the problem to be solved, no numerical 
empirical formulae were prepared to estimate the actual evaporation, and the 
result of the estimation could contain non-negligible errors. The actual 
evaporation is significantly modified not only by the amount of available water, 
but also the speed differences between the water transfer of the soil and plants 
(Szász, 1988; Acs, 2004).

4.5. Wind

The interest of modern analyzing agrometeorology in wind speed became 
extraordinarily wide and deep in the last decades. The motion of air can have 
different direction and speed. As a matter of fact, wind is only one specific form 
of this motion system, representing the horizontal component of the motion of the 
air. The vertical movement is an especially important component of 
agrometeorology in the existing motion system. Wind speed increases with 
height, maintaining the process of energy and material transport which is directed 
towards the heights. The transport processes (sensible and latent heat, C02, 
pollutants, etc.) towards high levels are maintained by the air motion which has a 
turbulent structure, in which its vertical component plays a very important role.

In Hungary, high energy winds are relatively infrequent, the average wind 
speed is 2-3 m/s above flat regions. The maximum wind speed can be observed 
in one of the spring months and the minimum occurs usually in October. The 
highest wind speed values in the spring could reach 8-10 m/s and the rarely 
forming tomado-like speed is close to or even exceeds 20 m/s. The change of 
wind speed is characterized by strengthening during the day and lower values at 
dawn (1984).

High wind speed results in strong pressure of air. Wind pressure is 
proportional to the squared wind speed in reference to the surface perpendicular 
to the motion. These motions can cause significant mechanical damages mainly 
in forests or in large-leaved herbaceous plants (Wagner and Papp, 1984; Papp, 
1974; Tar, 1991).

5. Climatic effects in crop production

The physical and dynamic effects on different branches of agriculture can be 
derived from the database of the climatological information system, and they 
could be either favorable or unfavorable in a differentiated way. Based on these 
effects, the responses or reactions whose theoretical and practical significance 
constitutes the basis of scientific advancement became known, and the system of 
effects and responses increases the concept range of agrometeorology.

We have a rather wide range of information about climate which provides 
the increase of knowledge with the accelerating technical development. Also, 
the increasing amount of information makes it more difficult to interpret
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research findings. Considering the fact that the information need is becoming 
increasingly manifold, a differentiated information system needs to be worked 
out. Crop production constitutes one component in the science which demands 
agricultural information. This means that crop production is not satisfied 
anymore by the traditionally processed climatic data, but it became necessary to 
get to know the consequences of their effects so that decisions can be made in 
relation to the introduction of yield-increasing technologies. The research of 
climate is the concern of meteorologists, but the effect of climate is a social 
concern. It is necessary to search for the opportunity for sciences dealing with 
the effect of climate to get to know the complex physical system of processes 
which is commonly known as agrometeorology.

The summarized findings in this area refer to the crop production-related 
framework of climate while looking for the opportunity of regional 
distinguishability in a geographical sense. These research projects could be 
regarded as agroecological examinations which cover the climatic factor group 
of the condition system of agriculture, more specifically crop production. This 
area of research restricts itself to the quantified determination of productivity 
also in relation to the approach to and the solution of modeling analyses while 
trying to explore the climatically potential production size in a quantified way 
for each region of the country based on the climatic "constraint” acting on 
various plants. The model which was worked out on the basis of this concept 
assumes certain simplified limit conditions, but this fact does not exclude the 
possibility of development. The most important objective is that the findings 
should well represent the role of climate in altering productivity; therefore, the 
climatically potential production expresses the size of climatic value {Antal, 
1978; Gyorffy, 1976; Hunkar, 1990; Jolankai, 1993).

For this reason, the following section provides the partial results which 
became commonly known as the findings of the main foreign and Hungarian 
research projects. All these results aimed at the quantified expression of climate 
as a factor which determines yield. The basis of the characterization of 
agrometeorology is the collection of climatic elements, which make it possible 
to describe the effects in an exact way in order to be able to quantify them. The 
brief overview of the climate of the examined area is done from this aspect.

5.1. Crop development and production

The quantified description of crop development is possible with using various 
models. Usually, an empirical correlation related to an impact factor in a certain 
form is used as a basis in an analytical form, which can be theoretically 
substantiated and it can be easily handled. The change of crop mass, height, its 
other organs over time describes the rate of development in which mass growth, 
development phases and the calendar dates of these phases can be determined in 
an exact way. The related field of science is called phenology, in which not only
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crop production but also genetics are significantly interested. Despite the fact 
that a non-linear process needs to be described, it still has to be expressed in the 
form of higher level functions in a mathematic form based on the temporal 
change of usually one climatic element (Berzsenyi, 2000). The use of non-recent 
formulae is significant and the most commonly used ones are worth mentioning 
here:

w /d t = k \-m c1 -  k2 ■ mC2 

w = A ( \-b -e ~kt)

w= A
1 + b ■ e-kt

w = wq ■ ekt

f
W = W q  exp M o

Dt\\

V D

W =  Wq e x p [c i\t  — a 2 t "  )
dw f--— LI W 1
dl V B ,

(.Bertalanffy, 1941), 

{Mitscherlich, 1909),

(iVerhulst, 1838), 

{Blackman, 1919),

{•Gompertz, 1825),

{Richards),

{Chanter, 1976),

where w is the growth, kx is a coefficient, 1 is the time, D is the coefficient of 
integration, p is the coefficient of growth rate.

The number of optional functions is high, but the change of ontogenesis 
mass over time is different in the case of each species and crop year; therefore, 
the mentioned correlations and analyses provide a good opportunity to fulfil the 
target task {Ábrányi, 1978; Berzsenyi, 2000; Szász, 1988; etc.). According to 
Hungarian observations, growth curves can be effectively used in distinguishing 
crop year effects. Due to the changing distribution types of the parameters of 
multivariate functions, the extent of their usability is much lower. The growth 
curves are mainly realized with the use of continuous climatic elements, 
considering the fact that these functions describe a certain cumulative curve on 
various mathematical bases which necessitates the equidistant value series of the 
independent variable. The temporal distribution of the partial crop mass often 
becomes necessary to be used, e.g., stem mass, leaf mass, root mass, etc. 
Processing of the phenological and phenometric values in the mentioned form 
becomes valuable information, because the character of the curve describes the 
correlation between both the genetic and climatic effects. This latter question 
becomes useful information, because the parameters of these functions could be 
used to express the quantified values of the climatic reactions. For the sake of 
completeness, it has to be noted that the accumulation of the active temperature 
values above the basis temperature is a widespread method to classify the
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environmental conditions of several plants and also in phenological forecasts in 
other cases {Berzsenyi, 1993).

In the case of any functions which are used to describe growth, it has to be 
emphasized that the results do not refer to the whole vegetation period, but they 
mostly express the period between sprouting and flowering; therefore, they can 
be used for the vegetative development phase. The description of the generative 
phase is a more complex task, since the inner physiological processes regulate 
the yield increase and ripening instead of the environmental factors.

5.2. Correlation between weather and yield

This topic looks for an answer to the most important question of meteorology 
and crop production: in what way and to what extent do different elements 
regulate yield and yield quality in a separated form or together? This question is 
rather complex, and although we do not have universal and general equations, it 
is still worth summing up the currently reliable correlations, which were 
developed into what they are now.

The simplest correlation is the empirical one which usually verbally refers 
to the correlation between precipitation, temperature, and yield. Their time- 
enduring character is questioned and it is only rarely proven. Bauman (1949) 
worked out an empirical correlation used in crop production research by 
separating the crop years of high and low yields after classifying yields based on 
their extent. Bauman had the assumption that the best and most unfavorable 
weather type prevailed in these two categories. This procedure was also used in 
Hungary by Berényi in 1952 (Berényi 1945, 1954; Berényi et al., 1959) who also 
analyzed the significance of the statistical difference of results. Later it was 
proved that Bauman’s method can only be used if the weather effect is 
parabolic. In these cases, the optimal condition (temperature and precipitation) 
can be found at the intersection of two lines and its direct statistical surrounding 
(Bocz and Szász, 1962).

In the 1900s, correlation and regression analysis became widely used in 
agricultural research based on the method of Smith (1915). This method became 
common in the first half of the past century in Europe {Holdefleiss, 1930; Smith, 
1915). In parallel with this, the method based on the examination of standard 
deviation was most commonly used in England (Fischer and Yates, 1957).

In the Hungarian agrometeorological research, the correlation methods were 
used in uni- and multivariate forms in order to determine the temperature and 
precipitation need of the main produced plants as well as their role in regulating 
yield (Aujeszky, et.ai., 1951). With this work, Berényi laid the foundations of one 
of the most important agrometeorological topic; therefore, several followers used 
this method within the framework of the yield analysis of plants {Kerék, 1934; 
Szász, 1955; Justyák, 1989; Erdős and Lambert, 1987; etc.). The correlation 
analysis was further developed, and the path analysis became widespread for the
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purpose of expressing the modification of the weight of different variables during 
the plant development process (Sotos and Varga-Haszonits, 1974).

In the last 50 years, standard deviation analysis was used as a multifactor 
analytical method which can be applied to several purposes as a result of the 
extraordinary mathematical advancement. Its mathematical-statistical one
sidedness is shown by the fact that it is mainly widespread in the field of 
technical development. One of its main products is factor analysis which is only 
used by high-level mathematical analysts, and it is only applied in computerized 
model-based examinations.

Apart from these, further modem methods became very widely used which 
can be applied in the form of procedures built into complex systems based on 
probability-focused principles.

The analytical form of the correlation between weather elements and yield 
built on physical bases was first used in the 1950s with the following physical 
concept: the development of the organism of plants happens by taking up organic 
and inorganic substances from the soil in a chemical way, as well as by absorbing 
solar energy through plant vital processes and by incorporating this energy in the 
presence of water. This recognition immediately shows that the atmosphere has 
an almost exclusive role in this process, since the solar and soil surface sources of 
energy and water get to plants in the form of precipitation by means of 
meteorological processes. If the active role of solar energy is clarified, we can 
conclude that, through C02 and water -  the constituents of the atmosphere 
plant life is not possible without development, growth, energy, water, and 
nutrients taken up from the soil. In other words, this means that the maximum 
mass of plant organism developed through vital processes is clearly determined 
by energy and water supply; that is the generator of production is energy and the 
fuels are C02 and water. The task of agriculture is to achieve the highest 
genetically possible vegetable production in a given place using the energy, and 
material stock provided by nature. The physical condition of nature is constant, 
while the genetic potential is changing and it can be altered by humans; therefore, 
only these two climatic factors form the basis upon which the mentioned criterion 
is expected to be realized in the form of organic matter in the future.

Temporal characterization of growth and development can be done with 
biophysical and chemical methods by describing photosynthesis in detail. The 
dry matter to be formed can be estimated on the basis of the rules of gross net 
assimilation and carbohydrate production. From the agrometeorological aspect, 
it is a fundamental question how actual and potential photosynthesis is going on 
and what is the ratio of the dry matter which was formed. The answer for this 
question is known in agrometeorology, although this ratio also involves the 
effect of other, non-meteorological roles of the production site, i.e., nutrient 
supply, soil effect, etc. This explains why the potential production can be 
estimated in the mentioned form since the 1950s (de Wit, 1954). Although the 
first analyses were done mainly in a global or climatic zone-focused relation
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(Lieth, 1976), the aim of these examinations was primarily vegetation research. 
Also, one of the energetic research projects was launched by the author (Szász, 
1981), who determined the energetically potential production size on the basis of 
the water analogue of Penman and the PAR values with 0.03 energy efficiency. 
In the following decades, the further developed form of this work also 
incorporated the effect of temperature and water supply, and an attempt was 
made to analyze the typical climatic potential of production sites by considering 
the proportion of the role of the level of plants’ nutrient supply. It has to be 
noted that Antal (1978) and Varga-Haszonits (1987b) defined the size of 
climatic potential, but they used the proportion of the energy balance and water 
balance to characterize the climatic potential of various regions, that is the size 
of the dry matter mass which was approximated from the values of energy and 
water balance that were incorporated in the examination. Szász (1981) wished to 
determine the size of the actual production from the value of climatic potential. 
The basic correlations of this method could be summarized as follows:

EP0 = e (l-a )P A R /tj ,

KPk =e[ ( } -a)PAR/Ti \ f (T,wyX,

KPkN  = f[(l — a)PAR /  Tj]f{T ,W)~\
KPk.N / EPq, PAR = G/2,

where rj is the coefficient of conversion (15.7 MJ/kg), KPkN is the plant factor 
referring to productivity, W is the humidity, G is the global radiation, KPk is the 
sensitivity factor referring to temperature and humidity.

Based on these latter, the method was used on the yield series from 23 
regions of the county with typically different climatic and soil endowments. As 
a result of the analyses, the following parameters were arrived at:

energetic potential ~ EPo (t/ha),

climatic potential ~ KPk (t/ha),

genetic potential ~ KPk.N (t/ha),

proportion ~ KPk N/KP„ .

The correlation system shown above constituted the basis of examinations 
whose database was the 30-year average yields from 23 production regions and 
the related meteorological database. The author used the method for agricultural 
purposes by means of estimating the role of genetic potential for various plant 
species as a parameter of determination. As a matter of fact, the genetic 
potential, i.e., productivity is a mobilizing factor which could be made usable to
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express maximum climate effects. A part of this correlation is shown in Fig. 7 
which demonstrates the energetically and climatically potential average yields, 
as well as the actual average yield and the level of production which can be 
achieved from the genetic aspect. These results were used in Hungarian and also 
in foreign research.

dry m atter 
t ha
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energy
104 M J

□ Climatical record G3 Mean yield □ Energetical possible yield

Fig. 7. Climatic records, energetically possible and mean yields of different plants.

It has to be emphasized that significant analyses were performed by the 
National Meteorological Service in the last 50 years in order to get to know the 
climate sensitivity of the main produced plants. Of these, the weather 
dependence findings of wheat (Varga-Haszonits, 1974), maize, and potato 
(Berenyi, 1943, 1945, 1948;, Szasz, 1961; Ajtay, 1979; Hunkar, 1990), paprika 
(Erdos and Lambert, 1987), barley (Varga-Haszonits, 1974), and various 
vegetable (Cselotei, 1987) and fruit species are worth mentioning. Detailed and 
programmed examinations were performed in forests (Justydk, 1987). It also has 
to be mentioned that various governing authorities and ministries, such as the
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employees of the Agrometeorology and Forecast Department of the National 
Meteorological Service, cooperated in solving numerous agrometeorological 
problems by participating in various research programs directed by the 
government and professional departments.

The agrometeorological research turned into and have been going on in a 
rather manifold direction for decades, but two factors have especially important 
role due to the climatic endowments of the country. These are a) the natural 
water supply of agriculture and irrigation and b) the climatic effects of nutrient 
management. Details of these two topics still represent a current problem in 
guiding and developing agriculture on a country level.

5.3. The importance o f water supply in crop production

The water cycle has one of the most important roles in the meeting point of the 
soil-plant-atmosphere system as the activity of all three spheres is peculiar at all 
times. The water cycle and the broadly meant balance-like record of water in the 
soil, i.e., water balance is an important natural phenomenon whose quantity can 
be detected by the form of the distinguished processes of the various production 
sites. The concept of water cycle can be approached in any possible ways, as it 
becomes clear that it refers to a specific motion system that is perpetuated by 
solar energy, and the transported material is water itself which is the main 
element of the material flow in plants. The limits of interpreting field crop 
production can be defined in physical terms; therefore, the limits of the 
atmospheric part and space of the water balance of various plant communities 
can be set, where certain physical parameters of the frictional boundary layer of 
the surface do not significantly change at a given distance from the surface. The 
lower boundary layer is located in the soil layer where the plant’s root mass and 
the capillary boundary layer below the root mass meet.

The soil of the continent is a vast water reservoir also in global terms. Its 
upper layer contains all moisture, while its rhythmical change is regulated by the 
climate. The change is regulated by the simultaneous course of evaporation and 
precipitation. These two phenomena establish the water need of the plant cover in 
an optimal or -  incidentally -  extreme way. One of the main tasks of 
agrometeorology is to track the temporal change of soil moisture which originates 
from precipitation and to detennine evaporation or evapotranspiration.

Nearly from the beginnings of the agrometeorological research, they tried 
to get to know the relative value of the available water stock. The numerical 
value of this stock is the water demand of plants which is the same as the 
measureable extent of the soil moisture content at all times (accessible soil 
moisture). The amount of precipitation only refers to the amount of water on the 
surface, while the water stock that can be stored is 30-40% of precipitation. 
This is the reason why the total amounts of precipitation and soil moisture are 
not in balance in the Carpathian Basin, depending on climate. In fact, their
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correlation is quite the opposite. Considering the physical characteristics of the 
most valuable soils from the agricultural aspects, the actual stored water stock 
and the monthly values of the balance components were the following:

-  precipitation,
-  stored water stock,
-  evaporation.
These few data represent the yearly change of the cycle, the moisture 

content of the soil, and the values of the balance. As a matter of course, the 
variability of these values may greatly depend on the physical structure of the 
soil, the temporal distribution of precipitation, as well as the evaporation ability.

One of the most important ecological parameters of crop production is the 
water stock which can be taken up by plants, as well as its regional 
homogeneity. Since the physical heterogeneity of the soil is rather different 
along the profile, the change of the extent of moisture can hardly be determined 
from the quantities of the balance components. If the physical reality of the 
water balance equation is not harmed, it is possible to simplify the correlations 
of which several forms are known. There are no available long series (in 
climatic terms) of the soil moisture content, but Varga-Haszonits (1987a) 
estimated county mean values by means of calculation for the whole country. As 
a matter of course, this method has all those errors which could come from the 
inaccuracy of the equation used during the calculation. Based on a database 
which contains more than 30 years of measurement data, these components of 
the balance provided an opportunity to express the relative values of the water 
stock of the root zone related to a culture which has an average water need 
(grass). The relative value of crop water supply (CfVS) can be estimated by 
using the following, seemingly simple equation:

CWS = -j-.R(xn-v)- 1 0 £ /? (F 7  -VIII) 
0.2 Y j d  (VI -  VIII)

(e /E j 
(e/E)m ’

where (R) in the numerator is the amount of precipitation, the value in the 
denominator is the potential evapotranspiration, while (e/E)a represents the 
actual ratio of vapor pressure and saturation vapor pressure, and (e/E)m means 
the average ratio of vapor pressure and saturation vapor pressure for the same 
period, and Td is the mean air temperature. The first member of the equation on 
the right is the value which depends on the physical condition of the soil, and it 
can be used to express the after-effect of soil moisture before the period of 
examination. Therefore, the equation expresses a recursive estimation. The value 
of water supply can be used to characterize the soil endowments, while it can 
also be interpreted from the climatic aspect; therefore, it can be regarded as a 
pedoclimatic correlation.
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The regional distribution of the water supply (CWS) value -  if the summer 
period is considered to be determinant -  is the following: If the CWS value is 
<20, the region can be considered dry, CWS = 2CM0 shows favorable water 
supply, while CWS > 40 is abundant and overabundant water supply. Due to the 
simplicity of the map, no extra explanation is needed.

5.4. Correlation between weather and agrotechnical effects

So far, the main characteristics of the range of findings were covered by the 
correlation between the climate and plants. With the advancement of agriculture, 
more specifically, modem crop production, the interest in various agrotechnical 
procedures got into focus. The main reasons for this phenomenon are the 
increase of soil fertility, the substantial unfolding of genetic potentials, and the 
protection of the physical condition and the living resources of the soil.

The organic medium of the soil and its health status makes it possible for 
plant nutrients to form continuously as a result of microbial activity. While the 
physical structure of the soil is a constant characteristic, the microbial processes 
in the soil greatly depend on its physical and chemical conditions. Significant 
research was carried out on the dependence of the nitrogen supply ability of 
soils on weather (Szász and Lakatos, 1991; Nagy, 2007). The nutrient stock of 
soil is an important component of the mentioned factor, since the dimension of 
the conceptual level of soil fertility mainly depends on this aspect. The 
determination of actual fertility is even more difficult, because the yield of 
plants cannot be increased without changing the actual fertility. Also, Kreybig 
(1953), Sípos (1979), and Nagy (1995, 2007) had a similar viewpoint as they 
emphasized that soil fertility is a dynamic characteristic and it significantly 
changes even within one crop year. Atmospheric effects play an important role 
in the change of soil fertility between seasons. The extent of soil fertility can be 
expressed by the collective of the chemical elements (e.g., mass fraction, etc.) 
that regulate the nutrient content of plants. In these series of factors, the 
available nitrogen forms develop in the phases of the C and N cycles. The 
activity of the microbial system which maintains this process depends on the 
quantity of bacteria at a given pH value, as well as the temperature and moisture 
content of the soil. The microbial activity, therefore, the dependence of the 
nitrate-nitrogen development on temperature is regulated by the Arrhenius 
equation concerning the value of the daily temperature fluctuation of soil:

VM  = K (A T m in )exP { - E / R T )•

where K is the dimensionless adjusting factor of living resources (currently 
referring to the bacteria sustaining nitrification) and Tmin is the environmental 
temperature at which production is zero. This temperature can be considered to 
be nearly linear in the Tmin—Tmax range.
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In addition to the theoretical statements, it is also necessary to talk about its 
significant role in practice. The amount of NO3-N in 100 g soil (mg) is 
determined by soil temperature and its water content simultaneously: it is 
rapidly increasing with temperature in the case of average spring moisture, 
reaching its maximum at 15-20 mg/100 g in May at the time of the maximum 
precipitation. By the end of summer and in the early spring, the extent of 
forming drops back to a low level as a result of dried out soil, and then a 
secondary maximum develops by the end of autumn after the increase of 
moisture when the frequency of N 0 3 decreases to about half of its highest 
possible value.

The dependence of the mentioned nitrification process on weather can be 
increased with favorable cultivation; therefore, it is worth maintaining a proper 
soil moisture content (water preservation, irrigation) and developing adequate 
soil moisture by loosening and compacting to be able to regulate the 
temperature. Most importantly, these tasks call for different cultivation methods 
on different soils in order to increase or maintain the level of soil fertility.

The natural soil fertility is not enough for the abundant nutrient supply of 
plants; therefore, its artificial increase became necessary by adding organic and 
mineral fertilizers into the soil. In relation to this procedure, the previously 
mentioned rule is applied again, since sustaining of the power of the soil is 
nothing else than the increase of the intensity of nitrification processes which is 
the consequence of microbial activity. The regulation of the extent of 
nitrification is done in an experimental way by artificially applied fertilizers. 
Usually, the yearly dose of nitrogen replenishment of soils with high fertility 
amounts to 120-150 kg/ha nitrogen fertilizers that are applied together with 
potassium and phosphorus (NPK) in order to increase efficiency. The 
effectiveness of fertilizers can be assured mainly by keeping the moisture 
content of the soil on the proper level. In other words, this means that the 
efficiency of fertilization is low in drought, and this effect reaches its maximum 
with maintaining around 70% of the relative moisture content of soils. Water 
abundance reduces efficiency in the form of leaching. Since each crop year has 
different characteristics, the efficiency is always different, too. Fig. 8  shows the 
change of yield against different precipitation supplies depending on different 
NPK fertilizer doses in maize (Racz and Nagy, 2011; Nagy, 2007). Providing 
fertilizer has an extraordinary importance in modern crop production, as if 
adequate soil moisture and fertilizer quantity is provided, 10-15% or even 
higher yield surplus can be reached in the case of water-demanding crops, while 
the lack of precipitation or the overdose of fertilizers could result in yield 
depression. In addition to the above, it has to be emphasised that the theoretical 
basis and the practical implementation of yield regulation in the mentioned form 
of fertilization calls for wide climatological knowledge, since economical yield 
increase with high efficiency can only be reached this way or by knowing how 
to conform to the climatic conditions.
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Treatment of fertilizers (Rácz and Szász , 2006)

1: N-30, P-23, K-27 kg 
2: N-60, P-45, K53 kg 
3: N-90, P-68, K-80 kg 
4: N-120, P-90, K-106 kg 
5: N-150, P-113, K -133 kg 
6: N-180, P-135, K-159 kg 
7: N-240, P-180, K-212 kg 
8: N-300, P-225, K-265 kg

(1979-2003)
(1996-2003) 
(1979-2003) 
(1996-2003) 
(1979-2003) 
(1996-2003) 
(1979-1995) 
(1979-1995) 
(1979 1995)

Fig. 8. Effects of mineral-fertility on corn yield by different natural water supply.

Fig. 8  shows the time series of the average yield of maize with different 
fertilization. On the horizontal axis the amount of precipitation are shown for the 
given period. Based on these time series, it can be established that the same 
fertilizer quantity provides significant yield surplus in the case of better 
precipitation supply. This statement shows that the nutrient effect will only 
unfold if the increased water demand is satisfied. These data were taken from a 
long-term field experiment carried out at the Hajdúság loess ridge {Nagy, 2007).

The effect of nutrient supply on water need was a generally researched 
topic. This issue was analyzed within the framework of numerous
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agrometeorological experiments (Keszthely, Szarvas, National Meteorological 
Service). As a general observation, it is known that if the average amount of 
precipitation is supplemented with around 50 mm irrigation water, the efficiency 
of fertilization increases significantly (Antal, 1968; Posza and Tóth, 1975; Antal 
et al., 1977; Tóth, 1978; Dávid, 1981).

The two mentioned agrotechnical interventions; irrigation + fertilizer effects 
are the most influential factors concerning the efficiency of crop production; 
therefore, the research of these factors is among the most important topics even 
today. One should not neglect the fact that these two agrotechnical effects amount 
to 30-40% of the prime production costs in crop production. This high amount of 
costs makes it important to explore the correlations of this topic to an even deeper 
extent, since they could contribute to the reduction of production risk.

In addition to field experiments, the joint examination of water and nutrient 
supply is also earned out in so-called evapotranspiration model experiments in a 
rather manifold way in two locations (Szarvas, Keszthely). The model 
experiments clearly show that this bifactoral experiment makes it possible to 
determine the optimal ratio of interaction between water and nutrients which can 
have a significant role from the aspect of producing crops with average and high 
water needs. Solving this problem would not only have professional 
significance, but it could also satisfy an economic requirement.

In addition to the above, it has to be emphasized that these sections 
summarize only the historical framework of the Hungarian agrometeorological 
research. There were numerous research results in various topics -  mainly in 
relation to issues close to agriculture -  which constitute the problems of various 
long-term experiments. As a matter of fact, these and similar cooperations 
should be regarded praiseworthy, due to their successfulness (Dávid, 1981, 
Berényi, 1945).

In the agricultural crop production in Hungary, there was a significant 
change in the modernization of the nutrient management of soils in the 1950s in 
addition to numerous other processes. In the early fifties, the once traditional 
organic manure use was switched by the widespread use of mineral fertilizers. 
The new technology raised new problems, one of which is the determination of 
the quantity and proportion of mineral fertilizer supply in the case of crops with 
various nutrient needs. As a matter of fact, Hungarian soils have rather 
heterogeneous structure and this characteristic is also shown by their nutrient 
supply. By properly building up the nutrient balance of soils, the specific 
fertility of soils can be improved which can mainly be expressed in yields. There 
are numerous well known approaches which say that increasing nutrient supply 
could moderate yield reduction (Bocz and Szász, 1962). According to other 
examinations, the yield fluctuation of different crops is still significant, even 
though it has changed -  some decreased, others increased -  for other reasons not 
mentioned here. From this aspect, the reason of fluctuation is mainly the 
climatic endowments. In order to clarify this issue, there was a wide survey in
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the eighties in Hungary to find an explanation to this phenomenon. Although the 
ratio of the variability of yield and each weather element did not change 
substantially, the dependence of plants on weather; therefore, their climate 
sensitivity still existed as shown by standard deviation analyses. It seems that 
this question is still not fully answered, as further examinations are necessary to 
explore the causal correlation between weather variability and the standard 
deviation of yield. Table 5 shows the 30-year-long time series of wheat and 
maize which are the two main crops in Hungary. During the analysis of these 
series, it was established that the correlations between the two phenomena did 
not change substantially -  r= 0 .6 - 0 .8  -  which shows that there was no 
significant change in the ratio of standard deviations, only the yield level 
increased. In other words, the relative yield fluctuation really decreased with the 
increase of yields, but its absolute value did not increase. Based on this, it can be 
stated that the average yield of crops moderately increase as a result of yield 
level increase in the case of the same climatic effect. This issue is one of the 
fundamental points of the modernization of crop production.

Table 5. Average com and wheat yield, standard deviation (S) and coefficient of variation (CV)

Soil region
Corn yields (t/ha) Wheat yields (t/ha)
Mean
1961-90 S CV Mean

1961-90 S CV

Szeghalom 3.04 0.79 25.80 2.13 0.78 36.52
Edelény+Encs 3.19 1.25 39.15 2.73 1.01 36.94
Kiskőrös 3.19 1.25 39.31 2.79 0.95 34.20
Fehérgyarmat 3.26 1.03 31.57 2.81 0.94 33.46
Nyírbátor 3.38 1.06 31.29 2.88 1.03 35.76
Gyöngyös 3.64 1.37 37.56 3.10 1.06 34.34
Gödöllő 4.05 1.48 36.64 3.16 1.03 32.63
Pápa 4.08 1.26 30.93 3.16 1.15 36.43
Barcs 4.17 1.23 29.45 3.22 1.06 33.04
Vas 4.19 1.44 34.33 3.29 1.08 32.86
Zalaegerszeg 4.22 1.40 33.04 3.30 1.24 37.69
Siófok 4.28 1.29 30.14 3.47 1.20 34.73
Kunszentmárton+Szentes 4.56 1.58 34.63 3.47 1.27 36.52
Siklós 4.57 1.52 33.30 3.57 1.35 37.94
Csorna 4.60 1.40 30.52 3.58 1.33 37.28
Komárom 4.66 1.66 35.74 3.62 1.32 36.57
Szolnok 4.73 1.70 35.89 3.80 1.26 33.21
Baja 4.86 1.48 30.39 3.83 1.22 31.92
Sárbogárd 5.04 1.69 33.56 3.90 1.22 31.29
Hódmezővásárhely 5.31 1.94 36.57 4.08 1.51 36.88
Szekszárd 5.35 1.78 33.27 4.19 1.63 38.84
Mezőkovácsháza 5.54 1.56 28.14 4.25 1.35 31.75
Hajdúhát 6.49 1.98 30.49 4.62 1.45 31.47
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Fig. 9 shows yearly yield of wheat and com in different growing regions 
between 1961-90 in Hungary. The increase of nutrient supply results in the 
increasing water demand of crops. Since the variability of precipitation supply 
did not decrease, the increased yields could react more powerfully to the extent 
of water supply. The reaction to water supply is increased by the increased water 
need, although the amount of precipitation showed a decreasing tendency over 
the past decade. As a result, drought periods and crop years are becoming more 
frequent. (Ruzsanyi, 1974, 1992)

Wheat yields 1961-1990

Corn yields 1961-1990
y =  0.1887x4-4.9089

Fig. 9. Yearly yield of wheat and com indifferent growing region between 1961-90 in 
Hungary.

Explanation o f numbers on horizontal axis is given below in details.

Soil type Nr.

Low-fertility soils (skeletal soils, bog soils, salt-affected soils) 1, 3-5 
Brown forest soils 2,6-11
Meadow soils, alluvial and sedimentary soils 13, 17, 22
Chernozem soils 15,18-21, 23
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The increase of nutrients and the associated yield increase reach its maximum 
if the nutrient effect unfolds in the case of favorable water supply. It is an 
undisputed fact that the extent natural water utilization became more favorable with 
the increase of yield, while this phenomenon is further intensified by the modest 
natural water supply level. This latter is favorable until a certain critical value, but 
the stronger unfolding of water shortage reduces the extent of water utilisation and 
develops disorders in crop growth, finally resulting in yield decrease.

5.5. Micrometeorology in agrometeorology

Within the framework of complex meteorological research, the physical problems 
of meteorology are often raised from theoretical and practical aspects in various 
areas of meteorological practice. As a matter of fact, this phenomenon is ordinary, 
since it represents two sides of a problem. The predecessor of agrometeorology is 
the complex and complication of empiricism, physics, micrometeorology, and 
energetic and aerodynamic processes in the frictional space of the surface. 
Agrometeorology gets increasingly involved in the interpretation of various parts of 
agriculture, but its methods are based on physical principles, and it mainly uses the 
direct physical findings of the surface boundary layer while interpreting biological 
processes. Today, this phenomenon is clearly shown by the fact that well known 
international journals feature lots of practically usable findings of 
agrometeorological research which are based on physical principles among studies 
that show the aims of nearly sterile meteorological examinations. Despite the fact 
that agrometeorology and micrometeorology are only narrow branches of science, 
neither of them can exist without the other concerning the issues they are dealing 
with; therefore, disciplinarity can be clearly recognized from both sides. In 
Hungary, agrometeorology originated from empiricism and it also took elements 
from climatology in order to survey meteorological impacts. From this position, 
agrometeorology builds a more detailed physical basis while gradually leaving 
climatology behind in order to provide solution to various problems. Based on this 
path, it can be established that agrometeorology was not separated from 
meteorology. On the contrary, it increasingly utilizes the new physical knowledge 
that formed in the field of micrometeorology. However, agrometeorology attempts 
to show them “in different clothes” in the area of a more practical science. This 
process was clearly expressed in the past 50 years in Hungary.

At the beginning, the process described above was shown in the instructions 
of the former German “Geiger” school, which described the phenomena in the air 
space close to the surface in a descriptive way under the summarizing name of 
microclimate and it also attached a speculative explanation to the description of 
these phenomena, assuming the causal aspect of their background. 
Microclimatology was widespread mostly in European countries; therefore, there 
is a large number of related case studies among Hungarian micrometeorological 
publications, especially from the previous decades.
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Agricultural microclimatology observes the yearly and daily cyclic 
condition changes triggered by plants, the change of temperature and moisture 
profiles in plant populations and the difference from the profiles above the fiat 
surface and grasslands free from plants. In Hungary, agricultural 
microclimatology was known as “population climate” both in agriculture and 
meteorology. At the beginning, the research dealing with this branch of science 
did not aim at finding the physical explanation for the development of profiles. 
Instead, the goal was to explore the relationship between the developed profile 
and some physiological processes of the plant. Therefore, the population 
climate, or, in other words, vegetable microclimate did not consider the 
difference between the profiles to be the production of a dynamic process, but 
mainly of its biological consequence (Endrődi, 1967, 1974; Hunkár, 1985; 
Justyák, 1989). According to this point of view, the plant population does not 
intend to explain the quantified evaluation of the physical processes going on in 
the air space. Instead, the primary subject of interest was the impact of the air 
condition on plants in high detail. It is not a coincidence that the erroneous 
nature of this approach did not provide the importance of the new knowledge 
from the physical aspect from which it could have been the initiator of various 
biophysical conclusions. It is an undoubted fact that the correlation between the 
air space of the canopy and the physiological processes of the plant can be 
considered an especially important knowledge, but the new observations 
provided usable scientific information mostly in the field of plant biophysics 
(Dunkel, 1984; Cselőtei, 1987; Varga-Haszonits, 1987b; Anda and Lake, 2005).

Canopy climate research was launched in the decades after the turn of the 
century in Hungary and abroad. In Hungary, Kálmán Kerpely performed various 
population climate-related examinations with the aim to determine the resulting 
impact between temperature, moisture and evaporation ability in various grown 
crop populations. The mentioned examinations were carried out in the field 
experiments established at the Debrecen Agricultural Academy with notable 
results. The main findings of these examinations referred to the exploration of 
the joint efficiency of the nutrient and water supply. The work performed in the 
mentioned field is still significant today.

Later, German researcher Geiger organized highly detailed canopy climate 
research projects in the populations of field crops and forests. The aim of this 
research was to emphasize the population climate modification role of water 
supply. Berényi extended the population climate research while also considering 
the microclimate modification impact of the relief in addition to the biological 
need of plants (Berényi, 1954, 1958; Justyák, 1960; Borhidi and Dobosi, 1967; 
Szász, 1973a,b, 1988)’

While we acknowledge the agrometeorological significance of population 
climate research findings, it can be established that the static-focused work 
needs to be renewed, which was first recognized in foreign research stations. 
The meteorological use of the physical examination results of the boundary
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layer -  Prandtl’s layer -  provided an extensive space for evolving new directions 
while accepting the findings of the previous population climatological research. 
The modernization was founded by the general use of energetic measurements, 
as well as the detailed exploration of the aerodynamic rules of energy and 
material transfer, further extending the possibilities of complex agro- and 
biophysical research which justified and explained the previously observed 
change of conditions with proper physical reality. The simpler energy balances 
and the implementation of the quantified analysis of turbulent sensible and latent 
heat transfer provided new bases for a significant part of agrometeorology both 
in macro- and microclimatic senses. This way, agrometeorology became an 
interdisciplinary science which made use of atmospheric physical and 
agricultural knowledge jointly. The theoretical cognition and methodical use of 
turbulent transport processes made it possible to describe the processes with 
mathematical correlations based on physical principles -  an opportunity that had 
only been a desire until this point. Furthermore, based on these correlations, a 
phase of processes can be built up bases on which model-based research 
findings can be obtained.

Today, modeling can be considered a reachable goal in agrometeorology, 
despite the fact that gathering and arranging theoretical knowledge still calls 
for numerous tasks to be done. It is possible to describe the processes which 
will serve the purpose of the basic model of scientific life by building together 
separate processes later, based on the results of measurement systems built on 
digital bases. It has to be emphasized that the most critical point of this 
problem is the development of the right algorithms that could be regarded as 
bricks in the building of science (Ábrányi, 1978; Hunkár, 1984, 1986, 1990; 
Szász, 1987; Dunkel et al., 1987, 1989; Szabó, 1988, 1989; Justvák, 1989; Ács,
2004).

From this viewpoint, the Flungarian agrometeorological research is 
successful, since numerous research findings were obtained which provided 
model-based results in order to make progress. The modeling activity that is 
becoming increasingly accurate is a hopeful tendency that has enormous 
progress today in international relations. It has to be emphasized that the 
professional representatives of this tendency do not only increase the values of 
the agrometeorological research in a narrow sense, but they have high 
significance in developing practical agriculture both from theoretical and 
practical points of view. The high level economic utilization of the model 
system of agricultural activities is recognized in a definite form today, but it 
can only be hoped to become more extensive if the branches of science 
associated with agriculture, e.g., agrometeorology will contribute actively to 
this joint activity. In this field, the Hungarian agrometeorological research calls 
for further development in order to carry out joint development. The sum and 
collective of partial potentials represent the level of total active potential 
concerning all areas. In other words, this means that without the cooperation of
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the related branches of knowledge, it could become doubtful to reach the 
potential borders; therefore, the performance level of the scientific society 
stays under the potential borders.

In addition to the above, it has to be emphasized that these sections 
summarize only the historical framework of the Hungarian agrometeorological 
research. There were numerous research results in various topics -  mainly in 
relation to issues close to agriculture -  which constitute the problems of various 
long-term experiments. As a matter of fact, these and similar cooperations 
should be regarded praiseworthy, due to their successfulness.

6. Conclusions and results

The Hungarian events and findings of the more than one and half-century-long
history of agrometeorology could be summarized as follows:

1. Modernization of agriculture in Hungary was extended in the second half 
of the 1800s, mostly due to Western European impacts.

2. Around the middle of that century, agricultural higher education 
institutions were established, providing a professionally educated expert 
basis for the subsequent periods.

3. In the years between 1850-2000, research institutes were established 
which helped Hungary becoming increasingly effective in launching 
international agricultural research.

4. The National Institute of Meteorology and Geomagnetics started to work in 
1870 and launched organized and controlled climatological observations at 
its stations while connected to the international network.

5. At the beginning of the 20th century, the first standard climate elements 
appeared in the form of 30-year averages (1870-1900).

6 . Empirical climate-based agrometeorological research was launched, 
dealing mostly with the issues of successful prevention of damages caused 
by weather (e.g., frost, drought, water logging, wind).

7. There was a restructuring in the Hungarian climate network at the time of 
the World War II.

8 . Effect functions, indexes and statistical indexes in accordance with the 
empirical or physical correlations serving the characterization of the 
climate and the temporal and spatial change of agrometeorological 
processes were worked out.

9. By the middle of the 20th century, a national climatic database was 
established as a result of the joint work of the Hungarian Meteorological 
Service and the main research institutes. This database made it possible to

353



establish an agrometeorological information system.
10. The research order of agrometeorological research started to unfold 

characteristically in the 1960s:
a. statistical agrometeorology,
b. agrometeorology built on biophysical bases,
c. model-based agrometeorology.

The interpretation range of all specialized branches was continuously 
becoming increasingly widespread, thereby establishing theoretical bases in 
a way that they could finally be clustered into a complex research system.

11. For today, the findings of this branch of science which is built on climatic 
and micrometeorological bases contribute to the development of agriculture 
in a manifold way. Therefore, the requirements of increasing the natural 
energies by man also increased.

12. The need for the cooperation between meteorology and agriculture resulted 
in the further increase and efficiency growth of both fields of science.

References

Ábrányi, A., 1978: Matematikai modell az őszi búza termésének időjárás okozta ingadozásaira. OMSZ. 
Hív. Kiadv. XLVI. 157-163. (In Hungárián)

Ács, F., 2004: A talaj-növény-légkör rendszer modellezése a meteorológiában. ELTE TTK, Budapest. 
(In Hungárián)

Ács, F., Breuer, H. and Szász, G., 2007: A tényleges párolgás és a talajvízkészlet becslése egy 
módosított Thomthwaite-féle modell alapján. A grokém ia és Talajtan 56, 217-236. (In 
Hungárián)

Ajtay, A., 1979: A burgonya terméshozamának előrejelzése meteorológiai paraméterek segítségével. In 
(Szerk: LőrinczJ .) A burgonya termesztése. Mezőgazdasági Kiadó, Budapest. (In Hungárián) 

Allén, R.E., 1999: Tracking the agricultural revolution in England. Ec. History Rév., LIL , 209-235. 
Anda, A. and Löké, Zs., 2005: Microclimate simulation in maize with two watering levels. Időjárás 

/09,21-37.
Antal, E. 1965: Öntözés és meteorológia. Időjárás 69, 248-256. (In Hungárián)
Antal, E., 1966: Egyes mezőgazdasági növényállományok potenciális evapotranszspirációja.

Öntözéses Gazd. 4, 69-86. (In Hungárián)
Antal, E., 1968: Az öntözés előrejelzése meteorológiai adatok alapján. Kandidátusi értekezés, (In 

Hungárián).
Antal, E., 1978: A növénytermesztés felső határát meghatározó éghajlati potenciál. OMSZ. Hiv. Kiadv. 

XLVI, 164-170. (In Hungárián)
Antal, E., 1987: Agrometeorológiai kutatások az Országos Meteorológiai Szolgálat keretében. 

Időjárás 91, 68—79. (In Hungárián)
Antal, E., Posza, I. and Tóth, E., 1977: Az időjárás és éghajlat hatása a műtrágya érvényesülésére. 

Időjárás, 79, 95-104. (In Hungárián)
Aujeszky, L., Berényi, D., and B éli B., 1951: Mezőgazdasági meteorológia. Akadémiai Kiadó, 

Budapest. (In Hungárián)
Bacsó, N.. 1952: A hőmérséklet szélsőértékei Magyarországon. OMSZ Hiv.Kiadv. XV, 8-26. (In 

Hungárián)

354



Bacsó, N., 1955: Az egyórás csapadékok gyakorisága és hozama. Időjárás 59, 13-28. (In Hungárián) 
Bacsó, N., 1959: Magyarország éghajlata. Akadémia Kiadó, Budapest. (In Hungárián)
Bacsó, N„ 1967: A mikroklíma fizikai szemlélete. Tudomános értekezés, Gödöllő. (In Hungárián) 
Baumann, H., 1949: Wetterund Ernteertrag. Dtsch. Bauemverlag, Berlin.
Berényi, D., 1943: Magyarország Thornthwaite-rendszerű éghajlati térképe és az éghajlati térképek 

növényföldrajzi vonatkozásai. Időjárás 47, 81-90. (In Hungárián)
Berényi, D., 1945: A kukorica termelése és összefüggése az időjárással. Tiszántúli Mezőgazd. 

Kamara, Debrecen. (In Hungárián)
Berényi D. 1948: A növényklíma fogalmi elhatárolása. Időjárás 52, 175-176. (In Hungárián)
Berényi, D., 1954: Az időjárási elemek és a terméseredmények közötti összefüggések kutatásának 

eredményei. KLTE Meteorol. Int. Közi. 10, 193-204. (In Hungárián)
Berényi, D., 1958: Az állományklímát alakító tényezők. MTA Agr. Tud. Oszt. Közi. XIV, 155-193. (In 

Hungárián)
Berényi, D., Nagy, L., and Szász, G., 1959: A talajművelés hatása a talaj hő- és vízgazdálkodására.

KLTE Meteorol. Int. Tud. Közi. 15, 311-328. (In Hungárián)
Berkes, Z., 1946: A Kárpát-medence vízháztartása. Időjárás 96, 5-13. (In Hungárián)
Berzsenyi, Z., 1993: A N-mütrágyázás és az évjárat harása a kukoricahibridek (Zea mays L.) 

szemtermésére és N-műtrágyareakciója tartamkisérletekben az 1970-1991 években. 
Növénytermelés 49-63. (In Hungárián)

Berzsenyi, Z., 2000: Növekedésanalízis a növénytermesztésben. Veszprémi Egyetem, Georgikon 
Mezőgazdaság. Tud. Kar, Veszprém. (In Hungárián)

Birkás, M., 2006: Földművelés és földhasználat. Mezőgazdasági Kiadó, Budapest. (In Hungárián) 
Bocz, E., 1992: Szántóföldi növénytermesztés. Mezőgazda Kisdó, Budapest. (In Hungárián)
Bocz, E. and Szász, G., 1962: A műtrágya szerepe a kiegyenlítetten nagy termések elérésében. MTA 

Agr. Tud. Oszt. Közi. XX. 109-123. (In Hungárián)
Borhidi, A. and Dobosi, Z., 1967: A felszíni albedó területi eloszlása Magyarországon. Időjárás 71, 

150-159. (In Hungárián)
Botos, L. and Varga-Haszonits, Z., 1974: Agroklimatológia és növénytermesztés. MÉM, Budapest. (In 

Hungárián)
Campbell, B.M.C., 2010: Agriculture and national incomes in Europe, c 1300-1850., Univ. Belfast 29. 
Cseháti, S., 1905: Általános és különleges növénytermelés. Nirtsmann József Könyvkiadója, Győr. (In 

Hungárián)
Cselőtei, L., 1987: A meteorológia szerepe a mezőgazdaságban. Időjárás 91, 60-67. (In Hungárián) 
Dávid, A., 1981: Összefüggés az időjárás, a műtrágyázás és a kukorica fejlődésének jellemzői között. 

Időjárás 85, 103-111. (In Hungárián)
Dávid, A., Takács, O. and Tiringer, Cs., 1990: A sugárzási egyenleg eloszlása Magyarországon az 

1951-80-as időszak adatai alapján. O M SZ Kisebb kiadv. 66. (In Hungárián)
Dobosi, Z., 1972: A sugárzási egyenleg területi eloszlása Magyarországon. Doktori Értekezés 

Budapest. (In Hungárián)
Dobosi, Z. and Takács, L., 1959: A globális sugárzás területi eloszlása Magyarországon. Időjárás 63, 

82-84. (In Hungárián)
Dunkel, Z., 1984: Szántóföldi növények fejlődésének (tömeggyarapodásának) dinamikus (szimulációs) 

modellezése. O M SZ Beszámolók, 1981. 269-284. (In Hungárián)
Dunkel, Z., Hunkár, M., and Zárbok, Zs., 1987: A kukorica fejlődésének leírása dinamikus-szimulációs 

növénynövekedési modell segítségével. Időjárás 91, 197-208. (In Hungárián)
Dunkel, Z., Stollár, A., Szabó, T., and Tiringer, Cs., 1990: A területi párolgás meghatározása 

Magyarországon. Időjárás 94, 149-155. (In Hungárián)
Dunkel, Z., Bozó, P., Szabó, T., and Vadász, V., 1989: Application of Thermal Infrared Remote 

Sensing to the Estimation of régiónál Evapotranspiration. Adv. Space Rés. 9, 255-258.
Endrödi, G., 1967: A növényállomány hatása a talaj felmelegedésére. Időjárás 71, 39—43. (In 

Hungárián)
Endrödi, G., 1974: A cukorrépa vízszükségletének és öntözővíz-igényének agrometeorológiai alapjai. 

OM SZ Beszámolók 1971. 186-199. (In Hungárián)
Erdős, L. and Lombért, Ál.., 1987: Modellek a fűszerpaprika festéktartalmának és termésátlagának 

előrejelzésére. Időjárás 91, 187-196. (In Hungárián)

355



Felméry, L., 1974: A fotoszintézisben aktív sugárzás mennyisége a tenyészidőszakban. Időjárás 78, 
235-239. (In Hungárián)

Fischer, R.A. and Yates, F., 1957: Stastistical tables or biological, agricultural, and medical research. 
Olivér & Boyd. London.

Füri, J. and Kozma, F., 1972: Az öntözés hatása a szőlőállomány energiafogalmára. Szőlő- és 
gyümölcstermesztés 8, 61-73. (In Hungárián)

Füri, J. and Kozma, F., 1975: A szőlő evapotranspirációja. Időjárás 79, 112-120. (In Hungárián)
Füri, J. and Kozma, F., 1978: A szőlő tényleges evapotranspirációja és öntözővíz szükséglete. OM SZ  

Beszámolók 1975. 181-194. (In Hungárián)
Goda, L., 1966: A többnapos nagy csapadékok gyakorisága. VITUKI Tanulmányok és kutatási 

eredm ényekXX. 1-15. (In Hungárián)
Gyárfás, J., 1922: Sikeres gazdálkodás szárazságban. Magyar Dry Farming. Mezőgazdasági Kiadó, 

Budapest. (In Hungárián)
Győrffy, B., 1990: Tartamkisérletek Martonvásáron. In (Ed.: Kovács, /.)Martonvásár második húsz 

éve. Martonvásár. 114-118. (In Hungárián)
Győrffy, B., 1976: A kukorica termelésére ható növénytermesztési rényezők értékelése.

Agrártudományi közlem ények 35, 239-266. (In Hungárián)
Hajósy, F., 1952: Magyarország csapadékviszonyai 1901^-0. OMSZ, Budapest. (In Hungárián) 
Holdefleiss, P., 1930: Agrometeorologie. Veri. P. Parey. Berlin.
Hunkár, M, 1984: A simle calculation of the vertical profde of average PÁR flux density within a 

maize stand. Időjárás 88, 139-153.
Hunkár, M., 1985: A fotoszintetikusán aktív sugárzás vertikális profilja kukoricaállományban. OM SZ  

Beszámolók 1982, 125-139. (In Hungárián)
Hunkár M., 1986: A növényfejlődés dinamikus modelljében alkalmazott növekedési függvények.

OMSZ Beszám olók 1983, 111-120. p. (In Hungárián)
Hunkár, M., 1990: Kukoricaállomány mikroklímájának szimulációja. Időjárás 94, 221-229. (In 

Hungárián)
Jolánkai, M., 1993:A búzatermesztés egyes meghatározó tényezői. Akadémiai doktori értekezés, 

Martonvásár. (In Hungárián)
Justyák, J., 1960: A művelésmódok hatása a szőlő állományklímájára Tokaj-Hegyalján. Kandidátusi 

értekezés. (In Hungárián)
Justyák, J., 1987: Energiaháztartás-mérések tölgyerdőben. Időjárás 91, 131-146. (In Hungárián) 
Justyák, J., 1989: A tokaj-hegyaljai szőlőültetvények mező- és mikroklimatikus jellemzői. Akadémiai 

doktori értekezés. (In Hungárián)
Kakas, J. (ed.), 1960: Magyarország Éghajlati Atlasza. II. kötet. Országos Meteorológiai Intézet, 

Akadémiai Kiadó, Budapest. (In Hungárián)
Kemenessy, E., 1964: Talajművelés. Mezőgazdasági kiadó, Budapest. (In Hungárián)
Kerék, J., 1934: Az időjárás befolyása az Alföldön a termés mennyiségére és minőségére. Budapest. 

(In Hungárián)
Kéri, M. and Kulin, M., 1953: Csapadékösszegek gyakorisága Magyarországon 1901-50. OM SZ Hiv. 

Kiadv. XVI. (In Hungárián)
Kreybig, L., 1953: Az agrotechnika tényezői és irányelvei. Akadémiai Kiadó, Budapest. (In 

Hungárián)
Lieth, H., 1976: The use of correlation models to predict primary productivity from precipitation or 

evapotranspiration. In Lángé e t al. Water and Plánt Life. Berlin. 392-407.
M ajor Gy., 1976: A napsütés Magyarországon 1958-1972. O M SZ M agyarország éghajlata 10. (In 

Hungárián)
Major, Gy., 1985: A napenergia-hasznosítás meteorológiai megalapozása Magyarországon. OMSZ, 

Budapest.
Major, Gy., 2002: Magyarországi éghajlat-energetikai tanulmányok. BKAE, MTA. Budapest. (In 

Hungárián)
Montheith, J.L., (ed.) 1975: Vegetation and the atmosphere. Academic Press, London, New York, San 

Francisco.
Nagy, J., 1995: A talajművelés, a műtrágyázás, a növényszám és az öntözés hatásának értékelése a 

kukorica termésére . N övényterm elés 44, 252-260. (In Hungárián)

356



Nagy, J., 2006: A debreceni kukorica tartamkísérlet kutatási eredményei. Debreceni Egyetem 
Agrártudományi Centrum. Debrecen. (In Hungárián)

Nagy, J., 2007: Kukoricatermesztés. Akadémiai Kiadó, Budapest. (In Hungárián)
Nyíri, L., 1993: Földműveléstan. Mezőgyzdasági Kiadó, Budapest. (In Hungárián)
Overton, M, and Campbell B.M.S., 1996: Production and productivity in English agriculture, 1086- 

1871. Econ. H istory Rév., Historie et Messure, 1996, 255-297.
Pálfai /., 2004: Belvizek és aszályok Magyarországon. Hidrológiai Tanulmányok. Közi. Dók. 

Budapest. (In Hungárián)
Papp, E., 1974: A szélsebesség-óraátlagok gyakorisági eloszlásának sajátosságai. Időjárás 78, 342- 

347. (In Hungárián)
Péczely, Gy., 1963: Csapadékmentes időszakok tartamvalószínűsége Magyarországon. Időjárás 67, 

33-38. (In Hungárián)
Péczely, Gy., 1968: A szárazsági hajlam évi járása és szingularitásai. Időjárás 62, 294-297. (In 

Hungárián)
Petrasovits, I. and Balogh, J., 1974:Az evapotranspirációs kutatása, magyarországi helyzete és 

nemzetközi vonatkozásai. MTA Vízgazd. TB -  Műsz. TB Kiadv., Budapest. (In Hungárián) 
Posza, I. and Stollár, A., 1983: A tényleges párolgás számításához használt növénykonstansok értékei 

többévi mérés alapján. Időjárás <97,170-177. (In Hungárián)
Posza, I. and Tóth, E., 1975: A kukorica vízigényének alakulása az időjárási viszonyok és az NPK 

szintek függvényében. OM SZ Beszámolók 1972, 298-305. (In Hungárián)
Rácz, Cs., and Nagy, ./., 2011: A víz- és tápanyagellátottság illetve -hasznosulás megítélésének 

kérdései kukorica terméseredmények vonatkozásában. Növénytermelés 60, 94—117. (In 
Hungárián)

Ruzsányi, L., 1974: A műtrágyázás hatása egyes szántóföldi növényállományok vízfogyasztására és 
vízhasznosítására. Növénytermelés 23, 249-258. (in Hungárián)

Ruzsányi, L., 1992: Főbb növénytermesztési tényezők és a vízellátás kölcsönhatásai, Akadémiai 
doktori értekezés tézisei, Debrecen. (In Hungárián)

Schirokné, Krisztán /., 1983: A nagycsapadékok gyakorisági analízise és valószínű legnagyobb 
csapadékbecslése. Vízügyi Közlemények LXV. 167-187. (In Hungárián)

Sipos, S., 1979: Talajmüvelési kísérletek eredményei réti talajon. In Bajai, J. (szék.)
Kukoricatermesztési kísérletek 1968-1974. Akadémia Kiadó, Budapest, 213-221. (In 
Hungárián)

Smith, J.W., 1915: Agricultural meteorology. Proc. Ohio Acad. Sei. 6, 239-264.
Szabó, T., 1988: A felszínhőmérséklet, mint agrometeorológiai információhordozó. Kandidátusi 

értekezés. (In Hungárián)
Szabó, T., 1989: Inverz módszer az aktív felszín hőmérsékletén alapuló energiaháztartási egyenlet 

megoldására. Időjárás 93, 115-120. (In Hungárián)
Szász, G., 1955: A rozs termesztésének összefüggése az időjárással és az éghajlattal. MTA Értekezés. 

Debrecen. (In Hungárián)
Szász, G., 1961: A rizs termesztésének időjárási feltételei a fo termőtájakon. Növénytermelés 35, (In 

Hungárián)
Szász, G., 1968: A csapadékösszegek szórásának vizsgálata Magyarországon (1901-50). DATE, Tud. 

K ö zi, 185-210. (In Hungárián)
Szász, G., 1971: Untersuchungen der räumbichen Homogenität von Niederschlagssummen. Acta  

Georg. Debrecina XV-XVI, 225-237.
Szász, G., 1973a: A potenciális párolgás meghatározásának új módszere. Hidrológiai Közlöny, 435- 

442. (In Hungárián)
Szász, G., 1973b: A termesztett növények vízigényének és az öntözés gyakoriságának meteorológiai 

vizsgálata. Növénytermelés 22, 241-258. (In Hungárián)
Szász, G., 1981: Az időjárási folyamatok és a termelés közötti kapcsolat modellezésének alapjai. 

Időjárás 85, 334-345. (In Hungárián)
Szász, G., 1987: A mezőgazdasági célú távérzékelés jelentősége az agrometeorológiában. Időjárás 91, 

88-103. (In Hungárián)
Szász, G., 1988: Agrometeorológia -  általános és speciális. Mezőgazd. Kiadó, Bp. (In Hungárián)

357



Szász, G., 2005: Termésingadozás és éghajlati változékonyság a Kárpát-medencében. „Agro-21"  
Füzetek 40, 33-69. (In Hungárián)

Szász, G. and Lakatos, L., 1991: A légköri hatások szerepe a talajok N-szolgáltató képességének 
alakulásában. Időjárás 95. 289-300. (In Hungárián)

Száva-Kováts, J., 1937: A légnedvesség évi ingadozása Európában. Időjárás 68, 2-16. (In Hungárián)
Szepesiné Lörincz, A., 1966: A Kárpát-medence hidroklímájának jellemzői. OM SZ Hív. Kiadv. XXIX., 

86-114. (In Hungárián)
Takács, O., 1972: A teljes besugárzás függőleges felületeken. O M SZ Beszámolók 1969, 231-238. (In 

Hungárián)
Tar, K., 1991: Magyarország szélklímájának komplex statisztikai elemzése. OM SZ Kisebb kiadv. 67. 

(In Hungárián)
Thornthwaite, C. W., 1948: An approach toward a rational classifícation of climate. Geogr. Rév. 38, 55-94.
Tóth, E., 1978: A kukorica evapotranspirációja, terméshozama és vízhasznosítása különböző tápanyag 

és vízellátás mellett. O M SZ Beszám olók 1975, 241-255. (In Hungárián)
Wagner, R. and Papp, É., 1984: A szél néhány statisztikai jellemzője. OMSZ. Hiv. Kiadv. LVII. 108— 

117. (In Hungárián)
Várallyay, G., 2008: Extrémé soil moisture régimé as limiting factor of plants’ water uptake. Cereal 

Rés. Commun. 36  Suppl., 3-6.
Várallyay, G.,Szűcs, L., Rajkai, K., Zilahy, P., and M urányi, A., 1980: Magyarországi talajok 

vízgazdálkodási tulajdonságainak kategóriarendszere és 1:100000 méretarányú térképe. 
Agrokémia és Talajtan 29, 77-112. (In Hungárián)

Varga-Haszonits, Z., 1974: A meteorológiai elemek hatása az őszi árpa fejlődésére. OM SZ  
Beszámolók 1971, 72-77. (In Hungárián)

Varga-Haszonits, Z., 1987a: Agrometeorológiai információk és hasznosításuk. Mezőgazd. Kiadó. 
Budapest. (In Hungárián)

Varga-Haszonits, Z., 1987b: Az időjárás-növény modellek elvi-módszertani kérdései. Időjárás 91, 
176-186. (In Hungárián)

Wit, C.T. de, 1954: Photosynthesis o f leaf canopies. Centre í.A gricu lt. Publ. Doc. Wageningen, 1-57.

358



r A
INSTRUCTIONS TO AUTHORS OF IDŐJÁRÁS

The purpose of the journal is to publish 
papers in any held of meteorology and 
atmosphere related scientific areas. These 
may be

• research papers on new results of scien
tific investigations,

• critical review articles summarizing the 
current state of art of a certain topic,

• short contributions dealing with a par
ticular question.

Some issues contain “News” and “Book re
view”, therefore, such contributions are also 
welcome. The papers must be in American 
English and should be checked by a native 
speaker if necessary.

Authors are requested to send their manu
scripts to

Editor-in C hief o f  IDŐJÁRÁS
P.O. Box 38, H-1525 Budapest, Hungary
E-mail: journal.idojaras@ met.hu

including all illustrations. MS Word for
mat is preferred in electronic submission. 
Papers will then be reviewed normally 
by two independent referees, who remain 
unidentified for the author(s). The Editor- 
in-Chief will inform the author(s) whether 
or not the paper is acceptable for publica
tion, and what modifications, if any, are 
necessary.
Please, follow the order given below when 
typing manuscripts.

Title page: should consist of the title, the 
name(s) of the author(s), their affiliation(s) 
including full postal and e-mail address(es). 
In case of more than one author, the 
corresponding author must be identified.

Abstract: should contain the purpose, the 
applied data and methods as well as the 
basic conclusion(s) of the paper.

Key-words: must be included (from 5 to 
10) to help to classify the topic.

Text: has to be typed in single spacing on 
an A4 size paper using 14 pt Times New 
Roman font if possible. Use of S.I. units are 
expected, and the use of negative exponent 
is preferred to fractional sign. Mathematical

formulae are expected to be as simple as 
possible and numbered in parentheses at 
the right margin.

All publications cited in the text should be 
presented in the list o f  references, arranged 
in alphabetical order. For an article: name(s) 
of author(s) in Italics, year, title of article, 
name of journal, volume, number (the latter 
two in Italics) and pages. E.g..Nathan, K.K., 
1986: A note on the relationship between 
photo-synthetically active radiation and 
cloud amount. Időjárás 90, 10-13. For a 
book: name(s) of author(s), year, title of 
the book (all in Italics except the year), 
publisher and place of publication. E.g., 
Junge, C.E., 1963: A ir Chemistry and  
Radioactivity. Academic Press, New York 
and London. Reference in the text should 
contain the name(s) of the author(s) in Italics 
and year of publication. E.g.. in the case of 
one author: Miller (1989); in the case of two 
authors: Gamov and Cleveland (1973); and 
if there are more than two authors: Smith et 
al. (1990). If the name of the author cannot 
be fitted into the text: (Miller, 1989); etc. 
When referring papers published in the 
same year by the same author, letters a, b, c, 
etc. should follow the year of publication.

Tables should be marked by Arabic 
numbers and printed in separate sheets with 
their numbers and legends given below 
them. Avoid too lengthy or complicated 
tables, or tables duplicating results given in 
other form in the manuscript (e.g., graphs).

Figures should also be marked with 
Arabic numbers and printed in black and 
white or color (under special arrangement) 
in separate sheets with their numbers and 
captions given below them. JPG, TIF, GIF, 
BMP or PNG formats should be used for 
electronic artwork submission.

Reprints: authors receive 30 reprints free of 
charge. Additional reprints may be ordered 
at the authors’ expense when sending back 
the proofs to the Editorial Office.

More information for authors is available: 
journal.idojaras@met.hu



Published by the Hungarian Meteorological Service

Budapest, Hungary

INDEX 26 361

HU ISSN 0324-6329



QUARTERLY JOURNAL
OF THE HUNGARIAN METEOROLOGICAL SERVICE

Special Issue: Atmospheric Physics and chemistry in modern meteorology
Guest Editors: István Geresdi

CONTENTS

Editorial..........................................................................................  I
Zita Ferenczi: Predictability analysis of the PM2.5 and PM10

concentration in Budapest.................................................... 359

Eszter Lábó and István Geresdi: Application of a Detailed Bin
Scheme in Longwave Radiation Transfer Modeling..........  377

Zoltán Tóth: High resolution solar spectrophotometry and 
narrow spectral range solar radiation measurements at the 
Hungarian Meteorological Service....................................... 403

Adám Leelőssy, Erika Lilla Ludányi, Márk Kohlmann, István 
Lagzi, and Róbert Mészáros: Comparison of two
Lagrangian dispersion models: a case study for the 
chemical accident in Rouen, 21-22 January 2013 .............  435

http://www.met.hu/Journal-ldojaras.php

VOL. 117* NO. 4 * OCTOBER -  DECEMBER 2013



IDŐJÁRÁS
Quarterly Jo u rn a l o f  the Hungarian M eteorological Service

Editor-in-Chief 
LÁSZLÓ BOZÓ

Executive Editor
MÁRTA T. PUSKAS

EDITORIAL BOARD

ANTAL, E. (Budapest, Hungary) 
BARTHOLY, J. (Budapest, Hungary) 

BATCHVAROVA, E. (Sofia, Bulgária) 
BRIMBLECOMBE, P. (Norwich, U.K.) 

CZELNAI, R. (Dörgicse, Hungary) 
DUNKEL, Z. (Budapest, Hungary) 

FISHER, B. (Reading, U.K.) 
GELEYN. J.-Fr. (Toulouse, Francé) 

GERESDI, I. (Pécs, Hungary) 
HASZPRA, L. (Budapest, Hungary) 
HORÁNYI, A. (Budapest, Hungary) 

HORVÁTH. Á. (Siófok, Hungary) 
HORVÁTH, L. (Budapest, Hungary) 
HUNKÁR, M. (Keszthely, Hungary) 

LÁSZLÓ, 1. (Camp Springs, MD, U.S.A.) 
MAJOR, G. (Budapest, Hungary) 

MATYASOVSZKY, I. (Budapest, Hungary) 
MÉSZÁROS, E. (Veszprém, Hungary)

MÉSZÁROS, R. (Budapest, Hungary)
MIKA, J. (Budapest, Hungary)
MERSICH, I. (Budapest, Hungary)
MÖLLER, D. (Berlin, Germany)
PINTO, J. (Rés. Triangle Park, NC, U.S.A.) 
PRÁGER, T. (Budapest, Hungary)
PRÓBÁLD, F. (Budapest, Hungary) 
RADNÓTI, G. (Reading,U.K.)
S. BURÁNSZKI, M. (Budapest, Hungary) 
SZALAI, S. (Budapest, Hungary)
SZEIDL, L. (Budapest, Hungary) 
SZUNYOGH. I. (College Station, TX, U.S.A.) 
TAR, K. (Debrecen, Hungary)
TÁNCZER, T. (Budapest, Hungary)
TÓTH, Z. (Camp Springs, MD, U.S.A.)
VALI, G. (Laramie, WY, U.S.A.) 
VARGA-HASZONITS. Z. (Mosonmagyaróvár, 
Hungary)
WEIDINGER, T. (Budapest, Hungary)

Editorial Office: Kitaihel P.u. 1, H-1024 Budapest, Hungary 
P.O. Box 38, H-1525 Budapest, Hungary 
E-mail: journal, idojaras@met.hu 
Fax: (36-1) 346-4669

Indexed and abstracted in Science Citation Index Expanded™ and 
Journal Citation Reports/Science Edition 

Covered in the abstract and citation database SCOPUS®

Subscription by mail:
IDŐJÁRÁS, P.O. Box 38, H-1525 Budapest, Hungary 

E-mail: journal, idojaras@met.hu



Editorial

Special Issue: Physics and chemistry in modern meteorology

The theme of the 38th Meteorological Scientific Days was the atmospheric physics and 
atmospheric chemistry. They are relatively new research fields o f the meteorology. The first 
research about the cloud physics was initiated by weather modification programs in the late 
fifties and early sixties. The era of modem atmospheric chemistry began also in the fifties o f 
last century, and research activity in this field became important as air pollution turned into an 
inevitable problem in the seventies. The importance of atmospheric physics and chemistry and 
their direct and indirect effects on both the short and long term atmospheric processes became 
obvious at about the middle o f the last century. Due to the small size scale o f physical and 
chemical processes, the laboratory observations gave a good opportunity to get the first results 
in the early sixties. The fast improvement o f  computer technology has allowed us both to 
apply the numerical simulation as a new research tool and to take into consideration the wide 
scale o f  physical and chemical processes in the weather forecast models and in the climate 
research as well. Since the interaction between the small scale physical and chemical 
processes and the large scale dynamics are rather strong, taking observation out o f  the 
laboratories became rather urgent by the eighties. Direct observations by aircrafts and 
application o f satellites and radars have got essential role in the research and in the day-to-day 
operational works, as well.

The intention o f the organizing committee was to get a comprehensive presentation o f 
research activities and applications accomplished and developed by different research groups 
in Hungary. Eighteen oral presentations showed our knowledge in the fields o f  aerosol 
chemistry, transport o f pollution in the atmosphere, radiation, and furthermore atmospheric 
electricity and cloud physics. The oral presentations were delivered by researchers and PhD 
students from Eötvös Loránd Univeristy, Hungarian Meteorological Service, University o f 
Pannónia, and University o f  Pécs.

Four papers are presented in this special issue about different topics o f the conference. 
In two papers the authors publish their result about the application o f numerical models for 
investigation of the long-range transport o f  air pollution. In one paper the results about the 
state-of-the-art numerical simulation of the effect o f clouds on the long-wave radiation are 
presented. One paper gives a detailed analysis about the solar radiation measurement carried 
out at the Hungarian Meteorological Service.

István Geresdi 
Guest Editor
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Abstract—The harmful effect of air pollution on human health have raised a series of 
concerns in recent years and imposed needs for accurate descriptions of air pollution 
levels in urban areas. This implies that tools supporting national pollution control and 
planning need to be developed including public web sites or other media, where citizens 
exposed to the air pollutants can catch urban background concentration data, predicted 
concentrations, or alerts. In recent years, PM|0 episodes caused the most critical air 
quality problems in Budapest. Before the development of air quality forecasting systems, 
which help to predict the high PM10 concentration episodes, the main determinants have 
to be identified. In this work, the effect of long-range transport and meteorological 
conditions on PM|0 concentration in Budapest was analyzed in detail, as well as the 
results of an existing air quality forecasting systems were evaluated in case of PM|0.

Key-words: air quality forecast, monitoring network, urban environment, emissions, 
meteorological parameters

1. Introduction

Climate, weather, and air quality have harmful effects on human health and 
environment. For centuries, people have selected their home where they could 
experience the most favorable environmental conditions. The Industrial Revolution 
brought great changes in energy usage and technological development. People 
moved in the cities in the hope of a better life, where the air was contaminated with 
different pollutants, depending on the current level of development of technology. 
The first big problem was the sulphur dioxide pollution, which was caused by the 
burning of coal. A few hundred years later, the widespread use of cars resulted in 
the increase of nitrogen oxides and tropospheric ozone concentrations in the
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atmosphere. Nowadays, the high level of airborne particles concentration is 
considered seriously (WHO, 2011), especially in the winter season in Hungary.

Over the past few hundred years, we had to face also the changes in climate 
in parallel with the changes in air quality. The observed changes in climate, 
weather, and air quality continuously interact with each other: the pollutants are 
changing the climate, thus changing the weather, but also the climate impacts on 
air quality (Bernard et al, 2001). The increasing number of extreme weather 
situations can occur as a result of climate change, which could create favorable 
conditions for rising of PM pollutant concentrations. In recent years, the PMI0 

episodes, which in many cases are associated with extreme weather situations, 
caused the most critical air quality problems in Budapest. The first step before 
developing a successful air quality forecast system is a detailed analysis of the 
meteorological background of the PM10 high-level situations (Demuzere et al, 
2009). Our investigation will focus on those episodes, which are caused by this 
pollutant, and on the long-range transport of the aerosol particles, which have also 
essential role in the formation of PM situation in Budapest.

The sum of all particles suspended in the atmosphere is referred to as PM 
(particulate matter). The particulates are classified according to their size and 
their capacity of penetrating the respiratory tract, causing harmful effects on 
people. The source of the particulate matter can be anthropogenic or natural. In 
urban environment, the most important causes of high PM]0 concentration are 
traffic emissions, and in particular the use of diesel engines and motorcycles 
(.Sillanpaa et al., 2006). Notable proportion is due to old tires and car brakes. 
During winter, emissions from domestic heating are added to the PMi0 in larger 
amounts due to materials such as coal and wood.

Before developing an air quality forecasting system, which helps to predict 
the high PM10 concentration episodes, the main determinants (emission, 
meteorological conditions, and long-range transport) have to be identified. In 
this work, the effect of long-range transport and meteorological conditions on 
particulate matter in Budapest and Hungary was analyzed in detail.

Finally, the first results of the validation of the air quality prediction system 
of the Hungarian Meteorological Service are presented. In the evaluation work, 
the PMio data detected by the air quality monitoring network of Budapest, as 
well as the forecasted air pollutant concentration values of the air quality 
prediction model system are used.

2. Analysis o f  the most important effects on PM concentration

Air quality of Budapest is determined by domestic and traffic emissions 
combined with the meteorological conditions. The effect of the long-range 
transport could also be essential. In this paragraph, the effect of emission, long- 
range transport, and meteorological conditions will be analyzed in detail.
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2.1. Emission

The emission of PMi0, which has essential effect on the air quality of Budapest 
is determined by the industrial, traffic, and domestic heating activity in the 
area of Budapest. While the yearly variability of the industrial and traffic 
emissions are not significant, the domestic emissions increase in the winter 
season. All the mentioned emissions have weekly, daily and, especially for 
the traffic hourly variabilities. The different time variabilities of these 
emission sectors are reflected in the daily and yearly variability of 
concentration values of the PMi0.

2.2. Effect o f the long-range transport on PM concentration

Effect of the long-range transport on the PM !0 concentration was determined 
by the EMEP chemical transport model (Simpson et al., 2012). With this 
examination only the yearly average of this effect could be analyzed. 
Sometimes the impact of the long-range transport can be negligible and 
sometimes it can be responsible for the episode situation. In this paragraph 
the effect of long-range transport on the PM10 and PM2.s in Budapest and 
Hungary will be analyzed in detail. The results will show how important this 
effect is and how we will able to put this information into an air quality 
forecasting system.

2.2.1. Short description o f the EMEP model

Many types of air pollutants have been observed to travel far from their 
sources causing air quality problems (EMEP Status Report, 2012). Therefore, 
it is very important to begin the development of chemical transport models 
with investigating the long-range transport of the air pollutants. A 
representative of these types of models is the EMEP Eulerian long-range 
transport model (Simpson et al., 2012). The model is an important tool to 
analyze both acidification and photo-oxidant activities in the air. The current 
version of the model working on a polar-stereographic projection, true at 60 
N, has commonly been used, with grid-size of 50km><50 km at 60 N. The 
standard domain has changed somewhat over the years, and was enlarged 
towards Eurasia in 2007. The model currently uses 20 vertical levels from the 
surface to the top of the model domain (currently: 100 hPa, 15 km). The 
15 km high air column is divided into 2 0  levels in a form that the lower layer 
(3 km), which is relevant in the mixture of air pollutants, includes 10 levels, 
allowing the detailed examination of this air layer. The EMEP model uses a 
chemical pre-processor to convert lists of input chemical species and 
reactions to differential equations in Fortran code. The default chemical 
scheme, which is used in the open source version of the EMEP model, is the
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EmChem09. This chemical scheme describes 137 reactions and 26 
photochemical reactions between 72 chemical species. The model calculates 
the dry and wet deposition o f the chemistry substances. The dry deposition 
flux is determined by using the deposition velocity, while the wet deposition 
processes include both in-cloud and sub-cloud scavenging of gases and 
particles.

The standard emissions input required by EMEP model consists of gridded 
annual national emissions of sulphur dioxide (S02), nitrogen oxides (NOx 
=N0+N02), ammonia (NEE), non-methane volatile organic compounds 
(NMVOC), carbon monoxide (CO), and particulates (PM25, and PMC, the latter 
being the coarse aerosol fraction, PM|0-PM25). The particulate matter categories 
can be further divided into elemental carbon, organic matter, and other 
compounds as required. Emissions can be from anthropogenic sources (burning 
of fossil and biomass based fuels, solvent release, etc.), or from natural sources 
such as foliar VOC emissions or volcanoes.

The EMEP model has been adapted to run with meteorological fields 
calculated by a number of numerical weather prediction models, like the 
ECMWF IFS. In 2013, the data of the ECMWF IFS are available for forecasts 
with 0.125° x 0.125° horizontal grid length and 137 vertical levels, and this 
model became the default meteorological driver.

2.2.2. Calculation o f the long-range transport ofPM / 0 concentration

For determining the long-range transport of the PM (particulate matter), the 
effect of the national emission from all countries in the EMEP model calculation 
area and the natural resources in the region were taken into account (Gauss et 
al., 2012). The most important natural sources are the sea and the volcano, 
which have effect on the PM air quality conditions.

Our study was carried out for five years (2006-2010) in order to filter the 
variability of the weather as much as possible. Since the emission values show 
considerable variability from year to year (not only in case of Hungary), it is 
difficult to separate the effects of the weather from the effect of the emissions in 
the results.

First the proportion of the effect of the long-range transport was determined 
on the PMio concentration in Hungary for five years (2006-2010). The results 
are summarized in Table 1.

On the basis of model calculations it was found that in annual average the 
transboundary sources are responsible for the 80% of the PM| 0 pollution 
formation in Hungary. According to Table 1, it can be said that in the last 
5 years in Hungary, the PM10 emissions are significantly changed, and it could 
cause the variability in the quantity of the long-range transport.
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Table 1. Fraction o f  transboundary contributions to PM ] 0  concentrations in Hungary (unit:
% ) and the PM i0  emission from Hungary (unit: Gg)

Years Fraction of transboundary 
contributions (%)

Emission from 
Hungary (Gg)

2006 79 48
2007 83 36
2008 80 38
2009 79 48
2010 79 46

During the studied five years, trend in the change of the impact of the long- 
range transport could not be observed, the difference between the years can be 
mainly explained by changes in the PMI0 emission of Hungary. In the years 
when the emission of Hungary was decreased significantly, the proportion of the 
long-range transport increased slightly. Fig. 1 shows the spatial variability of the 
impact of long-range transport in Hungary between the years 2006 and 2010.

P M 1 0  200 6

0 .4 5  to  0 .5  
0 .5  to  0 .5 5  
0 .5 5  to  0 .6  
0 .6  to  0 .65

#  0 .6 5  to  0 .7
#  0 .7  to  0 .7 5
#  0 .7 5  to  0 .8
#  0 .8  to  0 .8 5
#  0 .8 5  to  0 .9
#  0 .9  to  0 .9 5
#  0 .9 5  to  1

P M 1 0  201 0

0 .4 5  to  0 .5  
0 .5  to  0 .5 5  
0 .5 5  to  0 .6  
0 .6  to  0 .6 5  
0 .6 5  to  0 .7

•  0 .7  to  0 .7 5
•  0 .7 5  to  0 .8
•  0 .8  to  0 .8 5
•  0 .8 5  to  0 .9
•  0 .9  to  0 .9 5
•  0 .9 5  to  1

Fig. 1. Fraction of transboundary contributions to PM10 concentrations in Hungary in the 
years of 2006 and 2010  (unit: %).
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In the second part of this study, the proportion of the long-range transport 
was determined on the PM10 pollution formation in the air quality zones of 
Hungary (Table 2). The definitions of the zones are:

1. Budapest and its surroundings
2. Győr - Mosonmagyaróvár
3. Komárom -  Tatabánya - Esztergom
4. Székesfehérvár - Veszprém
5. Dunaújváros and its surroundings
6 . Environs of Pécs
7. Sajó Valley
8 . Debrecen and its surroundings

Table 2. Fraction of transboundary contributions to PM]0 concentrations in the zones of 
Hungary in different years (unit:%)

Years Zone 1 Zone 2 Zone 3 Zone 4 Zone 5 Zone 6 Zone 7 Zone 8

2006 69% 80% 78% 76% 68% 79% 72% 75%
2007 71% 86% 82% 80% 68% 84% 75% 77%
2008 68% 80% 76% 75% 65% 80% 71% 76%
2009 63% 76% 74% 73% 62% 80% 69% 77%
2010 65% 77% 74% 75% 58% 80% 67% 73%

According to Table 2, it can be said that the effect of the long-range 
transport on the PMi0 concentration is the lowest in zone 1 (Budapest and its 
surroundings) and 5 (Dunaújváros and its surroundings), and the highest in 
zone 2 (Győr - Mosonmagyaróvár) and 6  (Environs of Pécs). Considering the 
country's size, this difference is mainly due to the significant spatial 
variability of the PM10 emission in Hungary. The largest industrial areas of 
Hungary located in zone 1 and zone 5 includes the area of our capital, where 
the combined effect of traffic and industries can cause high level PM10 

emission.

2.2.3. Calculation o f the long-range transport o f  PM-,5 concentration

Further we determined the main contributor countries, which have significant 
effect on the PM2.5 pollution formation in Hungary. Table 3 summarizes the time 
variation of the national PM2.5 emission of Hungary between 2006 and 2010.
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T able  3. PM 2 .5  emission from Hungary (unit: Gg).

Years PM2.5 emission 
from Hungary (Gg)

2006 29
2007 21

2008 23
2009 28
2010 32

Before preparing pie diagrams, the examined countries were placed into an 
order of magnitude based on how large the proportion of their contribution is to 
the PM2.5 pollution of Hungary. The pie diagrams (Fig. 2.) show the proportion 
of the effect of Hungary and the 8  main contributor countries on the PM2.5 

concentration in the years of 2006 and 2 0 1 0 .

2006 2010

Fig. 2. Main contributors to concentrations of PM2,5 in Hungary in the years of 2006 and 
2010 (unit:%).

According to the pie charts, our homeland contributes to the PM2.5 

contamination in Hungary with 20-25%. It can be declared in general, that 
among the neighboring countries, the effect of Poland and Romania is 
considerable to the PM25 contamination in Hungary, the combined effect of 
these two countries is comparable to the effect of Hungary. It can be said that 
the effect of Italy, Slovakia, Germany, and Serbia could also be considerable,
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but the contribution of these countries to the Hungarian PM2.5 contamination are 
essentially affected by the atmospheric conditions.

Finally, the contribution of Hungary to the PM2.5 contamination of the 
neighboring countries was examined. Fig. 3 shows the results of this 
investigation.

Fig. 3. Contribution of Hungary to the PM2.s contamination of the neighboring countries in the years of 
2006 (left) and 2010 (right)(unit:%).

Comparing Fig. 3 with the pie charts {Fig. 2), the amount of the 
contribution of the Hungarian PM2.5 emission to the air pollution conditions in 
the neighboring countries is similar to their contribution to the Hungarian air 
pollution. The balance is positive only in the case of Romania, which means that 
Hungary receives much more particles from Romania than the amount was sent 
by Hungary to Romania. Hungary significantly pollutes the air of Slovakia, 
Croatia, and Serbia. Hungary contributes to the air pollution of these countries 
with 5-20%. The value of this rate depends on the meteorological conditions 
and the changes in the emission of these countries from year to year.

After specifying Hungary’s contribution to the P M 2.5  air pollution in the 
surrounding states, it was possible to determine which countries are the net 
polluters of Hungary and, on the other hand, which countries are polluted by 
Hungary. The results of this investigation are summarized in Table 4.

According to Table 4 it can be related, that Poland and Romania pollute 
Hungary much more, than Hungary pollutes these countries. In case of Slovakia 
the situation is inverse, because Hungary pollutes this country much more than 
Slovakia pollutes Hungary.

Finally, it was determined that from the particles emitted by Hungary 
37 percent remain in the country and 63 percent cross the border of Hungary and 
increase the P M 2 .5  contaminations of other countries. Considering the total 
emission of the modeling domain in case of Hungary the amount of aerosols 
particles arrive to the area of Hungary from outside sources are 30% more than 
those emitted by Hungary in all.
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Table 4. The proportion of the received and sent polluted particles from the point of view 
of Hungary.

Year
Poland
received sent

Romania 
received sent

Serbia
received sent

Slovakia
received sent

2006 13% 4% 11% 4% 6% 6% 6% 14%

2007 12% 2% 7% 4% 8% 5% 7% 9%

2008 7% 2% 10% 3% 8% 5% 6% 12%

2009 10% 3% 10% 3% 8% 5% 7% 11%

2010 12% 2% 11% 2% 8% 5% 7% 11%

The results of this investigation can be summarized as follows: the long- 
range transport is very determinant in Central Europe, and could not be 
neglected in the transport model calculations.

2.3. Effect o f the weather conditions

PMio concentrations exceed the threshold value mainly in winter and fall. In 
summer, high PMi0 concentrations can be observed very rarely. We think, that 
the effect of special meteorological situations are determinant in the high level 
PM10 concentration formations (Barmpadimos et al., 2011; Mok and Hoi., 2005). 
In this paragraph we examine the effect of some meteorological parameters on 
the PMio concentration. In Budapest, an air quality network of 10 stations 
detects the hourly concentration values of PM10, we used this database.

2.3.1. Seasonal effects

Examining the past few years, it shows that high PM)0 air quality conditions 
were observed especially in the winter semester. In order this statement could be 
supported by measurements we examined the PM10 data of the Gilice tér air 
quality monitoring station in Budapest. Those days were selected, when the 
daily average of the PMi0 concentration values exceeded the limit value for the 
protection of human health (50 pg/rn3). The results of the study are shown in 
Fig 4.

Fig. 4 shows, that the exceedance of the limit values can be observed 
especially in fall and winter, in spring and summer this situation is very rare. 
The picture also shows a threshold value (red line) which means that the PM| 0 

daily mean value may not exceed 50 pg/m3 more than 35 times in a year. In the 
last years it was usual that the PMi0 daily values exceeded the limit values for 
the protection of human health more than 35 times, except in 2009. Fig 4 shows 
the result of the investigation only for the monitoring station „Gilice tér”, but the 
situation is the same not only in Budapest, but in case of all of the Hungarian air
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quality monitoring stations. How can we explain that high PM i0 concentration 
levels can be observed in Hungary especially in fall and winter in Hungary? Due 
to the fact that the emission and the weather situation determine the PMi0 

concentration together, the seasonal variability of these two effects has to be 
analyzed. In the case of PM,0, the most significant emissions originate from the 
traffic and residential wood and cool combustion. From the two factors, only the 
residential combustion has essential seasonal variability.

■■Spring
■■Summer
■■Fall

2006 2007 2008 2009 2010 2011 2012  Years
Fig. 4. Exceedance days of air quality threshold (health protection) values of РМ]0 
(Budapest, Gilice tér, 2006-2010)

Beside the emission, weather situations also change from season to season 
in the Carpathian Basin. The typical weather situation, which favors the 
development of high PM10 concentration occurs primarily in the winter season. 
Furthermore, these weather situations, and meteorological parameters, which 
can be linked to these meteorological situations, will be examined in more 
detail.

Not the conventional meteorological measurements, but the grid point data 
of the numerical weather prediction models are used in the experiments, because 
we had to produce that type of parameters, which are not measurable or not 
possible to be calculated from the classical measurements. In this study we used 
the results of two different numerical weather prediction models to eliminate the
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differences in the parameterization methods of the two NWP models (finally, in 
the results, there was no significant difference).

The features of the two numerical weather prediction models used in the 
examination are as follows:

AROME (Applications of Research to Operations at MEsoscale) is an 
atmospheric non-hydrostatic modeling system, which includes a state-of-the-art 
numerical weather prediction model and a data assimilation system. The 
horizontal resolution of the model domain is 2.5 km with 60 vertical model 
levels. The model is used primarily for ultra-short-term forecasting and runs at 
the Hungarian Meteorological Service’s supercomputer four times a day.

WRE (Weather Research and Forecasting) is a versatile numerical weather 
prediction model, which was developed at the National Center for Atmospheric 
Research (NCAR) and U.S. National Oceanic and Meteorological Service 
(NOAA) in cooperation with many research institutes and universities. 
Operational WRE model used by the Hungarian Meteorological Service with 
high resolution (2.6 km) and non-hydrostatic configuration. The service runs 
four times a day on a supercomputer.

2.3.2. Effect o f the planetary boundary layer (PEL)

One of the most important parameter of the diffusion processes is the planetary 
boundary layer (PBL) height. The planetary boundary layer is defined as the part of 
the atmosphere that is strongly influenced directly by the presence of the surface of 
the earth, and responds to surface forcings with a timescale of about an hour or less 
{Holton, 1992). In the boundary layer the horizontal transport is dominated by the 
mean wind and the vertical by the turbulence. When pollutants are emitted into this 
layer, they dispersed horizontally and vertically because of the action of convection 
and mechanical turbulences until it becomes completely mixed.

The height of this layer cannot be measured directly, but many methods are 
known to determine it. In this work, two different numerical weather prediction 
models, AROME and WRF were applied to determine the PBL height values 
using different PBL parameterization schemes. In the Hungarian version of the 
WRF model, the BouLac PBL scheme (Bougeault et al., 1989) was used to 
calculate the PBL height. The BouLac PBL scheme is classified as a one-and-a- 
half order turbulent kinetic energy (TKE) closure scheme, which determines the 
diffusion coefficients from the prognostically calculated TKE. In the Hungarian 
version of the AROME model, the top of the PBL height is determined by the 
momentum flux profile method (Szintai and Kaufmann, 2008). The top of the 
PBL is the height where the momentum flux value becomes less than 5 percent 
of the surface level momentum flux value.

Because the numerical weather prediction models determine the PBL height 
using different parameterization schemes, we determined the connection between 
the two differently determined PBL height, and the PMi0 concentration values.
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In our examination the hourly average PM10 concentration values were used, 
that are measured between October 27 and November 26, 2011 at the air quality 
monitoring station Gilice tér, and the hourly PBL height determined by the two 
mentioned numerical weather prediction models. The examined time period is the 
longest PM io episode situation which has been detected since the PM!0 

measurements started in Budapest. Fig 5 shows the relationship between the two 
parameters.

0 100 200 300
PM10 lug/m-'l 

VVRF

PM |0 lug/in'|

Fig. 5. The relationship between the height of the planetary boundary layer (PBL) and the 
PMio concentrations (Budapest, Gilice tér).

According to Fig. 5, in case of high (>100 ug/nT) PM10 concentration values 
the PBL heights were lower than 200m. Nevertheless, this statement is not true in 
another direction, because in case of low PBL height the PMi0 concentration is not 
so high in every cases. Regression analysis was also performed to determine the 
connection between the PM ]0 concentration and PBL height hourly values. There is 
not big difference between the results of A ROME and WRF models. The value of 
the regression is a little bit higher in case of AROME.
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2.3.3. Effect o f the stagnation index (SI)

Because the results of the analysis with the PBL height was not convincing to 
find the weather conditions resulting high PM10 concentration level, we took into 
the analysis other meteorological parameters. While the PBL height characterizes 
the intensity of the vertical diffusion in the atmosphere, the magnitude of wind 
speed and wind shear could be the index of the intensity of the horizontal diffusion. 
The SI index is the parameter (Holst et al. 2008), which characterizes the intensity 
of the horizontal and vertical diffusion in the lower layer of the atmosphere as it 
takes into account the height of the PBL and the wind speed in the surface layer. 
The SI index can be determined by this simple equation:

PBLx v

Fig. 6 shows the relationship between the SI index and the PM | 0 

concentration. According to Fig. 6, the relationship between the SI index and the 
PM10 concentration is slightly stronger, than the relationship between the PBL 
height and the PM]0 concentration. Based on this study we can conclude that the 
weak mixing processes in the planetary boundary layer (low PBL heights and 
low wind speed) are responsible for the formation of high PMi0 concentrations 
with 25%, and there is no big difference between the results, which was based 
on the WRF or AROME numerical weather prediction models.

2.3.4. Effect o f the wind speed

The analysis so far basically studied the effect of the intensity of the 
atmospheric diffusion processes on the PM10 concentration. However, the 
atmospheric processes may be relevant in terms of the region from where the 
polluted air arrived to the area of the measuring point. In this respect, the effect 
of wind direction is essential. Using this analysis, clean and dirty sectors could 
be separated in the area of the monitoring station, and changes in the emission 
intensity and compositions could be inferred.

In this analysis, PMi0 data detected by the air quality monitoring station 
Gilice tér, as well as the measured meteorological data between January 9, 2006 
and February 14, 2012 are used. In case of this examination we halved the day 
to daytime and nighttime. Fig. 7 shows the dependence of the PM i0 

concentrations on the wind direction in daytime and nighttime. The results are 
significantly different in the different parrt of the day. For daytime episode 
situation, the effect of traffic emission from the direction of M5 highway can be 
observed, while nighttime the effect of domestic heating from the direction of 
the residential district can be observed.
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Fig. d.The relationship between the SI index and the PMio concentrations. (Budapest, 
Gilice tér).

Fig. 7. Wind direction dependency of the PMI0 concentrations in episode situations for 
daytime and nighttime. (Budapest, Gilice tér).
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Based on Fig. 7, it is likely that during the day the traffic emission and 
during the night the domestic heating is the primary source of PM10 pollution in 
the area of Gilice tér station. It is worth to compare the highest average 
concentration values, which was detected in daytime and nighttime. During the 
day, the average hourly maximum concentration was 70 pg/m3, while at night it 
was 90 pg/m3, which could be explained with the low boundary layer at night, 
but it is possible that the level of emissions from residential combustion is 
greater than the traffic emission.

3. Validation o f the PM 10 forecast for Budapest

The Hungarian Meteorological Service adopted a chemical transport model to 
forecast the concentration values of the main pollutants. The forecasting tool 
is an integrated system of the WRF meteorological and CHIMERE chemical 
transport models. The air quality prediction system has been operating since 
June 1, 2010, which means, that there are longer than 2-year data sets to 
evaluate how it is working. In the validation work the PMi0 data detected by 
the air quality monitoring network of Budapest, as well as the forecasted air 
pollutant concentration values of the air quality prediction model system are 
used. The values of NMSE (normalized mean square error) and correlation 
were determined for the PMi0 pollutants and for the grid points, where the air 
quality monitoring stations are located. NMSE is a typical statistical indicator 
of the overall deviations between predicted and measured values. Low values 
mean, that the model is well performing both in space and time. The 
correlation coefficient is a measure of how well the predicted values from a 
forecast model "fit" the real-life data. The values indicate that the best 
forecast can be expected in the area of Honvéd utca monitoring station (the 
correlation value is 0.53) and the worst in the area of Pesthidegkút monitoring 
station (the correlation value is about 0.15) for PMi0. Table 5 shows all the 
results of this examination.

The results of this evaluation work shows, that the PM , 0 concentration 
prediction is not so good. There is big lack in the emission input data base 
calculated for PMi0, mainly in the domestic heating, which is reflected in the 
case of Pesthidegkút monitoring station, for which the values of NMSE and 
correlation are very bad. Presumably there are some problems with our traffic 
emission data base, and sometimes the NWP model is not able to predict well 
the essential meteorological parameters, which have effect on the PM10 

concentration (Saide et al., 2 0 1 1 ).
In the future we plan to develop our emission database, determine new 

boundary conditions. We hope, that this investigation will result in an 
improvement in the PM10 forecast.
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Table 5. NM SE and correlation va lues o f the PM i0 prediction

Station NMSE Correlation

Csepel 0.97 0.39
Erzsébet tér 0.35 0.49
Gergely utca 0.40 0.45
Gilice tár 0.57 0.31
Honvéd 0.31 0.53
Kőrakás park 0.14 0.36
Kosztolányi tér 0.36 0.33
Pesthidegkút 0.88 0.15
Széna tér 0.50 0.35
Teleki tér 0.45 0.49
Tétényi út 0.64 0.19

4. Conclusion

In this study, we tried to determine the contribution of the effect of the long- 
range transport and meteorological conditions to the Hungarian PM10 and PM2.5 

air pollution. In case of the long-range transport, the study tool was the EMEP 
chemical transport model, and the results of this model calculations were the 
bases of examination.

The conclusions drawn from the calculations are:
• In Hungary, the contribution of the long-range transport to the PM air 

pollution is 70-80%.
• The effect of the long-range transport shows significant spatial variability, the 

most important part is the western frontier of Hungary, and the smallest is the 
central part of the country.

• Among the European states, Romania and Poland are the greatest polluters of 
Hungary's atmosphere.

• Particles emitted by Hungary contribute significantly to the PM pollution of 
Slovakia, Serbia, and Croatia.

• 37% of the particulate matters emitted by Hungary remain in the country, and 
63% cross the border of Hungary and increase the PM contaminations of other 
countries.

• In case of Hungary, the aerosol particles arrive to the area of Hungary from 
outside sources are 30% more than the particles emitted by the country in all.

• The reasons of the formation of PM, 0 related to high air pollution situations 
are: unfavorable weather conditions and increasing emission of the domestic 
heating. Among the meteorological parameters, the effect of the SI index is 
the most significant.
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A dispersion modeling system was developed by the Hungarian 
Meteorological Service to predict the air quality in Budapest for 48 hours. The 
core of this system is the CHIMERE chemical transport model. Beside the 
CHIMERE’s built-in emission database, also own emission data (point sources, 
traffic count) for Budapest are used during modeling. It was shown that the 
quality of the results depends on the quality of the weather forecast, the long- 
range transport, and the emission database. It was also demonstrated that there is 
a lack in the emission input database calculated for PM[0. Long-term transport of 
the pollutants seems to play an important role during concentration calculations. 
Validation of the system also confirms these statements.
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Abstract—Absorption and transfer of radiation in clouds are sensitive to size distribution 
of water drops. A new numerical scheme has been developed for calculating the 
extinction coefficients of water clouds in the longwave region. While the generally 
applied bulk schemes in numerical models characterize the whole size distribution of the 
water dropiets with one parameter (effective radius), detailed models allow us to calculate 
the optical properties without any assumption about the size distribution of water drops. 
Our model uses a bin microphysical scheme which uses the number concentration and 
mixing ratios of water in 36 size intervals.

This paper describes the developed bin radiation scheme. The wavelength-dependence 
of extinction coefficients calculated by bin and bulk schemes is compared at different 
effective radius. It was also investigated how the number concentration of droplets and 
liquid water content affect the difference between the two schemes. The relative 
difference depends both on the effective radius and on the wavelength. If the effective 
radius is larger than 10 pm, the relative difference remains below 20%. It is higher in the 
case of smaller effective radius.

The bin scheme has also been implemented in the RRTM LW radiation transfer model 
code. Upward, downward, and net radiation profiles for four different cases were studied 
with the RRTM model. It was found that the outgoing longwave radiation is sensitive on 
the applied scheme when the cloud layer is thin. Significant differences were found 
between the gradients of the net longwave radiation profiles in all cases. These 
differences have significant impact on the evolution of the vertical temperature profiles, 
which affects both cloud dynamics and microphysics.

Key-words: longwave radiation, bin scheme, numerical modeling, cloud-radiation 
interaction, water clouds, cooling rate
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1. Introduction

The large impact of clouds on the temperature profiles and radiation budget stirs 
the need for a more accurate modeling of cloud-radiation interactions 
(Ramanathan and Inamdar, 2006; Corti and Peter, 2009). Recent research 
focuses on the development of more precise calculation methods of radiative 
cloud forcing (Liu et al, 2009). Besides models, measurement campaigns have 
been launched to determine the effect of cloud radiative forcing on the Earth’s 
atmosphere (Arking, 1991, Chen et al,. 2000). It is widely accepted that the 
clouds decrease the shortwave radiative flux at the surface by 40-50 Wm-2 , 
and they also decrease the outgoing longwave radiative flux by around 30 Wm- 
2 (Ramanathan et al., 1989; Wielicki et al., 1996; Rossow and Duenas, 2004). 
These effects result in a net diminution of 10-20 Wm-2 (Chen and Rossow, 
2002; Oreopoulos and Rossow, 2011). However, the determination of the 
radiative forcing for each cloud and cloud type requires exact numerical models 
including accurate parameterization of cloud physical processes.

The necessity of a more detailed cloud radiation schemes in the modeling 
of cloud-radiation interactions has been permanently suggested during the last 
30 years. It has been asserted by Kunkel (1984) and later by Fouquart et al. 
(1990) that a more accurate parameterization of cloud-radiation interactions is 
essential. Buriez et al. (1988) stated that until the ‘90s, optical characteristics 
had been tuned in the atmospheric models by arbitrary diagnostic cloud 
schemes to fit the results to the observations. Harrington (1997) showed that 
the applied parameterization technique in models strongly affects the optical 
properties of the simulated clouds. Stephens (2004) proved that the cloud 
properties such as optical depth, liquid and ice water contents, and particle 
size distribution significantly affect the radiation budget of Earth. Lack of 
correct data about optical properties of clouds is one of the major obstacles in 
determining the radiation budgets both of atmosphere and surface. According 
to Stephens (2004), the effect of clouds on heating and cooling of the 
atmosphere is a substantial feedback mechanism that had not been adequately 
investigated. Improvement in the numerical forecasting capacities of a 
weather forecasting model has been demonstrated in Liu et al. (2009). They 
have included detailed radiation scheme with microphysical size dependence 
in the U.S. Navy’s Coupled Ocean-Atmosphere Mesoscale Prediction System 
(COAMPS) model. It has ultimately reduced the model’s systematic warm 
bias, and overestimation of humidity in the upper troposphere. Comparing 
with measurements, the root mean square error of LW downward flux has 
changed from 17.67 Wm-2 to 9.44 Wm-2 in the case of standard model, 
and that of improved radiation model, respectively. Petters et al. (2012) 
highlighted that cloud radiative heating, and its feedback on cloud dynamics 
is largely sensitive to the number concentration of water droplets in stratiform 
clouds.
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In numerical models, optical properties of warm clouds such as single 
scattering albedo and extinction coefficient are generally calculated by using a 
characteristic size of cloud droplets (Lindner and Li, 2000; Ebert and Curry,
1992). In these bulk schemes the size distribution of the droplets is generally 
given by an idealized gamma function with one or two independent parameters 
[Ritter and Geleyn, 1992; Walko el al., 1995; Straka et ah, 2007; Tompkins and 
Di Giuseppe, 2009). The bulk models use the effective radius of cloud droplets 
and liquid water content to determine the optical properties (Fu et al., 1998; 
Hong et al., 2009, Gettelman et al., 2008). Contrary to bulk schemes, bin 
microphysical schemes are capable to describe arbitrary size distribution of 
cloud droplets. In the case of bin schemes no assumption is needed on the 
droplet size distribution. While the bin schemes for the numerical simulation of 
cloud microphysical processes has been widely used since the early nineties, the 
application of this technique to calculate the optical properties of the clouds has 
become in the focus of researches in the last ten years. The advantage of the 
application of bin schemes for the calculation of cloud optical properties was 
proved by Harrington and Olsson (2001). They showed that the longwave 
radiation budget at the surface can be altered by 40 Wrrf2 depending on how the 
effective radius of cloud droplets was calculated. The impact of using bin 
models on the cloud microphysical structure has been examined in Harrington 
et al. (2000). He has evaluated the effect of radiative cooling on the growth of 
water droplets. He showed that larger drops were growing faster than smaller 
drops. Drizzle-sized drops could be produced from 20 to 50 min earlier through 
the inclusion of the radiative term, which leads to a higher potential for 
enhancing drop collection and precipitation formation.

In this paper results about a new bin radiation scheme are presented. This 
technique was developed to calculate the extinction coefficients of water 
droplets in the infrared region. The impact of application of this new scheme on 
the longwave radiation budget is presented. The next section contains the 
description of the scheme. The results about the comparison with a bulk scheme 
are presented in Section 3. In Section 3.1, the changes in the extinction 
coefficients are presented. In Section 3.2, the change in the intensity of 
longwave radiation due to the application of bin scheme compared to the bulk 
scheme is studied. Section 3.3 examines the changes in the radiation profile with 
the help of the RRTM radiative transfer model, caused by the difference in the 
extinction coefficients. The conclusions are given in Section 4.

2. Description o f the model

2.1. Description o f the bin scheme

The optical parameters describing scattering, extinction, and absorption of 
radiation in clouds are: the extinction and scattering coefficients {fiex, and /fra);
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the single scatter albedo (,co), which is the ratio of scattering in total extinction; 
and the asymmetry parameter (g), which characterizes the angle-dependence of 
the scattering (Roach and Slingo, 1979; Stephens, 1984; Hu and Starnnes, 1993). 
The definitions of these parameters for a given wavelength, in the case of water 
droplets assumed to be spherical are given in Eq. (1) —(4).

where D is the droplet diameter, M  is the mass of the droplet, k is the 
wavelength, n(M) is the droplet size distribution as a function of M, Qex, is the 
extinction efficiency, Qsca is the scattering efficiency, // is the cosine of the 
scattering angle, and p(/j) is the phase function, m is the refraction index, A(D) is 
the cross section.

The radiation transfer models and numerical models calculate the radiative 
transfer over radiation bands instead of calculating it at single wavelengths. For 
this purpose, a so-called broadband extinction coefficient is defined for an 
arbitrary wavelength interval of AX (Slingo and Schrecker (1982)):

(3ra = ( j  e J  A ( D ) Q exl( D , m , \ ) n ( M ) d M d K ) / \  EKdh
A h  0 A A ( 5 )

where Ex is the Planck-function at a reference temperature (usually at 273 K).
Bin scheme presented in details in Rasmussen et al., (2002) is used to calculate 
the above integrals. The size range from 1.5625 pm to 5.07968 mm is divided 
into 36 bins with doubling the mass at the bin edges. The applied moment 
conserving technique allows us to describe the size distribution of water drops in 
every bin:

nk ( M )  = Ak + M B k . (6)
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The coefficients Ak and Bk are calculated from the number concentrations and 
mixing ratios in the Ath bin (see more details in Tzivion et al., 1987). Using the 
bin scheme the Eq. (5) can be approximated by the following equation:

N Um M t

A(D)Qej D , m , k ) n k( M ) d M d \ ) l i  Ehd A]
k=  2 AA AA ^ y ^

where N  is the number of the bins, furthermore, Mk t and Mk are the mass of the 
water drops at the edges of the Ath bin.

The extinction coefficients can be calculated in every bin over any arbitrary 
wavelengths interval of AL EA was calculated at T=273 K in this research. 
Sensitivity of the extinction coefficients on the temperature was investigated by 
calculating the above integral at 77 = 303 K and 77=243 K. Differences were 
found to be insignificant for the extinction coefficients for the whole infrared 
spectra. Comparing to the case of T= 273 K, in the case of 77 a little bit smaller 
value was calculated (the maximum difference was 0.17%), and in the case of 77 
a slightly larger value was calculated (maximum difference was 0.29%). Thus, 
the temperature dependence of extinction coefficients is neglected in this study.

The Qex, extinction efficiency can be evaluated on the base of the Lorentz- 
Mie theory; however, it cannot be analytically calculated even in the case of 
spherical water drops. Instead of using time consuming numerical methods, the 
modified anomalous diffraction theory (MADT) was applied to describe the 
optical properties of water drops. Mitchell (2000) proved that application of this 
theory results in small errors comparing to the Lorentz-Mie theory. According to 
MADT, the extinction efficiency can be defined as a sum of two different 
components: the corrected Qext, and Qedge-

QeXlj D , K , m ) = ( \ + Ĉ ) Q eK + Q alge
( 8)

The details about calculation of Cres, Qexl, and Qedge variables can be found in 
Appendix A.

As the Qext (D,X,m) function has been given in explicit form, the integrals in 
Eq. (7) can be calculated by taking into consideration the nk (M) size distribution 
given by Eq. (6 ). The evaluation of the integrals in Eq. (7) can be made to be 
very fast, if two two-dimensional kernels were precalculated over the two- 
dimensional grid defined by both mass intervals and wavelength intervals of the 
radiative transfer model described in Section 2.3.

The details about the calculation of KAkj (Mk_i,Mk,AAj) and KBkj (Mk.,, Mk,AXt) 
are given in Appendix B. These coefficients can be implemented in the radiative 
transfer model afterwards, to yield extinction coefficients for the new bin 
method.
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2.2. Description o f the hulk scheme

Because the computational cost of the bin scheme is high, it is important to 
investigate whether the optical parameters defined by the Eqs. (1) -  (4) are 
sensitive on the method they are calculated. In this study, extinction coefficients 
(Eq. (1)) obtained by bin scheme are compared to the extinction coefficients 
obtained by a bulk scheme method (Hu and Stamms, 1993). This 
parameterization is currently used to calculate extinction coefficients in the 
RRTM LW radiation transfer model. More details about this model are given in 
Section 2.3.
The method developed by Hu and Stamnes (1993) is a frequently applied bulk 
parameterization scheme, which uses the effective radius and the liquid water 
content (LWC) as input parameters:

0 ex,lLW C=arbe+ c (9)

The a, b, c coefficients are defined for the following three intervals of the 
effective radius: 2.5-12 pm; 12-30 pm; and 30-60 pm, and for 50 wavelength 
bands in the infrared spectrum. This scheme is based on Mie-scattering 
calculations, which is appropriate method to determine the Qex, (D,m,X) 
extinction efficiency, at any wavelengths and droplet diameters. The n(M) 
droplet size distribution was assumed to be a gamma-size distribution:

( 10)

where No is the total (volume) number concentration, r  is the gamma function, 
rm is the characteristic radius of the size distribution, and y is a constant, that 
defines the shape of the distribution (Stephens et a/., 1990).

The a, b, c coefficients were calculated by least-square fitting of Eq. (9) on 
the set of extinction coefficients related to data pairs of effective radius and 
liquid water content. The effective radii and liquid water content were calculated 
by using different shape parameters (7), characteristic sizes (r,„), and total 
number concentrations (No) in Eq. (10). This group of data was set up for 50 
predefined wavelengths, ranging from 3.9 pm to 150 pm (Hu and Stamnes,
1993).

2.3. Description o f the radiative transfer model

The RRTMG LW (rapid radiative transfer model for the longwave radiation) 
(Clough et al., 2005) radiation model is used in our studies to calculate the 
longwave fluxes in the case of different clouds. It has been developed for the
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calculation of longwave atmospheric fluxes and cooling rates in atmospheric 
radiative transfer studies, as well as for implementation in numerical weather 
prediction and climate models.

The longwave spectrum is divided into 16 bands in the RRTM, from 
3.33 pm to 1000 pm, according to the main absorption bands of the atmospheric 
gases at different wavelengths (Table 1). These bands have been determined to 
have maximum two main absorbing compounds in each band; to limit the 
variation of the Planck function within the bands; and to keep the number of 
bands minimized as possible while keeping the previous two conditions. The 
model is capable to take into account the radiative effects of water vapor, carbon 
dioxide, ozone, nitrous oxide, methane, oxygen, nitrogen, and halocarbons. The 
two main compounds (water vapor, carbon dioxide) were taken into 
consideration in present calculations.

Table 1. W avelengths intervals o f  the RRTM model

Band Wavelength pint) 1050-96 (h Pa) 96-0.01 (hPa)
16 40.00-1000.00 h 2o h ,o

15 20.00-40.00 h 2o h ,o

14 15.90-20.00 h 2o , c o 2 h 2o , CO,

13 14.30-15.90 h 2o , c o 2 C 0 2, O;
12 12.20-14.30 h 2o , c o 2 c o 2, o 3
11 10.20-12.20 h 2o -

10 9.26-10.20 h 2o , o 3 o 3
9 8.47- 9.26 h 2o o 3
8 7.19- 8.47 H20 ,  CH4 CH4
7 6.76- 7.19 h 2o h ,o

6 5.55- 6.76 h 2o h 2o

5 4.81- 5.55 h 2o , CO, -

4 4.44- 4.81 H ,0 , N ,0 -
3 4.20- 4.44 o o n o

2 3.85- 4.20 N ,0 , CO, -

1 3.33- 3.85 h 2o , CH4 -

The development of RRTM has been based on the calculations made by the 
line-by-line radiative transfer model (LBLRTM) (Mlawer et al., 1997). The 
absorption coefficients for different temperatures, pressures, and relative amount 
of the absorption gases have been determined by this model. These constants are 
imported as look-up-tables into the RRTM model, and linear interpolation is 
used to calculate the absorption coefficients at the actual temperature, pressure, 
and gas concentration.
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The radiative transfer is calculated in the RRTM model for all of the 16 
spectral bands, as if it was a single spectral wavelength. In the case of vertically 
inhomogeneous layers, it uses the Pade’s approximation to calculate effective 
Planck function for each layer, by using the temperatures at boundaries of 
layers, and mean layer temperatures (Clough et al., 1992; Mlawer et al., 1995). 
The variation of the Planck function in a band according to the wavelength is 
taken into account by weighting according to the abundance of main gas 
compounds related to the band. (Mlawer et al., 1995).

In RRTM the correlated-k method is used to describe the wavelength- 
dependency of the absorption coefficients in the radiative transfer equations. 
The correlated k-technique is an approximation method with high accuracy. It is 
frequently applied for the calculation of radiative transfer radiances by 
transforming the integral over wavelength into integral over a cumulative 
probabilistic function. This function is determined by rearranging the absorption 
coefficient values in ascending order according to the fraction of the given value 
in the actual wavelength band (Mlawer et al., 1997). This generates a new order 
of the absorption coefficients according to their probability. A characteristic 
average value of the absorption coefficient in a given probability-interval is then 
defined, and used in the radiative transfer equations to calculate the radiances.

The values of the probability function at given pressure and temperature are 
calculated beforehand by a line-by-line radiative transfer model. In the RRTM, 
they are interpolated linearly between the logarithm of temperature and pressure 
values. Also, linear weighting of the absorption coefficients is done according to 
their integrated line strengths and column amount, when two different species 
are dominant in the same spectral band. These simplifications make this method 
computationally fast, meanwhile keeping the needed accuracy.

Validation of the RRTM model shows that RRTM results agree with those 
computed by the line-by-line model within 1.0 Wm 2 at all levels, and the 
computed cooling rates agree to within 0.1 K/day in the troposphere and 0.3 K/day 
in the stratosphere (Clough et al., 2005). The RRTM model has been implemented 
as the operational code for longwave radiation at the European Center for Medium- 
Range Weather Forecasts (ECMWF) and in the Global Forecast System (GFS) of 
the National Centers for Environmental Prediction (NCEP). It is also implemented 
as one option in the National Center for Atmospheric Research (NCAR) Weather 
Research and Forecasting (WRF) model.

3. Results

3.1. Comparison o f the extinction coefficients calculated by bin and bulk
schemes

Extinction coefficients calculated by bin and bulk schemes are compared in this 
section. The investigated cases are described in Table 2. The first column gives
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the number concentration, the second, third, and fourth ones show the effective 
radii if LWCi = lCT3kgm 3, LWC2= 10~4 kgnT3, and LWCj = 10“5 kgm"3, 
respectively. The size distributions of the water drops were given by Eq. (10), 
and the value of y parameter was chosen to be equal to 3.

Table 2. Effective radius for gamma-distributions for different number o f  concentration 
and LWC values

LWC,=10“3kg m 3 1. WC2= 10 4 kg m 3 /.H O  10 3 kg m“3
/V;(*10<’) 1/llT 'V /(* 10% m n //(*  10% m reff (* 10%  m
1000 7.92 3.68 -
250 12.57 5.84 2.71

100 17.07 7.92 3.67

50 21.50 9.98 4.63

20 29.18 13.55 6.29

It has been found that the changes in the difference between the extinction 
coefficients calculated by the bin and by the bulk scheme depends mostly on the 
value of the effective radius of the size distribution, regardless of the values of 
the LWC and the number concentration of water droplet. E.g., the differences 
between the bin scheme and the bulk scheme were very similar in the following 
two cases: LWC2 = 10 4 k g m 3, N = 1000-106 m 3 and LWC3= 1 0 kgm~3, 
N = 100• 106 n f3.

Fig. 1 summarizes the results obtained at L WC/ = 10 3 kg m 3 at two 
different concentrations of the droplets, and Fig. 2 summarizes the results 
obtained at LWC2= 10*4  kg mf3, at two different number concentrations.

Fig. 1 and Fig. 2 show that the difference between the extinction 
coefficients depends both on the wavelength and on the effective radius. 
Because the surface and the atmosphere emit most of the energy in the 
wavelength interval of 5-20 pm, the difference between the results of the 
schemes will be analyzed in this interval. The relative difference can be higher 
than 20% if the effective radius is lower than 10 pm. There is no significant 
(maximum 4%) difference between the calculated extinction coefficients if the 
effective radius is higher than about 1 0  pm, and the wavelength is less than 
about 8.0 pm. Although the local minimum values at near to the wavelength of 
1 0  pm given by the different schemes are very similar, the application of the 
bulk scheme results in much sharper decrease and increase of the extinction 
coefficients in the wavelength interval of 10-15 pm.
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Fig. 1. Extinction coefficients and relative differences calculated for two different 
gamma-size distributions {N=20, and 100-106 rtfi3, LWC=\0~4 kgnf3).
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In the critical wavelength interval near to the wavelength of 10 pm -  
where the absorption of both vapor and C 0 2 is relatively small and the 
absorption of the water drops can be dominant significant difference can be 
found between the results of bulk and that of bin scheme if the effective 
radius is between 3-15 pm. In this size range, significant positive difference 
(larger than 1 0 %) can be observed in the whole spectra, except at a narrow 
wavelength interval of 10-13 pm, where at 9.6 pm wavelength, the difference 
is much higher for all effective radius values. In case of larger effective 
radius ( > 1 0  pm), the difference is getting smaller, and is getting more 
emphasized above the wavelength of 1 0  pm.

It has to be noted that the comparison was made by using idealized gamma 
size distribution in the case of bin scheme as well. In the real clouds the size 
distribution of the water drops can significantly differ from the gamma size 
distribution. The difference between the two schemes shows that the application 
of effective radius and the liquid water for evaluating the optical properties may 
results in overestimation of the extinction coefficient mostly in the case of 
relatively high concentration of the larger water droplets..

It can be established that the bin scheme gives generally smaller value than 
the bulk scheme does, except at large wavelengths (A,>33 pm), and except at 
wavelength interval of 10-13 pm in the cases of smaller effective radii. If 
rê > 2 0 pm, the bulk scheme gives always higher value than the bin scheme does.

From Figs. 1 and 2, it can be concluded that the curves related to the 
extinction coefficients calculated by the bin scheme are smoother; they do not 
fluctuate by the wavelength as sharply as it can be observed in case of a bulk 
scheme. The reason for this is that bulk scheme uses only the reff drop size, and 
radius much different from this characteristic size are not represented in 
calculation; whereas the bin scheme allows us to take into account the extinction 
caused by any drop sizes.

3.2. Comparison o f the longwave outgoing radiations at top o f cloud layer

In this section results about the longwave outgoing radiation at the top of a cloud 
layer are presented. The calculations were made for 100 m deep cloud layers 
with different liquid water contents and drop concentrations. To focus on the 
effect of water drops, the absorption of the vapor and that of C02 was not taken 
into consideration in the radiative transfer model in this section. It was assumed 
that the cloud base temperature is 293 K and the vertical temperature gradient is 
wet adiabatic. The emitted thermal radiation goes through the 100 m thick cloud 
characterized by different microphysical parameters. The number concentration 
and LWC values of these clouds are given in Table 1. The cases presented in 
Figs. 3 and 4 are the same cases as in Figs. I and 2.

The RRTM model described in Section 2.3 was used for calculating the 
radiation transfer. The new bin scheme has been implemented into the RRTM
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model. The two dimensional arrays of KAkj (Mk_h Mk,AXj) and KBkj (Mk_j, Mk,AA,) 
were precalculated, and were used during the simulations.

This development is a novel one, as the RRTM model has been capable to 
use only the bulk scheme described in Section 2.2. In the case of bulk scheme, 
the input parameters for the cloud profiles are the effective radius and the cloud 
water path (which is the LWC multiplied by cloud thickness). Now RRTM can 
be coupled to a detailed microphysical model, which gives the thickness of the 
cloud layer, and Ak and Bk coefficients (defined in Section 2.1) for each bin as 
input data.

The results are summarized in Table 3. The first column gives the number 
concentrations, the second, third, and fourth ones give the difference between 
the intensities calculated by bin and bulk schemes at different liquid water 
contents.

Table 3. Difference of the radiation intensity (bin-bulk) at different number of 
concentration and L WC in the case of 100-m-thick cloudy layer, water vapor and CO2 is 
not included

Z.ITO10 3kg m 3 LW Ci=\(C  kg m 3 L WCr= 10-5 kg m-3
TV) (*E+06) 1/m3 reff(* KT6) m reff(*  10"6) m KT6) m
1000 10.70 10.28 -

250 11.35 10.83 -

100 11.77 11.18 4.37
50 12.07 11.35 4.17

The data in Table 3 show that the application of bin scheme results in about 
11 Wm-2 larger outgoing energy in a second at the top of a 100-m-thick cloud 
when the amount of liquid water content is about 1 0  4 kgnT3, and no significant 
increase between the differences can be observed if the liquid water content was 
increased by one order. In the case of LWC3 =10 5 kg m 3, the difference is about 
a factor of 2. This decrease of difference between the outgoing radiations 
corresponds with results of pervious Section. This shows that although the 
relative difference between the extinction coefficients calculated by different 
schemes depends mostly on the effective radius, the difference between the 
calculated intensities of radiation depends on the absolute value of the extinction 
coefficient, which is higher in the case of higher LWC values. It also stems from 
data in Table 3 that the extinction becomes saturated in the clouds with 
increasing LWC. This is the reason why there is no further significant change in 
the difference of the calculated intensities as the liquid water content increases 
from 10 4 kg m 3 to 1 O '3 kg n f3.
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The differences between the two schemes at the cloud top in each band 
have been plotted in Figs. 3 and 4 for the four cases presented in Figs. 1 and 2. 
It can be seen that the majority of the differences appears in the bands of 1-12, 
which corresponds with the wavelengths interval of 3.3-14.3 pm. It means that 
the main difference comes from this wavelengths band, as already stated in 
Section 3.1. The highest difference for all cases is in band 6 . The peak of the 
Planck function at T=293 K is at 9.88 pm (band 10 of RRTM), so the 
wavelengths band with the maximum change between the two schemes is not 
correlated with the maximum of the Planck function. It can be due to the 
different methods that the bulk scheme and the bin scheme uses for calculating 
averaged extinction coefficients for the wavelengths bands.

Difference of radiation intensity in the longwave bands of 
RRTM, Z.H/C=10‘3 kg/m3, N=20*10® nr3

2.5

6  2 — ....... ..................................................................................— -------------------------------

£

I I I .  _
1 2 3 4 5 6  7 8 9 10 11 12 13 14 15 16

RRTM band

Difference of radiation intensity in the longwave bands of 
RRTM, LWC= 103 kg/m3, /V=100*106 m 3

Fig. 3. Differences between the two schemes (bin-bulk) at different bands. LWC= 10 3 
kgm the values of N are given at the top of the figures.
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Difference of radiation intensity in the longwave bands of 
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RRTM band

Difference of radiation intensity in the longwave bands of 
RRTM, LWC= 10-4 kg/m3, /V=1000*106 nr3

RRTM band

Fig. 4. Differences between the two schemes (bin-bulk) at different bands. LWC=\G^ 
kg/m3, the values of N  are given at the top of the figures.
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Control calculations show that presence of vapor and C02 reduces the 
difference between the schemes by a factor of two. The largest difference was 
found to be 6.11 W m at N  =20 m ’ and LWC = 10 3 kgm '. In the presence of 
vapor and C 02, no significant difference is shown in channels 1-4, difference is 
significant in channels 5-9 where the Planck energy is relatively high.

3.3. Results o f the application o f bin scheme in RRTM model

In this section the results about the upward and downward radiation profiles are 
presented. The atmospheric radiation profiles with the RRTM model for four 
different clouds were calculated. The thickness of the clouds, the number 
concentration of cloud droplets, and the liquid water content in the clouds are 
summarized in Table 4. In the case of fog the base was at the surface, and LWC 
was constant. In the case of the cloud the cloud base was at 400 m, and the LWC 
linearly increased until 625 m (where LWC= 5-10 4kgmf3), and above this height 
it linearly decreased. The size distribution of the water drops was given by 
Eq. (10) in both schemes.

Table 4. The summary of the investigated cases. * indicates mean value in the cloud 
layer.

Abbr. Thickness (m) A'(*106 1/m3) LWC HO1 kg i n 3)

fog50 100 50 1

fog 100 100 100 I

cloudlOO 300 100 2.5

cloud500 300 500 2.5

The water vapor and temperature profiles used for the calculation are 
plotted in Figs. 5 and 6. The temperature gradient was 0.976 K/nr below the 
cloud, and it was 0.7 K/m above the fog and the cloud, and the temperature was 
constant above 12 km. In the cloud wet adiabatic temperature profile was 
supposed. The water vapor mixing ratio was equal to the saturation values 
within the clouds, and it decreased linearly above the cloud (and the fog) top 
until the height of 9 km, where it became equal to zero.
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Fig. 5. Temperature profiles for the cloud and fog cases.
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The results of the RRTM calculations are shown in Figs. 7-10. While the 
upward radiation profiles were hardly affected by modification of scheme, the 
downward profiles were more significantly sensitive on the applied scheme. In 
the case of the fog, the difference between the intensity of the downward 
radiations at the surface is about 20 Wm 2 In the case of the cloud, similar 
difference can be observed at about 100 m below of the cloud top. More 
absorption is observed in the case of the bin scheme (when absorption is closer 
to 1, the net flux is closer to 0). Comparison of fog50 and foglOO cases shows 
that the difference between the two schemes is hardly affected by the number 
concentration of the water droplets.

RRTM d o w n w a r d  a n d  u p w a r d  f l u x e s  f o r  f o g 5 0  p ro f i le

top of the fog

------DOWNWARD FLUX BULK
------UPWARD FLUX BULK

-------DOWNWARD FLUX BIN
------ UPWARD FLUX BIN

300 320 340 360 380 400 420
F lu x (W /m 2)

RRTM net fluxes for fog50 profile

0 20 40 60 80

Flux (W /m2)

t o p  o f  t h e  f o g

N E T  FLU X BU L K  

---------- N E T  FLU X BIN

F ig. 7.  Upward, downward, and net radiation flux profiles in fog50.
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RRTM downward and upward fluxes forfoglOO profile

top of the fog

------DOWNWARD FLUX BULK

------UPWARD FLUX BULK

------ DOWNWARD FLUX BIN
------ UPWARD FLUX BIN

BOO 3 2 0  3 4 0  36 0  3 8 0  4 0 0  4 2 0

Flux{W/m2)

RRTM net fluxes for foglOO profile

top of the fog

- -  NET FLUX BULK 

-------- NET FLUX BIN

Fig. 8. Upward, downward, and net radiation flux profiles in fog 100.
It can be also noted in Figs. 9 and 10 that the absorption of the downward 

radiation is more intense in case of the bin scheme than in the bulk scheme. In 
the cloud layer the net radiation (the difference between the downward and 
upward radiation) is close to zero in the case of the bin scheme and slightly 
larger than zero in the case of bulk scheme. This means that the absorption 
within the cloud is almost 1. Considering the net fluxes, the maximum 
difference between the two profiles is around 30 WnT2 in case of clouds and 
20 WnT2 in the case of the fog. As the gradient of the net flux is different within 
the cloud layer, the heating/cooling rate is larger in case of the bin scheme, 
because the flux is changing more sharply. Thus, difference between the 
schemes can impact both the cloud dynamics and cloud microphysics.
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The different schemes give significantly different gradients of the net 
radiation in both cloud 100 and cloud500 cases. The difference between the 
schemes is more significant in the case of cloud500, both at the cloud base and 
at the cloud top. So it can be concluded that the number of concentration of the 
droplets affect the gradient of the net fluxes, and subsequently the cooling rate at 
the cloud edges. The maximum cooling rate at the top of the layer in case of 
fog50 was 34.5 K/day in the bin scheme; whereas in the bulk scheme, it was 
only 12.9 K/day.

It can be seen from Figs. 9 and 10 that if the cloud layer is thinner (100 m 
in case of the fog), the difference in the net outgoing radiation between the two 
schemes is much higher than in case of the 300-m-thick cloud.

RRTM d o w n w a r d  a n d  u p w a r d  f l u x e s  fo r  c lou d lO O  p r o f i le

cloud top

------DOWNWARD FLUX BULK
------UPWARD FLUX BULK
------ DOWNWARD FLUX BIN

------ UPWARD FLUX BIN

cloud base

RRTM net fluxes for cloudlOO profile

c lo u d  t o p

------ NET FLUX BULK

------- NET FLUX BIN

c lo u d  b a s e

F ig . 9. Upward, downward, and net radiation flux profiles in cloudlOO.
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Fig. 10. Upward, downward, and net radiation flux profiles in cloud500.

4. Conclusion

Cloud-radiation interactions are essential to be understood and modeled correctly. 
The evolving radiation profile affects temperature and microphysical processes in 
micro-scale, and atmospheric motions in larger scales. Weather events and climatic 
patterns strongly depend on the radiation budget. More accurate description of 
cloud optical properties can significantly improve numerical weather forecasts.

In this study it was investigated how evaluation of the extinction 
coefficients affects longwave radiation budget, and longwave heating/cooling 
rates in the atmosphere. A new bin radiation scheme was developed, and the 
results of bin scheme were compared to that of a currently applied bulk scheme, 
which is widely used in operational numerical weather prediction models.

The results are summarized in the following points:
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(1) The extinction coefficient calculated by the bin scheme was generally 
smaller than that calculated by the bulk scheme. The difference between 
the extinction coefficients calculated by the two different ways depends on 
the effective radius and the wavelength. The two curves fit well in the 
whole spectrum if the effective radius is higher than 1 0  pm, and the 
wavelength is less than about 8.0 pm. In the case of the smaller effective 
radius, or higher wavelengths, significant difference was found in the 
wavelength interval of 5-20 pm (around 10%), and even higher at the 
wavelengths of 9.6 pm for all effective radii.

(2) The variations of the extinction coefficients in the bin scheme are smoother 
than in the bulk scheme, due to the fact that the bin scheme represents a 
broad size of droplet spectra, compared to the bulk scheme which is 
represented by a single effective radius.

(3) The two different methods for the calculation of the extinction coefficients 
result in an increase of about 10 WnT2 in the outgoing longwave radiation 
in case of a 1 0 0 -m-thick cloud layer when the effect of the water vapor and 
CO2 is not taken into account. The change in the intensity was two times 
smaller if the LWC was reduced to 10“ 5 kg m-3 within the cloud. The main 
difference comes from the wavelengths bands below 14 pm, where the 
majority of the Planck energy is. The presence of the vapor reduces the 
difference between the two schemes.

(4) The number of concentration in the cloudy layer does not affect 
considerably the resulting difference between the outgoing radiations 
calculated by the two schemes. However, the value of LWC and the cloud 
thickness have larger impact: the lower the LWC, and the higher the cloud 
thickness is, the smaller the difference between the two schemes.

(5) Large uncertainty of net radiation at surface can result in significant error 
in the forecast of the surface temperature. Supposing steady state 
conditions, the difference of 20 WnT2 can results in about 3 C differences 
in surface temperature after 6  hours.

(6 ) Large difference (30 WnT2) between the two schemes was found within the 
simulated cloud layer near to the cloud tops. 20 WnT2 difference between 
the net longwave radiations was found at the surface in case of fog.

(7) The bin scheme produced profiles with higher gradient at the edges of the 
cloud layer, which results in higher cooling rate as well both at the cloud 
top and cloud base. In the case of the bulk scheme, temperature hardly 
changes at the cloud base, which results in negligible warming. The 
consequence of different temperature profiles given by the two schemes 
can be significantly different cloud microphysics and cloud dynamics.
At the next phase of the research, the RRTM model will be coupled with a 

two-dimensional cloud model. The model uses bin microphysics, which allows 
us to give an appropriate input for the recently developed bin radiation scheme.
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Appendix A

Qext depends on the droplet diameter (D), wavelength (2), and index of refraction 
(m), with the imaginary component «, and real component

(Al)

where
The correction parameter Cres is a rather complicated function of the drop size 
and the refraction index:

The Qedge term in Eq.( 1) is given by:

a * e= 2 ( m t ) - 2,3[ l-exp (-0 .06T T ,t) ]  (A 5)

After substituting Eqs. (A1)-(A5) into Eq. (1) or Eq. (7), we can evaluate the 
extinction efficiency as a function of droplet diameter, wavelength, and 
refraction index (which is the Qext(D,X,m) function in explicit form).
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Appendix B

Using the MADT method Eq. (8), the integral in Eq. (7) can be divided in three 
parts:

A / * . , ,(B1)

and j  is the number of band in Table 1. Using the appropriate equations from the 
Appendix A, the above integral can be written as the sum of the next three 
equations. After substitution of Eq. (6) in (Bl), the integrals can be evaluated 
analytically.

The final and KBk) kernels are the sum of the Kikj constants in the three parts
(/=1,2,3)-
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Abstract—  Aims o f  the spectral radiation measurements can be devided to two w ider 
areas: one is to get information about the radiation source, and the other is to get 
information about the properties o f  the space between the radiation source and the 
detector if  output signal from the radiation source is known. In the latter case either the 
optical properties o f  the certain space or some optical param eter o f  an object placed in 
there is to be studied. The sun can be the object o f  the study or it can be used as natural 
radiation source to investigate some important properties o f  the atmosphere. The term 
’solar spectrophotom etry’ refers to this.

Although detection o f spectral distribution o f the solar radiation is considered a special 
area that is relatively rarely used even today in atm ospheric physical measurements, it 
still has big significance. In addition to the ’mere’ knowledge o f  spectal solar irradiance, 
the measured data can be used in a considerably wide range. In special cases, the narrow 
spectral range informations about the radiation can be very useful. Typical example is the 
erythemally weighted UV radiation. Though it does not give spectral information, the 
spectral range that is characterized by it, is considerably narrower than that o f  the 
classical radiation components. So this type o f  measurements is also discussed here.

Main applied physical and technical principles o f  solar spectrophotometry, as well as 
spectrophotometers working in the UV, visible, and near infrared spectral range used at 
the Hungarian Meteorological Service (HM S), are shown in this paper. M easurement 
results and results from studies and researches using these data are also shown and 
analyzed. Also some special studies perform ed occasionally are shown.

Today the prim ary base for operation o f  high accuracy measurement systems is the 
calibration. Since we have reference instruments, QA/QC procedures are o f  crucial 
importance in our measuring practice. O ur activitiy as we operate W MO Regional Center 
for Solar Radiation in Region VI gives even bigger emphasis to that.

Key-words', solar radiation, measurement technics, spectrophotom etry, optical depth, total 
ozone, UV radiation, calibration
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/. Introduction

Solar radiation measurements in a station mean, in most cases of solar radiation 
practice of meterorological observations, the measurement of components of 
classical radiation budget of the atmosphere. Use of narrow spectral range or 
high resolution spectral solar radiation measurements can be considered 
relatively rare even today, despite the fact that it is not a brand new technique. 
The main reason is that it requires suitable special expertancy and special, rather 
expensive equipments that cannot be provided easily by institutions.

Narrow range and high resolution measurements of solar radiation have 
started at the Hungarian Meteorological Service (HMS) in the early nineties of 
the previous century by installation of ultraviolet detectors measuring 
erythemally weighted UV radiation and continued with installation of two high 
resolution spectrophotometers, then later by sunphotometers. It is important to 
note that primary acitvity of the HMS is to operate monitoring networks and 
establishing quality controlled databases. Consequently, the studies or 
researches concern different processing of data and analysis of processed data 
mostly and, only in a few case, some other ’more scientific’ job in area of solar 
radiation measurements also.

The operation, and physical and technical background of the 
aforementioned systems, as well as some results from studies and researches 
based on their data are also shown in this paper. To detailedly describe the 
operation and technical background cannot be object of this paper, so they are 
concerned very briefly only.

2. Background physics

The background physics is not discussed in details because it can be found in 
numerous books and articles concerning theoretical and applied physics. The 
basic physics is the theoretical and experimental approaches of radiative transfer 
that can be performed in many ways depending on the type of the problem to be 
solved. It is, by all means, to be noted that the basic terms and definitions 
concern monochromatic radiation. It is, however, to be stressed that when 
monochromatic flux is mentioned in measurement technics, it means a flux 
belonging to very narrow, but finite range, because finite quantity cannot belong 
to a zero interval in reality. So the monochromatic quantities are only quasi- 
monochromatic ones, actually. Consequently, if the wavelength of a spectral 
irradiance is given, the irradiance refers to a spectral band whose center is at the 
wavelength in question. Mathematically it can be expressed as follows:

A+dA
i 1=  (1)

A-dA

where
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/ |  is the quasi-monochromatic flux,
Ix is the theoretical monochromatic flux,
A is the wavelength of the center of the spectral band,
Ak is the half-width of the spectral band.

The narrower the band, the more accurate the flux referring to the given 
wavelength.

If the aim of the measurement is to get information about the space or, in 
atmospheric physics practically, a medium, or any component in the 
atmosphere, also the spectral flux at the top of the atmosphere (the so-called 
extraterrestrial flux) should be known. Considering the extraterrestrial flux and 
the flux measured at the surface, the total amount of a given component can be 
determined, obviously in the case when values of other physical quantities are 
known from measurement or calculation.

2.1. Determination o f total columnar amount o f atmospheric gaseous
components

The calculation methods are well and fully described in several books and guide
books, so they are mentioned here very briefly, and also some special physical 
quantities or methods are explained in more details. Determination of gaseous 
components using solar spectrophotometry is performed by the method of relative 
intensities (Dobson, 1957). The main principle is described here very briefly only, 
without quantification. This main principle is that the irradiance is measured at 
several wavelength pairs so that one of the pairs is at a wavelength where the 
absorption coefficient of the gas is considerably high and the other one is at a 
wavelength where the absorption coefficient is as low as it can be taken as zero. 
An important criterium is that the two wavelengths have to be very close to each 
other, so a spectral interval is needed where the absorption coefficient varies by 
high rate. The reason is that the properties of the aerosol being present in the 
atmospheric column between the solar disc and the detector at the time of the 
observation is not known. It is well-known, however, that the variation of the 
aerosol optical depth with wavelength can be described in each case by a smooth 
and non-rapidly changing function. Consequently, its effect on the calculated 
value of optical depth of the gaseous component, whose total columnar amount is 
to be determined, can be neglected (it means mathematically that the aerosol 
optical depth, as variable, is eliminated from the equation).

2.2. Determination o f aerosol optical depth

Calculation of aerosol optical depth (AOD) is also a well-known standard 
method and described in several publications (Alfoldy et al., 2007), so the 
reduction of the formula by which it is calculated is not shown here. The AOD is 
calculated by the equation as follows:
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where:

SAa is the aerosol optical depth at wavelength A;
I ox is the extraterrestrial irradiance;
/; is the irradiance at the observational point;
S is the correction factor for the Earth-Sun distance (ratio of Earth-Sun 

distance at the time of the measurement to the mean value);
M is the relative optical airmass;
Srx is the optical depth of Rayleigh scattering from atmospheric molecules;
Sox is the optical depth of ozone absorption: S0x = oc0,TI\

whereon is the ozone absorption coefficient and tj is the total ozone 
content of the air column between the solar disc and the detector;

P, P0 are the surface pressure and at the time of the observation and standard 
sea level pressures.

To obtain SAx, value of p  is measured by solar spectrophotometer and P is 
known by measurement also. Total ozone content tj either can be observed at 
the given site or known from satellite observations. Values of both I0Á and S are 
known.

Since high accuracy spectrophotometric total ozone content data are 
available at the Marczell György Main Observatory, accurate estimation of 
AOD is possible to perform. The standard wavelengths are used to estimate 
AOD are 368, 380, 412, 450, 500, 610, 675, 778, 862, and 1024 nm, and since 
the autocorrelation of AOD values estimated for these 10 wavelengths is very 
high, AOD for 500 nm is used generally for studies and in models.

2.3. Determination o f gray body (broad band) optical depth

Graybody (broad band) optical depth (GBOD) can be determined if definition of 
monochromatic optical depth is extended to a wider spectral range if irradiances 
measured at the surface are available (Németh et al., 1996). Consequently, the 
GBOD will then be determined in the following way. If IM is the irradiance 
coming onto the top of the atmosphere at wavelength 4 and I, is the irradiance 
measured at the surface by a pyrheliometer in case of relative optical air mass m, 
then:

\ l ÁdA = ( \ l Á0dA)e m5<JB , (3)
Spyr Spyr

406



where SGB is the GBOD andSp№ is the sensitivity range of the pyrheliometer.
Thus GBOD is given by the following equation if direct irradiance 

(denominator of the fractional ) is measured:

(4)

Though graybody optical depth is not a spectral quantity, as it is evident 
from its definition, results from studies concerning it are important to include 
here due to, on the one hand, its very close connection with spectral aerosol 
optical properties and on the other, its good usability to characterize short-wave 
radiation transmission of the atmosphere.

2.4. Angstrom exponent

The Angstrom exponent a characterizes the particle size distribution in the 
aerosol being present in the air column over the measuting site at the time of the 
observation. Value of a is approximetaly 1.3 for average normal size 
distribution. Values higher than 1.3 are resulted in by the relatively higher 
frequency of smaller particles as compared with the large particles having a 
radius greater than 0.5 pm. Values lower than 1.3 mean the relatively higher 
frequency of large particles (Angstrom, 1929). a exceeds 2 considerably, or it 
does not reach 0.4 or 0.5 only in extreme situations.

a is determined by the following equation (Alfoldy et al„ 2007):

(5)

where:

SAA is the aerosol optical depth at the wavelength 2, 

/? is the Angstrom turbidity coefficient, 

a is the Angstrom exponent.

This practically means that considering In SA> as a function of In 2, a is the 
steepness of the curve, a can then be determined by a reasonable linear fitting in 
that regression.
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3.1. Biologically effective UV radiaton

Due to the global ozone depletion, accurate monitoring of biologically effective 
UV radiation has become stressedly important in the last decades, and after the 
atmospheric ozone has started to recover, it has remained important due to the 
fact that UV irradiation is not decreasing despite the ozone increase.

If one wants to know the exact biological effect of an irradiation on a 
biological system, the response of the biological system in question to the 
irradation is needed to know. It means, practically, the spectral sensitivity of the 
biological system. The function describing the wavelength dependence of the 
sensitivity is called action spectrum and it is consequently a weighting function. 
The biological irradiance for a given wavelength can be obtained if the 
measured spectral irradiance is multiplied by the value of the action spectrum 
for the wavelength in question. The biological effective dose, Ieff, can be 
obtained by the following equation:

3. Narrow spectra! range measurements

k j
leff = \ l l A XdX , ( 6 )

where
XL and Xu are the lower and upper limit of the spectral range where values of 

the action spectrum are used,
is the irradiance at the wavelength X,

Ax is the value of the action spectrum for the wavelength X.

If a high resolution spectrophotometer is available for the observations, the 
biologically effective radiation is determined by Eq. (6). However, there are 
broad band UV detectors, the so-called UV Biometers, whose output is the 
biologically effective dose. Spectral response of the human skin to the UV 
radiation is called Erythema, so the biologically effective radiation in case of 
human skin is called generally erythemally weighted radiation. The biophysical 
background of these processes is not object of this paper, so it is not discussed in 
details. Fig. 1 shows the meaning of the aforementioned facts in reality. A 
physical spectrum (red line) and the corresponding erythemally weighted 
spectrum (blue line) can be seen in the figure. The spectrum is from our 
database of high-resolution UV spectra recorded by Brewer spectrophotometer 
at the Marczell György Main Observatory of HMS in Budapest. The importance 
of use of the response function in case when biological effect of a radiation is 
studied is clear based on the figure. Due to the very rapid variation of the 
Erythema function, the biological spectrum considerably differs from the 
physical one.
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Fig. 1. Physical UV spectrum measured by Brewer MKII1 spectrophotometer and the 
calculated corresponding erythemally weighted (biological) spectrum.

3.2. Photosynthetically Active Radiation (PAR)

PAR is a special quantity that means the biological effectiveness of visible 
radiation on photosynthesis of plants. Consequently, nature of PAR is the same 
like any other action spectrum weighted radiations, but it is expressed in a 
special unit.

4. Measuring equipments at the HMS

The equipments that are used for high resolution spectral measurements and 
special narrow range measurements at the Hungarian Meteorological Service are 
shown very briefly in this section. To describe their technical details and 
specifications, as well as principles of their operation cannot be object of this 
paper. Their instrument manuals include detailed informations about them (see 
references).

4.1. Brewer MKIII double monochrometer spectrophotometer

This instrument is a high accuracy spectrophotometer that is the most accurate 
and most reliable spectral equipment in the UV region today. Its sensitivity 
range is from 286.5 nm to 363 nm with a spectral resolution of 0.5 nm. It is 
equipped with a double monochrometer to increase the effectiveness of filtering 
of stray light that is very important due to the low irradiances to detect. A 
photomultiplier is used as detector to produce suitably high signal-to-noise ratio.
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The equipment measures the total air columnar ozone and sulphur-dioxide 
content and records global UV spectrum in the range and with the parameters 
mentioned above (for any other details, see Brewer MKIII Spectrophotometer 
Operator’s Manual, 1998).

In our operational measurement practice, it observes total ozone and 
sulphur-dioxide, as well as records UV spectra by approximately 15-20 minutes 
(the reason why the mesurement frequency varies a bit is that the observations 
are carried out at fixed solar zenith angles, and it, in addition to the observations 
in question, performs several tests concerning its optics, electronics, and 
mechanics to provide the possible highest quality data).

The Brewer spectrophotometer was installed in 1998, but the high accuracy 
total ozone observations have been started at the HMS in 1969 with the 
manually controlled Dobson spectrophotometer, that has been the highest 
quality instrument to observe total ozone then.

The two spectrophotometers worked simultaneously for one and a half year 
until terminating observations with Dobson spectrophotometer due to lack of 
manpower. These observations are carried out the Marczell György Main 
Obervatory in Budapest.

4.2. LI-1800 spectroradiometer /  spectrophotometer

This high accuracy instrument is constructed to record electromagnetic spectra 
in the spectral range from 300 nm to 1100 nm with a spectral resolution of 1 nm. 
The diffraction spectra are produced by a monochrometer. The instrument is 
basically designed as spectroradiometer, namely to measure global (full-sky) 
irradiance, but, by using a suitably designed pipe with diaphragms, it has been 
made to be suitable to measure direct irradiance. It can thus work as both 
spectroradiometer and spectrophotometer.

In our operational measurement practice, LI-1800 records spectra by 
15 minutes or 30 minutes normally according to the schedule set by us. 
Measurements are carried out only in cases when solar disc is not covered by 
cloud because the aim of the measurements with LI-1800 is to calculate aerosol 
optical depth and Angstrom exponent characterizing size distribution of the 
aerosol. AOD values are archieved for all standard wavelenghts, though 
generally AOD at 500 nm is used for studies due to the very high autocorrelation 
of AOD values in a certain spectrum.

LI-1800 has options to measure PAR and illuminance, and very special 
quantities like leave transmissivity, leave reflectivity, etc. These quantities are 
not measured operationally but occasionally in special campaigns or for orders. 
LI-1800 is installed at the Budapest observatory also (for more technical details 
see: LI-1800 Portable Spectroradiometer Instruction Manual, 1989).

4.3. Sunphotometer SP02

Sunphotometers are special devices that are designed to measure one of the 
physical quantities characterizing the radiation transmissivity of the atmosphere.
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The early sunphotometers measured turbidity, but the recent models masures 
rather aerosol optical depth. Filters are used in sunphotometers to select the 
required wavelengths, so their accuracy is considerably lower than that of the 
insturments having monochrometers. Their considerably less complicated 
construction and, as a consequence, their far lower prices makes them, however, 
practical to use in monitoring networks.

Sunphotometer SP02 is a relatively accuate and reliable device in its 
category. Two are operated by the HMS, one is at the Marczell György Main 
Observatory in Budapest and the other is at the Kékestető Observatory that is 
situated on the highest peak of Hungary called Kékesető.

SP02 has four channels to measure aerosol optical depth that are as 
follows: 412, 500, 675, and 862 nm. In case of SP02, the aerosol optical depth 
should not be calculated from measured irradiance, because its output is the 
aerosol optical depth itself (namely, the voltage output corresponds to aerosol 
optical depth value).

4.4. UV Biometer

UV Biometers are special broad band detectors and can be considered not so old 
type of detectors, since the first experimental copies started to work in the 
seventies, their use started to spread in monitoring networks in the late eighties 
and mainly in the early and mid-nineties, so most of the national networks are 
not older than 15 years. The UV Biometers output erythemally weighted 
irradiance.

Measurement of UV radiaton has not been an important task in 
meteorological and atmospheric physical observations in the previous decades, 
because its flux density is neglectably low as compared with that of the visible 
and infrared ranges, so consequently it has no important role in radiation budget 
of the atmosphere. Its crucial role in production of vitamin D in human body 
and its harmful effect on biological systems, however, has motivated some 
scientists or institutes to establish sporadic campaigns to measure UV spectrally 
or in broad band way. But no any long term UV monitoring network has been 
operated until discovering atmspheric ozone depletion. The number of national 
networks has increased rapidly since then. Due to their simple construction and, 
consequently, their considerably lower price, use of broad band UV detectors 
are far more practical in networks than use of higher accuracy spectral 
equipments.

UV monitoring network of the HMS includes five sites that are as follows: 
Budapest, Kékestető, Kecskemét, Sármellék, and Siófok. The former four 
stations have started to operate in 1994, while in Siófok, the measurements have 
been started in 2009.



QA/QC procedures are of crucial importance nowadays in operating high 
accuracy networks. The calibrations, routine checkings and tests are performed 
in the measuring practice of the HMS in the ways and with the frequencies that 
are recommended by the manufacturers of the equipments. Each procedure for 
the different instruments are performed by following the working instructions of 
the HMS. To descript the details would not be reasonable in this paper, but it is 
still to be noted that to follow the given instructions is of stressed importance for 
us, we operate a regional center for solar radiation.

5. Quality assurance and quality control

6. Operation of regional center for solar radiation, WMO Region VI, Budapest

The HMS has been operating the regional center for solar radiation since 1980. 
The solar radiation regional centers of WMO are operated to represent the 
World Radiation Reference (WRR) of the World Radiation Center, Davos, 
Switzerland, for the instruments of the countries of the given region. The 
absolute cavity pyrheliometer that represents the WRR in our regional center is 
the HF 19746 instrument. It participate in each international pyrheliometer 
comparisons held in the World Radiation Center in every fifth year. The 
imortance of our activity as regional center has decreased a bit during the 
decades since 1980, as more and more countries have started to operate absolute 
cavity pyrheliometers. The spectrum of our activity has, in the same time, 
widened by installing high resolution spectral instruments, narrow spectral range 
detectors, and sunphotometers. Currently we have reference to calibrate 
instruments as follows: spectrophotometers, spectroradiometers,
filterradiometers, sunphotometers, UV Biometers, and special spectral devices 
including PAR meters, illuminance meters, personal UV dosimeters, filters, or 
other special radiometers.

As concerns the future of the operation of the regional center, it is to be 
noted that though its significance as representing world reference 
pyrheliometric scale had a bit decreased in the previous years, increasing 
interest appeared from other scientific areas, such as biology, agronomy, 
daylighting, etc. Particularly, the inclusion of UV radiation-related studies and 
experiments started to be more frequent in the last decade in the scientific areas 
mentoned above.

Another task that will probably be more and more important even in the 
near future is the testing of diode array spectroradiometers. This is a brand new 
technology and its three main advantages are the very high speed, the high 
spectral resolution, and the fact that the diode array spectrometers do not 
include moving parts. Nowadays, however, several problems are still unsolved, 
so the accuracy and reliability is considerably lower than that of traditional 
monochrometer spectrometers. Results of calibration of some of these 
instruments that we have made confirmed the fact mentioned above.
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7. Selected results

Selected results from studies and researches based on the data coming from the 
activities shown in the previous sections are shown here. The results shown are a 
small part of the entire set of results. Detailed analyzis of the results is not 
discussed here, because it would be the aim of separate papers. Thus, in addition 
to very brief analyzes, the references where the details can be found are given 
instead.

7.1. Total ozone

Total ozone measurements have been carried out at the HMS since 1969. 
Fig. 2 shows the long term variation of total ozone for Budapest for the period 
1969-2012. The percentage deviations of yearly means from the mean of many 
years are shown in the figure. The mean of many years have been calculated for 
the period 1969-1980 to eliminate the effect of the stronger ozone decrease of 
the later decades on the estimated mean that characterizes a quasi-unperturbated 
condition.

Fig. 2. Percentage deviations of yearly means of total ozone content from the mean of 
many years for Budapest, 1969-2012.

It is well-known that total ozone has a yearly course in the midlatitudes that 
is more and more stressed from the equator towards the poles. Fig. 3 shows the 
calculated average (smoothed) yearly course for Budapest with the upper and 
lower limits of natural variability (defined as two times of the standard 
deviation).

It is to be noted that despite the ozone recovery, considerable ozone losses 
were found for most of the summers of the last decade. The summer ozone 
losses in the last decade were significant even considering all 43 summers
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despite the increasing trend in the yearly averages. It is difficult to answer the 
question today whether it is a consequence of some variations in the 
circumastances influencing ozone concentration that are of climatic scale or they 
were incident events.

Fig. 3. Average yearly course of total ozone for Budapest.

7.2. Short-wave radiation transmission o f the atmosphere

7.2.1. Gray body optical depth and the scattering parameter

Some results concerning the behavior of transparency of the atmosphere are 
shown in this section.

Fig. 4 shows the long term variation of graybody optical depth for 
Budapest for the period 1967-2011 that is demonstrated by the yearly means. 
The values are increasing up to 1994 and decreasing from then (similar behavior 
was found for each monthly trends), thus a sectioned trend analysis was 
performed as an experiment for the period 1967- 1994 and for 1995-2011. 
Considering the different months, based on the trend analysis for the period 
1967-1994, the only month was December for which significant increase was 
not found. It is to be noted, that reason for no yearly averages are shown in the 
figure for 2008 and 2009 is that no sufficient number of measured data were 
available for the correct calculation for both years due to susbequent failures of 
the solar tracking system. It has unfortunately taken for a long time while the 
manufacturer’s trouble-shooting trials has become succesful.

Yearly course of GBOD is shown in Fig. 5. It is clear, based on the figure, 
that transparency of the atmosphere is higher in winter than in summer, as it has 
been expected otherwise.
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Fig. 4. Yearly means of graybody optical depth for Budapest for the period 1967-2011.

Fig. 5. Average yearly course of graybody optical depth for Budapest.

These studies were performed for another special quantity called scattering 
parameter (0). It is an indicator of ratio of diffuse irradiance to the total global 
irradiance in the way that measured diffuse-to-global ratio is normalized by the 
diffuse-to-global ratio theoretically calculated for the Rayleigh-atmosphere, and 
it is in high correlation with turbidity (Kaskaoutis et al., 2007) Thus it is 
expressed in the following way:
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D/G
D r / G r

where D and G are the diffuse and global irradiances, respectively, measured on 
a horizontal surface, DR and GR are the diffuse and global irradiances calculated 
for Rayleigh-atmosphere for the time of the observation, respectively.

Long term variation (1967—2002) and average yearly course were also 
determined for scattering parameter, and the results are very similar that those 
obtained for graybody optical depth.

Scattering parameter is a useful quantity to examine how close, in respect 
of transparency, the real atmosphere can be to the Rayleigh atmopshere in the 
clearest cases (least polluted cases, actually). In order to perform this, the lowest 
D/G  values (occurred during the experimental period) were to determine. A 
reference can be the minimum value of a month (monthly absolute minimum 
value) from the long-term database. Fig. 6 shows the yearly course of absolute 
minimum values of D /G  (solid line) and values of D /G  calculated for 
Rayleigh-atmosphere ( DR /  GR)  for the middle of the hour intervals used for 
the study (dashed line). The important message of Fig. 6 is that in the clearest 
(least polluted) cases the atmosphere above the observatory almost equalled to 
the Rayleigh-atmosphere.

0  =

Fig. 6. Yearly course of monthly absolute minimum values of D /G  and calculated 
values of D /G  for Rayleigh-atmosphere.

7.2.2. Optical properties o f the aerosol

Optical properties of aerosols were studied by using AOD and Angstrom 
exponent. Due to the consequentially very high autocorrelation between the 
AOD values calculated for the different standard wavelengths from the same 
spectrum, AOD for 500 nm (AOD500) was used for each study. To determine
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long term variation of AOD50o was not possible because of the insufficient 
number of observations (that is a consequence of the fact that AOD, due to its 
definition, can be estimated when solar disc is not covered by any clouds).

However, a mean value (a quasi-mean of many years, actually) of AOD for 
Budapest was determined. The value obtained, of course, is not too reliable due 
to the abovementioned insufficiency. However its estimation, in contrast with 
the trend analysis, has reasonability due to the fact that for this estimation all 
data together are needed. The same can be stated for the mean of many years for 
the Angstrom exponent.

Aerosol optical depth values are available for the period 1996-2011, so the 
mean of many years is valid for a period of 16 years. Since the results obtained 
for GBOD, that should relatively be in close connection with AOD, show that 
the transparency of the atmosphere has started to incease from the mid-nineties, 
the obtained mean for AOD50o will then underestimate a mean of many years 
concerning a longer period. A value of 0.28 was found as mean of many years 
for A O D 5oo. A  general experience for values of AOD at 500 nm is well-known 
as a result of numerous previous studies. It says that urban and industrial areas 
are characterized by values higher than 0.3, while rural areas are characterized 
by values lower than 0.2. Values between 0.2 and 0.3 characterize areas polluted 
on the average. Though the obtained value seems to be indicative of the 
suburban situation of the observatory, where there is no considerable industrial 
pollution, but traffic, it is to be noted that the correct value supposed to be some 
tenth higher due to the expected underestimation of AOD50o due to the 
aforementioned reasons.

The obtained mean of many years for wavelength exponent is 1.31. 
Considering the facts about different values of a written in 2.4., this value can be 
called usual value. It shows that the usual particle size is the dominant in the 
aerosols being present in the air colum above the observatory.

Dependence of Angstrom exponent on AOD50o was also studied and the 
result is shown in Fig. 7. It was found that despite the considerably high 
dispersion of the set of dots, the two quantities are inversely proportional to each 
other, namely the dominant particle size increases with the increasing aerosol 
content of the air column. This fact has an important message to us: it means 
that there is a weak tendency showing bigger aerosol masses tend to be 
composed by larger particles with higher likelihood, statistically, and 
conversely: lower aerosol optical depths are, with higher statistical likelihood, 
produced by aerosols including smaller particles.

A parameterization technique was developed to estimate AOD data from 
GBOD data (Toth, 2008). In principle, GBOD and AOD values calculated from 
irradiances that were measured at the same time, differ only due to GBOD, 
which is influenced by total vapor and ozone absorption (as main absorbers that 
can considerably vary), while AOD is not. Dependence of AOD at 500 nm on 
GBOD is shown in Fig. 8. If the aforementioned facts are accepted, the 
dispersion of GBOD values that belong to a given value of AOD50o is caused by 
effect of total water vapor content and total ozone content on GBOD. 
Consequently, if total water vapor content and total ozone content dependence
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of the residuals are determined, a correction can be computed by which the 
relationship between the two optical depths can be improved. It means that AOD 
values can be computed from GBOD values by considering total precipitable 
water and ozone.
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Total precipitable water data calculated from rawinsound observations 
regularly performed in the observatory and total ozone data coming from ozone 
measurements carried out also operationally at the observatory by the Brewer 
spectrophotometer were used for the parametrization, so the parametrization 
equation was as follows:

& A X  - C Q X^ GB  ~ C \ X X TPW ~ C 2 X X 02,  +  Q u >  ( 7 )

where
8AX is the aerosol optical depth at wavelength X,
8GB is the graybody optical depth,
XTPW is the total precipitable water,
Xo3  is the total air columnar ozone content,
COX, ClX , C2 X , C3 X are the conctants to determine.
The wavelength used for the study was 500 nm.This parameterization resulted in 
an approximately 30% increase in correlation coefficient. It means that a method 
is available to calculate aerosol optical depth from graybody optical depth if 
total precipitable water and ozone contents are known.

The discussion of the methods used for the study and detailed analysis of 
the results has been published in a conference proceedings {Tóth, 2008).

7.2.3. Relationship between aerosol size distributions and aerosol optical depth 
spectra

In a study, the size distribution of aerosol and its relationship with wavelength 
exponent was investigated. The size distribution was estimated by a 
mathematical inversion method developed by King et al. {King et al., 1978). The 
size distribution can be deterined from aerosol optical depth spectrum by using 
this method.

It was found that the obtained size distributions are in good connection with 
the wavelength exponent. Though they are not independent from each other due 
to the fact that the aerosol optical depth spectrum is the base for both, to analyze 
their relationship is still reasonable, because they are very different quantities. 
While the wavelength exponent is one number that characterizes the fequency of 
larger particles, and the dominant particle size can be estimated from it by using 
an empirical equation determined by Angstrom {Angstrom, 1929), the size 
distribution determined by King’s method is a function estimating a realistic size 
distribution of the particles being present in the aerosol at the time of the 
recording of the spectrum. So we had to find a property of the function that could 
be brought into relationship with a number. The shape of the function was found 
to be suitable to compare. It was found that the shape of the size distribution 
changes with the value of a. Results are shown in Fig 9. To make details more 
easily visualizable, size distributions are graphed for 5 different values of a, but 
the effect found is the same if all size distributions is involved.
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Fig. 9. Shapes of computed aerosol particle size distributions for different values of 
Angstrom exponent.

The size distribution function for the lower values of a has a typical 
shape that is decreasing slowly for the shortest particle radii (approx. 0.3 pm 
-  0.4 pm) and from that value it is decreasing by a bit higher rate. This shape 
tends to be quasi-linear and then tends to be inflectious from about 0.6 pm, 
but oppositely to the shortest radii: first it is decreasing a bit rapidly, then 
slowly, and the inflection point is at about 0.25 pm that remains almost 
unvariable along the studied radius range (a bit shifted to the longest radii, 
but even the maximum shift is only some hundredth pm). The another 
inflection point was found somewhere between 0.6 pm and 0.7 pm. Fig. 10a, 
b, and c show that differences between the shape of the size distributions are 
very small for a given value of a.

7.2.4. Dependence o f spectral diffuse-to-direct irradiance on the atmospheric 
turbidity

A special investigation was performed previously concerning dependence of 
spectral diffuse-to-direct beam irradiance ratio on the atmospheric turbidity and 
solar zenith angle for the wavelength range from 300 nm to llOOnm 
(Kaskaoutis et al, 2007). It was performed by modeling based on measured data. 
Since the detailed analyzes cannot be discussed in this paper, only two of the 
several results are shown here. Fig. 11 shows the spectral ratios for AOD50o = 
0.3, a = 1.3, and solar zenith angle of 20°, for three different values of single 
cattering ratio.
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Fig. 10. Computed aerosol size distributions for high (a), normal (b), and low (c) values of 
Angstrom exponent.

Fig. 12 shows the ratios for AOD = 0.3, single scattering ratio = 0.9, and 
solar zenith anlge = 60°, for three different values of a. It can be seen from both 
figures that the ratio increases moderately towards the shorter wavelength in 
most part of the visible range, then this increase becomes very rapid in the 
shortest part of the visible range, and the rate of increase is considerably sharper
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in the ultraviolet range. The increase rate increases with increasing single 
scattering albeldo, as it has been expected. At the same time, the increase rate 
increases as wavelength exponent increases (the dominant particle size 
decreases). Detailed analysis of all results can be found in the paper referred.

Fig. 11. Spectral diffuse-to-direct beam ratios for AODsoo = 0.3, a -  1.3, and solar zenith angle 
of 20°.

422

Fig. 12. Spectral diffuse-to-direct beam ratios for AOD = 0.3, single scattering ratio -  0.9, 
and solar zenith anlge = 60°.



7.3. UV radiation

Some results concerning UV radiation are shown in this section.
Fig. 13 shows the characteristic maximum spectra for the different months 

for Budapest. It is clear from the figure that no considerable UV irradiance is 
received by the Earth’s surface below 296 nm in Budapest even in case of the 
summer months. Despite this fact, measuring biologically effective UV radiation 
at the shorter wavelengths is reasonable, because the biophysical effects of the 
shortest wavelengths that yet reaching the Earth’s surface are not known exactly 
today.

7 0 0  i

Fig. 13. Characteristic maximum UV spectra for the different months for Budapest 
coming from observations by Brewer MKIII spectrophotometer

The yearly totals and summer season totals of the biologically effective UV 
dose are shown in Fig. 14 and Fig. 15, respectively, for the period 1995-2012. It 
is to be noted that despite the UV monitoring network of HMS includes five 
stations, only four were used for studying long term variations of UV. The 
reason is that one of the stations. Siófok, has started to operate in 2009, as it was 
mentioned in Section 4.4, so its inclusion in this study was not reasonable. An 
increasing trend of 3-6% /10 years was found for the different stations for both 
quantities. The obtained value fits the world-wide tendencies and the values 
computed from models for these areas (Lytinska et al., 2009). The reason for the 
UV increase is that the increase of atmospheric transparency presumably 
compensates the UV reducing effect of the total ozone increase.

7.4. Effects o f atmospheric circumstances on UV radiation reaching the Earth’s 
surface

It is very important to know how atmospheric circumstances affect UV 
irradiances reaching the Earth’s surface. Some results concerning this are shown 
in this section.
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Fig. 14. Yearly totals of erythemally weighted UV irradiances for 4 sites of Hungary.
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Fig. 15. Summer season totals o f erythemally weighted UV irradiances for 4 sites of 
Hungary.

Fig. 16 shows the relationship between total ozone content and UV 
radiation reaching the Earth’s surface. Theoretically well-known that, as a 
consequence of strong ozone absorption in the UV-B range, the UV irradiance 
measured at the surface should be in inverse relationship with total ozone: the 
higher the total ozone content, the lower the UV irradiance. This fact can be 
seen well in Fig. 14, where the daily course of erythemally weighted UV 
radiation is shown for two days for which total ozone has considerably differed.
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This dependence well-traced exactly for our total ozone and UV radiation 
dataset.

4 12 20
Hour

Fig. 16. Daily course of erytbemally weighted UV irradiance for two days with different 
total ozone content.

A relatively frequently used quantity is the RAF (Radiation Amplification 
Factor) that is a practical indicator of the principle mentioned above. RAF 
shows the percentage increase in erythemally weighted UV irradiance that is 
resulted in an effect of 1% decrease in total ozone content. Value of RAF was 
determined by us by using spectrophotometric total ozone data and measured 
broad band UV data. The RAF obtained by us was in Section 1.17 (.Nemeth et 
al., 1996) that is in good agreement with values obtained by other authors. 
Though not being used generally, to determine a special spectral RAF (SRAF) 
seemed to be very informative (it can be called the ’monochromatic version’ of 
the aforementioned broad band RAF). SRAF was determined from data coming 
from Brewer measurements. Fig. 17 shows the dependence of SRAF on the 
wavelength. The slope sharply incresases towards the shorter wavelengths. The 
very important medical conclusion from the figure is that relatively smaller 
ozone losses can have dangerous effects, mainly for persons having extremely 
sensitive skin, because the pattern suggests that considerable amount of photons 
can appear at the very short wavelengths where the human skin is not prepared 
for their effect. Though it is not clear if it can be more dangerous either on short 
time scale or on longer time scale, it seems to be sure that the effect is 
considerably dangerous on longer scale. Furthermore, considering the significant 
ozone deficits in the last 6-7 summers, this result warns us to be very careful 
with sunbathing.
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Fig. 17. Dependence of SRAF on the wavelength.

The effect of cloudiness on the UV irradiance received by the Earth’s 
surface is an important parameter. The results have been published by us 
previously {Németh et al., 1996), so they are discussed here only very briefly. 
Though radiative transfer is known exactly in theory and can be modeled with 
relatively good reliability, in very practical tasks, for example in case of UV 
forecast, a reliable empirical relationship can solely be used due to the fact that 
numerous parameters of the cloud influencing radiative transfer in the cloud is 
not known exactly at the time of the given observation. A non-heigth- 
dependence CMF (Clud Modification Factor) was determined by us, which 
means that only the percentage cloudiness was considered in the study. All data 
were used for the study with no any filtering that depends on atmospheric 
circumstances. The results are shown in Figs. 18a and b for solar elevations 
higher than 30° and lower than 30°, respectively. The non-linear dependence is 
clear from the figures, but a peculiar behaviour is revealed from Fig. 16b: UV 
irradiances can, with high statistical likeliohood, be higher in case of 10-40% 
cloud coverage than irradiances detected for clear sky conditions. The 
explanation for this unexpected behavior is the very effective radiation 
scattering towards the Earth’s surface on the edges of the clouds. Cloud 
coverages between 10 and 40% can be produced by mainly cumuli with 
relatively high probability and, due to their ragged, fragmented structure, the 
scattering on the cloud edges can thus be considerable.

4 2 6



01-C
a .

« >->
c « _ *> aO

s ®/  o

a:

F/g. /& Dependence of UV transmission on cloudiness in the atmosphere in Budapest of 
solar elevations higher (a) and lower (b) than 30°.

7.5. Verification o f surface solar radiation outputs predicted by ALADIN model

Verification of predicted solar radiation data from ALADIN weather forecast 
model was carried out in 2001 (Toth, 2002). Not the results of the verification 
themselves are that are shown here, because on the one hand, it cannot be aim of 
this paper and on the other, several improvements have been made on the model 
since the time of the verification in question. The aim is to show how high 
resolution spectral data can be useful for and can contribute to the verification 
by pointing out the strongnesses and weaknesses of the concerned module of the 
model. The verification was performed for total global fluxes for three stations 
and direct as well as diffuse fluxes for one station, because direct and diffuse
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radiation measurements have been carried out at only one station (Budapest) 
then. The predicted data for both the subsequent day and the day after 
subsequent day were verified.

Two main factors affect solar radiation flux reaching the Earth’s surface in 
case of wider energy range radiation: total water vapor content and total aerosol 
content of the air column. A study was still invented to find out how ALADIN 
would be able to estimate surface solar radiaton fluxes in cloudless cases or in 
other words: how it would be able to estimate atmospheric radiation 
transmission. Implicitly, the data were used for this study that has been produced 
at cloudless situation. The detailed description of filtering that was made in 
order to select data meeting with the criteria given by us, see the paper referred. 
To represent radiation transmission condition of the atmosphere, aerosol optical 
depth at 500 nm (AOD50o) was selected.

The aim of the study was to obtain any information on reliability of 
ALADIN-made surface solar radiation forecasts concerning different 
atmospheric radiation transmission conditions. It is very important, since 
considerable radiation extinction can in many cases occur even when sky is 
cloudless.

Relationship between AOD50o and difference of observed and predicted 
solar irradiances (DIF_DIR, DIF DIF, and D1F GL in the figures) was studied 
for all three radiation parameters. Results are shown in Figs. 19, 20, and 21. 
AOD5oo is represented on horizontal axis and differences between observed and 
forecasted irradiances are represented on vertical axis in each figure.

Fig. 19. Dependence of DIF DIR on AOD50o.

Results for direct irradiance is shown in Fig. 19. Based on our five-year
long aerosol optical depth data series, it was known that average value for the
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Marcell György Main Observatory in Budapest was approximately 0.3 for 
500 nm. It is clear from Fig. 19 that for the most part, overestimations are found 
for values of AOD50o lower than 0.3 and underestimations are found for x50o 
values higher than 0.3. It means that the model underestimates direct irradiance 
reaching the surface in cases when atmospheric radiation transmission is high, 
namely when very small amount of pollutant is present and overestimates it in 
cases when atmosphere is considerably polluted. Based on it one can conclude, 
that atmospheric radiation conditions predicted by the model are generally 
approaching average conditions due to that the model draftly handles parameters 
influencing radiation transmission, namely its variability is lower than that of the 
corresponding true parameters. The model predicts more polluted atmosphere 
compared with reality in very clear cases being close to Rayleigh atmosphere. 
These findings are confirmed by results of the same study made for diffuse 
irradiance (Fig. 20). Pollutants and water vapor intensively scatter radiation, 
consequently diffuse (scattered) irradiance observed at Earth’s surface increases 
as larger amount of them is present in the atmosphere. It can be seen in Fig. 20 
that in case of diffuse irradiance, inverse effect was found as compared to that 
found for direct component: the model overestimates diffuse irradiance in cases 
of high transmission (AOD50o < 0.3), namely it forecasts more polluted 
conditions than the true state of atmosphere and, at the same time, it 
underestimates in cases of lower transmission, namely it forecasts lower 
pollution than that appearing in true atmosphere. The same effect lies behind 
this phenomena like in case of direct fluxes so the explanation is the same: the 
model tends to produce such physical conditions of atmosphere that result in 
more average atmospheric transmission than those occurring in reality. Those 
mentioned above are valid for global radiation also (see Fig. 21), but the effect 
is relatively less evident due to the fact that global irradiance is the sum of the 
previous two parameters so the effect in queston decreases.

Aerosol optical depth

Fig. 20. Dependence of DIF DIF on AOD50o.
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8. Other special studies

Special individual studies occur with variable frequency in our activities and 
concern wide area in solar radiation measurements. They concern radiation 
transmission of given materials, or variation of their radiation transmission 
due to longer exposure to solar radiation (mainly UV), or spatial distribution 
of radiation source’s emitted radiation, etc. Amongst these studies, results for 
only one are shown that are very useful and instructive. Several experiments 
concerning UV radiation transmission change of UV blocking plastic foils 
used in agriculture and special seed holding materials used in agriculture. The 
plastic foils have been exposed to UV radiation in the whole vegetation 
period (from May to October), and the change both in their special 
mechanical parameters and in their radiation transmission was investigated. 
The latter was performed by us, but measured data were provided to the 
former also by the Hungarian Meteorological Service. The experiment were 
supported by Hungarian Institute for Agrucultural Engineering (for other 
details, see Csatár and Fenyvesi, 2008).

Five kinds of foils were examined: 1) a plastic foil that included no UV 
fdtering material was for control, 2) white-colored foil including 5% UV 
fdtering metarial, 3) white-colored foil including 20% UV filtering material, 4) 
violet-colored foil including 5% UV filtering material, 5) violet-colored foil 
including 20% UV filtering material. Only a brief summary is discussed here to 
concern the most important results that are shown in Figs. 22a, b, c.
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dates during the experiment (unexposed, Aug 15, Sep 5)
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The plastics have been installed at the end of May in the garden of the 
Marczell György Main Observatory of the HMS and have thus been exposed to 
solar radiation until the beginning of October covering the entire vegetation 
period. Samples have been taken out from them by two weeks and their 
mechanical parameters and UV radiation transmission spectra have been 
examined to study variations in them. UV transmission spectra for three selected 
sampling dates for the spectral range from 286.5 nm to 363 nm for five selected 
sampling dates are shown in the figure. The behavior of the plastics are very 
similar and difference was found only quantitatively. It is evident that the UV 
blocking effect starts to loose partly soon after the installation, namely their 
increasing UV transmission increases and become considerable for the white 
foils and increases by a low rate for the violet foils for the second half of the 
examined period. It is also clear that at the end of the period, a chemical 
recovery starts up because the UV trasmission decreases a bit. Also a smoothing 
effect can be seen in the fine structure of each of the transmission spectra, but 
one type (white 20 %) retrieves partly its original shape. One can conclude that 
the destructive effect of UV radiation on the UV blocking material is not 
entirely irreversible. These results have stressed importance for the agriculture 
in application of the foils in UV protection of plants.

9. Conclusions

Due to the nature of this paper, conclusions cannot be made in the usual way. A 
special measurement technique and its theoretical background, covering, at the 
same time, a wide scale of measurement types were shown that is operationally 
run at the Hungarian Meteorological Service. Results coming from studies and 
investigations concerning very considerably different areas were shown, so their 
detailed analyzes were not possible, though some conclusions was made straight 
after showing the given results.

It is, however, still to be noted that use of high resolution spectro
photometry and spectroradiometry in atmospheric physical observations and 
investigations is very useful for numerous purposes, and it has reason for 
existence both in operational measurements and special experiments. It should 
be clear based on the studies and results showed that modern solar radiation 
measurements require its inclusion to an increasing degree.
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Abstract—Industrial accidents have been a serious environmental and public health issue 
for the last decades. Although the development of atmospheric dispersion models was 
largely motivated by the notorious nuclear catastrophes, simulations are now mostly used 
in cases of chemical accidents that regularly occur in all parts of the world. In an 
accidental situation, the accuracy of the results is primarily important for risk 
management and decision making strategies. However, it largely depends on the 
meteorological conditions and the quality of input data. A chemical accident happened in 
a factory in Rouen, France on January 21, 2013. The emitted methyl mercaptan gas 
caused odor and sickness in densely populated areas, including Paris. The meteorological 
conditions were rapidly changing in both space and time during the release period, thus 
the case is particularly challenging for dispersion models and provides a good basis for 
testing them.

Dispersion of the released methyl mercaptan gas was estimated using the PyTREX 
trajectory model, developed at the Eötvös Loránd University, and NOAA’s HYSPLIT 
model. The simulation results are in a good agreement with media reports of the polluted 
areas, and lead to a better understanding of the complex synoptic situation at the time of 
the accident. Comparison of the results of two models also provided information about 
the uncertainty of the predictions and pointed out the most important directions for further 
development of the PyTREX model.

Key-words: atmospheric dispersion, accidental release, HYSPLIT, industrial accident, air 
pollution, Lagrangian model
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/ .  Introduction

In case of an accidental release of toxic material into the atmosphere, dispersion 
models provide valuable information for risk management and decision support. 
In most cases, simulation of the dispersion of pollutants released during an 
accident is a difficult task because of the complex physical processes occurring 
in the atmosphere, the importance of fast response, and the lack of information 
about the details of the release. Computer simulations, based on either Eulerian 
or Lagrangian (trajectory) approaches are now able to provide fast and accurate 
estimation about the concentration patterns after an accident.

In the past years, PyTREX, a Lagrangian trajectory model has been 
developed for regional to continental scale simulation of dispersion of passive 
pollutants. In this work, we present the PyTREX results for the case of the 
Lubrizol accident in Rouen, compared against HYSPLIT, a state-of-the-art 
software, to estimate the uncertainty and show the strengths and weaknesses of 
our model. The Rouen accident happened under complex meteorological 
conditions where dispersion models are less reliable and depend largely on the 
accuracy of their host numerical weather prediction model.

This work aims to provide a case study of the Rouen accident, involving its 
synoptic meteorological conditions and the consequent dispersion patterns. On 
January 21, 2013, a gas leak caused a significant release of methyl mercaptan 
from the Lubrizol factory. Although methyl mercaptan had no health risks, its 
intense odor could cause nausea and headache. As the dispersion plume crossed 
densely populated areas, many complaints arrived from the public, and 
numerous media announcements and reports have been published. Despite the 
fact that methyl mercaptan gas measurements are not available, these media 
reports provide information about the affected areas and the intensity of the odor 
in a particular location, thus the dispersion of the plume can be qualitatively 
verified. 2

2. Overview o f  atmospheric dispersion modeling

Atmospheric dispersion involves multiscale air pollution problems that are 
treated using different mathematical approaches and modeling tools. Computer 
simulations have to take into account the horizontal advection of the released 
pollutant by the mean wind, the horizontal and vertical mixing caused by 
turbulent diffusion, chemical reactions, wet and dry deposition, sedimentation, 
and radioactive decay. The wide range of scales and physical processes led to 
the development of several atmospheric dispersion models that are specialized to 
the simulation of certain types of air pollution situations.

Microscale models, often referred to as street canyon simulations use a 
computational fluid dynamics (CFD) approach to solve the governing equations 
as well as the dispersion equation on a very fine grid around a complex
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geometry like a city, a tunnel or an industrial site (Balczo et al., 2011; Di 
Sabatino et al., 2008). Sophisticated CFD models like Ansys or OpenFOAM are 
able to take into account microscale phenomena, the effect of buildings, and 
turbulence generation on the walls (Cheng and Liu, 2011; Yamada, 2004). This 
approach provides valuable information about urban air quality (Vardoulakis et 
al., 2003), however, it is not applicable on larger scales due to its large 
computational cost and the unrepresented physical processes like atmospheric 
stability and mesoscale wind patterns (Baklanov, 2000).

On meso- to macroscale, atmospheric dispersion simulations are based on 
the output data of numerical weather prediction (NWP) models. Besides the 
three-dimensional wind field, atmospheric stability characteristics, planetary 
boundary layer height, and surface parameters are also obtained from NWP 
results (Stohl et al., 2005). Regional and continental scale dispersion models 
often use the same grid as the host NWP to solve the transport equation. This 
Eulerian approach has the advantage that meteorological data is obtained 
without interpolation, complex chemical reactions can be easily taken into 
account, and the output concentration and deposition fields are directly 
computed by the model (Simpson et al., 2012).

Lagrangian simulations avoid the costly partial differential equation solvers 
and compute tracer trajectories using the NWP-provided wind field. As the 
calculation of a few trajectories is very fast, Lagrangian models are able to 
provide immediate information about the dispersion’s direction without 
calculating concentrations. However, with thousands of trajectories, cluster 
analyses can be carried out to obtain the concentration field. Turbulent mixing is 
taken into account with a stochastic random walk method (Stohl et al., 2005). 
Although Lagrangian models require costly interpolation of meteorological data, 
this approach is particularly suitable for near-source simulations, where 
numerical diffusion introduces a large error in Eulerian models. This error can 
be largely reduced by using adaptive gridding that refines the resolution if large 
gradients are present (Lagzi et al., 2009). Coupled modeling systems have also 
been introduced that use a near-source Lagrangian treatment within a large-scale 
Eulerian model (Brandt et al., 1996).

Lagrangian approach is used in state-of-the-art atmospheric dispersion 
software like the NAME, HYSPLIT, and FLEXPART models (Draxler and 
Hess, 1998; Stohl et al., 2005). Besides their worldwide application for 
environmental studies and risk management, these models provided valuable 
and accurate information during recent air pollution episodes like the Fukushima 
accident in 2011 or the eruption of Eyjaljallajokull volcano in 2010 (Dacre et 
al., 2011; Long et al., 2012; Srinivas et al., 2012; Stohl et al., 2011).

The simulation of long-term average air pollution patterns caused by 
continuous release is a challenge for most atmospheric models. EMEP’s 
Eulerian model provides continental scale forecasts and archive data for most air 
pollutants’ concentration with a special attention on acidic compounds (Simpson
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et al., 2012). The online coupled dispersion and mesoscale weather prediction 
model WRF-Chem is a powerful tool for atmospheric dispersion modeling: its 
Eulerian approach allows the simulation of complex chemical reaction systems, 
meanwhile, the integrity with an NWP model makes it easy to run detailed 
simulations in any meteorological situations (Huh et al., 2012).

On regional scale, plume models like AERMOD or ADMS are often used 
to calculate long-term average concentrations caused by a continuous pollutant 
source (Holmes and Morawska, 2006; Silverman et al., 2007). Plume models 
assume straight downwind dispersion from the source point and a concentration 
field with Gaussian distribution in crosswind and vertical direction (Cimorelli et 
al., 2005). Although these models are not reliable in complex weather situations 
and terrain, their fast runtime makes them optimal for long-term statistical air 
quality investigations for both normal (Righi et al., 2009) and accidental 
(Leelőssy et al., 2011) continuous releases.

In Hungary, an integrated atmospheric dispersion modeling system 
(AERMOD) and a trajectory and particle dispersion model (FLEXTRA- 
FLEXPART) are used by the Hungarian Meteorological Service for 
environmental monitoring and risk management (Kocsis et al., 2009; Steib and 
Labancz, 2005). The CHI MERE model was also adapted at the Hungarian 
Meteorological Service for operative mesoscale air quality forecast in Budapest 
(Baranka and Labancz, 2009). At the Paks Nuclear Power Plant, the RODOS 
decision support system provides a Lagrangian trajectory model for regional to 
continental scale simulations. The S1NAC program system was developed to 
follow the consequences of radioactive releases of a hypothetical nuclear 
accident (Földi et al., 2010). A multiscale Lagrangian and Eulerian dispersion 
model, TREX has also been developed at the Eötvös Loránd University lor the 
area within 30-500 km from the power plant (Mészáros et al., 2010). For larger 
scales, the extended PyTREX trajectory model has been developed. Local scale 
CFD simulations are carried out at Budapest Technical University and Eötvös 
Loránd University using Fluent, Miskam, and OpenFOAM models (Balczó et 
al., 2011; Goricsán et al., 2004).

3. Model description

3.1. The HYSPLIT model

In the present work, we used HYSPLIT and PyTREX models to simulate the 
consequences of the industrial accident in Rouen. HYSPLIT is a widely used 
Lagrangian dispersion model developed by the National Oceanic and 
Atmospheric Administration Air Resources Laboratory (NOAA ARL). Its 
worldwide applications cover various forward and backward simulations from 
meso- to continental scale (Challa et al., 2008; Koracin et al., 2011; Long et al., 
2012; McGowan and Clark, 2008; Shan et al., 2009). HYSPLIT calculates
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single trajectories based on meteorological fields provided by the Global Data 
Assimilation System (GDAS) database. Particle motion in each timestep is 
defined as a sum of an advective and a turbulent component (Draxler and Hess, 
1998). The advective motion is obtained directly from the wind field, however, 
vertical turbulent wind fluctuations are computed using Hanna’s 
parameterization based on stability characteristics defined by the Monin- 
Obukhov length (Draxler and Hess, 1998; Moreira et al., 2011). While large 
scale turbulence is estimated with a random walk method, small scale turbulent 
diffusion is calculated with a puff approach: each particle has a horizontal extent 
with a Gaussian concentration distribution, which broadens according to the 
local turbulence intensity. Concentration field is given as the superposition of 
concentration fields of all particles.

3.2. The PyTREX model

PyTREX is a continental scale trajectory model developed at the Eötvös Loránd 
University. It computes single particle trajectories based on meteorological data 
provided by short-range forecasts of the Global Forecast System (GFS). GFS is 
initialized in every 6 hours and provides output fields for every 3 hours, thus the 
first and second timestep of each model run was used to create a continuous 3- 
hourly forecast database for archive situations. Forecast outputs were preferred 
against analyses in order to gain advantage of GFS parameterizations that 
provide derived quantities such as turbulent surface fluxes or precipitation 
patterns. GFS grid has 0.5-degree spatial resolution from which data is obtained 
for any point with linear interpolation in both space and time. For compatibility 
with the GFS outputs, PyTREX uses spherical coordinate system in horizontal 
and pressure system in vertical direction. Meteorological and user-defined input 
data of PyTREX are presented in Table 1.

Table 1. Input data requirements of the PyTREX trajectory model

Release data and simulation setup Meteorological data (GFS)

Release location(s)
Release height(s)

Release time(s) and length(s)

Simulation duration 
Total released mass from each location 
Number of trajectories from each location 
Minimum computational timestep 
Halftime of radioactive decay

Geopotential on main pressure levels 
Wind components on main pressure and 
near-surface levels
Temperature on main pressure and near
surface levels
Surface pressure, temperature 
Surface height above ground level 
Planetary boundary layer height 
Surface momentum and heat flux
Mixing ratio on main pressure and near
surface levels
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PyTREX trajectories are calculated using a linear scheme from the 
superposition of advective and turbulent motions:

( i :

where v is the vectorial sum of the horizontal wind and the vertical motion, v, is 
the vector of turbulent fluctuations, and r is the position of the particle. While v 
is directly obtained from GFS outputs, v, is calculated using the Langevin 
equation (Slohl el a l 2005):

(2 )

where v,, is the z'th component of the turbulent velocity vector, TLi is the 
Lagrangian timescale representative for the z'th direction, cr is the turbulent 
fluctuation of the z'th component of the wind vector, and £"(0,1) is a random 
number from a standard normal distribution, generated with the Mersenne 
Twister algorithm of Python’s random module.

The TLi Lagrangian timescales and cr, turbulent wind fluctuations are 
estimated using the Mónin—Obukhov theory, thus we need to compute the 
atmospheric stability parameter z/L (Draxler and Hess, 1998):

(3)

where z is the height above ground, L is the Monin-Obukhov length, k is the 
von-Karman constant, and g  is the gravitational acceleration. Besides constants 
and surface parameters, PyTREX uses the temperature data Tt of z; height, the 
first level above ground in the meteorological dataset (80 m for GFS data).

Friction temperature T* and friction velocity a* are calculated from surface 
heat and momentum fluxes:
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where pit' w' and pv' W are surface momentum fluxes and II is the surface heat 
flux. Both momentum and heat flux data is directly obtained from GFS outputs. 
The air density p  and air density on surface p  t are calculated from the
temperature field using dry air assumption. Accordingly, cp is the specific heat of 
dry air.

Based on the stability characteristics presented in Eqs. (3-5) and the 
planetary boundary layer height provided by GFS, the velocity fluctuations and 
Lagrangian timescales are obtained through Taylor’s parametrization, which 
was set up in a way presented by Moreira et al. (2011). The computational 
timestep dt is defined as the tenth of the minimum of Lagrangian timescales 
(Stohl et al., 2005). However, in order to reduce the computational cost for near
surface trajectories, a minimum timestep can be defined that also gives a lower 
boundary for Lagrangian timescales.

Besides drawing single trajectories, PyTREX calculates concentration field 
on a three-dimensional rectangular grid based on the density of trajectories 
crossing the specified grid cell during a certain time period.

4. Synoptic situation during the Rouen incident

On January 21, 2013, a chemical accident happened in a factory of the Lubrizol 
company located in Rouen, northwestern France. The firm announced that a 
significant amount of non-toxic methyl mercaptan gas had been released from 
approximately 07 UTC (http://www.paris-normandie.fr/article/actualites/en- 
direct-fuite-de-mercaptan-chez-lubrizol). Although no health risk was identified, 
an unpleasant smell spread across northwestern France after the accident, 
reaching Paris at the following night. Media announcements reported serious 
complaints of odor from several districts of the capital. Odor caused by methyl 
mercaptan gas was also reported from Normandy and Southeastern England 
(Fig. 1) (http://www.bbc.co.uk/news/world-europe-21147361).

Looking at the map of northwestern France (Fig. /), it might be confusing 
that odor was reported within 24 hours from largely different directions from 
Rouen, including Paris, which is located to the southeast from the location of the 
accident, and also from England, to the northwest of the factory. Furthermore, 
despite that the accident happened only 120 km away from the capital, it took 
more than 12 hours for the plume to reach Paris. These unusual dispersion 
patterns were caused by a complex synoptic situation involving a significant 
shift in the wind direction within a short time period.

On January 20, 2013, two dominant processes were detectable that would 
determine the spreading of the emitted material. The first synoptic object was a 
mature trough above the Mediterranean -  North African region, with a 
corresponding low pressure system above the western basin of the 
Mediterranean Sea (Fig. 2 (a)-(d)). This low pressure system was severed off
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into a bi-central system by the inertia of the cold air arriving at the rear of the 
trough, along the western coastlines of France (Fig. 2 (a)). The primary low 
remained above the Mediterranean, and was being advected eastward with the 
rest of the trough, while the secondary low (object A), gaining enhanced 
circulation by baroclinity was advected towards Northern France.

Fig. 1. The most affected areas based on media coverage after the Lubrizol chemical 
accident in Rouen, January 21-22, 2013.

Fig. 2. GFS output (a)-(c) and infrared satellite image (d) at 06 UTC, January 20, 2013. 
(a) Equivalent potential temperature and MSLP (EPT850) (b) 500 hPa height (gpdam), 
MSLP and 500/1000 ReTop, (c) Height (gpdam) and TA at 850 hPa. Courtesy of 
wetter3.de and sat24.com, respectively.
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The second main synoptic process was a rapidly deepening trough above 
the Atlantic, characterized by strong winds and cold advection on lower levels 
(Fig. 2 (c)). The leading edge of this trough reached the Rouen region with a 
cutoff low on the ground level (object B) (Fig. 3). Between 18 UTC, January 20, 
and 12 UTC, January 21, the two low pressure systems started merging in a 
circular motion (Fig. 3) with the first system (object A) following the 
streamlines of the second low (object B). At 06 UTC, January 21, the two main 
lows could be located at Bretagne and Southern England creating the rotating 
flow that would spread the emitted material southeast and northwest of the 
facility at the lower levels of the troposphere (Fig. 4, Fig. 3).

850 hpa pseudopotantielle Temperatur [Grad C], Bodendruck [hPa]
Sonntag. 2 0 -0 1 -2 0 1 3  18 UTC (GPS) (Analyse) ©wwwwetter3.de

Fig. 3. GFS output on 18 UTC, January 20, 2013, EPT 850. The two stream defining 
lows begin to merge above the Channel. Courtesy of wetter3.de.

Fig. 4. GFS output (a) EPT850 and infrared satellite image (b) at 06 UTC, January 21, 2013 
depicting the synoptic setup shortly before the accident. The two merging lows are clearly 
visible on (a), above Bretagne and Southern England. On (b), only the rotating field of the 
southern system is visible. Courtesy of wetter3.de and sat24.com, respectively.
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Fig. 5. GFS output at 06 UTC, January 21, 2013. Wind at 10 m (a), wind and vorticity at 
850 hPa (b), depicting the bi-central rotating flow at the marked location of the accident. 
Courtesy of wetter3.de.

Synop reports also show a gradual shifting of the mean wind from 
northwesterly (18 UTC, January 21) to southeasterly direction indicating the 
presence of the rotating flow on the ground level. The temperature field did not 
significantly change due to the overcast nocturnal sky.

5. Dispersion model results

Two trajectory models, HYSPL1T and PyTREX were used to simulate the 
dispersion of the plume released from the Lubrizol factory during the incident. 
Besides understanding the pollution patterns reported in the media, our 
investigation aimed to compare the model results in this complex synoptic 
situation in order to estimate the uncertainty of trajectories and the concentration 
field.

The same release data was used for both model runs. Assuming a 24-hour 
long continuous release from 50 m height, 20400 trajectories were calculated 
with evenly distributed starting time during the release period. The number of 
trajectories was given by default in HYSPL1T, and the same value was used in 
PyTREX for comparable results. As the exact quantity of the released material 
was not known, unity total released mass was assumed for the simulation. No 
wet and dry deposition was taken into account, which is a good assumption for 
mercaptans. In PyTREX, output concentration map was produced with a 0.25 
degrees horizontal and 100 m vertical resolution. Both model calculated one- 
hour average concentrations for each location.

HYSPLIT results clearly show the wind shift during the release period: in 
the first 7 hours of the accident, the plume is advected by weak southern wind 
over the La Manche channel (Fig. 6). Between the 7th and 15th hour of the 
incident, the wind became stronger and changed to northwesterly direction,
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which forced the plume back to Northwestern France, reaching again the source 
region and also Paris. The weak dispersion towards England during the first 
hours explains the delay between the accident and the pollution reports in Paris, 
as well as the fairly high intensity of the odor that reached the capital. After the 
15th hour of the accident, the wind turned to southeasterly again, and the plume 
spread towards Southern England, reaching the country approximately 24 hours 
after the beginning of the release.

NOAA HYSPLIT MODEL
Concentration (mass-’m3) averaged between 0 m and 100 m 

Integrated from 0700 21 Jan to 0800 21 Jan 13 (UTC) 
Release started at 0700 21 Jan 13 (UTC)

>1 .OE-11 mas&/m3 
1.0E-12 mass'm3 
1 .OE-13 mass m3 

>1 .OE-14 mass/m3 
Maximum: 3.2E-11 m ass/m3 
Minimum: 3.4E-16 mas&/m3

^ -------^T

GDAS METEOROLOGICAL DATA
This is not a  NOAA product It was produced by a  w eb user 
R elease lot : 49.4371 Ion.: 1 0573 Hgt 0 to 5 0 m  
Pollutant
R elease Quantity: 1 m ass Start: 13 01 21 7 Duration: 24 hrs, 0  mm 
Pollutant Averaging Integration Penod: 1 hrs andO mm 
Dry Deposition rate: 0 cm ’s  Wet removal: None »Part: 10200 
Meteorology OOOOZ 15 Jan  2013 - GDAS1
Jo b  10: 228100 Job Start Thu Mar 28 16:49:22 UTC 2013

£

■ Z fvJt
14  UTC 18  UTC 2 2  UTC

■

Fig. 6. HYSPLIT surface concentration field between 14 UTC, January 21 and 10 UTC, 
January 22,2013. A 24 hours long continuous release was started at 07 UTC, January21. 360° 
change of wind direction is observable that allowed the plume to reach Central France.

The PyTREX results also well demonstrate the rapid wind shift (Fig. 7). 
The affected areas by the plume are in good qualitative agreement with 
HYSPLIT’s results despite the different meteorological data and physical 
parameterizations of the models. We note that 27 hours after the beginning of 
the accident, both models expected that the plume would reach London. In fact, 
there are a few reports about odor complaints in London, thus the diluted 
pollutant could reach the city in a fairly high concentration 
(http://www.dailymail.co.uk/news/article-2266383/Smelly-gas-cloud-factory- 
Rouen-travels-Channel-France-Kent.html).
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1 0 “ Concentrations [nr3] 101

Fig. 7. PyTREX surface concentration field between 14 UTC, January 21 and 10 UTC, 
January 22, 2013. A 24-hour long continuous release was started at 7 UTC, January 21. 
Results show a good agreement with HYSPLIT’s output.

In Fig. 8, three trajectories are presented, started in the 1st, 6th, and 16th 
hours of the accident. It can be seen that the pollutants spread towards Paris only 
within a few-hour long time period, before and after which the wind forced the 
plume to northern, northwestern direction.
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Fig. 8. PyTREX trajectories started from Rouen at 07 (red), 13 (yellow), and 22:30 
(green) UTC, January 21, 2013. Meteorological conditions allowed the plume to spread 
towards Paris only within a few-hour long time period.



In order to compare the concentration estimates provided by the two 
models, the maximum one-hour average concentration was obtained for six 
locations (Table 2). It can be seen that the values are largely different, but 
remain within the same magnitude for most of the locations, however, close to 
the source, one magnitude difference is present.

Table 2. Maximum concentration in selected locations based on two models’ simulations

Coordinates Max. concentration [10'l,/m, |
Latitude |°| Longitude |°| HYSPLIT PyTREX

Rouen 49.375 1.125 149.50 34.30
Gaillon 49.125 1.375 3.31 24.70
Dieppe 49.875 1.125 8.02 8.88

Paris 48.875 2.375 1.50 6.76
London 51.375 -0.125 1.39 2.93
Bristol 51.376 -2.625 0.82 1.39

It can be concluded that the models are in a good agreement in determining 
the direction of the dispersion and the affected areas by the plume. The high 
uncertainty in concentration values might occur from the largely different 
turbulence treatment of the models: while HYSPLIT uses a mixture of random 
walk and Gaussian turbulence models, PyTREX performs a 3D random walk 
turbulence simulation. Based on this knowledge, PyTREX probably 
underestimates the near-source concentration, because it averages the density of 
trajectories for a 0.25x0.25 degree cell. Although no measurements are available 
for methyl mercaptan gas, public complaints of odor can be used to verify the 
models (http://www.lemonde.fr/planete/article/2013/01/22/fuite-de-gaz-a-lubrizol- 
mobilisation-maximale-mais-prevention-flouel 820793_3244.html). While Paris 
was largely affected by the plume, only a few complaints are known from 
London. HYSPLIT expected a similar concentration value in both cities, which 
is unlikely.

The uncertainty of the results might also be caused by different 
meteorological data: while HYSPLIT uses analyses fields, PyTREX is based on 
short-range forecast files with derived surface parameters.

6. Conclusion

The chemical accident in Rouen on January 21-22, 2013 happened in a 
complex synoptic situation with rapidly changing wind direction. Two 
trajectory models were used for the simulation of the dispersion in order to
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understand the effect of an interplay of complex meteorological conditions, as 
well as to compare the model results. The results of PyTREX, a three- 
dimensional trajectory model developed at the Eötvös Loránd University were 
compared against the output o f HYSPLIT, a widely used atmospheric 
dispersion model developed by NOAA.

The pollution affected areas in largely different directions because of the 
rapidly changing wind governed by a multi-centered low pressure system 
located above Northern France and Southern England. During the release period, 
a 360° turn of the wind direction was observable, as the dominant southerly 
wind turned into northwestern direction for a few hours, which allowed the 
plume to return above Northwestern France and reach Paris. Later, as the wind 
turned back to southerly direction, the plume crossed the Channel and affected 
Southern England and London.

Despite the complex synoptic situation, the different meteorological input 
data, and the fast changing conditions, HYSPLIT and PyTREX results were in a 
good agreement regarding the dispersion and the polluted areas. Concentration 
values in selected locations showed large differences, but remained within the 
same order of magnitude in most cases. PyTREX largely underestimated the 
near-source concentrations, while HYSPLIT provided unlikely similar results 
for Paris and London. Uncertainty between models is probably caused by their 
different turbulence treatment, which requires more sophisticated investigation 
and verification against measurement data.

The case study of the Rouen incident showed that PyTREX provides 
reliable results of dispersion patterns even in a complex synoptic situation, 
however, concentration values have one order of magnitude of uncertainty 
between the two tested software. Parallel usage of the two models, as well as 
adjusting parameterizations based on measurement data can largely improve 
atmospheric dispersion simulations to provide valuable information for risk 
management in a case like the Lubrizol incident in Rouen.
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