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Abstract—Nanoaerosols are present in the atmosphere in high concentrations. They are 
formed from the gas phase by homogeneous or heterogeneous condensation. Natural 
radioactive aerosol (radon daughter elements) can also be of nanometric or even sub­
nanometric size. Nanometric aerosols are also found in some industrial conditions such as: 
furnaces, combustion, chemical reactors for synthetic materials, nanostructures, ceramics, 
etc. In this paper we review the nanometric aerosol generators for polydisperse aerosols 
based on spraying and evaporation-condensation. We also consider electric selection for 
monodisperse generation (with the Differential Mobility Analyzer and the Spectometre de 
Mobilite Electrique Circulaire). We examine the detection of this aerosol using the «ltrafine 
condensation nucleus counter (UCNC) and its sizing with the differential mobility analyzer 
(DMA) or diffusion battery. Finally we review another device for determining the diameter 
of nanometric and subnanometric aerosols: the supersonic impactor.

Key-words: nanoparticles, aerosols, granulometry.

1. Introduction

Nanometric aerosols are increasingly studied by specialists both in aerosol 
science and nanostructure technology. In fact, it is an area where a number of 
different domains overlap: the vast field of aerosol mechanics (studied by 
aerosol physicists for more than a quarter of a century), solid-state physics and 
chemistry at nanometric level. However, these aerosols have been known and 
studied since the last century (Coulier, 1875; Aitken, 1888). Aitken was the first 
to measure the concentration of condensation nuclei in air (sometimes called 
Aitken nuclei) in 1910. In 1951 Pollack and Murphy confirmed his results. 
O ’Connor et al. (1961) demonstrated that the majority of these nuclei,
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resulting from gas-particle conversion, have a diameter of less than 11 nm 
and are electrically neutral. The aerosol produced by algae left by the sea (low 
tide) is also nanometric and present in high concentration in the air, more than 
106 cm“3 according to the work of Paugam (1978).

On the other hand, the sizes of natural radioactive aerosol particles (radon 
daughter products) in the air in a free state vary from a few angstroms to a few 
nanometers (Malet et al., 1996a and b; Hopke, 1990). Natural radioactive 
aerosol conforms to the laws of aerosol physics, of course, just as non- 
radioactive aerosols and, in addition, can be detected using techniques for 
radioactivity (Renoux, 1996; Kerouanton et al., 1996; Mesbah et al., 1996; 
Olawin et al., 1995). Gas particle conversion in sea air over continental coasts 
gives rise to high nanometric aerosol concentration (Jymen et al., 1995). 
Nanometric aerosols are also found in many other conditions (combustion 
process, chemical reactors, electric ovens, electrical discharges, etc.).

Due to its size this aerosol is, of course, greatly influenced by the activity 
of the carrier gas molecules. It is therefore subject to Brownian movement. It 
obeys Einstein’s law which expresses its average quadratic movement in terms 
of time and its diffusion coefficient, the latter dependent upon the size of the 
aerosol (Malet et al., 1996b).

In this article we will pass in review the means of generating this aerosol 
along with techniques for measuring its size and its concentration in the air.

2. Detection of the nanometric aerosol

To detect this aerosol we use either its capacity to “grow” to a size which is 
relatively easy to exploit or its capacity to carry electric charges producing a 
measurable electric current. There are, therefore, two particle concentration 
measuring devices based on these two properties which can detect nanometric 
aerosols. The condensation nucleus counter enlarges the aerosol before detecting 
it optically. The electrometer measures an electric current (weak in general) 
induced by an air flow, the aerosols having previously been electrically 
charged.

2.1 The condensation nucleus counter (CNC)

The condensation nucleus counter is the device used for detecting fine, ultrafine 
and nanometric particles. It can “see” particles down to one nanometer in 
diameter. This device works according to the same principle as the first counter 
(.Aitken, 1888, 1891), i.e. the particles are enlarged by condensable vapor 
before counting. Aitken used water vapor to form water droplets by conden­
sation on each of the nuclei, which he then counted individually and visually.
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The Poliak counter (Nollan and Poliak, 1946) was the first photoelectric counter 
based on the attenuation of a light ray by droplets, again, of water. These 
counters, along with the commercial versions which followed, use adiabatic 
expansion to make water vapor condense on the particles. Bricard et al. (1972, 
1974, 1976) in France, Sinclair and Hoops (1975) in the United States propose 
a so-called “continuous flow” counter using butyl vapor to enlarge the aerosol 
to be detected. The air-borne aerosols, introduced above a tank of butanol, 
enter a heated horizontal tube to be saturated in vapor and then arrive in a 
second tube maintained at a low temperature. This tube, called a condenser, is 
where the butanol condenses on the aerosol particles. The droplets formed in 
this way, in the ten to twelve microns range (Agarwal et al., 1977), are 
detected by an optical system. This device described and calibrated by Agarwal 
and Sem (1980) has been marketed by the American firm TSI (Thermo System 
Incorporation) under the name of CNC 3020. Its counting efficiency is only 
50% for diameters of 10 nm with a sampling rate of 0.3 liter per minute. TSI 
has introduced two counting systems into this device (photometric and 
individual) which allow the measurement of concentration between 0.01 to 107 
particles per cubic centimeter. A few years later the addition of an optical laser 
and a bypass loop on the air circuit allowed TSI to reduce the detectable 
diameter to 7 nm and increase the sampling rate to 1.4 liter per minute. The 
rate for enlarged aerosols remained to be 0.3 liter per minute. In fact the CNC 
only gives an integral measure of the aerosol. It does not make it possible to 
discover the initial diameter of the nucleus. Nolan (1972) and Liu et al. (1975) 
review the different types of CNC and their development.

Scientific research in this field of metrology (optical detection after 
enlargement), branched out into two main directions following the development 
of the CNC. In the United States it focused on the detection of finer and finer 
diameters. In France work was concentrated mainly on increasing the rate of 
sampling. Research into diameter led to devices becoming available on the 
market. For industrial reasons, commercial or otherwise, high yield devices are 
not currently available, although a patent has been filed and sold by the CEA.

2.1.1 Ultrafine CNC

The so-called “ultrafine” CNC (TSI Model 3025) has a counting efficacy of 
more than 50% for 3 nm aerosols. It can detect even smaller diameters but with 
an efficiency which is much less reliable. This device is based on the work on 
heterogeneous condensation in a refrigerated pipe by Metayer et al. (1982), 
Metayer (1982), Liu et al. (1982), Wilson et al. (1983), Stolzenburg and 
McMurry (1984), Bartz et al. (1985), Keady et al. (1988) and Stolzenberg 
(1988). The operating principle is practically the same (Fig. 1), apart from the 
condensation. The aerosol is injected into the centre of the condenser which is,
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in this case, coaxial. Filtered air saturated with butanol vapor accompanies the 
aerosol through the condenser to reduce losses by diffusion through the walls. 
Also to reduce losses, the aerosol does not go right through the saturator. The 
main part of the sampling (1.4 liter per minute of air-borne aerosols) is filtered, 
dried and then passed into the saturator before joining the rest of the sampling 
(0.3 liter per minute) which has not been filtered and which has passed through 
a capillary tube only a few centimeters in length. In this way the losses by 
diffusion of the ultrafine aerosol is reduced to a minimum and finer and finer 
nuclei are activated. This CNC (TSI Model 3025), known as the ultrafine CNC 
(UCNC), is limited to concentrations of 105 particles per cubic centimeter to 
avoid coagulation.

Fig. 1. Schematic cross section of the continuous-flow ultrafine CNC (UCNC).

2.1.2 High-flow CNC

French research on the CNC (CEA -  Paris XII University) has investigated the 
problem of yield. Continuing the work of Metayer (1982), Assa Achy (1987) 
developed a high-flow CNC. He designed a new CNC (still based on the 
principle of continuous flow) capable of detecting aerosols of 10 nm with an 
efficacy higher than 50% and extracting 28.4 liters per minute! It should be 
recalled that standard TSI CNCs do not exceed 1.4 liter per minute. The CEA 
received a patent for this device bought by an American company which has 
never put it on the market. On the other hand, the possibility of distinguishing 
nuclei from the produced droplets has been investigated. Indeed, according to 
Stolzenburg (1988) and Ahn (1990) the size of the nucleus depends on the size 
of the final droplet. Rebours et al. (1996), Rebours (1994) continued the work
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of Metayer (1982) and Assa Achy (1987) and found, using a system of high 
yield particle enlargement, an indisputable relation of dependence between the 
size of the drops and the size of the nuclei when the latter was between 4 and 
20 nm, making it feasible to use a high flow nanometric granulometer. This 
device has an activation efficiency of 100% for nuclei of 4 nm.

Fig. 2. Schematic cross section of the aerosol electrometer.

3.3 Electrometer

The electrometer, (Fig. 2) is a device composed of a Faraday cup and an 
ammeter capable of measuring very weak currents (in the order of 10 15 A). 
Thanks to this device the volume concentration of an aerosol can be measured 
if the electric charge carried by each particle is known (Lui and Pui, 1974; 
Sem, 1975). Moreover the capture or detection efficacy of the electrometer does 
not depend on the size of the aerosol particles (Winklmeyer et al., 1991; 
Wiedensohler et al., 1994). In this device the air containing the electrically 
charged particles enters the Faraday cage to cross a filter with a very high 
efficiency. The filter placed under a wire mesh traps the particles whilst their 
electrical charges are recuperated by the mesh and sent to an electrical detector 
(electrometer). As in case of the CNC, the electrometer gives the concentration 
of the aerosol but not the size of the particles. The measured current i is a 
function of the volume output Qv, of the aerosol entering the cup, of the 
number of charges n carried by each particle, of the elementary charge e and of 
the concentration of particles C. The current is given by the following relation: i

i = C n e Qv.
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3. Generation of nanometric aerosols

There are several types of generators for polydisperse or quasi-monodisperse 
nanometric aerosols, for instance the heated wire generator (O ’Connor and 
Roddy, 1966), exploded wire generator (Phalen, 1972), electric arc generator 
(Boffa and Pfender, 1973) and electron torch generator (Tarroni et al., 1974). 
They all, however, have a major flaw: unstable generation over time. Only 
generators using homogeneous condensation and “electrospraying” can give a 
stable nanometric aerosol (Fig. 3).

Fig. 3. Schematic cross section of the particle growth system.

3.1 Generation by evaporation condensation

Various publications deal with different examples of this type of generator. 
They are described by Spumy and Hampl (1965), Spumy and Lodge (1968, 
1972, 1973), Spumy et al. (1980), Sutugin et al. (1970/1971) and Dousaka et 
al. (1982). They all use a furnace to vaporize a substance which, by homogene­
ous condensation, produces a highly concentrated polydisperse aerosol, (ag »  
2.5). We will consider the devices giving the best ag.

To obtain high concentrations of nanometric aerosols, Scheible and 
Porstendorfer (1983) suggest to vaporize a substance (NaCl or Ag) in a tube 
furnace under a nitrogen flow. The vapor-nitrogen mixture is cooled to ambient 
temperature when leaving the furnace into the extension of the tube (Fig. 4). 
The aerosol obtained is not very polydisperse (ag = 1.3 to 2.0). The aerosol 
volume concentration exceeds 106 particles per cm3. The largest diameters are 
obtained for the high temperatures (12 nm at 1300°C for Ag, 825°C for NaCl
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and 2 nm at 1065°C for Ag, 600°C for NaCl). This generator produces an 
aerosol where the sizes of the particles become unstable after roughly an hour 
and the user has no way of influencing its concentration.

furnace

Aerosol

Fig. 4. Nanometric generator.

Bartz et al. (1987) suggest a slightly different nanometric generator 
based on the one used by Liu and Levy (1980) to produce sulfuric acid 
aerosols {Fig. 5). They pulverize an aerosol dissolved in a liquid (NaCl in 
water for instance) in a standard Collison atomizer before drying it and sending 
it into a tube furnace to be vaporized. The vapors leaving the furnace enter a 
mixing section through a nozzle where they are accelerated and mixed with 
cold, filtered, compressed air. The produced aerosol passes into a cooling 
section where it is brought down to the ambient temperature. The cooling and 
mixing sections allow improved control of the condensation of the vapors 
leaving the furnace. The supply of filtered compressed air prevents, by dilution, 
the coagulation of the aerosol. This generator thus allows an aerosol stability 
for more than 12 hours. The final size of the nanometric aerosol depends on 
how the temperature of the furnace, the rate of dilution and the concentration 
of the atomized solution are regulated. This makes it possible to reduce even 
more the ag of the nanometric aerosol obtained.

Fig. 5. Nanometric generator of Bartz.

7



3.2 Electrohydrodynamic pulverization (electrospraying)

Electrospraying, a phenomenon observed by Zeleny (1915, 1917) is based on 
the capacity of an electric field in the ambient air to disperse a liquid. Droplets 
charged by electrospraying are produced by applying a difference in potential 
of several kilovolts between a plate and the exit of a capillary tube containing 
the liquid, as we can see in Fig. 6 below. The droplets formed are electrically 
charged. Their size varies, according to different conditions, from several 
millimetres to several tenths of microns (Cloupeau, 1994).

Fig. 6. Schematic cross section of electrospraying.

Chen et al. (1995) suggest a generator (Fig. 7) for particles from 4 nm to
1.2 pm using the electrospraying of liquid conductors. This work initiated by 
Vonnegut and Neubauer (1952) has produced a fine aerosol generator (Grace 
and Mareijnissen, 1994; Loscertals and Fernandez de la Morra, 1994). The 
electrospraying phenomenon is explained in detail by Cloupeau and Prunet-Foch 
(1989, 1990, 1994). In addition, the magazine, “Journal of Aerosol Science”, 
devoted a special issue (Vol. 25, No. 6, 1994) to this phenomenon.

Finally, photochemical generators (Dubstov and Baklanov, 1996; Dubstov 
et al., 1996, 1995) produce relatively monodisperse aerosols ranging in size 
from several angstroms to a dozen nanometers. Clusters are obtained in a 
reactor by exposure to radiation from a high pressure mercury lamp before 
enlargement in vapors supersaturated with dibutyl phthalate.
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liquide to be atomised

Fig. 7. Chen’s generator (electrospraying).

4. Generation of monodisperse nanometric aerosols

None of the above mentioned generators produce a rigorously monodisperse 
aerosol. A calibrated nanometric aerosol is achieved by electrostatic clas­
sification using the electrical mobility of electrically charged aerosols placed in 
an electric field. There are two devices which make this possible, the DMA and 
the Radial DMA.

4.1 The differential mobility analyzer (DMA)

To obtain nanometric monodisperse aerosols with the generators described 
above the electrical properties of the aerosols are exploited in the differential 
mobility analyzer (Zeleny, 1915; Hewit, 1957; Knutson and Whitby, 1975; 
Knutson, 1976). This device generates particles of up to 7 nm. Size accuracy 
can be as much as 2% (Liu and Pui, 1974).

The DMA is composed of two coaxial cylinders between which a horizontal 
electric field is set up. The polydisperse aerosol, previously brought to a state 
of Boltzmann electrical equilibrium, is introduced along the internal walls of the 
external cylinder. Dried, filtered air circulates along the internal cylinder where 
an extractor valve is placed. A variable high voltage, between 0 and 12 kV, 
makes it possible to vary the electric force (F = qE) to which the particle 
penetrating into the selection area is subjected. A second force is exerted on this 
same particle due to the downward flow of the filtered air along the walls of the 
internal electrode.

The aerosol should be electrically charged beforehand and the total charge 
law. should be known if we are to have a precise idea of the quantity of atomic 
charge carried by each of the particles. The Boltzmann charge law is usually
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applied in this device (Bricard, 1977; Liu and Pui, 1974b). The global charge 
is nil in that case, which means that we have as many particles charged 
positively as negatively. As a result, within the selection area, the neutral 
particles pass without being diverted, the negative particles are deposited on the 
internal walls of the external tube, thus only the positively charged particles are 
trapped or selected. Consequently, there is a drop in the concentration of the 
selected particles in relation to that of the injected particles. This generator 
rarely exceeds 105 c m 3.

The “short DMA” is used to reduce losses by diffusion in the DMA. It has 
been specially developed for nanometric aerosols and works on the same 
principle as the DMA, but is much shorter in length (11.11 cm instead of 44.44 
cm) (Winklmayr et al., 1991). It allows nanometric aerosols down to 3 nm to 
be generated (Hummes et al., 1996).

Fig. 8. Schematic cross section of a S.M.E.C.

4.2 The S.M.E.C. (Radial DMA)

This other device has been developed at CEA (Pourprix et al., 1990; Pourprix 
and Daval, 1990) and studied by Mesbah (1994), Zhang et al. (1995), Boulaud 
et al. (1996), Fissan et al. (1996), Lebronnec et al. (1996). The electromobility 
spectrometer (named Radial DMA) is composed of two circular plates between 
which filtered air is introduced. This device with a circular geometry functions, 
of course, according to the same principle as the DMA (cylindrical geometry). 
An electric field is set up between the plates by electrifying the lower plate 
(Fig. 8). The polydisperse aerosol, injected through a valve on the upper plate, 
is extracted with the excess air by a valve on the same plate. The monodisperse 
aerosol selected is extracted by a nozzle in the lower part of the device on the
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second plate. The geometry of this device, the distance between the plates and 
the length of the selection area all make it much easier to construct, more 
compact and less cumbersome than the DMA. In addition, there should be 
fewer losses by diffusion than with other devices of its generation.

5. Granulometry of the nanometric aerosol

After passing in the review the methods for generating and classifying 
nanometric aerosols, we will now consider the different methods and techniques 
allowing to determine the size of this aerosol. The electric, aerodynamic (or 
mechanical) or optical (after enlargement) properties of these aerosols are 
exploited for this purpose.

5.1 The DMPS/SMPS system

With the introduction of the ultrafine CNC we can now carry out a granulo­
metry in the 5 nm to 1 /im range in an acceptable time thanks to a DMPS 
system (Differential Mobility Particle Size), composed of an electro-mobility 
analyzer (DMA), a condensation nuclei counter, a microcomputer (PC) and a 
program for data inversion (Keady et al. 1983). Knutson had the idea as early 
as 1976. The development of the DMPS became possible with the arrival of the 
microprocessor and especially thanks to a program for data inversion provided 
by Fissan et al. 1983, Kousaka et al. (1985), Hopei (1978), Haaf (1980), 
Reischl (1981), Alofs and Balakumar (1982) and ten Brink et a/. (1983) who 
solved the problems posed by the charge in a bipolar environment and multiple 
charges. The reaction time was from 2 to 3 min. according to the precision 
requested. A more powerful and more rapid software in the Windows 
environment forms, with the previous system (DMA-CNC-PC), what is called 
the SMPS (Scanning Mobility Particle Sizer). The SMPS produced by the firm 
TSI gives the granulometry in 60 or 30 seconds from 5 nm (Wang and Flagan, 
1990). With the arrival of the short DMA we can hope to see, very soon, the 
detection limit of this system dropping to the 3 nm limit currently imposed by 
the CNC.

5.2 The diffusion battery

As pointed out in the introduction, nanometric aerosol is subject to Brownian 
movement. Consequently, the aerosol does not follow the lines of flow of the 
carrier fluid. In a pipe it tends to diffuse towards the walls and remains fixed 
there since the adhesion forces are very strong. Thus, there is particle loss on 
the walls and the aerosol concentration decreases as the air goes along the pipe. 
This, often undesirable effect is used in the diffusion battery to obtain infor­
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mation on the size of an aerosol particle. There are several types of diffusion 
batteries: parallel plate batteries, cylindric tube batteries, grid batteries, etc. 
However, only the wire mesh battery is commercially available since it is the 
only one for which data processing has been developed. In fact, in this type of 
granulometric measuring the practically unsolvable problem is the restitution of 
the granulometric spectra which are numerical solutions of a standard unstable 
Fredholm integral equation. Two types of measures can be made with diffusion 
batteries: the measure of the penetration or the measure of the deposit on the 
internal wall of the battery in terms of the capture abscissa. Indeed, using a 
condensation nucleus counter, the upstream and downstream concentration (and 
thus the penetration) or the concentration at a given point can be determined.

The grid battery has led to a granulometric measuring device which can 
measure particles to 2 nm (Dubstov et al., 1995, 1996; Eremenko et al., 1995). 
Only the multiple-stage wire mesh diffusion battery developed by Sinclair and 
Hoopes (1975), Sinclair et al. (1976), is produced commercially (TSI). It has 
ten stages, each one with n grid, n varies according to i, the number of stages, 
according to the relation: n =  i(i + l)/2.

The theory on which this battery is based is explained by Cheny and Yeh 
(1980). Sinclair (1986) provides an excellent review of the subject. This is the 
battery which has been studied most over the last years (Yeh, 1982; Yamada et 
al., 1988; Cheng et al., 1980; Cheng et al., 1988; Schiebel, 1984; Wang, 1993; 
Skaptsov, 1996). At the present time it is the only battery which gives the 
granulometry of the nanometric aerosol in real time when connected to an 
ultrafine CNC as shown in Fig. 9.

Air

" Portable" diffusion battery

Fig. 9. Schematic diagram of the automatic diffusion battery TSI.

However specific diffusion batteries, for example for radioactive aerosols, 
developed in laboratories can detect aerosols down to 0.5 nm (Ramarmurthi et 
al., 1993; Kerouanton et al., 1996).
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5 . 5  The hypersonic impactor

The hypersonic impactor (Fernandez de la Morra, 1990a, 1990b) is based on the 
principle of a shock wave separating the aerosol from its carrier gas. The shock 
wave is produced sequentially by sending a jet of air at atmospheric pressure 
through an orifice in a plane plate (infinite) located in a cavity where the pressure 
is only a few torrs (Fig. 10). The distance between the plate and the orifice 
determines the size of the aerosol to be separated or deposited (Fig. 11). The 
aerosol is detected thanks to an electrometer or, in the case of radon daughter 
products, by techniques for detecting radioactivity (Olawoyin et al., 1995).

Pressure P0
aerosol _

ll

4-
-dn = orifice diameter

Pressure PI 5 = distance wave front-plate
■ collector plate

Fig. 10. Shock-wave formation.

Fig. 11. Sketch of the hypersonic impactor.

For PJP\ »  1 and dn «  1, Fernandez de la Morra (1990a) showed 
that the number of critical Stokes Sa of the flow is given by the relation
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S0 = 0.1983 pp dp C02/(dn P0), where pp is the density of the particle, dp is its 
diameter and C0 is the speed of sound in the air.

The capture efficacy of the plate and the diameter of the captured particles 
depends on L/dn and P,/P \ .

6. Conclusion

As explained above, nanometric aerosols first began to interest Aerosol 
Physicists more than a century ago. However, over recent years, there has been 
steadily increasing interest, especially in the field of metrology with more and 
more teams worldwide working on this type of aerosol.

Indeed, to estimate the planet’s radiative balance, it is primordial to 
understand the effect of homogeneous nucleation on the concentration of 
ultrafine aerosols which act as condensation nuclei for the formation of clouds 
and precipitation.

For the nanostructure industry, which is developing considerably, the need 
for information on this aerosol is growing and this can only continue. The 
importance of this aerosol for the nuclear industry, in the case of an accident 
in a nuclear reactor, should also be remembered. As we have seen, there is still 
room for progress in all fields (detection, generation, granulometry, etc.)

Nanometric aerosol physics has not had its day yet — it is far from it. It is 
faced with new needs and new challenges from fields such as environmental 
protection, climate evolution, metrology, nanostructure industry, microelec­
tronics, etc.
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Abstract—There are two main sources of errors in numerical modeling of the atmosphere: 
the errors of initial conditions and that of the models themselves. The algebraic structure 
of equations is strongly related to their integrability, thus the problem of sensitivity to initial 
data cannot be handled separately from that of model formulation (i.e. of model errors). In 
a nonintegrable system the utilization of a numerical solution algorithm is a must. The 
present review paper (in two parts) deals with model errors originating from the inevitable 
discretization of the continuous equations in space and time. The effects of these errors are 
investigated in case of Hamiltonian systems in terms of phase space structure. It is pointed 
out in Part I that (1) even if the discretized ordinary differential equations were perfect the 
time integration schemes unavoidably introduce errors, (2) the time discretization errors 
have a strong influence on the time evolution of the probability distribution function in the 
phase space, thus an ensemble of numerical runs is always distorted by model errors, (3) 
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observed. In a Hamiltonian system the accuracy of a numerical solution can always be improved 
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1. Introduction

The quality of numerical weather prediction is limited by two factors: the 
limited accuracy of initial conditions and the imperfection of the models. The 
main attention has in recent years been focused on the effects of uncertainties 
in the initial conditions. Lots of effort has been devoted to reduce the analysis 
errors through the development of enhanced data assimilation (Pires et al. , 1996 
and references therein) and observation techniques {Lorenz and Emmanuel, 
1997; Bishop and Toth, 1996). One might have the impression that the only 
requirement for producing better forecasts is to reduce the initial errors as much 
as possible. One should not forget, however, that even if the governing laws of 
the atmosphere were known exactly, and the numerical models based on these 
knowledge were perfect, furthermore, if the initial fields were exactly known, 
it is very unlikely that the state of the atmosphere at any future time could be 
predicted within the error limit of the initial data. This is the consequence of 
the fact that, to our present knowledge, the atmosphere is a nonintegrable 
nonlinear system, and as such it shows generic chaotic behaviour.

Since the nonhydrostatic adiabatic primitive equation and its consistent 
simplifications possess Hamiltonian structure and most of our knowledge about 
the connection between chaos and integrability is related to conservative 
Hamiltonian systems we limit our discussions to Hamiltonian systems of 
equations. Though it can be argued that the atmosphere is not conservative, 
rather a forced dissipative system, still a number of phenomena can be 
described within the conservative framework. The sceptic reader can easily 
check in standard textbooks (e.g. Holton, 1992 and Pedlosky, 1987) that almost 
all rigorous results of atmospheric dynamics were achieved with conservative 
systems of equations. Inspection of the contraction speed of the Liouville 
volume validates the non-forced non-dissipative approximation for processes 
with characteristic time much less than the characteristic time of the contraction. 
Usually it is the case when physical processes are neglected in simplified 
atmospheric models.

As a recent example, Camassa and Tin (1996) demonstrated that the 
dynamics of the dissipative 5-variable Lorenz model (L5) could be completely 
explored assuming that it was a perturbed version of the conservative one. In 
other words, the careful examination of the conservative subsystem gave the 
key to the understanding of the full forced-dissipative system. We believe that 
the L5 system is not an exception and dynamics of the more complex high 
dimensional forced-dissipative systems cannot be captured without a solid base 
of knowledge on their conservative counterparts.

The authors of the present review paper would like to point out that the 
problem of sensitivity to initial uncertainties and that of integrability are 
strongly connected, and none of them should be overlooked in favour of the 
other. We are not dealing here with model errors resulting from the incomplete
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and/or incorrect parameterizations of physical and subgrid processes. We focus 
on the difference between the numerical model and the system modeled in the 
sense of algebraic structure and integrability. Particularly, we examine the 
effect of discretizations that, in many cases, destroy the structure of the 
equations. In the followings we do not attempt to give a complete overview of 
numerical Hamiltonian problems, this can be found in excellent papers and 
books like Mackay (1992), Sanz-Serna and Calvo (1994), McLachlan and Scovel 
(1993). The main goal here was to collect and illustrate those results of this 
quickly developing discipline which may substantially deepen our understanding 
on numerous problems of atmospheric dynamics and numerical weather 
prediction.

Eulerian equations of atmospheric dynamics are partial differential equations 
(PDEs) and their numerical approximation usually involves two steps. First, a 
spatial discretization is performed which transforms the evolution equations into 
a finite set of ordinary differential equations (ODEs), then a temporal 
discretization scheme is applied to facilitate the numerical integration of the 
equations. Motivated by the contemporary results of mathematics on numerical 
PDEs and ODEs (Sanz-Serna, 1992) we follow the dynamical systems 
approach, i.e. our main focus is rather on the qualitative (global, geometric) 
than on the quantitative (local) deficiencies caused by the truncations. The first 
part of the paper deals with the errors introduced in the numerical temporal 
integration, while the second part discusses the problem of spatial truncation. 
The reason for reversing the logical order is that almost all results on the 
chaotic nature of large scale atmospheric motions are achieved by using the 
hypothesis that the spatially discretized equations perfectly simulates the real 
atmosphere. While in Part II we will demonstrate that the spatial discretization 
inevitably alters the qualitative, as well as the quantitative behaviour of 
geophysical fluid dynamical system, hereafter we will illustrate that the model 
solutions are inevitably imperfect even for a perfect system of ODEs and initial 
conditions.

At the beginning two simple examples are presented in Section 2 and then 
we introduce the bases of Hamiltonian formalism in Section 3. In Section 4 the 
effects of temporal discretizations on the algebraic structure of the discretized 
system is discussed and a short account of structure preserving schemes are 
given. We illustrate the concepts introduced in the paper with simple examples 
and, in Section 5, with results of numerical experiments that were carried out 
with a structure preserving spatial truncation of the two-dimensional vorticity 
equation and the two-layer quasi-geostrophic model. Section 6 summarizes our 
considerations.

Throughout the paper we tried to introduce every concept that is necessary 
for understanding the main points, but we did not intend to give a complete 
introduction to dynamical systems theory. For further reading and references 
see, for example, Gotz (1994, 1995).
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2. Simple examples

Pendulum. With a suitable choice of units (i.e. taking the length of the 
weightless rod as unit of length and jkg as the unit of mass), the system of 
equations describing the motion of the mathematical pendulum of unit mass 
takes the form

P = ~sinq, (1)
4 = P>

where q is the angle of the rod to the vertical and p is the angular velocity. 
Since the order of the equation can be reduced by one with the help of a first 
integral, the energy, this system is totally integrable. The possible states of the 
system on the two-dimensional (p,q) phase plane form smooth curves, each of 
which corresponds to a given energy level (Fig. 1). Starting the integration 
from an initial condition that differs from the “true state” with a small error, 
the erroneous trajectory we follow will remain close to the true curve except if 
the two trajectories are on different sides of the separatrix. In this latter case,

Fig. 1. Phase portrait of the pendulum. The solid lines are phase curves associated with 
given energy levels. Bold line indicates the separatrix.

however, if several observations of the system’s trajectory are available over 
a given period of time, a 4D data assimilation algorithm may find iteratively an 
initial condition that corresponds to a qualitatively better trajectory, i.e. one that
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follows the right direction of the pendulum. The highly unlikely case when 
either the true or the analyzed state falls on the separatrix could be handled in 
a similar way. Lorenz (1960) showed that a maximum simplification of the 
barotrop vorticity equation that is capable to simulate nonlinear barotrop 
phenomena is a vorticity triad. A vorticity triad consists of only three Fourier 
modes, with the sum of their wave vectors being equal to zero and the 
interaction of any pair of them altering the value of the third one. With a 
suitable transformation of variables and exploiting the invariance of enstrophy 
the real vorticity triad can be written in the form of Eq. (1) (see e.g. Bokhove 
and Shepherd, 1996).

Nondissipative 5-variable Lorenz model. The nondissipative five-component 
model (L5) of Lorenz (1986) was derived from a spectral shallow water model 
through extreme truncations. After further reduction with the use of an invariant 
quantity the equations can be written in the form (Bokhove and Shepherd, 1996)

As it was first observed in Camassa (1995), this is a nonlinearly coupled system 
of two integrable subsystems, a nonlinear pendulum and a linear harmonic 
oscillator: if b = 0 the last two equations give the linear differential equation 
of the harmonic oscillator q2 = -q 2, while the first pair of equations reduces to

qx = -e2C sin2 qx, which corresponds to the mathematical pendulum (Eq. (1))
2e2C .

with the length of the rod and g Kg taken as the units of length and mass,

respectively, and with qx measuring the half angle of the rod to the vertical. As 
it was mentioned previously, the pendulum is equivalent with a vorticity triad, 
while the solutions of the harmonic oscillator model gravity wave oscillations. 
The ratio of the frequencies of motions in the subsystems can be controlled with 
the parameter e . At the limit e -»0 a formal separation of timescales is present, 
and one can speak of p x and qx as slow and of p2 and q2 as fast variables. 
Accordingly, when b ^  0 and e is small Eq. (2) describes the nonlinear 
interactions of slow vortical and fast gravity wave-like motions. The system of 
Eq. (2) has the appealing feature of being the lowest order truncation of the 
atmospheric primitive equations. Lynch (1996) pointed out that structurally 
similar equations govern the motion of the elastic pendulum. Though the 
coupling terms between the pendulum and the linear oscillator are somewhat
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different in the two systems the basic conclusions of the important papers 
Camassa (1995), Camassa and Tin (1996) and Bokhove and Shepherd (1996) 
do not depend on this detail. The reader, therefore, can always visualize the L5 
model as an elastic pendulum in order to gain a better heuristic understanding 
of the underlying physics.

Bokhove and Shepherd (1996) demonstrated, that as the nonlinear coupling 
term b increases, huge portions of the phase space sections become chaotic. The 
system does not follow smooth trajectories when started from initial condition, 
albeit correct, in these chaotic regimes. The key process here is the increasing 
chaotic exchange of energy between the two subsystems: at a given instant the 
observer-forecaster may erroneously conclude that the pendulum will have 
enough energy to complete a rotation, simply because the linear oscillator 
charges more energy from the other subsystem than that was predicted. Once 
the inevitable uncertainty in the prediction of the energy exchange is larger than 
the error in the initial estimate of the energy, model errors start to dominate 
over the effects of initial uncertainties.

Remarkable theoretical results have been achieved using the geometric 
approach of dynamical systems theory. With these results (Camassa, 1995; 
Camassa and Tin, 1996) the vigorously debated existence/nonexistence of an 
integrable slowest manifold (.Lorenz, 1980, 1986; Leith, 1980; Errico, 1984; 
Lorenz and Krishnamurthy, 1987) in the L5 has been proved in a local/global 
sense. While Camassa (1995), Camassa and Tin (1996) utilized the fact that the 
L5 model is a nonlinearly coupled system of two simple subsystems with 
well-known phase space geometry, Bokhove and Shepherd (1996) showed that 
if the formal separation of timescales is valid the model can be regarded as a 
slightly perturbed integrable Hamiltonian system, and the theorems of 
Hamiltonian perturbation theory apply. Thus, if the energy of the gravitational 
modes is sufficiently small at the beginning of the integration, it remains 
bounded, and the nonlinear system preserves (although slightly modified) its 
“nice” trajectories in most of the phase space. It suggests that if one can keep 
the energy of the linear oscillator at an infinitesimally small level at the 
beginning of model integration the qualitative dynamics of the pendulum 
remains intact, the initial and the integration errors have no catastrophic effects 
on the prediction. The practical realization of this idea is the normal mode 
initialization {Lynch, 1996).

The above example shows that chaos and nonintegrability occur even in 
very simple models. Indeed, this is generic in nonlinear dynamics. The 
classification of nonlinear systems as integrable or nonintegrable, however, is 
a problem that has no general solution yet. Some nonlinear PDEs encountered 
frequently in mathematical physics exhibit perplexing integrable behaviour. One 
illustrative example is the Korteweg-de Vries (KdV) equation. In an early 
experiment (in 1955) Fermi, Ulam and Pasta (FUP) were investigating the 
behaviour of a nonlinearly coupled chain of harmonic oscillators. They were
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expecting sharing of energy between the modes (a kind of statistical equipar- 
titioning of energy), but it turned out that the energy was cycling periodically 
among the modes initially generated. This astonishing integrable behaviour was 
explained later when the KdV equation, which is the continuum limit of the 
chain of oscillators used in the FUP experiment, was proved to have Hamil­
tonian structure and to be integrable. Its now famous, stable, nonlinear solutions 
are the so called solitons. It is interesting to mention that soliton like solutions 
are subjects to a non-linear superposition principle deeply related to the 
integrability property. For more about integrability in nonlinear dynamics see 
Tabor (1989), or other standard texts on dynamical system theory (p.g. Ott, 
1994; Arnold, 1989).

The primitive equations are nonintegrable, at least, no one proved the 
contrary so far. From this point of view the goal of numerical modeling is to 
find approximate integrable models, so that in spite of the inevitable initial 
errors the state of the flow could be estimated over a given period of time. This 
is not impossible as it has been demonstrated over the history of numerical 
modeling and is manifested in the indisputable improvement in the skill of 
numerical weather prediction models.

3. Hamiltonian formulation

In the following subsections we briefly introduce the concept of Hamiltonian 
structure for both finite dimensional and continuous systems. The finite 
dimensional Hamiltonian formulation with the so called canonical variables 
(generalized coordinates, generalized momenta) has been widely used in 
classical mechanics. The pursue for canonical representation, however, 
restricted attention to even-dimensional systems. In the next subsections we 
present the more general description of finite dimensional Hamiltonian systems 
that led to the extension of Hamiltonian mechanics to odd-dimensional and also 
to infinite dimensional problems. A good introduction to the Hamiltonian 
methods can be found e.g. in Olver (1989) and in Shepherd (1990).

3.1 Finite dimensional Hamiltonian systems

Let \(t) = (xl (t),...,xn(t))T denote the vector of the state variables of an 
«-dimensional system. This system is called Hamiltonian if the differential 
equation describing its evolution in the phase space takes the form

—  =D(x)Vtf(x), (3)
dt
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where the entries of the structure matrix D satisfy the equalities

(i) skew-symmetry

Dyix) = i,j  = 1 ( 4 )

(ii) Jacobi identity

and H. the so called Hamiltonian function, is a real valued function, usually the 
total energy of the system.

For the familiarization with the Hamiltonian notation, it might be instructive 
to see the examples of Section 1 cast in the above form.

Nonlinear pendulum. If the vector of state variables is x = (p,q)T, and the
„2

Hamiltonian is defined as H  = IL. -cos<7, which is the total (kinetic plus 
potential) energy of the pendulum, while the skew-symmetric structure matrix

is , Eq. (3) readily gives Eq. (1). The structure matrix being a constant0 -1 
[i 0

trivially obeys condition (5).
L5 model. To see the equivalence of Eq. (2) and Eq. (3), letx = (p {,p2,q {,q2)T,

define the Hamiltonian as H

use the structure matrix
0
/

-I
0 ’

where I  =
1 0 
0 1

Note that both of the above models are examples for canonical Hamiltonian

systems, in which D  =
0 -/ 
1 0

with /  being the n x n  identity matrix, and n is the

number of degrees of freedom in the system. The q-s are called generalized 
coordinates and the p-s are the generalized momenta. The definition Eq. (3), 
however, is not restricted to this special type of structure matrices, not even to 
even-dimensional cases.

The reason why canonical Hamiltonian systems have got particular attention 
is that according to Darboux’ theorem (see e.g. in Olver, 1989) for any finite 
dimensional Hamiltonian system defined on an m dimensional manifold there 
exist local coordinates (p1, . . . ,p n,q l,...,qn,z1, . . . , z f  m=2n + l in which the
structure matrix has the form
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(6)

where /  is the n Xn identity matrix. The coordinates zv -..,z, are the so called 
distinguished coordinates, that are constants along the Hamiltonian flow and any 
quantity which is function of the distinguished coordinates alone is an invariant 
of the system. These are the so called distinguished functions or Casimir 
invariants.

3.2 Infinite dimensional Hamiltonian systems

The counterpart of Eq. (3) for infinite dimensional evolution equations is

where the prognostic variable u(x(t),t) is a vector valued function of space and 
time, whose partial derivative with respect to time is taken, and the Hamiltonian 
JJ (u) is a functional (real valued function of a function) whose functional 
derivative plays the role of the gradient in Eq. (3). The skew-symmetric 
structure matrix of Eq. (3) is replaced by a skew-adjoint differential operator 
2  (u) that must satisfy the continuous equivalent of the Jacobi identity (5) as 
well.

Let the two-dimensional vorticity equation stand here as an example. Take 
the two-dimensional vorticity f(x,f) as the prognostic variable, the two-dimen-

sional Jacobian 3(f,.) (with a negative sign) as 2  and _r/(ilO = — f  Vi\i2dx 
2 Jn

as the Hamiltonian, where i)j (x,r) = A *£ (x,t) is the stream function. Upon 
substitution to Eq. (7) one obtains the familiar governing equation for an 
inviscid, nondivergent fluid flow over the model domain H

dt
( 8)

For the Hamiltonian formulation of the shallow water equation, the 
baroclinic quasi-geostrophic flow over topography and that of the nonhydrostatic 
primitive equation see Shepherd (1990) and references therein.
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4. Temporal discretization

The problem of integration in time is that in case of most integration schemes 
a number of important geometric properties of the flow defined by the spatially 
discretized system are lost under the transformation of timestepping. Such 
property can be, for example, energy conservation, volume preservation 
('Quispel, 1995), reversibility (McLachlan et al., 1996) or, in case of Hamil­
tonian systems, preservation of area or symplectic structure (Yoshida, 1990). 
Lots of activity has been focused on devising temporal integration schemes 
(integrators) that preserve certain geometric properties of the flow, and it 
seems, that essentially, any properties of the ODE can be retained with an 
appropriate integrator. But no integration scheme can preserve “everything”. 
As we outline below conservation of the finite dimensional Hamiltonian 
structure (i.e. symplectic structure) and exact conservation of energy are 
conflicting requirements of a nonintegrable system.

4.1 Preservation o f structure

As it was mentioned in the previous section, some equations of fluid dynamics 
have structure preserving spatial truncation, that is the discretization in space 
of the continuous Hamiltonian system results in a finite dimensional Hamil­
tonian system of ordinary differential equations. In this subsection we briefly 
describe what symplectic structure means, and introduce integration schemes 
that preserve this property, the so called symplectic integrators.

For one-degree-of-freedom systems symplectic structure is just a different 
expression for the preservation of oriented phase plane area. Since the phase 
space is two-dimensional in this case, it is equivalent with phase space volume 
preservation which follows from Liouville’s theorem. For n-degree-of-freedom 
(that is 2n-dimensional) systems the symplectic map is a generalization of area 
preservation stricter than volume preservation. In fact, if the model domain is 
simple enough, it is equivalent with the system being Hamiltonian. It requires 
that the sum of certain phase space areas should be conserved along the flow. 
More specifically, if an /rc-(not necessarily even-)dimensional system is given 
with the canonical coordinates (pv ...,pn, qv ...,q n, zv -.-,qj), m = 2n + /, with 
the zps being distinguished coordinates, the condition of symplectic area-pre­
servation reads

where T is a closed curve surrounding a tube of phase space trajectories and

n n
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evolving with the flow. That is here the sum of the projections of the area 
encircled by T on the (p{,q ,) phase planes is conserved.

In order to preserve the Hamiltonian structure the integration scheme should 
be a discrete mapping of the phase space that also preserves the area in the 
above sense. Such mappings are called canonical or symplectic transformations. 
One of the simplest examples for symplectic integrator is the midpoint rule

where F is the right-hand side of the ODE and the superscript n denotes the 
approximated value of the prognostic variable x at the n-th time step with h 
being the length of a time step. Using the notation of Section 2, for a 
Hamiltonian system, F is the right-hand side of Eq. (3), i.e. F = D V E. A 
number of Runge-Kutta methods are also symplectic, provided that their 
coefficients satisfy certain conditions. A detailed account of symplectic 
numerical methods can be found in Sanz-Serna and Calvo (1994). The 
interested reader can find further surveys of the progress made in the field of 
symplectic integrators e.g. in Yoshida (1993) or in McLachlan and Scovel 
(1993).

The difference between “normal” and symplectic methods is demonstrated 
on Fig. 2. The pendulum equation (Eq. (1)) was integrated with the explicit 
Euler method (Fig. 2a, d), with the implicit Euler scheme (Fig. 2b, e) and with 
the midpoint rule (Fig. 2c, f). The points of a circle of radius 0.3, centered at 
/7 = 1, q = 0 in the (p,q) phase plane were chosen as initial conditions.

h = was used as time step. On Fig. 2a-c the computed points are plotted

after every third time steps up to the 27th step, while on the panels Fig. 2d-f 
the trajectories of the point /7 = 1, q = 0.3 are followed, plotting the points after 
each time step up to the 60th. Although the closed curve (initially a circle) 
should keep its area along the phase space flow generated by Eq. (1), the Euler 
methods fail to preserve this property. In addition they turn the fix point 
(/>,<7) = (0,0) into stable and unstable spiral points (see Fig. 2e, Fig. 2d, 
respectively) unknown in Hamiltonian systems. Note that the circle of initial 
points can be regarded as an ensemble describing the uncertainty in the position 
of the initial point. It is clear, that as the ensemble is propagated along the flow 
it is not only reflecting the varying nature of the probability density function of 
the initial uncertainty, but is highly influenced by model errors, as well. The 
main problem with these errors that they are systematic and thus cannot be 
simulated as a result of random processes. This fact suggests that handling of 
model errors in an ensemble prediction system is a highly nontrivial problem.
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Fig. 2. The pendulum equation integrated by the explicit (a, d), implicit (b, e) Euler methods and with the midpoint rule (c, f). See also text in Section 4.1.



Since the invariants of motion constrain the flow into a smaller dimensional 
subspace of the phase space, it is assumed that the more invariants an integrator 
can preserve the better it is. Numerous schemes have been invented that 
conserve one or more invariants, e.g. energy, potential enstrophy, etc. These 
schemes, however, usually destroy the Hamiltonian structure of the flow. The 
question naturally arises, whether symplectic integrators can preserve the energy 
and/or other invariants. According to the theorem of Ge and Marsden (1988) 
a symplectic method cannot conserve energy exactly for a general nonintegrable 
Hamiltonian system. Even for an integrable system the preservation of the 
Hamiltonian is possible only if the time map of the scheme is identical with that 
of the true flow. Since, in general, the preservation of energy excludes the 
preservation of structure, and vice versa, a necessary compromise should be 
reached in case of every concrete problem at hand. In case of nonlinear wave 
equation (see McLachlan, 1994), for instance: Either one applies a symplectic 
scheme that conserves the structure (i.e. the shape) of the travelling waves, but 
then its speed will be in error, or one insists on the conservation of energy and 
uses an energy conserving scheme that models the speed of the wave correctly, 
but gives erroneous wave shape. Conservation of energy reduces the dimen­
sionality of the problem only by one. It seems plausible, that the symplectic- 
ness, which distinguishes the class of Hamiltonian systems within that more 
general class of energy conserving ones, is a somewhat more distinctive 
characteristic of the Hamiltonian flows.

The fact that energy conservation and symplecticness are conflicting 
requirements of a scheme does not imply that the symplectic methods are 
completely wrong in terms of energy errors. In fact, it can be proved, that for 
any symplectic integrator applied to an autonomous Hamiltonian problem, a 
modified autonomous Hamiltonian system can be found so that the numerically 
computed points are either exactly or “very nearly ” on the trajectories o f this 
modified system (see e.g. Sanz-Serna and Calvo, 1994, 133 p.). Since the 
structure of a symplectic integrator is perfect within a negligible roundoff error 
this modification means a perturbation of the Hamiltonian, i.e. the model errors 
are encapsulated into the energy error. This perturbation leads to an initial jump 
in the energy of the model, but the energy error cannot grow without limit over 
any number of time steps. Indeed, the energy error can be reduced to the 
roundoff level increasing the order of the integrator and decreasing the time 
step. On the other hand the initial jump in the energy is an obvious model bias, 
the forecast will always be burdened with errors, even if we know the true 
governing equations and the initial conditions. The initial jump of the energy 
is a well known phenomenon in NWP and is generally described as a result of 
the equilibration process between forcing and dissipative terms. While the 
contribution of these terms is obvious one should keep in mind that the above

4.2 Conservation of energy
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adjustment process is a must even if the source and the sink terms are all 
switched off.

Consider again the simple example of the pendulum. Fig. 3 shows the 
“true” trajectory of the pendulum emanating from the initial point p = 1.41615, 
q = 0.0 (solid line) and points (small diamonds) that were computed with a
symplectic Runge-Kutta scheme (p n + 1 =pn -  h sing” + 1, qn+l = q n+hpn). It 
can be shown (Sanz-Serna and Calvo, 1994) that the scheme preserves to the

second order the modified Hamiltonian H* = - cosq  + !^p  sing. Since the
trajectory corresponding to the approximately conserved modified Hamiltonian 
is also a closed curve the energy error cannot grow without limit. The facts that 
the energy errors remain bounded even over extremely long integrations and 
that it can be further reduced to arbitrarily small amount using higher order 
schemes and shorter time steps, are great benefits of symplectic integrators. On 
the other hand, the perfect conservation of structure and a good preservation of 
energy cannot guarantee any error bound for the individual variables of a 
nonintegrable chaotic system.

Fig. 3. The true trajectory (solid line) of the pendulum from initial point p  = 1.41615, q = 0.0 
and points (diamonds) com puted with a symplectic Runge-Kutta method from the same

initial condition.
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5. Numerical experiments

In this section some numerical results will be presented to illustrate the above 
discussed features of symplectic integrators. In the experiments summarized 
below the structure preserving spatial truncation of the two-dimensional 
vorticity equation (hereafter 2DV) (Zeitlin, 1991) and that of the two-layer 
quasi-geostrophic equations (denoted by L2 QG) (.McLachlan et al. , 1997) were 
used. A comparative study of the structure preserving truncation and a 
traditional spatial discretization applied to these equations will be detailed in the 
second part of this paper. For the time integration a slightly modified version 
of McLachlan’s explicit symplectic integrator was used. The integration scheme 
and its modification is briefly described in the Appendix. A detailed description 
can be found in McLachlan (1993) or in McLachlan et al. (1997).

In the description of the experiments we refer to the resolution with TM, 
where M is a positive integer, and it implies that a cutoff wavenumber of M  is 
used, that is, spectral modes associated with wave vectors k = (kl ,k2), |A:1|, |k2| <M  
are considered in the truncated system.

Since the spatially truncated system possesses a Hamiltonian structure and 
the time integration scheme is symplectic, the preservation of structure is 
guaranteed in the integration. As a consequence, the Casimir invariants related 
to the structure matrix (e.g. the enstrophy) can be shown to be conserved within 
the error limit of number representation. On the other hand, if the system is 
nonintegrable, the conservation of the Hamiltonian (i.e. the energy) and of those 
invariants that are associated with its symmetries are inevitably burdened with 
errors. Thus a straightforward method to test the skill of a symplectic scheme 
is to examine the behavior of the energy error.

The relative energy error, (H(t) - H (t = 0))/H (t = 0), was calculated for 
model runs started from randomly generated initial conditions at different 
resolutions. The integrations were carried out for 106 time steps at T1 and T2, 
and for 105 time steps at T13. In the first series of experiments first order 
integration scheme was used and the time step was uniformly set to 1.0. Taking
the reciprocal of the average (potential) vorticity 1/f sec as time unit, the unit 
time step corresponds to f  nondirpensional time unit. A similar time unit for
the atmosphere is 105 sec, thus f  x 105 sec is a fair estimate of the time steps 
used in the different size systems. In the numerical experiments the initial 
vorticity field for the 2DV model were generated randomly with averages 
0.09796 1/sec, 0.06091 1/sec and 0.00801 1/sec at Tl, T2 and T13, respective­
ly. With these values the unit time step corresponds to an atmospheric equivalent 
time step of about 160 min, 102 min and 13 min at the given resolutions. The 
average potential vorticity in the initial conditions generated for the L2 QG 
model was of the magnitude 10“2 1/sec at all three resolutions, thus the unit time 
step in these cases agrees to an atmospheric equivalent of about 15 min.
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In the 2DV runs the maximum energy error was in the magnitude of 10“1 
at T l, 10 2 at T2, and 10_1 at T13. These significant errors are due to the fact 
that the time step is too large for randomly generated fields. Reduction of the 
time step to its hundredth resulted in relative errors two magnitudes smaller. 
Another way of reducing the energy errors is to apply a higher order integration 
scheme. Thus in the next row of experiments the second order version of 
McLachlan’s time integrator was applied. The relative energy errors obtained 
with 1.0 length time steps are plotted on Fig. 4 at T l, T2 and T13. The 
magnitude of the relative errors are of 10“2 at T l, 10~4 at T2 and 10-4 at T13. 
Reduction of the time steps to 0.01 results in further decrease in the errors, the 
magnitude of maximum relative energy errors being 10-7 at T l, 10'8 at T2 and 
lO“7 at T13.

The relative energy errors in the L2 QG runs with the first order scheme 
and 1.0 time steps were 10 3 at T l, T2 and also at T13. Using hundred times 
smaller time steps gave 0(1O~5) relative energy errors. Second order integration 
in time gave relative errors in the magnitude of 10"6 and 10“5 at Tl and T2, and 
of 10"4 at T13 when the time step was set to 1.0, and of 10-8, 10“9 and 10~8 at 
T l, T2 and T13, respectively, when the time steps were 0.01.

Using the second order scheme implied only doubling of the number of 
operations and was as effective as reducing the time step which required 
significantly more CPU time to perform the integration over the same period 
of time (hundred times more time steps had to be performed). The advantage 
of using higher and higher order schemes, however, is not a general rule since 
further increase of order leads to a quadratic drop in the computational 
efficiency, while the same factor for reducing the time step is only linear.

An important feature of the relative energy errors plotted on the panels of 
Fig. 4 is that in all three cases the relative error of energy oscillates around a 
nonzero value, but remains bounded. This is also true for the relative energy 
errors in the L2 QG model (not shown). This is the manifestation of the fact 
that the symplectic scheme conserves the energy of an approximating or 
perturbed Hamiltonian system. The perturbed Hamiltonian of a higher order 
scheme is closer to the “true” energy level than that of a lower order scheme. 
This is demonstrated on Fig. 5a-b, where the relative error of energy for the 
2DV model is plotted at T2, calculated with first (Fig. 5a) and second order 
(Fig. 5b) schemes from the same random initial conditions. Note that the 
average relative perturbation of the Hamiltonian (the value around which the 
errors oscillate) are of opposite sign on these plots.

Fig. 5c-d show a similar pair of energy error curves. These plots were 
obtained with the 2DV model at T13 resolution, with first and second order 
scheme. The initial conditions were the discrete approximation of a rotating 
cone placed in the vorticity field. That is the initial field in this experiment was 
a discrete Fourier transform of a rotating cone of radius p defined in the 
physical space as
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Fig. 4. Relative energy errors at T1 (a), T2 (b) and T13 (c) obtained by integrating the 
2DV model with second order symplectic scheme and time step 1.0.
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Fig. 5. Panels a, b show the relative energy errors obtained by integrating the 2DV model at T2 with the first (a) and second (b) order scheme 
started from random initial conditions. Panels c, d  present the relative energy at T13 with first (c) and second (d) order scheme when the initial 

condition corresponds to the spectral transform of a cone placed in the vorticity field.



(11)

where |r |  = ((rl -  r01)2 + (r2 - r02)2) 2 and r0 = (r0l,r02) is the place of the 
rotation axis of the cone. (Here r denotes vector of place in the physical 
domain.) This is a stationary solution of the continuous equation, thus a proper 
test also for the accuracy of the models (see Part II of this paper). In the 
numerical experiment r01 =3, rQ2 = 7 and p = 3 were chosen and unit time 
steps were used. The relative error of energy is plotted at every 2,000th time 
steps up to the 100,000th time step on Fig. 5c-d. An interesting feature of 
numerical models can be observed on the relative energy error plots of the first 
order run. There are some “jumps” in the relative energy error at the beginning 
of the integration interval before a steady oscillation begins. Presumably, 
because the system “needs some time” to find that energy shell of the ap­
proximating Hamiltonian system, on which it remains afterwards (McLachlan, 
1996). Evidently, the use of a higher order scheme resulted in the improvement 
of the energy conservation with orders of magnitude, and at the same time the 
initial “jumps” almost vanished indicating that the approximating Hamiltonian 
is much “closer” to that of the truncated system. 6

1

6. Summary

The “perfect model” hypothesis is a widely used presumption in atmospheric 
dynamics and in numerical weather prediction that makes possible to deal with 
the problem of initialization with the tools of dynamical systems theory. On 
longer terms, however, model errors tend to dominate. Their sources and 
effects are more complex than that of the errors in the initial conditions since 
they include e.g. the parameterizations of physical and subgrid processes. There 
are no general methods to approach these heterogeneous sources of errors.'The 
present review article (along with an accompanying paper) focuses on the 
systematic errors caused only by the temporal and spatial discretizations. We 
examined the effect of truncations on the algebraic — Hamiltonian — structure 
of conservative continuous equations. This restriction of attention to conser­
vative systems is justified by the facts that Hamiltonian formalism has been 
payed more and more attention recently and a number of exciting theoretical 
results have been obtained in this framework (see Section 1 and 2). We gave 
a brief introduction to the Hamiltonian formalism in Section 3.

Given a spatially discretized system of equations with Hamiltonian structure, 
the temporal integration plays a crucial role in determining the phase space
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behaviour of the flow. The timestepping algorithm inevitably alter the structure 
and/or the energy level of the flow. In Section 4 the reader can get acquainted 
with the concept of symplecticness, a characteristic feature of finite dimensional 
Hamiltonian flows, and with symplectic time integrators that preserve this 
property. The conservation properties of these schemes are briefly reviewed. 
The numerical results presented in Section 5 confirm the theory that the energy 
conservation of symplectic integrators is remarkable, even though it is 
impossible to conserve the exact energy of a nonintegrable system. Despite of 
the attractive results in terms of energy conservation, we abstain ourselves from 
drawing final conclusions about the applicability of these schemes until the end 
of the second part of this paper.
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A p p e n d ix

1. McLachlan’s algorithm for the integration of the 2D vorticity equation

The algorithm, whose detailed description can be found in McLachlan (1993), is a 
realization of the so called composition method, in which the vector field defined by 
the right-hand side of Eq. (3) is decomposed into vector fields, that are (more) easily 
integrated by suitable explicit methods.

Hereafter the vector of prognostical variables will be denoted with whose com­
ponents fj are the spectral coefficients of vorticity associated with the wave vector i. 
The index vectors are from the finite lattice {i| |/j | , \i2 \ < Ai}, where M is the cutoff 
wavenumber. N denotes 2 M  + 1. The algorithm described in McLachlan (1993) is 
applicable when N is prime.

The algorithm is based on the splitting of the Hamiltonian H = '^H k, where
, N~l r r k

Hk = -  ^ , with k G K = {(0,1)} U{(l,m)| 0 <m <N} and the indices are
2 « = o \nk\

taken modulo N.
McLachlan’s observation is that this splitting of the Hamiltonian reduces the 

problem of integrating the truncated spectral vorticity equation to the solution of a set 
of linear differential equations with constant coefficients, each corresponding to a 
vector field DV//k, with k GK. Let denote exp(dt DV//k) the resolvent of these
linear differential equations. A first order approximation in the time step dt of the 
solution of Eq. (3), i.e. that of the equation
f = DVH = DVf/k is C(t) = exp (dt ■ D V//k) £ (t = 0) (see e.g. McLachlan,
1993). While

where k, G K , gives a second order (in dt) approximation to the solution of Eq. (3) 
(McLachlan, 1996).

The vector field DViTk defines an explicitly integrable system of equations 
because each component of the prognostic variable vector can be written as $\+mk, 
where -M <m <M  and j is an appropriate transition vector of the indices. Using 
the notation zm = ^ +mk the evolution of the vector z can be given with the set of
linear differential equations of zm = _M anzm _n, the discrete Fourier transform of 
which gives an explicitly integrable system dzldt = A f, where z = Fz, A = diag(Fa) ,F 
being the matrix of the discrete Fourier transformation.
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Thus the algorithm for integrating the 2D vorticity equation consists of the 
following steps:

(i) for k EK  do,
(ii) for j = lst,...,AZth translation of k do,
(iii) with zm = +mk set z = F~leA 'dtFz, where A = diag(Fa) ,
(iv) set f_(j+mk) = Zm* ,
(v) end do,
(vi) end do.

2. Modifications to McLachlan’s algorithm

In order to be able to carry out effective numerical integrations with the use of 
available FFT routines, we extended the algorithm to certain non-prime Ns. Our 
modifications were based on the following observations:

(i) If N is prime, the only common element in the sets c;k = {nk mod N | 0 <n <N} 
with k E  K is the 0 = (0,0) index and U k  e K ,7k c o v e r s  the entire lattice.

(ii) If N is non-prime, then the uk-s have more common elements — conse­
quently they do not cover the entire lattice —, because the equation 
s = nr modN can have more than one solution for a given gridpoint (s, r).

(iii) If N = p l, with p prime, the ok-s cover the entire lattice if k GK;, where 
K' = K (J {(n,l) 11 <n <N and [n,fV] >1} ([.,.] denotes the largest 
common factor).

It follows from the above statements that McLachlan’s algorithm can be applied 
in N =pl cases as well, only the splitting of the Hamiltonian must be modified in the

following way: H = Vs , Hk , where //k(m) = , where x(m) gives the number
x(,n)

of ok sets that include the index m.
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1. Formulation of the problem

One of the actual problems in applied mathematics which is important in 
geophysics is the construction of isoline maps. From mathematical point of view 
the problem is reduced to interpolation of functions /(x,y) whose values f  are 
known in given scattered points P, (i =

The interpolant S from some given set W is usually required to be smooth, 
converging to /  if the distance among grid points is decreasing to zero. 
Moreover the physical reasons involve that S should possess “locality”, i.e. its 
value S(x,y) in every point (x,y) should depend on a few number of values/ in 
some neighboring grid points only.

The interpolation may be exact if

S(P) =/,(/ = l-JV ), (1)
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or with smoothing if condition (1) does not hold. The latter case usually occurs 
when the values /  are the results of measurements which were done with some 
remarkable errors.

The well-known way to construct isoline maps is to interpolate given values to 
the grid points of regular rectangular grid first and then to interpolate in an 
arbitrary point (x,y) by means of one simple method of interpolation, by bicubic 
splines for example. This is a possibility to achieve a calculative efficacy.

In this paper we consider some methods of two-dimensional interpolation 
from scattered points in the (x,y)-plane and one new method of interpolation 
from a regular rectangular grid to an arbitrary point (x,y).

2. Optimal interpolation

In this method the values f t(i = 1,... ,N) are considered as the realization of 
some stochastic process/. Let stochastic process/be stationary in wide sense, 
i.e. a mean value E/(u) is independent from u and the variance

Var[f(u) - /(v ) ]  = 2g (h) = E [(/(«) - /(v ))2] <2)

depends on the difference vector h =  u - v only. If the variance depends on the 
length h = |h | only, the stochastic field is called to be isotropic.

Let us formulate the problem of optimal interpolation, or the best linear 
unbiased estimation (Kolmogorov, 1941):

for P0£ R 2 we have to find weights ptER(i = minimizing

o2 = E [ f(P 0) - S ( P 0)]2, (3)

where S(P0) is the linear combination of known values /  = /(/*,):

s ( P 0) = Y ,P i f r  (4)
1

A more general problem can also be considered. One may suggest that 
values /  have a random errors A / which are not correlated and with / ,  having 
the zero mean value and the measure of error

V = D(A/)/D/, (5)

where D is the sign of dispersion; r\ = 0 in the errorfree case.
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This method was first used by the French geologist Krige (1951) (as referred 
in the name “kriging”) in statistical geophysics, and by the Russian scientist 
Gandin (1963) in climatology. The latter used an autocorrelative function (ACF) 
r(x) instead of the variogram g(x):

r(x) = 1 -  g(x)IDf. (6)

The unknown weights p, in Eq. (4) satisfies the system of linear equations

( 8)

The value e may be written as

N

e = 1 i

It can easily be shown that

e + 5 = 1, ( 10)

where 6 = D//DS and DS is the dispersion of the random variable S(xQ).
The equation (10) is equivalent to

D / = a2 + DS. <n >

This estimation of the smoothing effect of optimal interpolation should be 
taken into account in the cases where individual values of the interpolant are of 
interest and their decreasing is not desirable (see also Kostyukov, 1982).

Moreover it is suggested that the ACF (or the variogram) is known i.e. there 
is a sufficiently large number of measurements or/and some a’priori information.
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The exactness of optimal interpolation may be described by the measure of 

its error (Gandin, 1963)



3. The method o f inverse distance raised to a power

In this method the values of the interpolated function are weighted in some grid 
points Pj nearest to the point (x,y) of interpolation with the weights which are 
inverse to a distance raised to the power a:

S(x)= E  Pi f ,  (12>
i = 1

(13)

where
= IK*oO -Pj\\- <14)

Formula (12) involves that lim pj — <5y (Kronecker’s delta) if | | (x,y) -  Pt | | 0.
The value a regulates the influence of distances: the more is a the more 

quickly the influence of values of the function in the grid points is decreasing 
as the point of interpolation is being farer and farer from the grid points.

This method can be used as smoothing. In this case the weights are choosen 
as

Pi ~ l/(r,a + b ), (15>

where b> 0 is an empirical parameter (Kostyukov, 1982).
The described method has one undesirable property: isolines near the grid 

points are often distorted (“bull’s eye” effect).
Moreover, if there are some grid points which are situated close to each 

other on one side of the point of interpolation and only one grid point on the 
contrary side with the same distance, it is evident that “the heap overcomes”. 
This fact is not in agreement with the main physical ideas.

Next method suggested by Babaliev (1973) is free from the above mentioned 
defect.

4. The weighted anisotropic interpolation (WA1)

In this manner the method was named by Kostyukov (1982). The weights in 
formula (4) satisfy the system of linear equations:
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(16)

where rl} = | | P, -  P; | | , ri0 = | | P, -  (*,}>) | | , p, = tt/E tt,,
So, condition (1) holds, and the reciprocal arrangement of data points is 

taken into account. When )V = 2 the method is equivalent to the method of 
inverse distance with a = 1 and b = 0 in formula (15).

5. Shepard’s method

The method is based on ideas of the least squares and inverse distance methods. 
The interpolant S(x,y) is given in any point (x,y)ED  by the formula

N  N

S(x,y) = 53 Wk(x,y)Sk(x,y)153 Wk(x,y), (17)
k = 1 k = l

where the nodal functions Sk given by

(18)

are the second degree polynomials of (x,y), which interpolate the data values f k 
at grid points (xk,yk). The coefficients AlJc, ..., A5Jk are obtained by a weighted 
least squares fit to the closest NQ (4 < NQ < min{41, Â}) data points with 
weights similar to Wk which are taken to be

Wk(x,y) = [(Rk - D k)J(RkDk)]2, (19)

where a+ = max(0,a), Dk(x,y) = | | (x,y) - (xk,yk) \ \ and Rk is the radius of the in­
fluence, which varies with k and is chosen so that the AW (0<AW<min{41, N}) 
data points are within the radius. Parameters NQ and AWare taken by the user. 
For a sufficiently large N the recommended values are AW = 1 9  and NQ < 13.

The value Wk(x,y) is not defined by formula (19) at the grid point (pck,yk) but 
S(x,y) -* fk as (x,y) -* (xk,yk), (k = 1,...,N). It can be shown that SEC A D ). 
A detailed description of the method is given in the paper Algorithm 660 (1988).
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6. Interpolation by splines

Let’s formulate the problem of seeking for a spline SEW 22(D) which satisfies 
Eq. (1) and minimizing condition

f  [ S J  + 2 V + V] d x d y = min' (20)
D 2(D)

where the unknown coefficients X],...,XN, 0̂0, vl0, j/01 satisfy the system of 
linear equations. This system is given in the monograph (Vasilenko, 1983).

The system has the only solution if there are at least three data points not 
lying on the same straight line. The more the value of iVthe more the condition 
number of the system is.

7. Interpolation by multiquadrics

Hardy (1971) suggested quadratic functions, or quadrics for modeling of 
smoothing surfaces. These functions are given by the equation

ft(x,y) = [(x - x f  + (y -  y f  + b]1/2, (22)

where b is the parameter taken by the user. If b = 0 the Eq. (22) defines a 
cone, else it defines a hyperboloid with vertical axes.

The general equation of the surface is the sum

H(x,y) = Y ,  c,[(* “ xf  + (y ~ y f  + b\V2- (23)
i = l

Coefficients c, are obtained from the system, which arises from interpolation 
conditions.

The surface constructed by this way is too smooth. The results are good 
only if data functions are varying slowly.
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To obtain the coefficients c, it is necessary to solve the system with dense 
matrix. For N  > 1000 the problem is the storage of the matrix as well as the 
time of calculations.

8. The Italian method

In this method (Montefusco and Casciola, 1989) the global interpolant is 
constructed by smooth “pasting together” of partial interpolants, given in 
triangles which are defined by chosen triangulation of data point set. Inter­
polants are constructed provided minimum of some (energetic) functional 
involved interactive given parameter (“tension parameter”). It gives a strong 
tool to users to have influence on the approximative surface behavior and allows 
to smooth undesired oscillations near the points with high gradients.

The algorithm consists of three consecutive steps:
(1) Triangulation of the domain D — the convex hull of the set of data 

points with the tops of triangulation in these points (Lawson, 1977);
(2) Approximation of a first partial derivatives;
(3) Construction of the global interpolant (Nielson, 1980).
In step (2) there is possibility for interactive influence on the interpolant by 

means of the tension parameter to control the form of the interpolation surface 
and avoid undesired oscillations. The tension parameter is recommended to vary 
between sufficiently wide limits to achieve a marked effect.

An example for the use of the Italian method for different values of tension 
parameter, when data are natural, is given below (see Fig. 1).

9. Numerical experiments

The objective analysis of wind, geopotential, temperature and air pollution fields 
was carried out by Kostyukov (1982) on the base of extensive natural data. The 
author made use of least squares polynomial approximation, inverse distance 
raised to a power, optimal interpolation and WAI methods. Numerical 
experiments using independent data showed that the best results were received 
when the two latter methods were applied. WAI was preferred as it does not 
require a supplementary knowledge of statistical structure of meteorological 
fields to be interpolated.

We made use of the above mentioned methods and multiquadrics, Shepard, 
spline functions and Italian methods also. The numerical experiments were 
carried out on lake depth data. The analysis of results showed that in the case 
of sufficiently slowly varying functions and approximately regularly placed grid 
ponts, all of the methods in question led to similar results which were quite 
good. The analogous conclusion is fair for tests when the grid points are 
modeled randomly and the function to be interpolated is taken as smooth
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analytic function. In real situations when the function to be interpolated has high 
gradients the interpolant has oscillations which are uncharacteristic of the initial 
data. The Italian method allows to avoid this defect by a suitable choosing of the 
tension parameter.

Fig. 1. Isolines of water depth field on the Kama river 
(the numbers refer to the measurement points).

10. Interpolation when a grid is regular

In this case bicubic splines may be used for instance (Vasilenko, 1983; 
Vager and Serkov, 1987). The multiple solutions of the linear equation systems 
with high dimensional three-diagonal matrices are required to realize the above 
mentioned methods.

Powell (1977) formulated the interpolation problem of given function/when 
the data points are situated on a regular rectangular grid. Let the steps in axes 
x,y are dx, dy, respectively. We seek for bivariate function S(x,y) such that
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(1) S (P ,)= fi (i =
( 2 )  5  e  C ' ( D ) ;
(3) \S(x) - fix )  | = OW3), where d2 = d 2 + d 2, if /G C 3(D);
(4) The property of locality (see the point 1 above) holds;
(5) Isolines S(x,y) = const are easy to construct.

Powell (1977) suggested to construct the interpolant as a spline. His 
approach comes to a numerical solution of the system of the linear equations 
which is analogous to that arising from the finite differences solution of the 
Laplase equation.

We worked out a modification of the Powell’s method. The value of the 
interpolant in each point (x,y) is given as a linear combination of the values f  
in 16 grid points nearest to the point (x,y). Coefficients of this linear com­
bination are the quadratic splines given by explicit formulae, so there is no need 
to solve any systems. This approach allows to decrease the computing time 
essentially. The formula for S(x,y) has the form

where if xG[x;, ,̂ + J ,  for instance

Oj. jOc) =3A2/4 -A/2A, if 0< A<l/2, 
o(._ t(x) = -A2/4 + A/2A -  1/4, if 1/2 < A < 1,

where \  = (x - Xj)/dx .
It can be showed that all conditions (1)—(5) are held. 11

11. Aims o f further research

(1) To find the more expedient domains of using of each above mentioned 
interpolation method on the base of extensive numerical experiments. To set 
in accordance the various literatúrai recommendations which are often 
contradictional. For instance, Kravchenko (1984) informs that the using of 
splines is effective when N  <150. The authors of the well-known package 
of applied programs SURFER recommend N > 1000 on the contrary.

(2) To work out an effective method for approximation of bivariate functions 
in the case of the domain D is not one-connective (it means that there are 
a number of “holes” within D i.e. a lake with islands). The known methods 
usually work as there is no difference between “holes” and domains with a 
sparse arrangement of data points.
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Abstract—In this paper three simple, widely applicable models were used to estimate the 
various components of solar radiation under clear sky conditions at Qena /Egypt. The first 
model is an empirical one and estimates the global solar radiation as a function of the solar 
elevation h as: G = A sin(h) + B. The second and third models were developed by Kasten 
(1983) and Davies and McKay (1982) representing semi empirical and physical models, 
respectively. The results produced by the models have been compared with measured hourly 
and daily values. Model performance was assessed from the mean bias error (MBE), the 
mean absolute error (MAE) and the root mean square error (RMSE). The comparison 
shows that the global and direct solar radiation are more accurately estimated than the 
diffuse radiation. With respect to global radiation (G) all the three models perform well, but 
the first and second ones estimate better. The mean bias error in estimating hourly values 
of G is smaller using the first model (=  zero in all months), while for daily values the 
Kasten model is better.

With respect to direct solar radiation (7), Kasten model provided better daily and hourly 
estimates than the Davies and McKay one. In general, the superiority of an appropriate 
statistical approach against a physical one is obvious. The monthly variation of the model 
performance indicates somewhat general consistencies between the months, which are 
characterized by high aerosol vibration and that show high error indices.

Key-words: solar radiation components estimation, statistical models, physical models, 
aerosol effect. 1

1. Introduction

As long as precise measurements of solar radiation are absent, one still needs 
models to estimate various components of it, which are necessary for solar 
energy utilization and studying of atmospheric conditions. This need is more 
significant in the developing countries, where these measurements are scarce,
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their spatial density is inadequate. The meteorological and engineering literature 
is replete with such procedures. There are mainly two approaches. The first 
approach is represented by several empirical and semi empirical models, these 
are commonly called statistical models. They were developed to satisfy local 
needs and the users in other locations have to verify or revise the numerical 
values of the constants and coefficients before applying them. However the semi 
empirical models have some claim to generality. The second approach is 
represented by the models based on radiative transfer calculations that simulate 
the physical processes in the atmosphere, e.g. the attenuation due to the 
absorption and scattering of water vapor, ozone, Rayleigh and Mie scattering 
by gases and aerosols. These models are usually referred to as physical models. 
They require a lot of information about the constituents of the atmosphere, but 
they do not need solar radiation data and may be applied anywhere.

The aim of this paper is the analysis of the accuracy of two statistical and 
one physical model in estimating the radiative fluxes on a horizontal surface in 
Qena/Egypt at cloudless days. A selection was made from models and model 
forms which may be suitable for general application.

2. Selected models

In this paper we use some models, which are considered relatively simple and 
well suited to the available meteorological information.

The first model (Kasten and Czeplak, 1980; Holstlag and Van Ulden, 1983; 
Van Ulden and Holstlag, 1985; Sahsamanoglou, 1991), also the simplest one, 
estimates the global solar radiation (G) as a function of the solar elevation h, 
according to the following known relation:

G = A sin(h) + B ,

where A and B are coefficients estimated on the basis of hourly global solar 
radiation using least square method.

The second model (Kasten, 1983) estimates G in the case of cloudless sky as:

G = G0 C exp(-D TL m), (2)

where G0 is the extraterrestrial radiation, TL is the Linke turbidity factor, m is 
the relative optical air mass (see Eq. (12)) and C and D have the values C = 
0.84 and D = 0.027, based on data over West Germany. TL is calculated as:

^  = (1 + [(To + Tw + ^fl)/^ )]. W

in which 70 , t w , Ta  and r r  are the spectrally integrated optical depths for ozone
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absorption, water vapor absorption, aerosol attenuation and Rayleigh scattering, 
respectively. Kasten did not include the calculation of direct beam radiation in 
his model. This modification was made using :

/  = /0e x p (-rL-cr ;n). 

The diffuse component is given as:

(4)

D = I  sin h -  G. (5)

The third model {Davies and McKay, 1982) calculates the direct (/) and diffuse 
(.D) radiation, both on horizontal surface, as:

I  = G0{T0T - a w)TA, ( 6)

D = G0 [(1 -  Tr)l2 + (TQTr -  a j  (1 - TA) *>g], (7)

where T0 is the transmissivity after absorption by ozone, Tr is the transmissivity 
after Rayleigh scattering, aw is the absorptivity of water vapor, TA is the 
transmissivity after extinction by aerosol, u is the spectrally-averaged single 
scattering albedo for aerosol and g is the ratio of forward to total scattering by 
aerosol. Global radiation is expressed as the sum of I  and D. The following 
formulas {Iqbal, 1983) have been used for the parameterization of the different 
models:

G0 = 70 cos Z (8)

in which I0 is the corrected value of the solar constant and Z is the solar zenith 
angle given as:

I0 = Isc [1 + 0.033 cos (360 d j  365)] (9)

and
Z = cos 1 (sin <{> sin 6 + cos 4> cos 6 cos H),

where <p is the latitude of the station, 5 and H  are the declination and hour 
angles of the sun, respectively.
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(11)

T0 = 1 -  [0.1611 Xj (1.0 + 139.48 x,)-0-3035

-  0.002715x x (1 +0.044xY + 0.0003X j)'1],

in which x { = m U0, where U0 is the ozone layer thickness in cm (NTP) taken 
from Robinson (1966) and m is the relative optical air mass calculated using the 
Kasten formula (1966):

m = [cos Z  + 0.15/(93.885 - Z )L253]_1. <12)

Tr = exp(-rr m), in which rr is calculated according to Louche et al. (1986) as:

t r = (6.5567 + 1.7513 m -  0.1202 m2 + 0.0065 m3 - 0.00013 m4) 1. (13)

= 2.4959 x2 [(1 + 79.034 x2)a6828 + 6.385 *2] \  (14)

in which x2 = wm, where w is the perceptible water thickness in cm, calculated 
with the aid of the Leckner (1978) formula:

w = 0.493 (<pr/T) exp (26.23 -  5416/T). (15)

<pr is the relative humidity in fraction of one and T is the ambient temperature 
in Kelvin, taken from the Meteorological Department of A.R. Egypt.

TA = exp(-ra m), in which ra is calculated using the following formula 
(Freund, 1983):

xa = (-Urn) ln[(///0)/(70r  - aw)]. (16)

g = 0.93 -  0.21 In (m). A constant value of 0.75 was used for ca. r0 and 
t w in the Kasten model are calculated with the aid of the above given equations 
of r 0 and Tw as:

x0w = (-\/m) InTQw. (17)

3. General climate of Qena/Egypt

Qena is located in the south part of Egypt at latitude 26°10’N, longitude 32°43’E 
and elevation 78 m above sea level. Climatically, Qena lies within the sub­
tropical region characterized by warm sunny days and rather cool nights in 
winter (Dec-Feb) and hot, very dry summers (Jun-Aug). In spring (March-
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May) the khamasin depressions are the main features which are associated with 
high and medium clouds. They can be vigorous and cause severe sand storms 
raised by strongly southern winds. The study region has almost calm weather, 
low cloudiness (80% of the days of the year are cloudless) and nearly no 
precipitation. Analysis of trend values of the most important weather elements, 
which were taken from the Meteorological Authority of A.R. Egypt, shows the 
following:

(i) Average temperature ranges from 14.5°C in January to 34°C in 
July.

(ii) Average relative humidity varies from 21% in May and June to 
48% in December.

(iii) Significant percentage of winds is calm ( =  52%). The prevailing 
winds are W, NW, SW, and N, with percentages of occurrence of 
15.9%, 11.8%, 11.7% and 4.5%, respectively. The majority of 
winds range from 2 to 3.1 m s -1 and the least occurrence of speed 
intervals ranges from 8.8 to 10.8 m s_1.

4. Experimental data

Either for empirical and semi empirical models or for quality control of the 
physical ones, measured values of solar irradiance and other parameters have 
been used. The hourly values of global (Gh) and diffuse (Dh) solar radiation, 
which are used in this study were recorded through a program for measuring 
the solar radiation components, supervised by the author, over Qena/Egypt. A 
precision pyranometer (Kipp and Zonen Model CM 6B) is used to measure G, 
another similar one, fitted with a shadow band (radius 620 mm and width 60 
mm), constructed by the author following Kipp and Zonen rules, has been used 
to measure D. Both pyranometers were conjuncted with a two channels solar 
integrator (Kipp and Zonen Model CC12) to record the values of hourly Gh and 
Dh in kJ/m2 as well as daily values of Gd and Dd in MJ/m2 for a period of 2 1/2 
years (Feb 1992-Sep 1994). More details about the experimental techniques and 
the specification and exposure of the instruments are given in a previous 
contribution (El-Shazly, 1994). From these data, those under clear sky 
conditions have been selected for this study. The criterion for clear sky 
condition is the cloudiness to be less than one okta. From G and D data, the 
corresponding values of I  were calculated. The measurements were performed 
on the roof of a building of the Fiterature Faculty, South Valley University, 
Qena/Egypt. There were no evidence of errors in the measured radiation 
records except for a few cases when Dh exceeds Gh near sunrise and sunset. In 
these instances the observations were rejected.
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5. Results and discussion

5.1 Estimation o f the coefficients A, B, C, and D in Eqs. (1) and (2)

The values of A, B, C, and D were estimated on the basis of hourly values of 
G, D and h with the aid of the least square method. Because the quantities of 
water vapor and aerosols in the atmosphere vary from month to month, so 
different pairs of values of A and B were estimated for each month. Table 1 
summarize the monthly values of A and B in Qena/Egypt. Also, its average 
values in some other areas are given in Table 2 for comparison. With respect 
to C and D in the Kasten formula, they were found to be 0.801 and 0.011, 
respectively. These values are in a very good agreement with the values 
estimated by Kasten and in other locations in Egypt as given in Table 3. This 
table shows that the values of C and D are nearly the same for both Egypt and 
Germany. This result indicates that the considering of the turbidity factor in the 
empirical relations to estimate the solar radiation components under cloudless 
sky conditions, may make these realtions quasi independent of the climatolog­
ical conditions of the stations and have some claim to generality.

Table I. Monthly values of coefficients A and B (W/m2) in Qena/Egypt

Month A B R2

January 1135.1 -69.5 0.920

February 1183.7 -84.0 0.900

March 1087.7 -46.4 0.940

April 1152.7 -97.1 0.990

May 1175.9 -132.9 0.980

June 1162.7 -128.2 0.950

July 1143.9 -112.9 0.960

August 1125.7 -105.9 0.950

September 1076.2 -48.6 0.930

October 1172.6 -106.0 0.920

November 1131.6 -78.0 0.940

December 1108.5 -62.2 0.990
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Table 2. Average values of coefficients A and B (W/m2) at different areas 
0Sahsamanoglou and Makrogiannis, 1991)

Area A B

Boston
(42°13’N/71°07’W)

1098 -65

N. Atlantic 
(52°30’N/20°W)

1100 -50

Harrogate
(54°00’N/1°30’W)

990 -30

Hamburg
(53°38’N/9°50’E)

910 -30

De Bilt
(52°06’N/5°11’E)

1041 -69

Qena
(26°10’N/32°43’E)

1137 -88

Table 3. Values of coefficients C and D in the Kasten formula at different locations

Location C D

Hamburg (Germany) 0.840 0.027
Barani (A.R. Egypt) 0.933 0.034
Matruh (A.R. Egypt) 0.879 0.027
El Arich (A.R. Egypt) 0.887 0.032
Tahrir (A.R. Egypt) 0.835 0.027
Cairo (A.R. Egypt) 0.749 0.017
Aswan (A.R. Egypt) 0.864 0.030
Kharga (A.R. Egypt) 0.800 0.018
Qena (A.R. Egypt) 0.801 0.011

5.2 Model performance

Model performance was assessed primarily from the mean bias error (MBE), 
which characterizes systematic errors, and from the root mean square error 
(RMSE), characterizing nonsystematic errors. The mean absolute bias error 
(MAE) was also computed since the MBE may cancel significant positive and 
negative biases. These indices were calculated for each month for both hourly 
(kJ/m2) and daily (MJ/m2) totals of G, D and /:
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Figs, la, b and c summarize the performance statistics for each flux and model 
for daily and hourly irradiation in different months of the year. From these 
figures the following deductions can be made:

| —A t-  Model 1 Model 2 - — Model 3 | Model 1 Model 2 ^  Model f

| Model 1 ——— Model 2 - - » -  Model 3l 

Daily

| Model 1 Model 2 Model 3

Hourly

Fig. 1. Monthly variation of error indices in estimating (a) global solar radiation; 
(b) diffuse solar radiation; (c) direct solar radiation in Qena.
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5.2.1 Global radiation

The three models performed similarly and estimated G with percentage of MBE 
and RMSE up to 14.7% and 15.3%, respectively, for daily values and 14.9% 
and 35.2% for hourly ones. However models 1 and 2 estimated the daily and 
hourly values with the least percentage of errors. The percentage of MBE in 
daily estimates lie in the ranges (-0.18-8.5), (-6.8-10.7) and (3.96-14.7), 
while they were (-0.03-0.0), (0.51-12.6) and (4.8-14.9) in hourly estimates, 
using models 1, 2 and 3, respectively. The corresponding percentages of RMSE 
were (3.8-8.8), (1.6-11.3) and (5.6-15.3) for Gd and (3.2-13.6), (3.7-35.2) and 
(6.3-33.2) for hourly values (Gh). As shown in Fig. 1, MBE using the first model 
is really zero for hourly values, which is a remarkably good result, making this 
model in favor to the other two models in estimating hourly values of G.

5.2.2 Diffuse and direct solar radiation

With respect to D and /, both daily and hourly, the Kasten model provided 
better estimates than the Davies-McKay model. However neither of the models 
performed well for estimating D. As it has been shown in a previous work (El- 
Shazly, 1994), models of Liu and Jordan type realize the best estimation of this 
radiation component in our region. This conclusion agrees very well with that 
found by other authors at other locations (Davies et al., 1989).

For I, the Kasten model estimated I with percentages of RMSE in the range 
of 2.53-18.5 for daily values and 1.47-28.16 for hourly ones (with RMSE of 
Ih< 4% for most of the months of the year). RMSE in model 2 reaches 62.5% 
with most of the values in the range of 10.0-31 % for daily estimates and 76% 
with most of the values in the range of 22.4-29.3 for hourly values. The 
corresponding MBE were between -15.4 and 5.4 using model 2 and between 
-62.5 and 8.86 using model 3 for daily estimates, while for hourly estimates 
it were between -2.4 and 4.56 and from -61.8 to 4.88 using the Kasten and 
Davies and McKay models, respectively.

For D, the percentage of RMSE for daily and hourly values, respectively, 
were (12.9-41.8) and (20.5-39) for the Kasten model and (65.9-171) and 
(67.3-162) for the Davies-McKay model. The MBE percentages were (-0.0- 
39.34) and (-154.5 -  -62.5) and (-3.3-24.1) and (-154.4 -  -62.94) for daily 
and hourly estimates using models 2 and 3, respectively.

As it has been shown above, the accuracy of the statistical approach is 
better than that of the physical one. This may be explained in view of the 
inadequacy of the necessary input parameters in the physical model (dust, water 
vapor and ozone) to estimate the various quantities related to the interaction of 
solar radiation with the atmosphere. Especial interest must be given to the 
aerosol effect, which is the major source of error in model estimation for the
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real atmosphere as suggested by Omran (1989) and confirmed in this paper as 
will be shown in the next section. Measurements of these parameters with 
sufficient accuracy for each individual location will improve the accuracy of the 
physical model to be comparable or better than statistical ones.

5.2.3 Monthly variation of the performance of the selected models

The monthly performance of the three models are shown in the Fig. la, b, and 
c for G, D and I, respectively. From these figures, the following may be 
concluded:

(i) All models overestimate G, both daily and hourly, except in some 
months, in which model 2 underestimates its daily values (Mar, 
Apr, May, Sep and Oct). Model 1 shows no biases in hourly values 
of G.

(ii) Model 2 overestimated Dd, Dh (except in June) and Ih (except in 
April), while Id was underestimated using this model (except in 
December and June). However both D and I  were underestimated 
using model 3.

Considering the nature of the atmosphere of the study region, we can say 
that the fluctuation of the error indices through the months of the year may be 
generally due to the inadequate incorporating of aerosol in the calculations in 
the different models. In Qena city the main pollutants in the atmosphere are the 
aerosol dust particles dispersed from the surrounding east and west mountains 
as well as man activities (El-Shazly, 1989). So the attenuation by aerosols in the 
incoming solar radiation in this region is significant and more than that caused 
by other constituents (Water vapor, Ozone, and Rayleigh scattering) as it is 
shown in Fig. 2. Also its content varies considerably from day to day and 
month to month. A general consistency was found between the months, which 
are characterized by obvious aerosol variation and that show high error indices. 
Accordingly its effect can not be safely ignored in calculations with models 
attempting to imitate the physical processes, which attenuate radiation and 
appear in the different values of solar radiation components at the same Julian 
day. However there is little empirical information, which can be used in 
models, and aerosol effects can be incorporated crudely. The different optical 
characteristics of the aerosol in Qena will be the matter of an empirical study 
in the near future owing to its very important role in the radiation energy 
exchanges taking place within the earth-atmosphere system.
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Fig. 2. Variation of the atmospheric extinction caused by different constituents in Qena/Egypt.

5.2.4 Comparison between the performances o f the models at different stations

Comparing the model performances at different stations in Egypt and some 
other countries {Davies, 1989) shows the following:

(1) Model 1 provided similar high accuracy in estimating Gd in both 
Qena/Egypt (MBE = 4.33% and RMSE = 6.09%) and Thessaloniki/ 
Greece (MBE = -0.01% and RMSE = 8.83%).

(2) With respect to the other two models, Table 4 summarizes the per­
centage of MBE and RMSE, which were found estimating G, D and 
7 both daily and hourly at different locations. The values of these 
indices show some claim to homogeneity in view of the different 
atmospheric conditions. The following general features may be 
concluded from this table:
(a) Both models estimate G with smaller errors than D and /  at all 

stations.
(b) In Cairo/Egypt the two models perform better in estimating I 

than D, which is in contrast to the European stations, where D 
was estimated with slightly more accuracy than I.

(c) In Qena/Egypt model 3 failed to match its performance in the 
other stations.

(d) Higher values of both MBE and RMSE were found usually for 
hourly estimates of all solar radiation components compared to 
daily ones.
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Table 4. Percentage of RMSE and MBE of solar radiation components at different locations

MODEL 2 MODEL 3

G D / G D /
Location

MBE RMSE MBE RMSE MBE RMSE MBE RMSE MBE RMSE MBE RMSE

d 0.5 4.51 20.8 28.3 -5.8 13.2 7.5 8.99 -96.9 103 -26.25 29.5
Qena/Egypt

h 3.94 12.3 8.7 33.4 1.56 6.83 8 14.79 -95.6 100 -26.13 41.6

Matruh/Egypt d -0.5 6.6 -5 35.7 -7.2 10.1 -27 47.1

El-Arich/Egypt d -1.1 12.3 4.7 36.1 -3.8 12.7 -5 37.5

Cairo/Egypt d -0.2 9 0.5 26.5 0.36 18.8 0.32 8.1 -1.8 26 1.4 18.7

Aswan/Egypt d 0.61 13 12.5 39 2.5 12.8 9.8 38.6

Kharga/Egypt d -1.4 5.8 10 30.5 -3.9 6.4 -4.4 27.5

De Bilt
(The Netherlands)

d 3.8 19.3 -0.5 29.2 1.71 57.8 -1.5 17.7 -18.3 33.8 32 69.4

h 3.8 39 -2.4 49.7 19.1 102 -1.5 38.7 -18.3 52.5 34.1 112.2

Hamburg
(Germany)

d 5 21.8 10.8 38.6 1.8 57.4 1.2 18.8 -13.1 36.7 21.9 62.2

h 5 35.5 9.2 56.9 1.9 80.3 1.2 33.7 -13.1 57.3 22 86

d 4.7 20.5 24.9 38.8 -15 50.4 1.5 18.4 9.2 30.7 1.8 43.8
Kew/UK

h 4.7 34.3 24.9 52 -16 78.7 1.5 31.4 8.7 46.1 1.4 73.5



6. Conclusion

An attempt to estimate various components of solar radiation at Qena/Egypt 
using two main types of models, namely, statistical models (1 and 2) and a 
physical model (3) leads to the following conclusions:

(i) All selected models estimate the global radiation, both hourly and 
daily, with satisfactory accuracy, but model 1 and 2 usually better.

(ii) Model 2 estimates the diffuse and direct components better than 
model 3, which failed to estimate D, both hourly and daily.

(iii) Values of C and D coefficients in equation 2 agree very well with 
that found for other stations. This indicates the importance of intro­
ducing some meteorological parameters in the empirical formulas to 
improve its accuracy.

(iv) There is a general consistency between months with high variation 
of aerosol contents and that of large error indices.

(v) The accuracy of the statistical approach is better than that of the 
physical one, but they can not have general applicability.

(vi) Although model 2 produced generally the best estimates of solar 
radiation components in Qena, the differences between the statistical 
measures of errors for the best and the worst performing models 
may not be sufficient to be significant for solar energy or any other 
application.
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BOOK REVIEW

Wilfried Schroder and Hans-Jürgen Treder (eds.): The Earth and the Cosmos. 
Science Edition, IDCH IAGA/History commission DGG. 382 pages.

This book is presented to the memory of Professor Hans Ertel (1907-1971). 
The object of this book is the introduction of Hans Ertel as scientist, person 
and leading manager in science.

This book uses many sources, e.g. correspondence with lot of scholars, his 
working life, some papers from his wide field of scientific work.

Reading this book we learn that Prof. Ertel made many important 
discoveries in theoretical meteorology, theoretical geophysics and geophysical 
hydrodynamics.

First of all Ertel’s potential vorticity theorem has become more and more 
important in meteorology, geophysics, astrophysics, physics and geophysical 
hydrodynamics.

During the early 1930-ies Ertel addressed the general problem of the 
thermodynamics and friction of the atmosphere and ocean. His most important 
contributions were to show the importance of the variation of the Coriolis force 
with latitude and the theory of long waves in dynamical and synoptic 
meteorology. He studied the problems of interactions between the stratosphere 
and troposphere. He emphasized the importance of the advective-dynamics 
theory of air pressure variations and their periodicities.

In 1939 he published his famous book on theoretical meteorology.
After the Second World War Rossby invited Ertel to Stockholm and Hilding 

Kueler to Uppsala. Then and in the time of Rossby’s visit in Berlin (1948) it 
was clear that Ertel’s earlier studies had implied the existence of Rossby 
waves.

On the basis of “Ertel’s vortex invariants” derived from the vorticity 
equations a symmetrical deformation tensor could be constructed which made 
it possible to make linear transformation of the vorticity components in their 
total-time derivatives.

One of his very important works: “A relationship between kinematical 
parameters of horizontal fields of flow in the atmosphere” was published in 
IDŐJÁRÁS (Vol. 74 (1970), 98-102).

Professor Ertel was a member of the Editorial Board of IDŐJÁRÁS. He 
was in correspondence with many Hungarian meteorologists, e.g. with László 
Aujeszky, Frigyes Dési, György Kozma, Ferenc Rákóczi and Alfréd Zách.

Hans Ertel was a member of the Deutsche Akademie der Wissenschaften 
since 1949, in 1952 he was chosen as one of its vice-presidents. He was at the
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same time Director of the Institute of Meteorology and Geophysics in Berlin, 
Professor for Geophysics and Theoretical Mechanics at the Humboldt 
University and Director of the Institute of Physical Hydrography of the 
Academy of Sciences.

He helped to organize the commemoration of the work of Alexander 
Humboldt and Max Planck. He worked actively in the program of the 
Geophysical Year and in the work of the International Hydrological Decade. 
He was one of the leader scientists of the Carpathian Conference.

Unfortunately, Ertel published all his papers in German or Spanish, in 
journals which were not very well-known internationally, with the consequence 
that Ertel’s work has not received the recognition it merits. Knowing this fact, 
we have to agree with W. Schroder, who told that Ertel’s work “has been 
overlooked in the English scientific literature. Consequently many ‘new’ ideas 
in English books and journals are ‘old’, because they have been described 
already by H. Ertel in the years between 1930-1970” .

The book consists copies of original articles, xeroxes of handwritings and 
letters.

We are in agreement with the subtitle of the book, it is really: “The Legacy 
of Hans Ertel” .

Ferenc Rákóczi
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A bstract—The effects of model errors stemming from the temporal and spatial discretiza­
tions of the continuous model equations are investigated (in two parts) for Hamiltonian 
systems. In this second part of the paper the effects of spatial truncation are discussed. 
Since the “article relabelling” symmetry is only implicit in the Eulerian description, the 
spatial truncation of the Eulerian equations inevitably distorts the individual conservation 
properties of the flow. Theoretical considerations and numerical experiments confirm that 
the wave mode interactions misrepresented in the finite dimensional truncation are 
responsible for the destruction of structure and the breaking of conservation laws. Although 
there is no way to circumvent this problem, there are two approaches to reduce the effects 
of the falsely represented interactions: (1) Increasing the resolution and initializing the fields 
so that the energy of high wavenumber modes is small; (2) Use of structure preserving 
schemes that can conserve the algebraic structure and a finite number of invariants. To 
illustrate these methods the results of numerical experiments carried out with a traditional 
(aliased) and a structure preserving truncation of the two-dimensional vorticity equation and 
of the 2-layer quasi-geostrophic model are presented.

Key-words: Hamiltonian formalism, invariants of motion, structure preserving spatial
truncation.

1 Present affiliation: UCAR scientific visitor at the National Centers for Environmental Prediction, 
USA; E-mail: Istvan.Szunyogh@noaa.gov
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1. Introduction

In the first part of this paper (Kádár et al. , 1998, hereafter Part I) we discussed 
the effects of temporal discretizations. We pointed out, that even if the spatially 
discretized equations were perfect, the time integration inevitably introduces 
model errors whose effects in a chaotic system lead to the complete loss of the 
forecast skill within a finite time interval. This part concentrates on the effect 
of spatial discretizations and as in Part I we start considering conservative fluid 
dynamical processes.

Atmospheric (fluid) dynamics is based on the classical mechanical model of 
interacting atmospheric (fluid) particles. The number of these particles is 
infinite and their volume goes to zero in a mathematical analytical sense. The 
infinite dimensional system of equations describing the motion of the particles 
is called the Lagrangian form of the atmospheric (fluid) dynamical equations. 
These equations, however, are very rarely used for either the solution of 
theoretical problems or for more practice oriented forecasting purposes.

Our main interest is usually in predicting the state of the atmosphere at 
given geographical locations. This goal can be achieved by solving the Eulerian 
form of the dynamical equations, where we do not distinguish between the 
individual fluid particles any more. One should always keep in mind, however, 
that the fundamental physical model even in the case of the Eulerian equations 
is the one utilizing infinitesimal fluid particles. The ultimate test of any 
numerical solution strategy is to examine to what extent it can preserve the 
fundamental properties associated with the system of particles. The main 
difficulty with investigating the effects of spatial discretization of the Eulerian 
equations stems from the fact that it discretizes the space instead of the fluid 
and we cannot speak about fluid particles any more. This problem is more than 
a simple technical difficulty. Examination of the rigid body equations provided 
guidance for exploring the relations between the Eulerian and the Lagrangian 
characteristics of fluid motions (set Arnold, 1989, App. 2). The key step in this 
procedure is the identification of a metric naturally arising from the equations 
themselves. Once the equations are discretized in space the choice of this metric 
is not apparent any more (Zeitlin and Pasmanter, 1994). The discussion of this 
important theoretical problem is out of the scope of the present paper, but the 
paper by Dowker and Wolski (1992), though fails to give definite answer, gives 
an insight into the technical and theoretical difficulties associated with this 
problem. Here we follow the traditional, technically less demanding approach,
i.e. we will investigate quantitative properties directly related to the original 
physical model which are still calculable in the discretized Eulerian systems. 
Conservation laws offer a unique opportunity to realize this program.

Lagrangian forms of the adiabatic primitive equations ensure the individual 
(particle) conservation of (potential-)vorticity-type quantities in addition to the 
usual mechanical invariants, such as total energy and momenta of the system.
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Noether’s theorem (Olver, 1989; Shepherd, 1990) connects the individual 
conservations to the “relabelling” symmetry: interchanging particles of the same 
(potential-)vorticity does not alter the motion of the system. Derivation of 
Eulerian equations is a reduction via these symmetries. Neither the replacement 
of particles along the isolines of individual invariants nor the symmetries 
themselves can be detected in the Eulerian description. Remarkably however, 
Hamiltonian mechanics provides a systematic way to find the so-called Casimir 
invariants associated with hidden symmetries.

Dealing with the conservative part of the equations governing fluid motions, 
we make use of this advantage of Hamiltonian formalism. In Section 2 we 
briefly summarize the invariants of motions of Hamiltonian systems. Since the 
effects of the different truncation methods on these conservation laws are in the 
forefront of our interest, in Section 3 we describe the criteria for maintaining 
the conservation laws in the spatial discretization of the continuous equations.

Section 4 contains the description of a traditional and a structure conserving 
spectral truncation of the two-dimensional vorticity equation on a double 
periodic plane. The continuous equation has infinite invariants of motion — 
reflecting the individual conservation of vorticity. We examine how the 
traditional discretization methods distort the algebraic structure of the original 
continuous equation and break most conservation laws. The structure preserving 
truncation does retain the Hamiltonian structure and preserve a finite number 
of invariants, but these are not identical with the discrete analogues of the 
original integrals of motion.

The quasi-geostrophic layer models, which are important tools for investigat­
ing baroclinic instability in geophysical fluids since they are capable to simulate 
baroclinic phenomena even at very low resolution, also possess Hamiltonian 
structure (McLachlan et al., 1997). Since the truncation methods used for the 
two-dimensional vorticity equation are applicable to these models as well, the 
comparative study was extended to these more realistic models. Section 5 describes 
the basic equations and the applied truncation strategies to these models.

Fortunately, there is a remarkably efficient integration algorithm that can 
be used for the integration of both truncations of the vorticity equation and the 
quasi-geostrophic layer models (McLachlan, 1993). It makes feasible to carry 
out even extremely long numerical integrations. The role of the constraints 
exerted by the additional invariants conserved in the structure preserving 
truncation were investigated through numerical experiments. The results are 
presented in Section 6. Summary and conclusions are given in Section 7.

There are several statements in the main body of the paper about the structure 
and the conservation laws of the schemes. Since the authors tried to use the 
standard mathematical tools and methods of the meteorological literature in the 
verification of these statements, the proofs are sometimes a bit cumbersome. Since 
the technical details of these considerations are not necessary for understanding the 
main points of the paper, we placed the rigorous proofs in the Appendices.
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2. Conservation laws in Hamiltonian systems

In Part I the basis of Hamiltonian formalism was introduced. In this section the 
conservation laws associated with Hamiltonian systems are summarized.

2.1 Finite dimensional systems

Once a system of ordinary differential equations is cast in Hamiltonian form,
i.e. the skew-symmetric structure matrix D and the Hamiltonian H  is deter­
mined in a way that the Jacobi identity holds for the structure functions (see 
Section 3.1 in Part I), the invariants of motions can be systematically identified. 

The invariance of H  is ensured by the skew-symmetry of D since

—  = (Vtf)r  —  =(VH)T D V //= -(V ff)r DVtf = 0. U)
dt dt

In other words, the Hamiltonian H  is invariant with respect to translation in 
time. Further symmetries of H  lead to other invariant quantities.

There is, however, another class of invariants, the so called Casimirs or 
distinguished functions, which are independent of the Hamiltonian function H 
{Shepherd, 1990). These are the solutions of the homogeneous system of 
equations

Their invariance follows from

—  = (VC)r DV// = -  (VH)T DVC = 0, (3)
dt

where again the skew-symmetry of D was taken into account. The number of 
independent Casimirs is equal to the dimension of the kernel of D.

2.2 Continuous Hamiltonian systems

In continuous Hamiltonian systems there are also two classes of invariants: 
those that are connected to the continuous symmetries of the Hamiltonian (e.g. 
the Hamiltonian itself) and the Casimirs that are the solutions of
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For the two-dimensional vorticity equation (see Part I, Eq. (8)), for 
example, the Casimirs can be written

C = f 3 (0 dx,J Q
(5)

where 3  is an arbitrary smooth function of the vorticity £ (Olver, 1989). For 
the system of primitive equations and its consistent simplifications (e.g. for the 
quasi-geostrophic layer models) the potential vorticity is an individually 
conserved quantity the integrals of whose functions serve as Casimir invariants. 
More about the conservation laws in Hamiltonian fluid dynamical systems can 
be found e.g. in Shepherd (1990).

3. Spatial discretizations of continuous Hamiltonian systems

The solution of Eulerian atmospheric governing equations requires the 
application of approximating numerical methods that solve a finite dimensional 
algebraic analogue of the original system of partial differential equations after 
the spatial and temporal discretization of the meteorological fields. Schemes 
used in the numerical simulation of atmospheric motions, however, preserve the 
Hamiltonian structure only in part (Szunyogh, 1993). Since the conservation 
properties of Hamiltonian systems are closely related to their algebraic structure, 
this fact substantially restricts the number of retained invariants of motions.

3.1 Formal conservation o f the total energy

Since the conservation of total energy is solely related to the skew-symmetry 
of the structure matrix, the problem of constructing a total energy conserving 
scheme is equivalent to deriving a skew-symmetric finite dimensional analogue 
of the continuous differential operator 2>(u). The first explorers of formally 
energy conserving schemes (Lorenz, 1960; Arakawa, 1966) proceeded along this 
line, although they did not realize the underlying Hamiltonian structure.

3.2 Formal conservation o f the Casimir invariants

If the numerical structure matrix D is skew-symmetric, the Casimir invariants 
of the model are determined by the kernel of D (Eq. (2)). Therefore, if one 
attempts to construct a numerical scheme preserving the finite dimensional 
analogue C(x) of a Casimir invariant C(u) of the original continuous system the 
entries of D have to be set according to Eq. (2). The existence of energy and
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(potential)-enstrophy preserving schemes (e.g. Arakawa, 1966; Arakawa and 
Lamb, 1980; Salmon and Talley, 1989) demonstrates that the preservation of 
energy and one of the Casimirs at the same time is a realizable goal. The 
theoretical upper limit for the number of retained Casimir invariants, however, 
is equal to the corank of D. This suggests that an optimal scheme can preserve 
further Casimirs.

On the other hand, Szunyogh (1993) observed that the conservation of the 
energy (skew-symmetry of D) is not a necessary condition for the preservation 
of a prechosen Casimir. Let

( V C )r D = 0, (6)

then

—  = (V C )r D V // = 0. (7)
dt

The quantity C is a Casimir invariant in the sense that it is independent of the 
energy function, but it is not a Casimir in the sense of Eq. (2) if D is not 
skew-symmetric (when D is skew-symmetric then Eq. (7) is equivalent to Eq.
(2)). The best known examples of this type of schemes are Arakawa’s enstrophy 
conserving schemes for the two-dimensional vorticity equation (Arakawa, 1966) 
and Sadourny’s potential-enstrophy conserving scheme for the shallow-water 
equations (Sadourny, 1975).

4. Truncation strategies to the two-dimensional vorticity equation

Although the two-dimensional vorticity equation is of interest in atmospheric 
dynamics only when the beta-effect is negligible, i.e. when the significant scales 
of motions are short compared to a stationary Rossby wavelength, its capability 
to describe the nonlinear interactions of different scale motions makes it an 
extremely useful environment for testing different truncation methods. The 
Jacobian governs the advection o f the individual invariant in the flow and the 
errors in the approximation of this term are related to the breaking of individual 
conservation laws.

In this section we describe the Hamiltonian structure of the two-dimensional 
vorticity equation in its spectral form and its Casimir invariants. In Subsection 
2 we examine how the structure (the Jacobi identity) is destroyed by traditional 
truncation methods. In Subsection 3 a structure preserving truncation (the so 
called sine-bracket truncation) and its conservation properties are described.

7 6



4.1 The Hamiltonian structure of the two-dimensional vorticity equation

The two-dimensional vorticity equation on a double-periodic plane transformed 
with the two-dimensional Fourier transformation takes the form of an infinite 
system of ordinary differential equations

(8)

In Eq. (8) fm denotes the spectral coefficient associated with the two- 
dimensional integral wave vector m, and the skew-symmetric scalar product is 
m x n = m{n2 -  m2n{. The spectral variables satisfy the reality condition 
fin = f  *m, where star denotes complex conjugate. The condition n ^  0 does not 
restrict generality since the circulation f0 is a Casimir invariant of Eq. (8), and 
does not contribute to the time change of any other variable because m x  0 = 0. 
The Hamiltonian takes the form

while the entries of the structure matrix are

(9)

( 10)

The skew-symmetry of the structure matrix follows from m x n = -n  x m . The 
Jacobi identity (see Eq. (5) in Part I) can also be shown to hold.

When periodic boundary conditions are applied, the Casimir invariants,

CN = -1 |  £Ndx  can be expressed with the spectral coefficients as follows

t ' - i f s * - , £  ' - - v  a.,
E  n. =0

In order to point out later the deficiencies of the truncated systems in 
conserving the Casimir invariants, it is worth verifying directly that Eq. (2) is 
valid, that is
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(1 2 )

for each k e l .  Using Eq. (10) and Eq. (11) the left-hand side of Eq. (12) reads

Note that this double sum contains every W-fold product of f  -s in which the 
sum of the indices equals k. Let us examine one particular product in this sum-

N

mation containing the variables fe ...fe , where 52 e , = k . These fe -s can be put
/ = t

in N\ different orders, and in (2V— 1)! different orders with a particular (  in 

the first position defining the coefficient of this particular product: k X  e (.. Thus 
the summation above can be written

(14)

N

where PN contains all subsets {mp.^m^} of indices that o b e y j^ m ^ k
i = i

(different permutations do not add new terms to the above sum). Since

(15)

Eq. (13) indeed equals 0 for all k £ / .  Note that each spectral coefficient 
appears in an infinite number of conservation laws, which provide infinite 
constraints for the individual spectral coefficients over the time evolution of the 
flow generated by Eq. (8).

In order to be able to integrate spectral equations the wave modes taken into 
account should form a finite set, that is, a finite number of equations and 
spectral coefficients should be considered. The components of the vector of 
dynamical variables are the spectral coefficients fm with m taking its value 
from the lattice -T  < m l,m2 < T . The main difficulty is the suitable modifi-
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cation of the structure functions. This modification is unavoidable because there 
are always index pairs m and n in the truncated system for which m + n is out 
of the lattice. To our knowledge there is no superior truncation strategy, the 
different schemes correspond to different “best fit” criteria (Machenhauer, 
1991). The general form of the modified structure functions is

D  = £f(m ,n), n") 1" (16)
u m n  t m n  Vu *’u 7 S f ( m . n )  ’

where the function F(m,n) takes its value from the set of the retained indices 
in the truncated system.

4.2 Traditional truncation strategies

Traditional truncation strategies use F(m,n) = m + n and CÎ (IJn n) =m Xn if 
|m, +«j| <T, |m2 +n2| <  T and attempt to find optimal definitions for the

functions F(m,n) and C1̂ 1m'n) if |mj > T  or |m2 + n2\ >T.
There are two basic approaches to truncate the system of equations at a 

wavenumber T.

4.2.1 Aliasing-free truncation

The strategy which minimizes the mean square residue, the difference between 
the two sides of the truncated equation, is the aliasing-free truncation (Machen­
hauer, 1991). The structure function Dmn is set to zero if |mj + /Zj| > f  or 
|m2 +n2J > T, otherwise it is defined by Eq. (10). The fact that the residue can 
only be minimal, but not zero, reflects the inevitable approximating character 
of the scheme.

4.2.2 Aliased truncation

The aliased truncation is a “best fit” strategy in the sense that all interactions 
between the retained wave modes are taken into consideration and the 
conservation of quadratic invariants is ensured. In this case 
F(m ,n) = (m + n) modM , where M  = 2T + 1, and a modM = b = (bl,b2) with bt 
being the least in absolute value integer congruent with at modulo M (i = 1,2).

There are different possible choices for C^(nm,n), a straightforward one would
be C ^ ' n) ~ [(m + n)modM] x n . A scheme with this choice, however, does not 
conserve the energy, because the corresponding structure matrix is not
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skew-symmetric. This problem can be solved by setting C^(nm'n) = (m x n)modM . 
This approach also preserves the enstrophy and hereafter the notion aliased 
truncation corresponds to this scheme. Note that Dmn is different from its 
original untruncated form, only if > T  or |m2+n2| > T.

4.2.3 Structure o f the traditional schemes

Both techniques have the limitation misinterpreting interactions between modes f  
and fn if Imj+Wj] > T  or |m2 +n2| >T. In the aliasing-free case these 
interactions are neglected, while in the second case the aliased interactions 
affect different modes than in the untruncated equations. In the numerical 
practice the first approach dominates, thanks to the unambiguous results of the 
numerical experiments of Orszag (1971) and to the fact that it is a least square 
approximation. Lorenz (1960) pointed out that the aliasing-free scheme ensures 
the conservation of quadratic invariants, provided that all possible interactions 
between a triad of retained wavenumbers are taken into account, even if 
additional interactions are disregarded. The aliasing free truncated system in 
general, however, is not Hamiltonian. (For proof see Appendix A.)

Roughly speaking, the aliasing-free truncation violates the algebraic 
structure because it neglects numerous interactions between the components of 
the state vector. It suggests that the aliased truncation, which is free of the 
above error, may preserve the structure. Unfortunately, it is not the case. 
Although it also preserves the quadratic invariants, the aliased truncation for 
T > 2  does not satisfy the Jacobi identity, i.e. it is not Hamiltonian2. The 
maximal truncation T= 1 seems to be an exceptional case in the sense that it 
does satisfy the Jacobi identity.

A finite-difference scheme is an aliased truncated spectral scheme, though 

the function C^(™’n)(m ,n) for it may have a substantially different form from 
what was used in this section and the structure function Dmn for \mx +/ij| <T  
and |m2 + «2|< r  may also be modified. Spectral transforms of energy and 
enstrophy conserving finite difference schemes have the property that the

function C^(™’n:i(m ,n) satisfies the conditions for the preservation of quadratic 
invariants (for an example see the spectral form of the nine-point Arakawa 
Jacobian in Bennett and Middleton (1983).

2 To our knowledge the fact that spectral truncation destroys the Jacobi identity was first reported 
by Morrison (1981) in a paper that seems to be forgotten. He also proposed a structure preserving 
truncation strategy based on the use o f Clebsch potentials, but this method doubles the dimension of 
the space and the practical applicability of this approach has never been tested.
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Since the traditional schemes conserve the quadratic invariants, the main 
problem is whether they can preserve the truncated analogues of the Casimir 
invariants CN (Eq. 11) for N  > 2 . The following statement can be made about 
the conservation laws of traditional truncation methods: The aliasing-free tra­
ditional truncation does not preserve the finite analogues o f the Casimirs CN 
for N >2 at any resolution. (For proof see Appendix B.) It is also true for the 
aliased truncation introduced above (the proof is not detailed in this paper).

It is apparent from the proofs of these statements that for the violation of 
the Jacobi identity and the conservation laws the misrepresented interactions are 
responsible. Most of the misrepresented interactions are related to wavenumbers 
close to the truncation limit. Therefore, if the absolute value of the high-wave­
number spectral coefficients were small enough over the whole period of 
integration, the structure and the preservation of higher order Casimirs may be 
improved.

Take the aliasing-free truncation as an example. If all spectral coefficients 
associated with wavenumbers larger than T/2 are kept somehow zero then 
for |k| <7/2 Eq. (12) is valid because the fe -s of a nonzero N-fold product 
occur in all possible permutations in Eq. (13). On the other hand the com­
ponents in the gradient of the Hamiltonian that are related to |k | >7/2 are also 
zero. This guarantees the preservation of the Casimirs according to Eq. (7). 
Notice, however, that these invariants would not be Casimirs in the sense of 
Eq. (2), because their conservation were not independent of the particular form 
of the Hamiltonian. Unfortunately, however, the ideal fields with zero large 
wave-number coefficients cannot be maintained.

Since Liouville’s theorem and ergodicity apply for these schemes, the time 
average of the spectral energy distribution can be estimated with the canonical 
equilibrium phase-space average as it was given by Kraichnan (1967). If the

ratio of the average wavenumber k * = \jC2/H  and the truncation wavenumber 
7  is small enough, the energy spectrum has a maximum at large scales and 
declines towards the small scales proportionally to the reciprocal of the 
wavenumber (Fox and Orszag, 1973). Since the number of wave vectors in a 
wavenumber band increases linearly with increasing wavenumber, a significant 
amount of energy can remain on the small scale part of the spectrum in the 
canonical distribution. On the other hand, if the initial field is such that the 
energy is only on given scales and the cutoff wavenumber is large enough 
compared to these scales then it takes a while for the energy to flow to higher 
wavenumbers, and until this happens the large scale coefficients and their 
interaction will dominate. Thus for a flow dominated by a given scale the 
conservation of the structure and higher order Casimirs can be improved for a

4.2.4 Conservation laws o f traditional schemes
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finite-time interval by increasing the resolution. In this respect the advantage of 
using higher resolution numerical weather prediction models is not the enhanced 
representation of small scales but the improved control of the synoptic scale 
motions through better conservation of the invariants.

In numerical practice the favorable steep energy spectrum is also maintained 
by the introduction of scale-selective viscosity terms. These terms were 
originally applied to reduce the effects of “blocking errors” related to the 
nonrepresented interactions in the aliasing-free models (Machenhauer, 1991) 
and to eliminate the aliasing from the aliased schemes (Orszag, 1971). From 
our point of view, however, they can also help to improve the conservation of 
the structure in the inertial range. On the other hand, these viscosity terms 
constantly decrease the enstrophy indicating the destruction of the Casimir 
invariants. At the same time dissipation has only a slight effect on the 
conservation of energy, which leads to the decrease of k*. The energy spectrum 
becomes steeper and steeper, thus the scale-selective dissipation can cause an 
increase at the large scale part of the energy spectrum. This is the “tail wagging 
the dog” effect described by e.g. Frederiksen et al. (1996). Long term 
integration of relevant atmospheric models have to account for dissipative 
processes anyway, but one must recall that the role of the viscosity and 
diffusion terms is in one part to simulate the realistic dissipation, in another to 
control the truncation errors. Consequently, traditional truncations can 
accurately simulate the conservative Hamiltonian nature of the inertial 
wavenumber range between the forced and dissipative scales, if the cut-off 
wavenumber is large enough and the initial data are properly processed.

4.3 Structure preserving truncation strategies
4.3.1 The sine-bracket equation

So far only one truncation of the vorticity equation has been shown to preserve 
the Hamiltonian structure of the equations, and there are strong indications that 
this may be a unique one (Zeitlin, 1991; Dowker and Wolski, 1992; McLachlan, 
1993). This sine-bracket truncation first proposed by Zeitlin (1991) is named 
after the underlying algebraic structure that was first introduced by Fairlie et 
al. (1989) and Fairlie and Zachos (1989). The governing equation is a slight 
modification of the aliased truncation of Eq. (8),

where e=2ir/M and M  = I T  +1. The entries of the structure matrix are
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(18)

Due to the feature of the sine function the structure matrix is obviously 
skew-symmetric and the Jacobi identity also holds. Hence Eq. (17) is a 
Hamiltonian system.

Note that in the limit e ^ 0  (as T~^oo) the term in Eq. (17) associated with 
given m and n wave vectors will be identical with the corresponding term of 
Eq. (8). The value of em Xn in general, however, will not tend to zero with 
increasing resolution. The smoothness of the vorticity field, i.e. the fact that the 
spectral coefficients tend to zero as the wave vectors grow to infinity, would 
ensure the convergence of Eq. (17) to Eq. (8), (Miller et al., 1992; Hoppe, 
1989), but this ideal case cannot be maintained in an inviscid fluid (see previous 
section).

4.3.2 Invariants o f the sine-bracket equation

The conservation of energy in the system Eq. (17) is a straightforward conse­
quence of the skew-symmetry of the structure matrix. The most important new 
feature of the sine-bracket equation in contrast to the traditional truncations is 
that it preserves the Jacobi condition and possesses IT  independent Casimir 
invariants. Their general form is

f if  fiwcos(e2/4(ii’~’M ’ <19)
, N

i N = {(ij,...,^ ), 53 V = ®m o d M } > (20)
j =1

where 2 <N  < 2 T and Afij,...,^) denotes the area spanned by the index vectors

A(ii....ijv> = \  (»2 x 'i + h x (*i + i2) + -  + h  x (*i + -  + >jv- i)) ■ (21)

(For proof see Appendix C.) Note that c]  is the enstrophy.
Again, the cosine factor would tend to unit for a given index set if 7-» oo , 

but C f  will be identical with the Casimirs CN of Eq. (8) for 2 < N  <  2T in 
the limit 7-»0 only if the vorticity field were smooth.

The impressive properties of structure conservation and of having an 
increasing number of invariants with increasing resolution suggest that the time
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evolution of the sine-bracket system is controlled by an increasing number of 
natural constraints that should be important for the long-term model in­
tegrations. On the other hand it eliminates the structure-destroying effects of 
aliasings at the price of distorting the well represented interactions. Moreover, 
the invariants at low resolution substantially differ from the invariants of the 
original system Eq. (8), and in contrast to the quadratically growing number of 
dynamical variables the number of extra invariants increases only linearly with 
resolution. As the resolution increases Eq. (17) gives better and better ap­
proximation of Eq. (8) for the large scale part of the spectrum, but with 
suitably processed initial data it is also true for the traditional schemes. The 
theoretical considerations and numerical experiments of Hattori (1993) showed 
that the extra invariants of the sine-bracket truncation have only slight impact 
on the statistical mechanics of the finite-mode vorticity equation.

5. Truncation strategies to quasi-geostrophic layer models

It was shown in McLachlan et al. (1997) that the quasi-geostrophic layer 
models also have Hamiltonian structure and an infinite number of invariants. 
Albeit simple, these are important models of the atmosphere, because they are 
capable to simulate baroclinic instabilities even in case of only two layers and 
low resolution. Fortunately, similar truncation methods can be applied as to the 
two-dimensional vorticity equation, moreover, a slightly modified version of the 
same time integrator can be used for the numerical integrations. We briefly 
describe the model equations and invariants of the N-layer model, a more detailed 
description can be found in Pedlosky (1987) and McLachlan et al. (1997).

The N-layer quasi-geostrophic model consists of N linearly coupled layers 
with different but constant densities. The velocity field and the pressure field 
are connected through the geostrophic relation and the stream function is 
identified with the pressure. The continuous equations governing this system are

dqU _
dt

d ( q « \V n ), / = 1,...,A, (22)

where d(f,g) = —  —  -  —  — , and the potential vorticity q{,) and the stream 
dx dy dy dx

function of the j-th layer ( / = 1,...,7V) are connected through

= - D (i){V 2^ (0 - F (,){ ( l  - 8iNM ®  -  V i+l)) + (1 - Sa )W ®  -  ^ (M ))}} - (23)
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Here F® =f2L2/D^g(Ap/p0) , where /  is the Coriolis parameter, g is the
acceleration due to gravity, L is a characteristic horizontal scale, p0 and Ap are 
a characteristic value of the density and its variation between neighboring 
layers, respectively, and D (l> is the relative thickness of the i-th layer in the

(  n  \

absence of motion i Note that assuming equal density jumps
y=i

between neighboring layers f  = F (y)D (;) for all i,j E{l,...,N }.
Transformed via two-dimensional Fourier transformation with periodic 

boundary conditions, the equivalent ordinary differential equations are

4m E (m Xn)?m+n № (24)

where m xn = m 1n2-m 2n1 and , \p(̂  are the spectral coefficients of the i-th 
layer potential vorticity and stream function, respectively, associated with the 
wave vector m.

The spectral transforms of the potential vorticity and the stream function are 
related by

( C ....* D r  = B„(9™....., r r - B nqn (25)

with Bn being the inverse of the following symmetric tridiagonal matrix

D (1)(n2+F(1)) -F

-F  D (2\ n 2+2F(2)) -F

where n2 stands for |n|2 and F for D (l)F (l>. Since the Hamiltonian of this 
system is
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(2 7 )

(29)

In this model the potential vorticity of each layer is an individually 
conserved quantity, thus the integrals of any functions of the potential vorticity 
give the integrals of motion. The Casimir invariants of the system with spectral 
coefficients read

As it is described in McLachlan et al. (1997) for the two-layer system, there 
exists a similar structure-preserving truncation to the N-layer model as to the 
two-dimensional vorticity equation:

<7m = E  (I/O  sin (em x n )  q ^ +n (B_n q_n)(0, (32)
n £ I

(30)

(31)

where e=2ir /M , and the index set is defined by

I = { ie Z 2\-T< iv i2<T, i * 0 ,  T = (M -  l)/2}. (33)

The finite dimensional system obtained with the above truncation is Hamil­
tonian, and possesses N  ■ 2T  integrals of motion, but again the Casimirs of this

system Q.®* for k >2  converge to the Casimirs of the original system in the 
limit T-+oo only if the potential vorticity fields are smooth. The Casimirs are
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(34)

where 2 <k < 2T and /4(ilv ..,it) is given in Eq. (21).
In order to be able to extend our comparative study to the hierarchy of 

quasi-geostrophic layer models, we consider also a truncation that is the 
counterpart of the traditional truncation applied to the two-dimensional vorticity 
equation: retaining the same set of coefficients as in Eq. (32), the index 
(m + n)modM is used instead of m + n and the coefficients of the nonlinear 
terms are modified to ( m x n )modM if \ml +nl \>T or \m2+n2\>T. This 
truncation destroys the Hamiltonian structure, but ensures the conservation of 
energy and potential enstrophy.

6. Numerical experiments

6.1 Algorithm for integration

Numerical experiments were carried out in order to compare the time-depending 
characteristics of the structure preserving and of the traditionally truncated 
systems described in Section 4 and 5. One can argue that a fair comparison 
between the traditional and the structure preserving schemes should involve the 
aliasing-free traditional scheme, which is assumed to be superior to the aliased 
truncation of this study. The superiority of the aliasing-free schemes in the 
numerical practice, however, is not obvious since (1) the finite-difference 
models, though inevitably burdened by aliasing, proved to be competitive with 
the aliasing-free spectral schemes, moreover (2) there are numerical evidences 
that the aliased spectral schemes may perform even better than the aliasing-free 
methods {Chen, 1997).

A slightly modified version of McLachlan’s explicit scheme (McLachlan, 
1993) was used in our experiments for the integration of the two-dimensional 
vorticity equation (hereafter denoted by 2DV). It will be indicated in the 
descriptions of the experiments whether the first or the second order version of 
the time integrator was used. McLachlan et al. (1997) describes, that with some 
modification the integration algorithm used for the integration of the two-dimen­
sional vorticity equation can be used for the structure preserving truncation of 
the quasi-geostrophic equation. We carried out experiments with the two-layer 
quasi-geostrophic model (hereafter denoted by L2 QG). For details of the
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integration scheme see Appendix of Part I and McLachlan et al. (1997). The 
main advantages of this algorithm are its efficiency and the fact that it can be 
applied to the traditionally truncated aliased systems as well. This makes 
possible a fair comparison between the traditional and the structure preserving 
schemes even in extremely long term integrations.

6.2 Verification o f the conservation properties
6.2.1 Conservation o f the energy

Energy cannot be an exact invariant of the discrete Hamiltonian system even if 
the time stepping algorithm is symplectic. There is, however, a modified 
Hamiltonian in this case which is conserved and this ensures the boundedness 
of the energy error, in addition, the perturbation in the value of the Hamiltonian 
can be reduced to arbitrary small value with higher and higher order schemes 
(see Part I). Although the traditional spatial truncation conserves formally the 
energy and the enstrophy, the boundedness of energy errors over the time 
integration is not guaranteed. Possibly the fewer constraints exerted by the 
fewer formal invariants allow greater errors of energy. To investigate whether 
this conjecture is true, we calculated the relative energy error, (H(t)-H(0))/H(0), 
and compared the results obtained with the differently truncated systems.

The models were integrated from randomly generated initial fields for 106 
time steps at resolutions T1 and T2, and for 105 time steps at T13. The time 
step was uniformly set to 1.0 and the second order time integration scheme was 
used. Care should be taken when the results at the given resolutions are 
compared, because the uniform time step has different meaning for the different 
size systems. If the reciprocal of the average (potential-)vorticity 1 i f  is taken 
as a characteristic time unit, then the unit time step corresponds to f  nondimen- 
sional time units. Since a similarly defined characteristic time unit for the 
atmosphere is 105 sec, an atmospheric equivalent time step for the unit time step 
in the different size systems can be obtained by taking f  x  105 sec. The initial 
average vorticity was 0.09796 1/sec, 0.06091 1 /sec and 0.00801 1/secatTl ,  
T2 and T13, respectively, in the 2DV model, while the average potential 
vorticity in the L2 QG model runs were of the magnitude 10~2 1/sec at all three 
resolutions. With these initial fields, an equivalent atmospheric time step of 160 
min., 102 min. and 13 min. can be attributed to the discretized systems at T l, 
T2 and T13 in case of the 2DV model and a time step of about 15 min. to the 
L2 QG model at all three resolutions.

Fig. 1 shows the relative energy errors for the structure preserving and the 
traditional truncation at T2 and T13. The result for the structure-preserving 
truncation of the model at T l can be seen in Fig. 4a of Part I. At Tl the 
magnitudes of the relative errors obtained with the traditional truncation are the 
same (not shown), which can be the consequence of the fact that at T l even the
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a) T2, sine-bracket truncation, random init. cond.

b) T2, traditional truncation, random  init cond.
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|  -1.50E-01 
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c) T13, sine-bracket truncation, random init. cond.
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^.00E-05
time s tep s  (x 1000)

d) T13, traditional truncation, random init. cond.

Fig. 1. Relative error of energy over a 106 time-step integration of the 2DV model at T2 
started from randomly generated initial condition integrated with (a) the structure-preserving 
scheme, (b) the traditional scheme; relative error of energy over a 105 time-step integration 
of the 2DV model at T13 started from randomly generated initial condition integrated with 

(c) the structure-preserving scheme, (d) the traditional scheme.
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a) T13, trad itional truncation, random  init. cond.

b) T13, trad itional truncation, large sca le  init. cond.
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c) T13, trad itional truncation, random  init. cond.
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d) T13, trad itional truncation, large sca le  init. cond.
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Fig. 2. Relative error of the energy and of the 3-rd Casimir (C 3) over a 5 X105 time-step 
integration of the 2DV model at T13 integrated with the traditional scheme started from 
(a), (c) randomly generated initial condition, (b), (d) large scale (|fc| s3 ) initial condition.
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aliased truncation is Hamiltonian. Actually, the distinction “structure preser­
ving” vs. “traditional” are not very useful in case of the maximum truncation, 
since it does not reflect the algebraic structure of the schemes. At T1 the 
relative errors oscillate around a nonzero value but do not exhibit any 
increasing tendency. At T2 there are profound differences between the 
performances of the schemes (see Fig. la, b). The error bound is three orders 
of magnitude larger and the relative error seems to have an increasing trend for 
the traditional scheme. The behavior of the structure conserving model is very 
similar to that of the T1 case. The difference is similar at T3, and T4 (not 
shown) but is somewhat less pronounced at T13 (Fig. lc, d), especially with 
other initial conditions (see below the rotating cone experiment). At T13 the 
relative errors are oscillating around a nonzero value even in the traditionally 
truncated system. The relative energy curves obtained with the L2 QG model 
are not shown, since similar statements can be made about them as for the 2DV 
model runs.

It is not surprising that the truncation affects the results less at higher 
resolutions: a linearly growing number of constraints cannot control the 
evolution of a system with quadratically growing number of degrees of 
freedom. On the other hand, the constraints of statistical physics on the energy 
spectra can act only at higher resolution. Because of the validity of Liouville’s 
theorem these constraints are present in both systems. As it was indicated in 
Section 4.2.4 until the ratio of the average and the cut-off wavenumber is small 
and the energy spectrum is steep enough toward small scales, an improvement 
in the preservation of structure in the traditional schemes can be achieved. This 
idea was tested by confining the energy in the initial condition to the large 
( |k |s3 ) scales at T13 (Fig. 2a, b). As expected, the energy error in the 
traditional system is two orders of magnitude smaller than for random initial 
conditions. It suggests that the effect of misrepresented interactions are less 
pronounced. On the other hand, similar improvement can be seen for the 
sine-bracket truncation due to the reduction of the role of the ill-represented 
interactions between the high wavenumbers. One must not forget, however, that 
the reduced errors of the time integration scheme for smoother fields can also 
contribute to the improvement of the results.

6.2.2 Conservation o f the Casimir invariants

The conservation of Casimir invariants can also be characterized by their 
relative errors. The most important Casimir, the enstrophy (C2) is not only a 
formal invariant, but it is a very effective numerical constraint for both 
truncation strategies. The error of the enstrophy over a time step is ap­
proximately equal to the expectation of the roundoff error for both models.
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The higher order invariants, C ^-s  of the sine-bracket model were computed 
from N=3 up to N=2T  for the different resolutions. The results of T2 are 
shown in Fig. 3. Due to the fact that these quantities are conserved within the 
roundoff error over a time step, they also impose strong constraints on the 
model variables. Note that the high accuracy of the Casimirs was found 
independent of the model resolution and of the order of the invariants. The 
special role of Casimir invariants in long-term numerical integration is based 
on this fact: the conservation of the Casimir invariants is independent of the 
systematic errors that occur in the model variables. The Casimirs remain 
independent integration constraints for any time. That is why the purely 
enstrophy preserving schemes have a better performance in the effective 
conservation of energy than those ensuring the formal invariance of only energy 
(see. e.g. Sadourny, 1975).

T2, sine-bracket truncation, random initial condition

■ enstrophy ■ 3-rd Casimir —O — 4-th Casimir

Fig. 3. Relative error of the first three Casimir invariants in the sine-bracket truncation of 
the 2DV model at T2. The initial condition was randomly generated, the integration was 

carried out for 106 time steps.
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The smaller relative energy error for large scale initial fields can be 
attributed in parts to the smoothness of the vorticity field, thus it does not 
necessarily prove better structure conservation. A more appropriate indicator 
of the improvement in the preservation of structure is the relative error in the 
higher order Casimirs, which are not formal invariants in the traditional 
truncated system. Fig. 2c, d present the relative error of the finite analogue of 
Casimir C 3 versus time for different initial conditions at T13. Started from 
random initial conditions the relative errors oscillate around a 100 percent right 
from the beginning. When the large scale random initial conditions are applied 
the maximum relative error is only about 40 percent during the first part of the 
integration. This indicates that there is indeed an improvement, though not 
substantial, in the preservation of structure in the traditional scheme for suitable 
initial conditions.

Another way of verifying conservation properties of a truncated system is 
to investigate the behavior of the discrete analogues of the continuous Casimir 
invariants in the physical space. As in Hattori (1993), we transformed back the 
spectral coefficients of vorticity to the physical space, then calculated the 
flatness (F) and skewness (S) parameters that are combinations of discrete 
analogues of continuous invariants (of C4, C3 and C 2). Their definitions are 
the followings:

where f (k) denotes the vorticity at a grid point indexed by k of the lattice 
Q ={k| -T  < kv k2 <  T, T = {M- 1)/2}. These quantities are frequently used to 
characterize vorticity distributions in a statistical sense. In our approach they 
can be viewed as discrete approximations to quantities that are individually 
conserved in the continuous case. (Note that the denominator is the power of 
enstrophy, which is conserved even in the truncated systems to a high degree 
of precision). We calculated the values of these parameters for different initial 
conditions in the two differently truncated systems. The results for the 2DV 
model at T13 are summarized in Fig. 4.

One apparent common feature on the panels is that the individual conser­
vation laws are violated in all cases. Although the structure preserving schemes 
conserves their Casimirs accurately, these invariant quantities differ from the 
discrete analogues of the Casimirs of the original system, and their preservation 
does not guarantee the conservation of the latters.
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vo-fc-
T13, sine-bracket truncation T13, traditional truncation

T13, sine-bracket truncation T13, traditional truncation

Fig. 4. Flatness and skewness (Eq. (36)) parameters in the 2DV model truncated with the traditional and 
the sine-bracket truncation at T13 integrated from different initial conditions (indicated on the curves) for 103 time steps.



When the initial fields are randomly generated the value of the parameters 
tend to those characterizing normal distribution = 3.0 and S = 0.0) in both 
truncated systems. The evolution of vorticity distribution, however, seems to 
be highly dependent on the initial condition — at least on the time scale 
represented by 103 time steps. In case of large scale initial field or in the 
rotating cone experiment (described below), the investigated statistical 
parameters are far from that of a normal distribution. There are differences in 
details, but the behavior of the two schemes in case of large scale initial 
condition is qualitatively similar. In both system the distribution is broader than 
the normal (F  > 3 .0 ) and less symmetric (S  > 0 .0 , i.e skewed to the right).

In the third experiment the initial field was the discrete approximation of the 
vorticity field defined as

(37)

where r01, r02 are fixed numbers (r01 = 3 and rQ2 =7 were used in the cal-
_i l

culations at T13) and r  = (/-,,r2), |r|=  ((r1 -  r()]f  + (r2 -  r02)2j 2 and r() = (r?n + r?)2) 2 .

Visually, this field is a cone rotating around an axis at r 0 = (r01,rQ7) . The 
corresponding stream function field is

(38)

The latter can be written in the form

*  (r , 0)  = £  (r ,0)  = £  ^ , + 1 . (39)
i = 0  i  = o  1 + 1

that is, this initial condition defines a steady state solution of the continuous 
vorticity equation which is constrained by the first four Casimir invariants (see 
Eq. (3)).

With this initial condition both statistical parameters have much larger 
values. An interesting fact, that the sine-bracket truncation succeeds in
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preserving the initial value of the parameters up to about 400 time steps with 
this initial condition.

The cone defined in Eq. (37) is a steady solution of the continuous equation, 
and the initial fields are inevitably burdened with truncation errors. Unfor­
tunately, the stability of this steady solution cannot be determined with the 
criteria given by Arnold for the nonlinear (Liapunov-)stability of the flow (see 
Arnold, 1989, 335 pp). Keeping in mind that the eventual breaking down of the 
initial vorticity pattern can be the result of the instabilities inherent in the initial 
conditions, we use this initial field for comparing the performance of the 
different schemes in terms of the effective conservation of the first four 
invariants and the accuracy of the individual variables. It can be expected, that 
if the conservation of the first four invariants in the two schemes differ 
substantially, the computed states in the two systems will also diverge. Since 
the results are affected by high truncation errors in the numerical integration, 
the comparative experiments were carried out at different high resolutions with 
the first order scheme. The cone was defined in the physical space and the 
spectral coefficients were computed via Fourier interpolation at a spectral 
truncation T13, T40, and T62. The model was integrated for 2 x 105 time steps 
at T13. The time evolution of the fields is shown in Fig. 5a, c and Fig. 5b, d 
for the structure preserving and the traditional scheme, respectively. On the 
base of the results neither of the schemes can be judged superior to the other. 
After some initial jumping the energy of both systems oscillate around an 
energy level about 3 percent lower than the initial level (not shown). The 
magnitude of energy fluctuations in the traditional model is roughly half of that 
in the structure conserving one. The cone completely disappears by the end of 
the integration. The T40 and T62 versions of both models were integrated for 
5 x  103 time steps. In these experiments a cone of the same size was situated 
at the same part of the field as in the T13 case. Fig. 5e-l show the resulting 
vorticity and vorticity error fields at the final time. On the one hand the 
improvement of the results with increasing resolution is obvious, on the other 
the difference between the two models is hardly noticeable. The error fields in 
the sine-bracket model are a bit smoother and have slightly smaller extrema. 7

7. Summary and discussion

In this paper the effect of spatial truncation on the Eulerian atmospheric model 
equations was examined. We pointed out that traditional strategies inevitably 
violate the Jacobi identity, thus destroy the underlying Hamiltonian structure of 
the untruncated equations. At the same time these truncation methods neces­
sarily ruin the preservation of nonquadratic Casimir invariants. As it was shown 
in Section 4 both the Jacobi identity and the conservation of Casimirs fail 
because of the misinterpreted interactions between wavemodes whose structure
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T13s, vorticity, t=20 000 T13s, vorticity, t=50 000 T13, vorticity, t=50 000

T62s, vorticity, t=5 000 T62s, vorticity err., t=5 000 T62, vorticity, t=5 000

T40, vorticity err., t=5 000

T62, vorticity err., t=5 000

Fig. 5. Vorticity in the physical space in the rotating cone (Eq. 36) experiment (a-d) at T13, (e-f) at T40 and (i-l) at T62. Panels (a) and 
(b) show the vorticity field after 2xl04 time steps, while (c) and (d) correspond to the 5xl04-th time step in the structure-preserving and the 
traditional truncation, respectively. Panels (e), (f) and (g), (h) present the vorticity field and its error after 5xl03 time steps in the structure 

-J preserving and the traditionally truncated system, respectively, at T40. (i), (j) and (k), ([) is the same at T62.



function is distorted by the truncation. The number of misrepresented 
interactions is the largest for wavemodes that have a component close to the 
upper cutoff wavenumber. Consequently, an improvement in the conservation 
of the Hamiltonian structure can be achieved by reducing the role of the falsely 
represented interactions. This requires that the energy of the higher-wave- 
number modes should be kept at a relatively low level. At this point an analogy 
between the higher-wavenumber modes and free gravity wave modes of the 
primitive equation models can be drawn. In both cases the problem can be 
handled by processing appropriately the initial data and continuously dissipating 
the energy of the problematic modes. On the other hand, the analogue of the 
filtered models is the structure preserving sine-bracket equation. The price for 
the preservation of structure and conservation of more invariants, however, 
must be paid: the sine-bracket equation is not aliasing-free, the high wavenum­
ber interactions are distorted, and the higher order invariants (N >2) converge 
to the Casimirs of the untruncated system only in the limit T-*oo and if the 
vorticity field is smooth. Operational and research models of today follow the 
first strategy using higher and higher cutoff wavenumbers and scale selective 
viscosity and diffusion terms. The small scale structure of such models, 
however, should be handled very carefully because the interactions associated 
with them are not constrained by higher order vorticity-type invariants. This 
fact might contribute to the highly unstable evolution of perturbations initially 
dominated by small scale structures (Hartmann et al., 1995). The problem 
whether structure preserving schemes offer a better handling of these deficien­
cies can be investigated only on the base of extensive numerical experiments.

Another important aspect for the operational practice is the computational 
efficiency of the schemes. Executing all operations in the spectral space is 
supposed to have two main disadvantages: the high cost of evaluating the 
nonlinear terms and the difficulty to calculate some of the physical parameteri­
zation (see e.g. Haltiner and Williams, 1980). Although McLachlan’s algorithm 
keeps the whole computational procedure in the spectral space, it reduces, 
though does not eliminate, the first problem to solving an equivalent diagonal 
system of linear equations. An additional advantage of this algorithm is that it 
can be even more efficient in a parallel computational environment. While it 
cannot be foreseen whether similar efficient algorithms can be developed for 
more sophisticated systems and how the problem of physical parameterization 
can be handled for these schemes, this method demonstrates that the utilization 
of hidden symmetries in the equations may result in a substantial improvement 
of the computational efficiency.

For theory oriented studies focusing on the phase space geometry, however, 
the algebraic structure preserving schemes are rather appealing. For instance, 
the Hamiltonian structure of the five-component Lorenz’ model proved to have 
a crucial role in the precise definition of the slowest invariant manifold 
(Bokhove and Shepherd, 1996). This study, nonetheless, made use of the fact
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that the maximum truncation traditional scheme, a real vorticity-triad, has 
Hamiltonian structure. As we stated in the main body of this paper for 7" > 2  
there is no traditional truncated scheme, which retains the algebraic structure.

Finally, let us mention that while this study focused on the truncation of the 
Eulerian atmospheric equations there is another approach, the truncation of the 
Lagrangian equations themselves. There seems to be three different ways to 
realize this program: (1) application of the sine-bracket truncation to the 
Lagrangian equations (Rouhi and Abarbanel, 1993), (2) discretization of the 
action principle (Holm et al., 1985) and (3) geometric models based on the 
semi-geostrophic approach (Purser, 1997 and references therein). Notice, 
however, that while the first two approaches have the appealing feature of 
preserving the structure, they destroy the particle relabelling symmetries and the 
related conservation laws. The most promising approach retaining the particle 
relabelling symmetries and the individual conservation laws is based on the 
semi-geostrophic equations. Opponents of this approach argue that (1) in 
contrast to the geostrophic equations the semi-geostrophic equations cannot be 
derived from the primitive equations by a formal expansion with respect to a 
small parameter as the Rossby number and (2) the semi-geostrophic equations 
are singular at the equator. Neither is an obstacle to applying this approach to 
a series of dynamical meteorological problems for which the Lagrangian approach 
is more relevant (e.g. for simulating the development of a frontal zone).
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Appendix A

Proofs o f statements in Section 4.2. The fact that an aliasing-free truncated 
system in general is not Hamiltonian follows from the lemma below:
Lemma: Let a subsystem of the aliasing-free truncated system consist o f the 
variables corresponding to the wave vectors i, j ,  k, -i, -j, -k  satisfying the 
conditions i + j= k  and i x j  ^ 0 .  This subsystem, hereafter referred to as a 
vorticity-triad, possesses the following properties:
(J) It is Hamiltonian if and only if the spectral coefficients are real.
(ii) It conserves the energy and the enstrophy.

Proof: The structure matrix for the vorticity-triad subsystem is

i j k -i - j -k

i 0 a x j)fk 0* 0 0* a x i)r_j

j a x i ) f k 0 0* 0* 0 (i X j)f_,

k 0* 0* 0 ( i x j ) f j (j X i)f, 0

-i 0 0* a x i)$j 0 (i X j ) f .k 0*

-j 0* 0 (i X j)f, a x i)r_k 0 0*

-k (i (j X i)f_i 0 0* 0* 0

where star denotes matrix entries which are not zero in the original system, but 
contain dynamical variables that are not in the wave-triad subsystem. The 
structure matrix of the subsystem is clearly skew-symmetric, but the structure 
functions do not satisfy the Jacobi identity. This can be easily verified by 
substituting i, j, - i or i, j ,  -j for p, q, r in the Jacobi identity. Until this point, 
however, we did not make use of the reality condition, an important symmetry 
condition. Using of the reality condition the six-variable complex system can 
be replaced by an equivalent six-variable real system. The structure matrix for 
this real system is
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where the real variables fn, and fn, are defined as £n = £ni + i?nr (i is the 
imaginary unit).

Unless all imaginary components are zero the Jacobi identity cannot be
satisfied. This follows from Eq. (5) of Part I upon substitution of e.g. i r, j r,i' 
for p, q, r:

Similarly, replacing p, q and r by the index triads j r, i r, j '  and i r , k r,i' 
would require the vanishing of and fk,-, respectively.

On the other hand for purely real components the structure matrix reduces to

and the structure functions can be easily shown to satisfy the Jacobi condition. 
Thus property (i) is proved. Note that an analogue statement for a system 
consisting of purely imaginary components is not valid because the structure 
functions describing interactions between the imaginary parts contain real variables.

Conservation of energy follows from the skew-symmetry of the structure 
matrix, while the conservation of enstrophy is the consequence of
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(A.5)

which is equivalent to Eq. (2) applied to the enstrophy C2 = ^2  ^2  &■
x  = r,i k*

Feature (i) of the above lemma has the following important consequence:

Corollary: An aliasing-free truncation inevitably destroys the Hamiltonian 
structure.

Proof: An aliasing-free truncated system can be decomposed into a collection 
of wave triads. The skew-symmetry of the structure matrices of the wave-triad 
subsystems guarantees the skew-symmetry of the structure matrix of the 
complete truncated system. The truncated system, however, is not Hamiltonian, 
since there are wave triads, for which the “stared” coefficients of A .l still 
contain wave vectors out of the lattice and must be replaced by zero. An 
example for such wave triad is i = (7’- l ,7 ’), j  =(1, —1) and k = ( T , r - l ) .  If 
T>2,  the spectral coefficients associated with the wave vectors i + k ,  i - j ,  
j + k ,  j - i ,  k + i, k+ j ,  - i+ j ,  - i - k ,  - j + i ,  - j - k ,  - k - i  and - k - j  are 
definitely out of the truncation. At T = 1 the wave vectors i + k , k+i ,  - i - k , - k - i  
are within the lattice, thus the structure matrix for this subsystem contains 
additional terms compared to A. 1. The following entries of the structure matrix 
differs from that of a single wave-triad (A.2):

Again it is possible to find index vectors for which the Jacobi identity fails. Let 
p=i r, q= y  and r = i' then

(A. 7)
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Appendix B

We show that

C N E A,,--f„A
E n,=0

(B.l)

is not conserved in the aliasing-free truncation if N  >2.
If CN were a Casimir invariant, Eq. (2) would imply that

(B.2)

should be valid for each k E / .
Using the definitions of the structure functions (Eq. 10) and Eq. (B.l) the 

left-hand side of Eq. (B.2) reads

N

This double sum contains N-fold products of fe -s that obey e; = k and
i = 1

e, - k EI .  If the latter condition holds for all indices in the set {ej.-.e^} then 
the subsum of the N-fold products containing these fe -s in all possible per­
mutations is zero, as it was shown in the main body of the paper (see Eq. (14)). 
But in case of most index sets the second condition is not valid for all ei in the 
index set, and the summation takes the form

E (B.4)
{eilSfJS

N

where Rk(el ,...,eN) = ^  k  X e , (A -1)!. We prove that this sum cannot be zero
i = i

e , - k £ /

for all vorticity fields.



Suppose that Eq. (B.4) is zero for all possible spectral coefficients. Let L 
denote the number of {e(} sets in P̂ , and let us specify L different vorticity 
fields. Let pt be different prime integers greater than N  for z = 1,...,(M2-1). 
Introducing new indices r:/-»{l,...,(M 2-l)/2 }  that satisfy r (e )= r ( -e )  for each 

e G / ,  let ^ } = exp(ilvr(e)) and ^ ! l = e x p ( - i h r{e)) ,  where vr(e)=2ir //7r(e) and 
/G {0,1,...,L-1}. This choice guarantees that the N-fold products , are
all distinct. Let a f -  . The condition that Eq. (B.4) is zero for theJ h in
vorticity fields just defined yields a homogeneous system of linear equations for 
^ (e j .- .e ^ j- s  with constant coefficients:

(B.5)

Since the a, -s are distinct the coefficients form a nonsingular Vandermonde 
determinant and the system of equation has only trivial solution, that is all 
/?k(e1,...,eA,)-s should be zero. On the other hand it is easy to construct 
examples of {e,} for nonzero /?k(e1,...,eiV). Let k = (kv k2) and suppose that 
k2 > 0 . Take the index set (0,k2 - T - l ) , e2 = (a,T) and e3 = (£ j-a, 1) where 
|zz|, |ykj — zz| < T  and e^O  for i = 4,...,N. Since the first index e j - k  is out of 

the truncation, Rk(e1,...,eN) =k x (e2 + e3) = (T + k2 + 1)&, which is zero only if 
ytj = 0. In the latter case, however, take et = (0,k2 - T - 1), e2= (0,T) and 
e3= (-1,1) and R k will not vanish if k ?^0. The counter-example given shows 
that Eq. (B.4) cannot be zero for all vorticity fields.
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Appendix C

Invariants o f the sine-bracket truncation

As it is stated in a number of papers (e.g. Zeitlin, 1991; Dowker and Wolski, 
1992) the truncated system Eq. (17) can be written in the equivalent “bracket 
form” of

6 = _L[0,fl, (Cl)
2e

where i is the imaginary unit, e is as defined in the main text, 
_  _  t ( t )

0  (t)=22 fn(0Jn> f ( t )  = 7 ------ J„ and [.,.] denotes matrix commutation
n n I n 12

[fi,!/'] = flt/'-i/'fl. The J n-s are special M x M  matrices (they are generators of 
the vector space of M x M  Hermitian matrices) with the properties

Because of the multiplication rule Q N is also a linear combination of the J n -s

Let yj = — Fr om Eq. (C .l)  and the properties of the J n-s follows
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That is, the quantities c jv = — trQN are all conserved, though only M - 1 of
M

them are functionally independent (see e.g. Zeitlin, 1991). Due to the features 
of J n matrices these invariants can be written in the following form

In the last equality the following symmetry of the area function was considered

^(ip-.iAi) = -i4(i№...,ii). (C.6)
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A bstract—The land-surface model PROGSURF (Prognosis o f Surface Fluxes) is introduced 
and applied for analysing the water budget components at the station Cabauw in the 
Netherlands. PROGSURF gives the main emphasis to water budget modeling. All relevant 
water transport processes are treated: rainfall interception, canopy drainage, infiltration, 
surface runoff, soil water diffusion, root water uptake, evapotranspiration, conductance of 
water through roots and stems and subsurface runoff. Particular attention is paid to the 
parameterization of transpiration. The canopy surface resistance concept is applied by using 
Jarvis’ empirical formula. The effect of available soil moisture is parameterized via leaf 
water potential. The soil moisture change is simulated by a 3-layer diffusion type model.

By running PROGSURF using the Cabauw data set we obtain the following main 
results: evapotranspiration and runoff is -435 and 338 mm/year, respectively; annual mean 
of root zone soil moisture content is 0.345 m3/m3. Seasonal changes of water balance 
components are also suitably reproduced. Evapotranspiration (and thus indirectly soil 
moisture content and runoff) are very sensitive to the parameterization of available soil 
moisture; this applies both to the annual value and the seasonal change of the sensitive 
quantities.

Furthermore, we compare our results with those of the PILPS (Project for Intercom­
parison of Land-Surface Parameterization Schemes) Phase 2(a) experiment. The comparison 
reveals that the differences in the specification of the relevant PROGSURF parameters can 
be as important as the differences in the structure of the PILPS models. The results of this 
study may thus be useful for optimizing the transpiration schemes used in land surface 
models.

Key-words: surface water budget, transpiration, available soil moisture, complexity versus 
simplicity.

* The paper was presented at the 22nd General Assembly of EGS, Vienna, 21-24 April, 1997.

109



1. Introduction

Many aspects of land-surface hydrology parameterization are still not well 
understood. For example, the heterogeneity effect in up- and downscaling, the 
mechanism of transpiration, and the parameterization of the interaction between 
transpiration and other surface water budget components need to be improved. 
On the other hand, there is a permanent background for all modeling efforts: 
the aspect of complexity versus simplicity.

In the present study some of these aspects are considered. The surface water 
budget components are analysed by the aid of the land-surface model PROG- 
SURF (Prognosis of Surface Fluxes), developed jointly at University of Vienna 
and Eötvös Loránd University, Budapest. Most ingredients of PROGSURF are 
standard. The model gives emphasis to the water budget comprising a total of 
4 layers (vegetation layer plus three soil layers). Transpiration is parameterized 
using the canopy surface resistance concept in form of Jarvis' (1976) mul­
tiplicative formula. This implies specification of two governing relative 
conductances: one describing the atmospheric demand (relative stomatal 
conductance and one describing the available soil moisture (relative
stomatal conductance F ^ ) .  The effect of atmospheric forcing (radiation, air 
humidity and temperature) upon stomatal functioning is condensed into F ^. The 
available soil moisture (hereafter soil moisture availability) for evapotranspira- 
tion is represented by F ^ .  Two possible formulations of are investigated; 
both represent the relation among transpiration, soil moisture content and runoff 
in a different manner. Fma can be parameterized either via soil moisture content 
(Noilhan and Planton, 1989) or via leaf water potential (Choudhury, 1983; 
Sellers and Dorman, 1987; Lynn and Carlson, 1990; Acs, 1994). When 
parameterized with soil moisture content, there is no atmospheric demand effect 
represented in Fma. When parameterized via leaf water potential, the effect of 
the atmosphere is also implicitly contained in F ^  (De Ridder and Schayes, 
1997), in addition to being represented explicitly by Fad-

This study has a threefold aim. First, we document PROGSURF’s land- 
surface hydrology parameterization, including the parameterizations just 
mentioned. Second, for the Cabauw data we show that PROGSURF reproduces 
the annual mean as well as the annual course of the water budget components. 
Third, we demonstrate that transpiration (and thus soil moisture content and 
runoff too) is largely determined by the parameterization of F ^ .  The numerical 
experiments are performed in off-line mode using Cabauw data set with 
different modes of PROGSURF.

The paper is organized as follows: the land-surface hydrology paramete­
rization is described in the next section, the experimental site and the 
measurements are discussed in Section 3, the validation results are presented in 
Section 4 and the sensitivity experiments are discussed in Section 5. The 
conclusions are given in Section 6.
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2. The model

The land-surface model PROGSURF is mostly based on previous work of Ács 
(Ács et al., 1991; Acs, 1994; Ács and Hantéi, 1997, 1998). Variables and 
geometry of the model are schematically presented on Fig. 1. The core of the 
scheme is a 2-layer temperature prediction of the vegetation-ground system 
based on the force-restore method (Noilhan and Planton, 1989), plus a 3-layer 
diffusion type soil moisture prediction. Due to the overlap of the vegetation- 
ground system and the soil system the total number of layers is 4. The 
vegetation-ground system contains a vegetation layer and a soil surface layer. 
The index v refers to the vegetation; we shall use the words vegetation and 
canopy synonymously. Evapotranspiration is parameterized using surface 
resistance concepts. The canopy surface resistance is evaluated using Jarvis’ 
proposal for estimating soil moisture availability parameter via leaf water 
potential. The aerodynamic resistance is separately calculated above bare and 
vegetated soil surfaces using Monin-Obukhov’s similarity theory taking into 
account the atmospheric stability.

F ig . 1 . Schematic diagram of prognostic variables, energy and water fluxes and layers represented 
by PROGSURF. (T vg -  temperature of vegetation-ground layer; Tdg - temperature of deep-ground 
layer; M v - intercepted water stored in vegetation layer; 0n, 0sl - liquid and solid water content in 
the 1st soil layer, respectively; 0 2, 03 - soil moisture content in the 2nd and 3rd layer; R  -  net 
radiation; H  -  sensible heat flux; L  E  -  latent heat flux; G  -  soil heat flux; E  -  moisture flux; E b 
-  bare soil evaporation; P  -  precipitation; Q K), Q rl -  root water flux across the surface and the bottom 
of the 1st layer; Pinp Q i ,  Q i< Q-i ~ s°il water flux across the surface (infiltration) and the bottom of 
the 1st, 2nd and 3rd layer; Q runs, Q run{, Q run2, Q rUni ~ runoff from the surface and horizontal 
discharge from the 1st, 2nd and 3rd soil layer. Energy fluxes are shaded, water fluxes are black and 

all fluxes are positive in positive z-direction, represented by downward arrows.)
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PROGSURF is able to treat the case of frozen soil while the representation 
of snow is presently missing. Sub-gridscale variations of surface characteristics 
are not considered. We follow the convention to count all vertical fluxes to be 
positive if directed downwards. This implies, e.g., that the sign of evaporation 
and transpiration is practically always negative. In the following more attention 
is paid to the land-surface hydrology parameterization.

2.1 Soil moisture prediction

Diffusion-type moisture prediction is applied in the soil layers. The prognostic 
equations for the three layers (Fig. 1) are:

30,,
P w ' ^ t '  - f a -  =  ~  Q \ ~  Q r O ~  Q r l + E b ~  Q r u n \ ~ S p i  ^

where pw is water density; D, is the thickness of the ith soil layer; 6n , 6sl is the 
liquid and solid moisture content in the 1st soil layer, respectively; 02, 03 is the 
soil moisture content in the 2nd and 3rd soil layer, respectively; Pin{ is the 
water infiltrated into the soil (kg m’2 s’1); Eb is the evaporation from bare soil 
surface (kg m’2 s’1); and Qrl is the root water flux across surface and 
across the bottom of the 1st soil layer (kg m ’2 s’1); Q{ and Q2 is the water 
diffusion between the adjacent layers (kg m“2 s’1); Q3 is the gravitational 
drainage (kg m’2 s’1) and Qruni represents the lateral drainage in the /th 
layer (kg m’2 s’1). Soil w ater diffusion terms are positive downwards and 
negative upwards. The gravitational and lateral drainage terms are positive 
representing the outflow from the system. Sp is the source/sink term (kg m’2 s’1) 
representing soil water freezing or melting. It can be expressed as Sp = 
- (R + H + L • E -  G)/Lp where R is the net radiation, H  is the sensible 
heat flux, L ■ E  is the latent heat flux, G is the soil heat flux and Lf  is the 
latent heat of fusion. Sp > 0 when freezing and Sp < 0 when melting.
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2 . 2  Water fluxes

The governing water transport processes in the soil-vegetation-atmosphere 
system are the precipitation, the rainfall interception, the canopy drainage, the 
distribution of the effective precipitation into the infiltration and surface runoff, 
the vertical water movement in the soil, the root water fluxes, the evapotranspi- 
ration, the conductance of water through roots and stems and the subsurface 
runoff. In the following the parameterizations of these processes are briefly 
presented.

2.2.1 Effective precipitation, infiltration and surface runoff

The effective precipitation rate on the soil surface (P0) is defined by

P0 = P - P V + DV, (5)

where P is the rainfall intensity (kg m-2 s_1), Pv is its interception by vegetation 
and Dv is the water drainage from the canopy. Both latter terms are paramete­
rized after Sellers et al. (1986). P0 either infiltrates into the soil (Pinf) or runs 
off on the surface (Qruns) depending upon surface characteristics. This partition 
mechanism is parameterized as

where Wx = d fdsi-, 6sl is the saturated soil moisture content (m3/m3) and KSI 
is the saturated hydraulic conductivity (kg m 2 s-1) in the 1st soil layer. The 
parameterization does not take into account the orographical effects.

2.2.2 Evaporation and soil water transfer

Evaporation from bare soil is estimated by the aerodynamic formula evaluating 
soil surface resistance after Sun (1982). The water flow between the adjacent 
soil layers is estimated by
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where Keffi is an effective hydraulic conductivity between the ith and (i +1 )th 
(t =  1, 2) soil layers (kg n r2 s“1), Kt is the hydraulic conductivity of the ith soil 
layer (kg m '2 s_1) and T, is the soil water potential of the tth soil layer (m). 
Both latter terms are parameterized after Clapp and Hornberger (1978).

2.2.3 Water transfer in roots, stems and leaves

The root water flux (Q^) across the surface (kg irf2 s“1) is assumed to flow in 
the stems of plants. The continuity of water flow in soil-vegetation-atmosphere 
system requires to equate Q ^  with the transpiration (Evd):

where p is the air density (kg/m3 ), cp is the specific heat of air at constant 
pressure (J kg-1 K"1), y  is the psychrometric constant (hPa/K), es(Tvg) is the 
saturation vapor pressure at Tvg (hPa), er is the vapor pressure at reference level 
(hPa), rv is the canopy resistance (s/m) and rav is the aerodynamic resistance 
above vegetation (s/m).

The root water flux (Qr]) across the bottom of the 1st layer is estimated as 
a prespecified percentage of the flux across the ground surface (Chen et al., 
1997):

Qr l = 0 . 3 Q r0. (12)

Qrt is parameterized using leaf water potential (T v) according to van der 
Hornert (1948):

QrO P\v
* V- * R +ZT

r R  + r P

(13)
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where ^rR is the soil moisture potential in the root zone (m), zT is the canopy 
source-sink height (m), rR is the soil resistance in the root zone (s) and rP is the 
plant resistance imposed by the plant vascular system (s). rp depends on 
vegetation type; in our tests we used PILPS specified value of 2.5 x  108 s.

2.2.4. Subsurface runoff

Subsurface runoff is the sum of lateral and gravitational drainage. Lateral 
drainage is estimated for each soil layer (/ = 1, 2, 3) using the expressions

where At is the time step, 0, is the actual soil moisture content and 6^ is the soil 
moisture content at field capacity in the ith soil layer; WFt represents the net 
water flux in the ith soil layer and KSi is the saturated hydraulic conductivity in 
the ith soil layer.

The gravitational drainage rate from the bottom (Q3) is calculated by

where W3 is defined equivalently to Wj (see Eq. (7)).

(20)
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2.3 Resistances

To estimate evapotranspiration, it is necessary to determine aerodynamic and 
surface resistances. The aerodynamic resistance is evaluated using Monin- 
Obukhov’s similarity theory taking into account the atmospheric stability. It is 
split into laminar and turbulent terms distinguishing transports between 
momentum and heat/moisture. It is separately calculated above bare and 
vegetated soil surfaces. Here the attention is paid only to the canopy surface 
resistance formulation.

2.3.1 Canopy resistance

Canopy resistance is parameterized following Jarvis' method (1976):

(21)

where rstmin is the minimum stomatal resistance at optimal environmental 
conditions, LAI is the leaf area index (m2/m2 ) and GLF is the green leaf 
fraction (it expresses the fraction of green leaves ranging from 0 to 1; for 
parameter values see Table A2 in Chen et al., 1997). Fad and F^  expresses the 
atmospheric demand and the soil moisture availability effect upon stomatal 
activity, respectively.

Fad is split into three effects in a multiplicative manner:

(22)

where Fvr, Fah and Fal expresses the influence of absorbed visible radiation, air 
humidity and temperature, respectively. Fvr is parameterized after Gates (1981) 
while Fah and F^ after Jarvis (1976) and Dickinson (1984).

F^  is parameterized via leaf water potential as:

(23)

where T v and Atcr is the actual and the critical leaf water potential (m), 
respectively. At 4,v = 'kcr the stomata are completely closed. 4 ^  depends on 
vegetation type; for grass it is -230 m. 4'SJ? is the saturated soil water potential 
in the root zone (m); it is estimated as the weighted mean of 4r51 and 4 ^  (for 
their values see Table A l in Chen et al., 1997) as follows:
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To apply Eq. (23), it is necessary to determine 'kv. Combining Eqs. (10), (11), 
(13), (21) and Eq. (23) and after some rearranging, it is possible to get a 
quadratic equation for T v:

a ■'irv + b •'Tv + c = 0, (25)

where
a = r a v - (26)

b = AD ■ (rR + rp) -  (¥ *  -  ZT) ■ rav+ A- W SR -  v cr) -  V cr. rav, (27)

c'=-AD-  (rR + rp) ■ V cr + (* R -  zT) ■ * cr-rav,

c = c' -zl-(*R-z rM * 5R-* „ ) ,

(28)

(29)

and

AD = I f £ -  ■ veg • (1 - wif) ■ [*s (Tvp  -  er] , (30)

/1 =
r . Fsimin ad

LAI G LF'
(31)

The soil resistance in the root zone (rR) is expressed as

„ aR ■ PW
R ~ k r d r ’

(32)

where KR is the hydraulic conductivity of soil in the root zone (kg n r 2 s '1), DR 
is the root zone depth taken as 1 m. is a vegetation specific parameter for 
the root zone (m2), given by



(3 3 )

where VR is the volume of root per unit volume of soil in the root zone 
(m3/m3). Term VR is estimated from the total root density in the root zone (Rdet) 
and from the average root cross section (res). Rdel is calculated after Gerwitz 
and Page (1974) when the root density in the soil surface layer (Rdes) is known. 
For grass Rdes = 5500 m/m3 and res = 3.84 xlO -7 m2. KR and \pR are 
calculated as the weighted mean of their components analogously to Eq. (24).

The \pv value is obtained by solving Eq. (25),

*  ^ + [b2 - 4  a c]112 (34)
v 2 a

The other solution gives unrealistic results.

3. The Cabauw data set

There are three reasons for choosing data measured at Cabauw, the Netherlands 
in 1987:

(a) at Cabauw experimental station the measurements assured high quality 
values for the atmospheric forcing data, soil-vegetation parameters and 
the latent and sensible heat fluxes,

(b) the data series is long enough; it includes one full year providing a basis 
for testing model performance in terms of seasonal variations and

(c) the data set is chosen for the PILPS Phase 2(a) experiment which 
enables PROGSURF’s comparison with other land-surface schemes.

Cabauw site is located in the Netherlands (51°58’N; 4°56’E); plant cover 
consists mainly of short grass with narrow ditches. The climate in the area is 
characterized as temperate maritime type with prevailing westerly winds. The 
soil consists of two layers: a 1-m-deep layer of silty clay on the top of a 10-m- 
deep layer of peat saturated with water. The most important soil hydraulic 
characteristics are presented in Table 1.

The Cabauw data, provided by the Royal Netherlands Meteorological 
Institute, are obtained in the scope of a semi-operational measurement program 
with a high level of quality control. The atmospheric forcing data (downward 
shortwave and longwave radiation, precipitation, surface atmospheric pressure,

118



near surface air humidity, temperature and wind speed) refer to the height of 
20 m (reference height). For evaluation of scheme outputs, energy-flux data 
including sensible and latent heat fluxes, net radiation, upward longwave 
radiation and soil heat flux are available. The sensible and latent heat fluxes 
were not measured directly. The former was derived from temperature and 
wind profile data using modified flux-profile relationship while the latter is 
estimated as a residual of the surface energy balance (Beljaars, 1982). When 
any of the measurements for the energy-flux variables were not available, data 
were derived from a parameterization scheme which has been calibrated locally 
and tested extensively against observed data (Holtslag and Van Ulden, 1983). 
The Cabauw data used in the PILPS Phase 2(a) experiment refer and cover the 
entire year of 1987. Both the forcing data and the energy fluxes are available 
on a 30-min interval. The details are described in Beljaars and Bosveld (1997).

Table 1. Soil hydraulic characteristics at Cabauw site

Soil porosity 0.468

Soil moisture content at field capacity 0.370

Soil moisture content at wilting point 0.214

Saturated hydraulic conductivity (m/s) 3.4341 X 10‘6

Saturated soil water potential (m) -0.045

‘ET of Clapp and Hornberger (1978) 10.39

In the numerical experiments the PROGSURF is always initialized, as all 
schemes in PILPS 2(a) experiment, by saturating all liquid water stores and 
setting all temperatures to 279 K. The land-surface parameters are specified as 
designed in PILPS 2(a) comparison experiments (see Appendix in Chen et al. 
1997).

4. Results o f validation

The land-surface hydrology parameterization in PROGSURF is validated 
comparing (a) annual values of simulated and observed evapotranspiration and 
runoff and (b) annual course of simulated and observed evapotranspiration.

The annual partition of the amount of precipitation into evapotranspiration 
and runoff is presented on Fig. 2. In this case evapotranspiration is practically
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equal to transpiration because the vegetation coverage is full. The results refer 
to the equilibrium year. Equilibrium was defined as being the first occasion that 
the January mean values of the surface temperature, latent and sensible heat 
fluxes and root-zone soil moisture did not change by more than 0.01 K,
0.1 W/m2 and 0.1 mm, respectively, from year N to year N +1; the equilibrium 
time (spinup time) was then N years. PROGSURF’s spinup time is 2 years.

The evapotranspiration and the runoff estimated by PROGSURF are -435 
and 338 mm/year, respectively. The evapotranspiration and the runoff obtained 
by measurements and output analysis of the ECMWF (European Centre for  
Medium-Range Weather Forecasts) land-surface model (for details see Viterbo 
and Beljaars, 1995 and Beljaars and Bosveld, 1997) are about -525 and 250 
mm/year, respectively.

The annual course of evapotranspiration simulated by PROGSURF (on 
the figure noted as Psi-PROGSURF) is presented on Fig. 3. The seasonal 
change of evapotranspiration is strong. In winter the values are small 
(around and under -10 mm/month); in summer they change between -70 and 
-100 mm/month. The absolute value of the maximum is 99 mm/month and 
appears in July. The root-mean-square error for simulated and observed values 
is 9.5 mm/month; it means that the agreement is suitable.
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Fig. 2. Distribution of annual runoff and evapotranspiration at Cabauw experimental station 
in 1987. The estimations are obtained by the different versions of PROGSURF and by the 
models participating in PILPS Phase 2(a) experiment (for details see Fig. 10 in Chen et at., 
1997). Psi is a PROGSURF run with soil moisture availability parameter represented 
via leaf water potential; Theta is a PROGSURF run with Fml represented via soil moisture 
contents; ISBA is a run with ISBA model; SWAP means a run with SWAP model; and OBS

are the observed values.

120



1 2 3 4 5 6 7 8 9 10 11 12 1

Time (month)

Fig. 3. Annual course of evapotranspiration simulated at Cabauw in 1987 
by different versions of PROGSURF.

5. Sensitivity tests

In this chapter the sensitivity of the model performance to soil moisture avail­
ability (F ^)  formulation is tested. In PROGSURF, F^  is estimated via leaf 
water potential. Both the soil moisture and the atmospheric demand effects 
(radiation, air temperature, humidity and aerodynamic resistances) are 
represented in this relatively complex formulation of Fma.

Nevertheless, F^  can also be parameterized in a very simple way via soil 
moisture contents

1 for VI<3̂

e-e . . .
for e w < e  < e f

O r K
0 for

(35)

where 6, 6f  and 0W is the actual, the field capacity and the wilting point soil 
moisture content in the root zone (m3/m3), respectively. The atmospheric 
demand effect is not represented in this formulation of Fma.

A comparative analysis of two different versions of PROGSURF has been 
made to study the annual and seasonal characteristics of water budget
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components from the aspect of complexity versus simplicity. In the Psi- 
PROGSURF version F^  parameterized by Eq. (23), while Eq. (35) represents 
the parameterization of F^  in the Theta-PROGSURF version.

5.1 Annual characteristics

The spinup time of Psi and Theta is 2 and 3 years, respectively. The distri­
bution of precipitation between evapotranspiration and total runoff is presented 
on Fig. 2. The output obtained by Psi is in much better agreement with the 
observation than that estimated by Theta. The runoff produced by Theta is 
about 384 mm/year. In spite of this, Psi-PROGSURF’s runoff is 338 mm/year 
which is closer to the observed value of 250 mm/year. Similarly, evapo­
transpiration obtained by Psi (-435 mm/year) is much closer to the observation 
(-522 mm/year) than the one obtained by Theta (-389 mm/year).

5.2 Seasonal changes o f the water balance components 

The monthly water budget is:

P + E  +Q . = A 0  , (36)j  j  run] J '

where j  is the month index. P, E  and Qrun are the monthly sum of precipitation, 
evapotranspiration and total runoff, respectively. Total runoff is the sum of the 
surface runoff Qruns , subsurface lateral flows QmnX, <2ran2, Qrun3 and gravitati­
onal drainage <23. A9 is the change in total soil water storage (defined as 
[0J+02 + 03] x  10 m) from the beginning to the end of the month.

The annual course of observed precipitation is presented on Fig. 4. The 
annual course of E  and Qrun obtained by the PROGSURF modes are presented 
on Figs. 3 and 5. The differences in evapotranspiration calculated by the modes 
are most pronounced in summer with a maximum in July. Theta-PROGSURF 
tends to underestimate the absolut value of the evapotranspiration as compared 
to the observation. The root-mean-square errors for Psi- and Theta-PROGSURF 
are 9.5 and 11.5 mm/month, respectively. Total runoff is mostly originated 
from the gravitational drainage. Qmns, Qrunl, Qrunl and Qrun3 are negligible, 
since their values are about 10 mm/year (not presented here). The annual 
amplitudes of E  and Qmn simulated by Psi are greater than the ones simulated 
by Theta. During most of the winter (months 1-4) Qrun is between 35 and 45 
mm/month, about the same for both runs. In summer Theta seems to overes­
timate the runoff as compared to Psi. Therefore the standard deviation of Qmn 
obtained by Psi (3.1 mm/month) is somewhat greater than the one obtained by 
Theta (2.3 mm/month).
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Time (month)

Fig. 4. Annual course of precipitation observed at Cabauw in 1987.

The annual course of soil water change in total soil depth (0-10 m) is 
presented in Fig. 6. Soil water change in total soil depth is significant in April 
and October. In April the soil water content decreases; in October the situation 
is reversed. The changes obtained by Theta are smaller than those of Psi. In 
summer the change is quite variable for both versions of PROGSURF. The 
standard deviation of AO obtained by Psi and Theta is 3.9 and 4.0 mm/month, 
respectively.
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Fig. 5. Annual courses of total runoff.
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Fig. 6. Annual courses o f soil water change in total soil depth of 10 m.

The annual course of soil water in the root-zone (6l + 62, layers 0-1 m, see 
Fig. 1) is presented on Fig. 7. The annual course obtained by Psi-PROGSURF 
is between about 280 and 390 mm. The corresponding annual mean value is 
345 mm. This is in accord with the other PILPS estimates (see Fig. 15 in Chen 
et al., 1997). In summer, Theta overestimates soil water in the root-zone with 
respect to Psi. The standard deviation of (dx+02)  x  1 m obtained by Psi and 
Theta is 12.2 and 11.6 mm, respectively.
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Fig. 7. Annual courses of root-zone soil water.
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6. Conclusions

The land-surface hydrology parameterization in the model PROGSURF has 
been presented. PROGSURF contains 2 vegetation-soil layers and 3 soil layers; 
these systems overlap each other and represent a 4-layer model. Modeling of 
the transpiration is the core of the vegetation component. It is implemented 
using the canopy surface resistance concept with Jarvis’ multiplicative formula. 
The moisture availability is parameterized via leaf water potential 'Pv. Diffusion 
type soil moisture prediction is the core of the water transport module. Surface 
runoff is treated using both Horton and Dunne mechanisms (Entekhabi and 
Eagleson, 1989). Gravitational drainage is simply represented through soil 
water conductivity as parameterized by Clapp-Hornberger’s (1978) empirical 
formula.

PROGSURF has been run using the 1987 data from Cabauw, the Nether- 
land, taking exactly the same specifications that have been applied in the PILPS 
campaign (Chen et al., 1997). PROGSURF satisfactorily reproduces both the 
observed annual mean values and the seasonal changes of water fluxes and soil 
moisture content in the root zone. For example, the annual evapotranspiration 
and runoff is -435 and 338 mm, respectively. The corresponding observed 
values of E and Qrun are -522 and 250 mm.

The sensitivity of water budget components to different formulations of Fma 
is also studied. The standard formulation of Fma via leaf water potential (Psi- 
PROFSURF) is compared to Fw  represented by soil moisture contents (Theta- 
PROGSURF). When Fma is parameterized with soil moisture contents, there is 
no atmospheric demand effect. On the other hand, when Fma is parameterized 
via leaf water potential, the effect of the atmosphere is implicitly contained in

(De Ridder and Schayes, 1997), in addition to being represented explicitly 
by Fad■ Our test results give pronounced differences for the water budget 
components. The deviation in evapotranspiration estimated by Psi- and Theta- 
PROGSURF is 58 mm/year. This value is as great as the deviations between 
some PILPS models of completely different structure (see Table 1 in Chen et 
al., 1997). For example the difference in evapotranspiration between ISBA 
(Interaction Soil Biosphere Atmosphere) and SWAP (Soil Water-Atmosphere- 
Plant) is about 50 mm/year. These results suggest that the differences in the 
choice of the relevant PROGSURF parameters can be as important as the 
differences in the structure of a large class of land surface models like the ones 
studied in PILPS.

Further investigations are needed to understand the governing mechanism, 
which we have tried to represent in PROGSURF still better. Similar tests 
should also be performed for other climatic regions. It is hoped that further 
intercomparison campaigns presently in preparation may be useful for 
optimizing the transpiration subroutines seeking the balance between physics 
and complexity (Henderson-Sellers et al., 1993).
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Abstract—Field experiment was conducted during the wet season of 1994-95 to study the 
influence of time of submergence and foliar spray of potassium chloride on plant water 
status and grain yield of semi-dry rice. The results indicated that the foliar spray of 1% 
potassium chloride (KC1) on the 30th day after sowing (30 DAS) followed by flooding 
delayed up to 45 and 60 DAS improved the plant water status by means of reduced leaf 
temperature and transpiration rate.

Key-words: semi-dry rice, submergence, potassium chloride, plant water status, transpira­
tion, leaf temperature, yield.

Semi-dry rice (dry seeded bunded rice) refers to rice which is sown on dry 
seedbed as an upland crop taking advantage of monsoon rain. At the fourth or 
fifth leaf stage, when the seasonal rains intensify or sufficient water supply is 
available from the canal, the field is submerged like wet land rice (Lubigan and 
Moody, 1982). The major barriers of improving the productivity of rice in this 
system are moisture stress at different growth stages, percolation loss and 
inefficient use of plant nutrients.

A field experiment was conducted at Tamil Nadu Rice Research Institute, 
Aduthurai, India during the wet season of August 1994 -  January 1995 to study 
the effect of potassium chloride on plant water status of semi-dry rice (variety 
CR 1009) at different time of flooding (viz. 30, 45 and 60 DAS). The rice was 
sown on clay loam soil with pH 7.2 and organic carbon 0.38% while available 
N, P and K content were 220, 13.8 and 256.2 kg/ha, respectively. Foliar spray 
of KC1 was given on the 30 DAS as drought mitigation. Measurements of 
transpiration rate, leaf temperature and relative leaf water content were taken
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at tenth day after the foliar spray of KC1. Standard errors for mean difference 
(SEd) and critical difference (CD) were worked out at 5% probability level 
(Gomez and Gomez, 1984).

The results are shown in Tables 1 and 2. Adequate supply of potassium 
during water stress condition made the guard cell turgid around the stomata and 
led to regulation of transpiration (Breg, 1972; Duraisamy and Rosenberg, 
1977). This might be due to increased K ion content, which facilitates water 
uptake by increasing the osmotic potential of root cells and xylem sap (Steineck 
and Header, 1978) under water stress. Potassium has an effect on the 
maintenance of cell turgidity and helps to reduce the leaf temperature by 
transpirational cooling of leaves.

Table 1. Effect of time of submergence on semi-dry rice

Submergence Transpiration 
(mmol H20
m"2 sec-1)

Leaf
temperature

(°C)

Relative leaf 
water content

(%)

Water use 
efficiency 

(kg ha-1 mm“1)

Dry matter 
production 
(kg ha“1)

Grain yield 

(kg ha-1)

30 DAS 12.53 26.43 85.16 2.74 10261 4894

45 DAS 11.36 28.78 76.41 2.84 10252 4788

60 DAS 11.10 29.39 75.60 2.67 9418 4255

SEd 0.26 0.23 0.39 0.03 66 103

CD 0.92 0.63 1.09 0.08 184 286

Table 2. Combined effect o f the time of submergence and of KC1 on semi-dry rice

KC1 (1%)

Submergence Transpiration 
(mmol H20  

m"2 sec-1)

Leaf
temperature

(°C)

Relative leaf 
water content

(%)

Water use 
efficiency 

(kg ha“1 mm-1)

Dry matter 
production 
(kg h a '1)

Grain yield 
(kg h a '1)

30 DAS 12.11 26.72 88.38 3.25 11337 5830

45 DAS 9.15 26.58 80.65 3.28 11331 5682

60 DAS 9.71 26.92 78.14 3.08 11190 5027

s e d 0.37 0.49 0.60 0.05 113 153

CD 0.89 1.06 1.40 0.12 256 NS
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In agreement with Ali (1985) we can say that under water stress condition, 
KC1 spray given on 30 DAS improved the water status of plants by means of 
reducing the leaf temperature and the transpiration rate for a shorter period. 
The subsequent flooding on 45 DAS improved the uptake of nutrients and the 
water use efficiency favouring increased growth and yield in semi-dry direct 
sown rice.
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=— = BOOK REVIEW

M. Yoshino, M. Domros, A. Douguedroit, J. Paszynski and L. Nkemdirim 
(eds.): Climates and Societies — A Climatological Perspective. Kluwer 
Academic Publishers, Dodrecht, Boston, London, 1997. 11 + 408 pages, 127 
figures, 42 tables and several photos.

In the 1970s a comprehensive scientific activity began related to the impact of 
climate on human life and the effect of humans on climate. Series of inter­
national cooperations were organized, like World Climate Programme (WCP), 
International Geosphere-Biosphere Programme (IGBP). Intergovernmental 
Panel on Climate Change (IPCC), Working Group on Tropical Climatology 
and Human Settlements, International Association on Meteorology and Physics 
(IAMAP), etc. These wide international cooperations have stored up a great 
deal of new scientific informations and knowledges, partly published in 
different periodicals and journals.

This book is written by some of the world’s leading climatologists and 
environmental scientists. It addresses many of issues raised in the debate on 
global change, providing new insights into climate and its integration into space 
and time organizations of societies. The volume contains three main parts:

(1) Climatic changes and variability.
(2) Climate on regional scale including climate related problems in major 

climatic regions ranging from tropics through the temperate zone to 
the Poles.

(3) Human-climate relationships on local scale.
The introduction was written by Masatoshi Yoshino. The first greater part 

consists of 6 chapters written by A. Douguedroit; J. Zhang, Y. Yasuda and M. 
Yoshino; Fr. Serre-Bachet; C. D. Schonwiese; H. Le Treut; A. Douguedroit,
J.-P. Marchand, M.-F. de Saintignon and A. Vidal.

The introduction, entitled “Human activities and environmental change: a 
climatologist’s wiew”, presents data on emissions of greenhouse gases in 
several countries of Asia, Australia and the Philippines. The author 
emphasizes the importance of environmental education and outlines the changes 
in ecosystems, agricultural products, sea level.

Chapter 2.1 (Climate variability and societies) presents two approaches of 
climate: a physical and a social approach. Among others the reader encounters 
problems of telecommunication and ENSO events in this chapter. Chapter 2.2 
(Climate change in post glacial period in monsoon Asia) is remarkable as far 
as the warm/cold or wet/dry periods in the last 18000-year period are

133



considered. Climatic information sources and climate reconstruction methods 
are the subjects of Chapter 2.3 (Approaches to climatic variations during the 
historical era). The next chapter (2.4) deals with some statistical aspects of 
observed regional and global climate change within the instrumental period 
including autocorrelation spectral analysis, maximum entropy spectral analysis 
and so forth.

Chapter 2.5 (Climate of the future: on evaluation of the current uncertain­
ties) gives a good review on achievements of the IPCC researches. Chapter 2.6 
(Impacts on the climate variability on human activities) is a comprehensive 
summary of the topic.

The next great part, entitled “Regional Scales Climates” consists of 
Chapters 3.1-3.7 and deals with topics like society-climate systems in tropical 
Africa, climate and life in the Caribbean Basin, climate and societies in 
Southeast Asia, climatic and pathological rhythms in a humid tropical area (the 
case of the Philippines), possible impact of the climatic change and variability 
on agriculture in South America, climate and agriculture in China and the 
climates of the polar regions.

The last part, “Local scale climates” including Chapters 4.1-4.5, gives 
reviews on problems of local climate and man, namely on interactions of man 
and climate in urban world, the influence of urbanisation on the local climate 
and the influence of urban climate on man, climates of tropical and subtropical 
societies, air pollution (a local problem becomes a global problem), agricultural 
landuse and local climate.

The authors of these chapters are as follows: O. Ojo; L. C. Nkemdirom;
K.U. Sirinanda; J. Perard and J.-P. Besancenot; F.- Santibahez; A.-L. Jiang; 
T. Niedzwiedz; J . Paszynski; F. Wilmers; E. Jauregui; H. Wanner; M. 
Yoshino.

Besides the great variety of subjects, this book provides numerous sources 
of up-to-date knowledge on past, present and future climates, their problems 
and impacts.

G. Koppány
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NEWS

BSRN 5th Science and Review W orkshop

The BSRN (Baseline Surface Radiation Network) is one of the subprogrammes 
of WCRP (World Climate Research Programme). Its purpose is to establish 
20-30 surface radiometric stations to provide most reliable radiation data for

-  deriving of climatic trends in radiation parameters;
-  validating of surface radiation products derived from satellite measure­

ments.
The BSRN started in 1988 in Wurzburg (Germany). The 5th Workshop was 

held in Budapest from 18 to 22 May, 1988. The objective of this workshop 
was to bring BSRN scientists, station managers, data users and experts in areas 
related to BSRN activities together to review

-  the status of the implementation of the network;
-  the latest developments in instrumentation and operational procedures, 

data management and quality control;
to discuss some of the scientific progresses achieved as a result of availability 
of the BSRN data archive; and to consider future needs and plans for the 
BSRN.

The meeting was attended by 43 participants, the largest number in the 
history of BSRN workshops. The participants presented nearly 20 station status 
reports and more than 20 technical and scientific reports.

The longest discussion was paid to the “BSRN Operations Manual (Version 
1.0)” compiled by Dr. Bruce McArthur (Canada). This manual will be 
available at the WCRP Office’s web site. It contains sections on sampling 
frequency and accuracy requirements for BSRN stations, the siting of the 
stations, the installation of radiation instruments, solar tracking devices, data 
acquisition, station maintenance, radiation instrument calibration, radiation data 
reduction and quality assurance procedures as well as a variety of ancillary 
information in the annexes.

The BSRN Working Group approved a 4-page document entitled: “BSRN 
data release policy” . It was compiled by a subgroup that had been nominated 
during the 1996 meeting in Boulder (USA). The basic idea is to defend the 
interests of the station scientists who produce the data.

Other items addressed during the meeting:
-  aerosol optical depth,
-  geometry of pyrheliometers and diffusometers,
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-  all-weather cavity pyrheliometers,
-  UV-B measurements, liaison to GAW program,
-  pyranometer offsets,
-  photosynthetically active radiation,
-  complete literature search for existing published papers on the perfor­

mance and characteristics of thermopile based radiometers used for 
solar and terrestrial irradiance measurements,

-  albedo and surface properties,
-  longwave irradiance reference,
-  longwave data reduction,
-  shortwave leak in pyrgeometer domes,
-  cloud base height,
-  pyrgeometer characterization, calibration and classification.

A comprehensive report on this BSRN meeting will be compiled by Roger 
Newson and Hans Teunissen (WCRP Office) and it will be published by the 
WMO in the second half of 1998.

The next workshop is planned for the year of 2000.

Major György
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Abstract—Annual atmospheric sulfur budgets over Hungary for the period of 1980-1996 
are investigated in the paper using simple mass balance equations. It was found that the 
sulfate budget is almost balanced over the country, however, regarding sulfur-dioxid, 
Hungary is still a net atmospheric exporter in spite of the fact that Hungarian S02 emission 
decreased significantly during the past years. Data for the atmospheric sulfur concentration 
and deposition gained from the Hungarian regional background air pollution monitoring 
network are also presented for the period investigated.

Key-w ords: S02-emission, sulfur deposition, atmospheric budget, long-range transport. 1

1. Introduction

Sulfur components play significant role in acid rain formation. In addition, 
fine size range sulfate particles can reduce the effect of potential global 
warming — at least on regional scale — through the direct reflection of 
incoming solar radiation back to the space. Emission of S02 has changed 
significantly in Europe during the last 15 years which should also be resulted 
in the temporal variation of the atmospheric sulfur budget of Hungary. On the 
basis of the method used, the horizontal transport of sulfur can be estimated so 
conclusions can be drawn on the role and its temporal variation of Hungary in 
the European atmospheric sulfur budget.

The calculations were made for a box over Hungary up to the tropopause 
without any exchange with the stratosphere. It is assumed that there is no 
accumulation of sulfur in the box over a year’s period which means that the 
gains and losses of the box are equal on an annual average.
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2. Equations used for the calculations

The mass balance equations for S 02 and sulfate can be given as follows:

( i )

where
E: S02 emission from the surface,
Aim and A*m : import terms for S02 and sulfate,
Aex and Ae* : export terms for S02 and sulfate,
Ddry and Ddry: dry deposition of S02 and sulfate,
Dwet and D*et\ wet deposition of S02 and sulfate,
T: mass of S 02 transformed into sulfate over the country.

(2)

Let

These terms are calculated using the mass balance equations (Eqs. (1) and (2)):

3. Emission o f  sulfur compounds in Hungary

The natural source strength of sulfur species has been estimated on the basis of 
data compilation by Várhelyi and Gravenhorst (1981). These authors estimated 
the average continental emission to be 0.01-0.03 g S n r2 a“1. Thus, the corre­
sponding value for Hungary is in the order of 10“3 Tg S a '1 (1 Tg = 1012 g). 
Anthropogenic sulfur emission data — which is represented in the form of S02 
release — are based on the official national reports of the Ministry of Environ­
ment, Hungary. The annual emission values are shown in Fig. 1. It can be seen 
that the release of sulfur dioxid has been decreasing since the early 80’s. Its value 
was 0.82 Tg S a-1 in 1980 and 0.38 Tg S a-1 in 1996. The decrease can be 
explained by the reduced industrial activity of the country and — from the 90’s —
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by the replacement of out-of-date technologies by less energy consumer and 
more environment friendly ones. Coal, which was used for home heating widely 
during the previous decades is now also being replaced by natural gas which 
causes only very low sulfur emission from the heaters. * 4

year

Fig. 1. Temporal variation of S 0 2 emission from Hungary.

4. Concentration of S02 and sulfate over Hungary

Monitoring of S02 and sulfate under regional background conditions was started 
in the 70’s in Hungary. The longest Hungarian measurement record is available 
from K-puszta. In the early 80’s Farkasfa station also joined the S02 monitoring 
activity. Since 1996 there have been two additional regional background stations 
in operation in Hungary measuring also S 02 and sulfate. Locations of stations 
are mapped in Fig. 2.

Temporal variation of S02 and sulfate concentrations under regional 
background conditions at K-puszta station is shown in Fig. 3. Due to the fact 
that during the period of 1992-1994 a lot of S02 data were missing for 
technical reasons, annual averages used in the atmospheric budget calculations 
were taken from the EMEP calculations (.Barrett et al., 1995). One can see 
from the figure that S 02 concentrations were higher in the first half of the 
period investigated (1980-1988) than in the second one. It is in accordance with 
the reduced sulfur emission from Hungary and other European countries.
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Fig. 3. Temporal variation of S02 and sulfate concentration.

5. Atmospheric S 02-sulfate transformation and sulfur deposition
over Hungary

The oxidation process of S 0 2 in the troposphere is initiated by its reaction with 
free OH“ radicals producing S 0 3 in two steps. Then S03 reacts with water 
vapour producing sulfuric acid. Transformation ratio can be estimated by both 
laboratory experiments and direct field measurements. The results show
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relatively big variation (Warneck, 1988). Laboratory experiments indicate lower 
values for the intensity of transformation which can be explained by the fact 
that liquid phase atmospheric reactions might speed up the transformation of 
sulfur dioxide into sulfate. In present paper the transformation ratio of 
3.6%/hour was used for the calculations measured by Horváth and Bónis 
(1980).

Dry deposition of atmospheric sulfur compounds can be determined by 
multiplying the averaged concentration near the surface and deposition velocity. 
This latter value was taken from the field measurements of Horváth et al. 
(1996) who carried out vertical profile measurements for S 02 and meteorolog­
ical parameters in Hungary so that to estimate the dry flux of S02 from the 
atmosphere onto the surface. Based on their measurements and calculation an 
annual average of 0.6 cm s '1 was used for atmospheric budget estimations. Dry 
deposition velocity for sulfate particles was taken from Möller (1983). Its value 
is 0.1 cm s^1.

Fig. 4. Temporal variation of S 02-sulfate transformation and 
wet deposition of sulfur over Hungary.

Long-term variation of sulfur wet deposition as well as S02-sulfate 
transformation is plotted on Fig. 4. Wet only samplers at 10 background sites 
of Hungary were used for collecting precipitation samples. Wet deposition of 
sulfur is estimated by averaging the wet deposition rates from the stations. It
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can be seen from the figure that the lowest deposition rate were detected in 
1992 and the highest in 1985. Since the wet deposition of sulfur dioxide and 
sulfate can only been measured altogether as the sulfate content of precipitation, 
it was needed to separate the rain-out and wash-out processes for S 02 and 
sulfate. Scavenging ratios applied in the EMEP model (Barrett et al., 1995) 
were used for our budget calculations.

6. The atmospheric sulfur budget over Hungary

The differences between horizontal atmospheric import and export terms (see 
Eqs. (3) and (4)) are plotted in Fig. 5. Sulfate budget is more balanced as 
compared to that of sulfur-dioxide. Its largest negative value was calculated for 
1987. During the last four years it was going to be close to zero. Regarding 
AD, its value was strongly negative in the early 80’s. During the period of 
1993-1996 it is stabilized at around -0.20 Tg S a-1. It means that even in 1996, 
more sulfur dioxide was exported horizontally in the atmosphere from Hungary 
than the country imported from other countries, so Hungary is still playing a 
net exporter role in the European sulfur budget. In Fig. 6 it is plotted how 
much percent of the Hungarian sulfur emission is compensated by total sulfur 
deposition and transformation. Its lowest value was detected in 1990 while the 
highest one — over 50% — in 1985.

Fig. 5. Temporal variation of horizontal transport terms of sulfur over Hungary.
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Fig. 6. Hungarian sulfur emission compensated by total deposition and transformation.

7. Conclusions

Although the sulfur dioxid emission of Hungary decreased rapidly during the 
last decade, the country still plays a net atmospheric exporter role for sulfur 
dioxide in Europe. Atmospheric sulfate budget is balanced, thus the amount of 
sulfate imported by the country is roughly equal to that of exported by 
Hungary. It is expected that sulfur budget will also vary in the future due to the 
continuous completion of the second Sulfur Protocol: Hungary should reduce 
its sulfur-dioxide emission by 50% until year of 2005 and by 60% until 2010 as 
related to the emission level reported in 1980. On the basis of these numbers, 
Hungarian S02 emission in 2010 must not exceed the limit of 0.327 Tg S a-1.
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Abstract—One of the most important statistical characteristics of climate variables is their 
expected value. Under a changing climate the expected value can also change. The expected 
value at a given time can be simply estimated by averaging observations being in an interval 
around this time. A basic question is how to define the length of this interval. It may be 
supposed that a weighted average results in a more accurate estimate than ordinary 
averaging. How to choose weights in that case? As the intensity of change of climate can 
also change it is reasonable to use variable averaging time length. Which techniques are 
available for this purpose? In the paper, a summary of mathematical details is presented and 
three examples are shown to illustrate the importance of above questions.

Key-words: smoothing, weighted local regression, bandwidth, kernel function.

1. Introduction

Consider the observations yQ,y l ,.. .,y n of a climate variable at t0 < t{ < ... < t 
in the following form

yj =f ( t j )+ ej , j  = 0,...,n

where/(0  is the so-called trend function representing temporal behavior of the 
expected value. We may generally assume that the superposing fluctuations 
come from a white noise process, i.e.,

E[ej]=  0, E[ e f [ =d2, E[etej] = 0, i*j

where E denotes the expected value operation.
There are two basic approaches to estimate trend functions. One of them 

includes the parametric method when j\t) is considered as a linear combination
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of known functions g0(t),..., gk̂ ( t)  (k>  1). The task is then to estimate optimum 
parameters of the linear combination generally by the method of least squares. 
Besides the simplicity of this procedure, an important advantage is its ability to 
assess the statistical significance of changes in observed series. However, the 
functions g0(t),..., gk_y(t) are generally not known in practice and an appropriate 
choice of them is a difficult problem.

The other basic approach includes non-parametric methods when no 
assumption on the shape of /( f )  is needed. The trend function is then ap­
proximated locally by different polynomials at each t. This results in the 
following weighted averaging of observations:

which is frequently called smoothing of data. Several techniques are available 
to choose the weights Wj(t) (Nadaray a, 1964; Cleveland, 1979; Gasser and 
Muller, 1984; Eubank, 1988), which, however, have the same asymptotic 
properties. Asymptotics are defined such that the support of /(f) is fixed, and 
taking n -*0° (i.e., distance between neighboring observations becomes smaller 
and smaller) the properties of estimation Eq. (1) are obtained. For simplicity 
but without any loss of generality the support of /(f) is chosen as the interval 
[0,1] for mathematical formulation. (Obviously, the actual support o f/(f) can 
result in [0,1] after a scale transformation of time f.)

The following section summarizes asymptotic properties of non-parametric 
regression techniques. Choice of weights and the averaging time is also 
discussed here. Section 3 presents the best estimator Eq. (1) of regression 
functions f(t) for fixed numbers of observations. Section 4 shows three 
examples to demonstrate some theoretical problems in practice. Finally, a 
section for discussion is provided.

2. Asymptotic properties

A reasonable assumption, when estimating/(f), is that observations at instants 
close to f have relatively large weights, while observations far from f have small 
weights in Eq. (1). There are several traditional versions for the concept, such 
as binomial, exponential, or Gaussian smoothers. However, the choice of both 
the actual smoother and the averaging time is quite arbitrary and these 
smoothers reflect only basic characteristics of time series. Therefore, there was 
a need for a well-developed theory in order to overcome above difficulties. To 
illustrate this theory we are focusing on weighted local regression (WLR) 
('Cleveland, 1979). Weighted local version of the method of least squares at f 
results in
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where a0 is obtained by minimizing

n

with respect to <20, a j,..., ak_v  The kernel function K  determines how to 
decrease the influence of a squared difference in the sum of squared differences 
Eq. (2) when moving off t, and the bandwidth h determines the rate of this 
decrease.

In order to construct an estimate having “good” properties some criteria 
should be satisfied for the kernel. K is defined on the interval [-1,1] and is 
called of order k if

is satisfied. Then, assuming that £th derivative of /  exists, under conditions
« ^ ► o o ,  h -*Q , n h ^ > o o

the bias
E[f(t)] - f ( t ) = uk{t),

the variance

E[(f(t) -  E[f(t)])2] =vl(t)

and the mean squared error

MSE(t) = E[( f ( t )  - / ( i ) )2] = u2k(t) + v*(f) (3)

of WLR are obtained asymptotically by

(4)

where
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a n d /®  denotes Mi derivative o f / .  Eq. (4) shows that the bias is proportional 
to /®  and is small when the smoothing is small. The variance is proportional 
t o / 2 and is large when the smoothing is small. A small bias, therefore, requires 
small bandwidths, while a small variance needs large bandwidths. A trade-off 
between the two requirements, i.e., an estimate of the optimal bandwidth could 
be defined by minimizing the asymptotic integrated mean squared error

l
IMSE = f ( u 2k(t) + v2k(t))dt (5)

o

when the trend function and its M i derivative were known. Due to lack of 
knowing these functions an unbiased and consistent estimate of Eq. (5) is con­
structed as

cv(h) = -!— t(y.-m )2 (6)
« + 1 ,=0

and its minimum with respect to h gives the optimal bandwidth. Here / / i . )  is 
an estimate Eq. (1) of / ( / )  but leaving out y t.

Eqs. (3) and (4) show that the mean squared error of WLR depends on 
properties o f/. This fact motivates the choice of locally varying bandwidths. A 
smaller bandwidth w h ere /is  rough ( /®  is, in absolute value, large) reduces 
bias and a larger bandwidth in the smooth regions of /  ( /®  is, in absolute 
value, small) reduces variance. In general, construction of a local bandwidth 
estimator entails a two-step procedure. The first step produces a pilot estimator 
using a fixed bandwidth, and the second stage yields the local bandwidth 
estimator. For instance, having a global bandwidth obtained by minimizing the 
quantity Eq. (6) an estimation of f ( t )  is performed, then using a finite difference 
scheme its Mi derivative is also estimated. We mention that derivatives of trend 
functions can be directly estimated from observations using some generalized 
versions of non-parametric regressions (Fan and Gijbels, 1995). f( t)  and/® (t) 
in Eqs. (3) and (4) are then substituted by their corresponding estimates, and 
Eq. (3) is minimized at each t.

Note that the above technique is based on asymptotics. One can hope that 
usage of exact properties can yield better estimates. Exact bias and variance can 
be written as

l
u(0 = f  K ( z ) f ( t  -  h ( t ) z ) d z

-l
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After substituting f(t) by its pilot estimate, the exact mean squared error

MSE(t) = u2(t) + v2(i)

is minimized at each t to have local bandwidth (Staniswalis, 1989). A further 
advantage of the method is that it does not require derivatives of /.  It is crucial 
in areas where f {k} equals to zero and, therefore, the estimated local bandwidth 
can be extremely large when using asymptotic formulae. An important question 
is how the local bandwidth depends on pilot global bandwidths. Theoretical 
considerations and simulation experiments show that for a large range of pilot 
bandwidths, the estimated trend functions differ slightly (Staniswalis, 1989).

Another important question is the choice of kernel. Evidently, it is useful 
to choose that kernel which delivers the smallest asymptotic variance for a fixed 
k. These kernels for different k can be found in Gasser et al. (1985). Muller 
(1984) produced kernels minimizing variance of mth (m >0) derivative o f / .  
The only remaining question now is the order of kernels, i.e., the choice of k. 
Theoretical reasons and simulation work show that a small value of k is 
reasonable. Generally, k = 2 (locally linear approximation off )  is satisfactory 
since the choice of bandwidth is a much more serious problem than the choice 
of the order of the kernel (Simonoff, 1996).

3. Optimal smoothing

Knowing asymptotic properties of non-parametric techniques is highly useful for 
several reasons. However, the final question is that which method in practice 
is preferred, when the number of observations is given, i.e., n is fixed. After 
Fan (1993), the best local linear estimation (k = 2)

of /  is the weighted local regression, and the weights can be calculated as
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where

n

a f t )  = wj (t)lY/ w[ (t),
i = 0

the so-called Epanechnikov kernel (Fan, 1992).
The optimality of Eq. (7) is the minimax optimality over linear smoothers, 

which is defined as follows. Under quite weak assumptions for f  (Fan, 1993), 
WLR based on the Epanechnikov kernel achieves the minimum value over all 
linear smoothers of the maximum of MSE(t), and has a minimax efficiency at 
least 89.6%. In other words, the maximum of MSE(t) of WLR with Epanech­
nikov kernel is at least 10.4% smaller than the maximum of MSE(t) of any 
other linear smoother.

4. Examples

The first example demonstrates that non-parametric regression can be a more 
effective technique to estimate trends than parametric regression. Annual 
temperature anomalies over Northern Hemisphere from 1854 to 1993 {Jones et 
al., 1994) are examined by fitting a common linear trend and using WLR. 
Evidently, linear trend basically describes the warming tendency but with 
considerable departures from data during several subperiods of the entire period 
{Fig. 1). The trend obtained by WLR fits much better the data. In addition to 
the good fit, WLR provides a smoother curve than a frequently used, say 10- 
year, running mean (not shown here). Another curve corresponding to WLR 
with local bandwidth is also presented in Fig. 1. Difference between trends 
estimated with global and local bandwidths is not considerable due to the small 
variance of data. The small variance makes it possible to use small global 
bandwidth (15 years) resulting in a small bias with small variance. Therefore, 
a somewhat larger or smaller local bandwidth at a given time t provides almost 
the same estimate.
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Fig. 1. Trend of annual temperature anomalies over Northern Hemisphere.

The second example represents that quantity Eq. (6) is sometimes a highly 
complicated function of h. How does the shape of trend functions influence the 
behavior of Eq. (6)? To illustrate this problem let’s consider monthly SOI time 
series. SOI (Southern Oscillation Index) is defined as the difference between sea 
surface air pressures of Tahiti and Darwin, and is used to characterize ENSO 
phenomena. SOI data set has been obtained from NCAR (National Center for 
Atmospheric Research) for the period from 1868 to 1994. The question to be 
answered is whether a tendency in strength of ENSO exists. Global minimum 
of the quantity Eq. (6) has been found at 9 months. This is in a good agreement 
with the fact that SOI has intensive fluctuations on a 2-6-year scale, which can 
be reproduced by only a small bandwidth. However, a secondary minimum of 
Eq. (6) exists at a 36-year value. This bandwidth is related to long-term 
changes.

Fig. 2 shows that there is a strong decreasing tendency of SOI from the 
middle of the seventies, which is well reproduced by the curve estimated by 
WLR. To sum up, the bandwidth to be used depends on the underlying 
problem, and the selection between global and local minima of Eq. (6) cannot 
be automatically performed.
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Fig. 2. Trend of SOI estimated with 36-year global bandwidth.

In the first example there was no considerable difference between curves 
obtained by WLR with global and local bandwidths. The following case 
illustrates the usefulness of local bandwidths. Central England monthly mean 
temperature data are available since 1659 (Manley, 1974). Trend of these 
annual mean temperatures has been estimated by WLR using global bandwidth 
and local bandwidth as suggested by Staniswalis (1989). Two important points 
can be drawn from Fig. 3. The first one is that the two curves corresponding 
to global and local bandwidths are very similar, and both have intensive 
fluctuations until the XIX century. This is probably due to the low reliability 
of data originating from this time. Just enough to mention the term “Central 
England” because location of measurements changed several times during the 
period of observations. In spite of deep work on data, this period cannot be 
considered homogeneous (Malcher and Schonwiese, 1987). The second 
conclusion is that the trend function estimated with global bandwidth remains 
highly fluctuating during second part of the whole period, while the curve 
obtained with local bandwidth is quite smooth. This is because first part of data 
produces the global bandwidth to be small (6 years), but the local bandwidth 
adapts quickly to homogeneous part of data and exhibits a smoothness required 
for “nice” trend functions.
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Fig. 3. Trend of Central England annual mean temperatures estimated with local bandwidth 
(solid line) and global bandwidth (dotted line).

5. Discussion

The paper summarized the most important mathematical details of non- 
parametric trend estimation, and three examples were shown to illustrate the 
importance of theoretical questions.

A reviewer suggested to use the expression signal instead of trend arguing 
that the deterministic part of climate data sets generally contain a long-term 
change and a short term interannual variability. This is certainly true, but every 
deterministic member of any data set may be inserted into a common com­
ponent, called trend. Following the terminology of statistical literature, we 
decided to use the term trend, because the paper is principally a theoretical one. 
However, distinction between long-term change and interannual variability is 
really an important issue as illustrated by our second example. As the trend is 
a superposition of components with different time scales, the quantity Eq. (6) 
has various local minima, each of them corresponds to specific components of 
the trend function.
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An important message of the third example is the usefulness of local 
bandwidths. Fig. 3 shows that local bandwidth can deliver a much more 
realistic estimate of the trend function when data set has inhomogeneities. We 
mention that a modified and further developed version of non-parametric trend 
estimation is able to detect data inhomogeneities (Muller, 1992). The principle 
of the technique is that two estimates are defined at each time t such that the 
first one uses data preceding t, while the second one uses only succeeding data. 
After some normalization, the maximum of the difference between these two 
estimates can be applied as a test statistic to detect change point in a time 
series. This test shows strong inhomogeneities in Central England temperature 
data set until the end of XVIII century.
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A bstract—In this paper the expected mean values of meteorological elements at Cluj- 
Napoca (Kolozsvár; Romania) are estimated by two statistical methods. The first method 
is based on the application of the harmonic analysis. The study is performed for 90-year 
time series of mean values of temperature and precipitation. The second method is 
correlation analysis carried out between mean temperatures and precipitation amounts of 
given month and the preceding months for the same 90-year data set. The methods gave 
acceptable prognoses for the monthly mean temperatures, but have not been proved to be 
applicable for precipitation forecasting yet.

Key-words: statistical forecast, harmonics, correlation analysis, long data series.

1. Introduction

Long-range forecasting frequently applies statistical methods because of the 
complexity of the hydrodynamical differential equations and the insufficient 
density of the meteorological observing network, mostly over the oceans. In this 
study, first of all, the estimation of the monthly mean values of temperature at 
Cluj-Napoca are attempted by two statistical methods. The first approach is the 
application of the harmonic analysis in which long time series (annual, monthly 
values) of meteorological elements are decomposed into harmonic components. 
The dominant harmonics with the greatest amplitudes are selected, and the 
phase angles of those are defined from the registered data of the previous 
period. The prognosis is based on the extrapolation of the obtained phase 
angles. The dominant harmonics are probability representatives of some 
physical process. (E.g. the harmonic with a period of 11.2 years expresses the 
period of sun activity.)

An application of this method to forecast the annual precipitation amount at 
Cluj-Napoca has already been described in journal Időjárás (Orbán and Pap, 
1968). The prognosis used precipitation data of the three preceding years by
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defining the phase angles of the three harmonics. That time, due to the lack of 
computer, a nomogram technique was presented to give an approximate solution 
of the trigonometric equation.

The second approach is the correlation analysis. In this case the forecast is 
made by using the correlation coefficients between the values of meteorological 
characteristics for a given term (e.g. year, season, month) and those for 
preceding terms. The regression coefficients are determined with the method of 
minimum squares.

For developing the methods, the computer assessment was provided by the 
Agronomic Institute of Cluj-Napoca.

2.1 Harmonic analysis

In 1992 we analysed the monthly values of the temperature and the precipitation 
for the previous 90 years (1080 months) on the basis of the data gained at Cluj- 
Napoca with harmonic analysis. Fig. 1 shows frequencies and periods of 
amplitudes of the dominant harmonics (Bozac, 1993). (The values marked with 
asterisks represent the drawn values of the near harmonics.) It is worth 
observing that the harmonics corresponding to the sun activity (n = 8; T = 135 
months) have an insignificant amplitude in the analysis of the monthly values 
(amplitude of the precipitation is not even indicated for its small value).

First, it was attempted to find a computer assisted method for the fore­
casting of the monthly mean temperature on the basis of the harmonics with the 
biggest amplitude (these are periods of 12; 1.1; 1.08; 1.005 months on Fig. 1). 
Then the mean temperature of the respective month can be approached with the 
equation:

Here (f) denotes the respective month, xk, nk and ik are the amplitude, the 
frequency and the phase angle of the corresponding harmonic respectively, 
while tm is the annual mean temperature (tm = 8.4°C for Cluj-Napoca). The 
total period (T  =  1080) of the taken interval determines the 6 value:

Considering the mean temperature of four consecutive months y(0), y(l), 
y(2) and y(3), by applying Eq. (1), we get the following equation system:

( 1 )

(2 )
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(3 )y d )  = Y , xk sm(Qnk + ik) +tm,
k=l
4

y(2) = Y , xk sin(2Qnk + ik) + tm,
k=l
4

y(3) = £ * *  s in (30n t + it ) + im.
* = i

(4)

(5)

This equation system contains twelve unknown factors. The ik phase angle takes 
its values from the interval of [0, 27r], while the xk amplitudes and nk 
frequencies differ only a little bit from the basic values of the harmonic 
analysis. We can find an exact or approximate solution of Eqs. (2) to (5). The 
expected mean temperature of the next month is given by

4

y(4) = Y . Xk Sin (4 d n k + *t) + tm ■ (6)
k = 1

__  Amplitude o f the tem perature H  Am plitude o f the precipitation

Fig. 1. The amplitudes of the dominant harmonics.
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In  th e  c o m p u t e r  p r o c e d u r e  w e  h a d  t o  i n t r o d u c e  th e  f o l l o w i n g  e x p r e s s i o n s :

The computer calculates the possible values step by step using the developed 
software, and we have the best approximate solution when the value of E is 
minimal. When E = 0, the obtained factors satisfy the equation system Eqs. (2) 
to (5), because the sum of the absolute values can only be zero if each element 
equals to zero (A0 = Ax = A2 = A 3 = 0), and then the computational equation 
system (Eqs. (7) to (10)) is equivalent to Eqs. (2) to (5).

However, it should be mentioned that the extent of the steps greatly 
influences the number of trials. If m represents the trial number for the 
unknown factor, then mn  calculations must be done because a given value has 
to be combined with each other value. Therefore, suitable precision by less 
calculation can only be achieved by arranging the operations into cycles. In 
cadre of a certain cycle the m value must be determined in accordance with the 
speed of the computer. The values obtained in the preceding cycle will provide 
the basic values for the succeeding cycle. In the following cycle narrower 
intervals and smaller steps are to be used, retaining the m value for the steps.

On the basis of this conception we made a prognosis for each month of the 
year of 1903 by using the mean temperatures of the preceding four months in 
Cluj-Napoca. We chose the year 1903 because the December of 1902 had been 
extremely cold (-7.1°C mean temperature) and wanted to see the effect of such 
extreme values in the application o f our method. Table 1 shows the differences 
between the realised and the calculated monthly mean temperatures. It is 
noteworthy that the differences do not exceed 1°C in the case of eight months, 
but there is such a month (April) when the deviation reaches 7°C.

This example illustrates the efficiency of the above procedure well. 
Improvement of the procedure can be achieved in different ways. Using a faster
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computer results bigger m steps and thus a more precise solution. Increasing the 
number of the selected harmonics and months would probably lead to better 
results but the number of operations would increase too. The accuracy of the 
prognosis may be increased by taking into account the correlation coefficients 
between the respective months.

Table 1. Computer prognosis for monthly mean temperatures of 1903, °C

I II III IV V VI VII VIII IX X XI XII

Predicted -3.5 -0.7 6.0 14.5 15.1 17.0 16.5 15.7 15.4 9.2 4.4 1.0

Realised -4.8 -0.6 6.0 7.5 14.1 17.3 19.2 17.8 14.8 9.8 4.6 0.3

Difference -1.3 0.1 0.0 -7.0 -1 .0 0.3 2.7 2.1 -0 .6 0.6 0.2 -0.7

In the case of the temperature and other continual elements, not only the 
mean value but also the scattering of the values may be of interest. This 
characteristic can be determined by carrying out the harmonic analysis of the 
dispersion of the given element, and then we can adopt the above method for 
dispersion prognosis.

The application of the above method for the forecasting of the monthly 
precipitation amount is under way. The tests have shown that at least five 
harmonics should be selected. Acceptable prognosis of the precipitation can 
only be obtained if we select five months of the preceding period with two- 
month turns. For example, when predicting the precipitation in December we 
have to put in the software the precipitation amounts of the previous October, 
August, June, April and February. The possible correlation between the months 
can be taken into account by substituting for the E value of Eq. (11) with the 
relationship:

E  C1 1^1 I c 2 1^2 I C3 1^3 I C4 1^4.1 + C5 1^5 I *

Here the coefficients cu c2, c3, c4 and c5 are proportional to the suitable 
correlation coefficients.

To characterise the distribution of the monthly precipitation we have to 
forecast the number of days with precipitation in a month and then to apply the 
above method for this quantity.

2.2. Correlation analysis

The second statistical forecasting method is based on the correlation analysis. 
On the computer of the Agronomic Institute of Cluj-Napoca we calculated the
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correlation coefficients between the given month and the preceding months of 
the previous year for both the monthly mean temperature and the monthly precipi­
tation. The calculations were made with the data gained at Cluj-Napoca during the 
years of 1901 and 1991. Table 2 contains the correlation coefficients between 
the monthly temperatures. Since much lower correlation coefficients occurred 
in the study of the precipitation, they are not included in our recent paper.

Table 2. The correlation coefficients of the monthly mean temperatures 
based on the data gained in (Cluj-Napoca)

The preceding year
i n  m  iv  v  v i  VO v m  ix  x  x i  x l i

J - 0.0
***

-0.03 0.15 0.01 -0.19 0.03

F 0.35 -0.05
**

0.08 0.07 -0.01 0.0

M 0.13 0.28 0.06 -0.12 -0.03 -0.19

A 0.15 0.19 0.15 0.06 0.12 -0.09

M -0.02
*

0.07 -0.03 0.11 0.07
*

0.02

J -0.21 0.02 0.12 0.14 0 .26 0.03
**

J -0.07 -0.01 -0.04 0.20
*

0.17
*

0.29

A -0.03
**

-0.04
*

-0.07 0.25 0 .22 0.18
*

S -0.30 -0.22 0.0
*

0.19 0 .17 0.25

O -0.08 -0.13 -0.23 -0.11 -0.11 -0.11

N -0.15 0.10 0.07 0.12 -0.01 -0.09

D -0.08 -0.10 0.09 -0.05 0.06 0.07

0.04 -0.15 0.07 0.06 -0.09 0.23

0.08 0.04 0.17 -0.05 0.03 0.12

-0.05 -0.15
*

-0.09 0.07 -0.11 0.20

0.09
**

0.21 0.07 -0.10 0.17 0.07

0.27 0.04 0.01 -0.15 0.03
*

-0.08
*

0.13
**

0.19
***

-0.06 -0.12 0.24 0.22

0.32
***

0.43
*

0.21 0.07 0.11 0.12

0.45
*

0.24
**

0.18 -0.11 0.15 0.04

0.25 0.29 0.0 -0.03 -0.01 -0.17

-0.12 -0.05 0.11 0.01 0.09 0.03
*

0.01 0.02 0.03 0.13 0.15 -0.23

-0.03 -0.09 0.0 0.01 0.17 0.0
I II III IV v  VI VII v m  ix  x  XI XII

The same year

* Asterisk are above the marked values

The values marked with asterisks indicate significant correlation with the
threshold of reliability 5% (*), 1% (**) and 0.1% (*** ).
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U s i n g  t h e s e  c o r r e l a t i o n s  w e  h a v e  d e f i n e d  th e  f o l l o w i n g  f o r e c a s t i n g  f o r m u la :

Here yt is the expected monthly mean temperature, while xk indicates the 
registered mean temperatures of the preceding months for which the correlation 
coefficient are relatively high and significant. The et, aik and bik values were 
determined with the method of minimum squares on the basis of the data of the 
registered 1080 months. Four months proved to be satisfactory for an acceptable 
prognosis. The study of this method is going to be published by the Agronomic 
Institute of Cluj-Napoca.

We can state that this simple statistical forecasting method gives good 
prognosis for monthly mean temperatures, but is not applicable for monthly 
precipitation prediction. For the improvement of the method it is advisable to 
use data gained at different meteorological stations which are located at various 
distances around the cardinal points and to correlate one element to other 
elements.

It has to be admitted that the above two methods can only be carried out 
with the help of powerful computers, but the quantity of the calculations is still 
much fewer than that of the methods based on hydrodynamical equations.
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A bstract—Dispersion modeling for risk and hazard assessment for disaster management 
planning has been a rapidly advancing area. In the present study, a heavy gas model was 
used to simulate the dispersion of negatively buoyant and highly toxic chlorine to illustrate 
the use of dispersion modeling for risk and hazard studies in Matsya Industrial Area in the 
Alwar district of Rajasthan, India, which handles about 400 tons of chlorine every day. The 
consequences of a possible accidental release of 2 to 100 tons of chlorine were examined. 
Conservative estimates (e.g. in case of low wind velocity and Pasquill stability class “A ”) 
of ground level concentrations (GLC) as a function of distance and time (e.g. concentration 
of 1.39X 10~u g/m3 at 600 m and after a time interval of 300 sec in case of 2 tons release) 
were obtained in the present work to be used for risk assessment studies. Hazardous zones 
were also identified by calculating the safe downwind distances and critical time intervals 
based on different threshold concentrations of chlorine (e.g. 3.5 km and 54.5 minutes for 
2 tons release when critical concentration is STEL (1 ppm)). Effects of topography were 
incorporated by simulating for different ratios of friction velocity to wind velocity ranging 
from 0.2 to 0.9, and it was observed that for increasing ratios the ground level concen­
trations decreased significantly. Polar isopleths based on actual average wind velocities in 
the area were generated to examine the simultaneous effect of wind direction along with 
velocity on air quality. The probabilities of percentage of deaths and injuries in a given 
population were calculated by probit analysis; while area of lethal dosage was determined 
in order to estimate percentages of population affected in the area based on population 
density.

It was demonstrated that dispersion modeling is an effective tool for risk assessment 
studies based on which disaster management plans can be evolved. This would help in either 
minimising the number of accidents or the losses to human health and life in the event of 
a catastrophic accident in the area.

Key-words: risk and hazard assessment, chlorine, accidental release, Matsya Industrial 
Area in Alwar (India), toxic load, concentration profile, safe distance, dose- 
effect relationship, polar isopleth, probit analysis, area of lethal dosage.

1 Corresponding author
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1. Introduction

Even though the chemical plants are perhaps the safest of all manufacturing 
facilities (Crowl and Louvar, 1990), public concern about safety is a result of 
the potential of this industry to cause significant damage to human health and 
life. The methyl isocyanate (MIC) disaster of Bhopal (India) in 1984 is a case 
in point where thousands lost their lives and tens of thousands were affected. 
Accidents do and continue to occur in spite of the best safety measures, 
however with disaster management planning the magnitude of the effects of 
such accidents on human life can be minimised. To develop a disaster 
management plan, it is first necessary to identify the hazardous zone in case of 
an accidental release of toxic chemicals. Dispersion modeling for identifying 
these hazardous zones has been a rapidly advancing area and is also applied for 
emergency planning, regulatory decision making and risk assessment studies for 
industrial operations. If properly applied, dispersion models should also 
improve the quality of design and layout studies (Bennet, 1982; Schreurs and 
Mewis, 1987).

Kolluru (1991) and Auger (1995) have discussed the different components 
of risk and hazard assessment and the formation of disaster management plan 
for chemical process industries. This work focuses on the use of dispersion 
modeling as a route to disaster management planning in case of an accidental 
release of chlorine. As a case study, an attempt has been made to estimate or 
quantify the hazards owing to an accidental release of chlorine in the Matsya 
Industrial Area (M.I.A.), Alwar (India), where large (about 400 tons) quantities 
of chlorine are handled every day. Chlorine is very toxic and, being heavier 
than air, disperses at the ground level making it extremely hazardous to human 
life and health. This work should serve as an aid for evolving a disaster 
management plan in the event o f an accidental chlorine release in M.I.A.

The Matsya Industrial Area in Alwar district of Rajasthan, India was 
selected as the area of study. The district of Alwar is situated in the North-East 
of Rajasthan between the 27.4° and 28.4° North latitudes and the 76.7° and 
77.13° East longitudes at a distance of 140 km in South-West direction of Delhi 
and of 160 km in North-East direction of Jaipur. Sariska National Park and 
Wild Life Sanctuary is about 45 km from the industrial area. M.I.A. has a very 
large chlorine plant (capacity of 90 tons per day (TPD)) and some 35 smaller 
units manufacturing chlorinated paraffin wax (CPW) with a chlorine consump­
tion of 5 to 10 TPD. On an average about 400 TPD of chlorine is handled in 
this area. The ambient concentrations are 6.62 /xg/m3 for S 02 and 7.87 /xg/m3 
for NOx (RPCB, 1995) indicating a low level of air pollution in the area, 
however no information on chlorine in ambient air is available. The four 
seasons in the district are Summer (March-June), Monsoon (July-September), 
post-Monsoon (September-November) and Winter (December-February). The 
sky is mostly cloudy in Monsoon, whereas thin cloud cover may be found
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sometimes in Summer and post-Monsoon seasons. The sky is generally clear 
(no clouds) in winter. The maximum temperature recorded so far is 48°C and 
the lowest value has touched the freezing point. The average temperature is 
26°C, the average rainfall is 590 mm in the area. Maximum values of relative 
humidity occur during the Monsoon season (75%-90%), for the rest of the year 
the air is dry. For most of the year wind speed in Alwar is less than 2 m/s from 
North-West direction.

2. Background information

2.1 Available models

It was recognised as early as 1970 that attempting to describe dispersion of 
heavy gas by adopting the Gaussian model suitable for neutrally or positively 
buoyant clouds was inherently inadequate. Consequently many new models 
were proposed using the so-called “Top Hat” or “Slab” and “K-theory” or 
“Eddy diffusivity” approaches. “Top Hat” models assume that mass transfer 
occurs by entrainment across the density interface of a cloud with an assumed 
shape (e.g. cylindrical) and that internal mixing is fast enough for the 
concentration within the cloud to be uniform, whereas K-theory models 
numerically integrate suitably simplified equation of mass, momentum and 
energy conservation in two or three dimensional form (Blackmore et al., 1982). 
One of the first “Top Hat” approaches to modeling was that of van Ulden 
(1974). Many ’’Slab” models were proposed soon after (Germeles and Drake, 
1975; Kaiser and Walker, 1978; Picknett, 1981; Fryer and Kaiser, 1979 
(DENZ); Colenbrander, 1980; Cox and Carpenter, 1980; Eidsvik, 1980; 
Webber and Brighton, 1984; Witlox, 1994a,b,c (HEGADAS-V)). Models that 
use the K-theory representation for heavy gas dispersion have also been 
discussed by many authors (e.g. Schnatz and Flothmann, 1980 (TRANSLOC); 
Tauscher (see: Blackmore et al., 1982); Su and Patnak (see: Blackmore et al., 
1982)). Blackmore et al. (1982) reviewed the strengths and weaknesses, 
mechanistic features, the applicability to differing types and geometries of 
release, the ease of availability to users and the degree to which calculated 
results can be compared with field data. However very few work use Indian 
data. Singh (1990a) developed a heavy gas model for Indian meteorological 
conditions. The model has already been applied for oleum leakage (55 tons) at 
Sriram Fertilisers and Chemicals Ltd. in New Delhi, India, for Bhopal gas 
tragedy (MIC release of 40 tons) in 1984 and for the 2 tons chlorine spill at 
Chembur, Bombay, India, in 1985 with good results (Singh, 1990b). The model 
incorporates all the basic characteristics of heavy gas dispersion except that the 
local fluctuations of concentration are not predicted and dry deposition of 
pollutants as well as possible flashing of two-phase flow are not taken into
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account. The most attractive feature of this model is the ease of computational 
effort while providing quick and reasonable estimates of hazards which can then 
be used for emergency preparedness. This model was therefore adopted in the 
present study.

2.2 Atmospheric stability

The concept of atmospheric stability is very important for the evaluation of 
assimilative and supporting capacity of the atmosphere and is used extensively 
in dispersion modeling. Pasquill stability criteria (Pasquill, 1974), as adopted 
by the Bureau of Indian Standards, were used for identifying the atmospheric 
stability class prevailing in M .I.A . Surface wind speed, intensity of solar 
radiation and night time sky cover are the prime factors defining the at­
mospheric stability classes.

2.3 Meteorology

Transportation and dilution of pollutants in the atmosphere depend strongly on 
the prevailing meteorological conditions (wind characteristics and strength, 
atmospheric stability), the topography of the location, release mechanisms, the 
height at which the pollutants are released and various reactions occurring in 
the atmosphere. As suggested by Jindal and Agarwal (1995) stability class ”A” 
(the Pasquill stability class “A ” is an extremely unstable situation when the 
surface wind speed is less than 2 m/s and there is strong solar radiation from 
the clear sky) was adopted in the present study. Wind roses were not available 
for M .I.A ., therefore wind roses prepared by the Rajasthan State Pollution 
Control Board (RPCB), Jaipur, for the district of Alwar were used to represent 
the wind distribution in the area. As evident from the wind rose {Fig. 1), most 
of the year the wind blows from the South-East direction. During winter, which 
gives the worst case of stability in Alwar {Jindal and Agarwal, 1995), the 
maximum and minimum wind velocities as calculated from the wind roses were 
2.91 m/s due West and 1.21 m/s due South. Jindal and Agarwal (1995) 
however suggested a wind velocity of 1.0 m/s for predicting the “worst 
scenarios” in the area. It was argued that if the wind velocity is high, even 
though the pollutants would disperse more and they would cover bigger area, 
people would be exposed to the toxic cloud for a shorter duration; whereas in 
case of low wind velocity, the cloud would move slowly and cover less area, 
but the time of exposure would be high. Therefore if the toxicity is a direct 
function of exposure time, a particular dose on the same area would be lethal 
when the wind velocity is low. Hence a wind velocity of 1.0 m/s as a worst 
case scenario was used in the simulation. In the present study chlorine release 
was assumed to take place because of catastrophic failure of a pressurised tank.
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The height of release, which is also important for describing the dispersion 
phenomenon, was taken to be at ground level.

0 5 10 IS  20 25 30

SC A L E

Fig. 1. Wind rose diagram of Alwar district in Winter (RPCB, 1995).

3. Basic model/equations used

3.1 Heavy gas model

Generally, the procedure for estimating the consequence of an accident has 
three components {Mohan, 1987):

(i) the mathematical description of the process which forms a cloud; 
this is necessary to provide the input parameters for the dispersion 
calculation for any particular event,

(ii) the mathematical description of the dispersion process which 
provides the concentration of a gas as a function of space and time, 
and
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(iii) the description, in quantitative terms, of how a possible accident 
injures the population and damages the environment as a result of 
exposure to the concentration-time history derived from (ii).

In the present work the heavy gas model proposed by Singh (1990a) was 
adopted for estimating the consequences of a possible chlorine accident in 

Alwar. This model takes into account the first two components above 
by incorporating all the basic characteristics of heavy gas dispersion except that 
it does not predict the local mean fluctuations of concentration, ignores 
deposition and chemistry, and does not consider the possible two phase flashing 
flow of pollutants. The model was adopted because for all practical purposes 
it is possible to ignore variations in local concentrations and the presence of 
liquid gas in the toxic cloud. Table 1 presents the model equations used in this 
study.

3.2 Simulator architecture

A computer simulator based on the equations in Table 1 was developed for 
predicting the concentration of chlorine as a function of distance and time under 
different meteorological conditions and of the released amounts. Singh (1990a) 
did not provide any value for the air entrainment co-efficient or the ratio of 
friction velocity to wind velocity. Therefore values suggested by Eidsvik (1980) 
and Taylor (1994) were used in the simulator. While simulating for risk 
estimation, the thermal effects of cloud heating due to temperature difference 
between the ground and air borne vapor were not considered because heating 
is important only when the cloud is considerably cold, e.g. in case of an 
accidental release of pressurised ammonia, therefore the equations describing 
the cloud heating have not been included in Table 1.

3.3 Probit analysis and area o f lethal dosage

A large toxic release may give rise to the following effects on human life: (a) 
lethal injury (death), (b) non-lethal injury and (c) irritation depending on the 
breathing rate, functional capacity (e.g. oxygen uptake, muscle strength in case 
of paralysing agents), exposure to a given dose of the chemical and time of 
exposure or concentration-time profile (dosage), and most importantly individual 
susceptibility. In order to estimate the effects of the toxic release, it is therefore 
necessary to know the relationships between the concentration profile and the 
degree of injury. The degree of variation in dose-response can be presented in 
the form of a Gaussian response curve known in the terminology of toxicology 
and risk assessment as probit curve (Taylor, 1994). This dosage-response 
relation has been expressed by Eisenberg (see: Crowl and Louvar, 1990) as a 
probit equation. The probit equations for chlorine deaths and injuries are 
presented in Table 2.
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Table 1. Model equations used in the simulation (Singh, 1990a)

P h e n o m e n a E q .

N o .

P a r a m e t e r E q u a t i o n C o n s t a n t A s s u m p t i o n R e m a r k s

G r a v i t y

s l u m p i n g

1 V e l o c i t y  a t  

t h e  e d g e  o f  

t h e  c l o u d

d r / d t  =

C v / { ( p g -  p a)  g h / p g }

C  =  1 . 3 *  w i th  

e n t r a i n m e n t  

a n d  t u r b u l e n c e ;  

C  =  1 . 0 * *  

w i t h o u t  

e n t r a i n m e n t  

a n d  t u r b u l e n c e

T h e  t o x i c  c l o u d  

h a s  c y l i n d r i c a l  

s h a p e

C  =  1 . 3  h a s  b e e n  u s e d  

i n  t h e  p r e s e n t  w o r k

2 V o l u m e  o f  

p u f f

V  =  [ I r h R a d i u s  a n d  

h e i g h t  a r e  e q u a l  

a t  t i m e  =  0  s

V o l u m e  a n d  d e n s i t y  a r e  

c o n s t a n t  f o r  

n o  e n t r a i n m e n t  o f  a i r

E n t r a i n ­

m e n t  

o f  a i r

3 E n t r a i n m e n t  

a t  t h e  e d g e s  

a n d  t o p  o f  

t h e  c l o u d

d M a/ d t  =  p a( I I r 2) U e 

+  2 p a( I I r h ) a *  x ( d r / d t )

A m o u n t  o f  a i r  

e n t r a i n e d  

i n i t i a l l y  i s  

t w e n t y  t i m e s  

t h a t  o f  t h e  m a s s  o f  

t o x i c  m a t e r i a l

4 E n t r a i n m e n t

v e l o c i t y

Ue =  a'U, Rj"1 a  =  0 . 5 U e i s  p r o p o r t i o n a l  to  t h e  

d i f f e r e n c e  b e t w e e n  th e  

l o c a l  w i n d  v e l o c i t y  a n d  

t h e  v e l o c i t y  a t  t h e  t o p  

s u r f a c e ,  w h i c h  a l s o  

i n d i c a t e s  p r e s e n c e  o f  

m e c h a n i c a l  t u r b u l e n c e

5 R i c h a r d s o n

N u m b e r

« i  =  ( g l , / U , 2) A p / p g I t  s h o w s  t h a t  e n t r a i n m e n t  

v e l o c i t y  i s  d e p e n d e n t  o n  

t h e  R i c h a r d s o n  N u m b e r

6 E n t r a i n m e n t  

a t  t h e  t o p  

s u r f a c e

d M , / d t  -  p ,  ( n r 2)  U , D e r i v e d  f r o m  E q .  3 .  

E n t r a i n m e n t  a t  t h e  e d g e s  

i s  i g n o r e d  b e c a u s e  i t  is  

n o t  i m p o r t a n t  d u r i n g  

g r a v i t y  s l u m p i n g

C o n e ,  

w i t h i n  

t h e  p u f f

7 D e n s i t y  o f  

m i x t u r e  a t  

c o n s t a n t  

t e m p e r a t u r e

p  =  ( M a +  M g) / ( ( M a/ p a) 

+  (Mg/Pg))

8 I n s t a n t a n e o u s

c o n c e n t r a t i o n

C ( x , y , z , t )  =

M gG ( x , y , z , t ) / ( v ' 2 ) I I 3/2(7y20 I

T o x i c  m a s s  

h a s  a  G a u s s i a n  

d i s t r i b u t i o n

( x , y , z , t )  g i v e s  t h e  p o s i t i o n  

o f  t h e  p u f f  i n  C a r t e s i a n  

c o o r d i n a t e  a t  t i m e  t

9 F u n c t i o n  G G ( x , y , z , t )  =

e x p [ - { y 2 +  ( x  -  x O ) ) 2) } ^ * 2 

-  z 2/ 2 a 2J

1 0 S t a n d a r d  

d e v i a t i o n  i n  

l a t e r a l  

d i r e c t i o n

a y =  r / 2 . 1 4

P o s t

t r a n s i t i o n

p e r i o d

11 S t a n d a r d  

d e v i a t i o n  i n  

v e r t i c a l  

d i r e c t i o n

a z =  h / 2 . 1 4

1 2 R a d i u s  o f  

t h e  c l o u d

13 H e i g h t  o f  

t h e  c l o u d

r  =  rT  +  2 U , , ( t  -  t , . ) a ”  =  0 . 4 U f r /  U  =  0 . 2 5

1 4 P o s i t i o n  o f  

t h e  p u f f  

c e n t r e

h  =  h T  +  a r 'U f r  ( t  -  t T )  

i

x ( t )  =  i  U ( t ' ) d t  

0

W h e n  t h e  m o d e l  i s  in  

h e a v y  g a s  d i s p e r s i o n  

m o d e ,  t h e  c l o u d  p o i n t  is  

b a s e d  o n  i t s  f r o n t  

v e l o c i t y .  W h e n  a m b i e n t  

a i r  t u r b u l e n c e  t a k e s  o v e r ,  

t h e  c l o u d  p o i n t  i s  g i v e n  b y  

t h e  a m b i e n t  a i r

* Ref.: Eidsvik, 1980 ** Ref.: Singh, 1990a
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The area covered by lethal concentration may be used to determine the 
percentages of population affected in a given area. The area of lethal dosage is 
a function of wind speed and stability condition and is calculated by the 
equation given in Table 2.

Table 2. Equations for probit analysis and area of lethal dosage (Crowl and Louvar, 1990)

Parameter Eq. No. Equation Remarks

Probit equation 
for deaths

15 Y =  1.69 In E C 2 75 t - 17.1 The relationship applies only to 
healthy adults and susceptible in­
dividuals such as infants, old peo­
ple & people with advanced pul­
monary/cardiovascular disease.

Probit equation 
for non-lethal 
injuries

16 Y =  2 .9  In C - 2.40 Non-lethal injury is taken to mean 
hospitalisation with or without 
lasting impairment of health.

Area of lethal 
dosage

17 A =  K ' U 'n' K ' =  1.72 for Pasquill stability 
categories A-C. 
n ' =  1.06

4. Results and discussion

Simulated results are sensitive to variables affecting atmospheric dispersion 
according to certain physical laws. As discussed earlier, in the present work a 
worst case scenario study has been conducted for M .I.A., Alwar, India, with 
implications of an accidental release of 2 to 100 tons of chlorine during the 
winter season.

4.1 Toxic load

Toxic load is essentially the quotient of the quantity of the released pollutant 
and the immediately dangerous to life and health (IDLH) value, and is a 
quantitative assessment of the potential risk associated with the use of that toxic 
chemical (Singh, 1990b). Fig. 2 shows the toxic loads of chlorine for different 
accidental releases. Increasing values of toxic load indicate that the potential 
risk associated with a larger amount of release is higher. It necessitates the 
plants to use the best safety measures to lower the associated risks. An effective 
way of decreasing the risk would be to reduce the storing capacity of the plants.
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Toxic load (tons)

Fig. 2. Toxic load for different chlorine releases.

C o n cen tra tio n  (g/m 3)

R elease of 2  to n s  
W ind v e lo c ity : 1 .0  m /s  

S tab ility : 'A '

D ow nw ind  d is ta n c e  (m)

3 0 0  se c 6 0 0  s e c 9 0 0  se c

Fig. 3. Concentration profile at different time intervals.

4.2 Concentration profile

In general, at a given time the concentration of chlorine increases with the 
increase in downwind distance until reaching a maxima and then decreases. Fig. 
3 shows a typical concentration profile for a 2-ton release of chlorine at 300, 
600 and 900 second time intervals as a function of downwind distance (100 m
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to 1300 m). The puff center is the point of the maximum concentration. Hence 
the peaks of the curves which are the points of highest concentration, represent 
the points near the puff center. At points away from the puff center con­
centration is lower as shown in Fig. 3. The points of maximum concentration 
are 300 m at 300 seconds, 600 m at 600 seconds and 800 m at 900 seconds. 
The concentration levels are also seen to be above the IDLH value between 100 
m and 550 m at time interval of 300 seconds, between 300 m and 900 m for the 
600 second interval and between 600 m and 1200 m for the 900 second 
interval. If the wind dispersed the toxic cloud towards North-West direction, 
Alwar city and the industrial township would be the most affected area, whilst 
the effect would be the least in case of a South-Easterly wind direction. 
Variation of concentration at a particular downwind distance with time is a 
matter of importance. Table 3 presents a typical trend of the variation of 
concentration with time at distance of 900 m from the point of release. 
Concentration is found below the lethal dose (IDLH) at 300 seconds and 600 
seconds and above the IDLH value at 900 seconds.

Table 3. Variation of concentration with time at a fixed distance (ref. Fig. 6)

Time interval, sec

300 600 900

Downwind distance, m 900 900 900

Concentration, g/m3 1.39 x 10~n 4.29 x  10’2 9.59 x  10“2

4.3 Safe downwind distance

For the purpose of hazard assessment, the main objective of dispersion 
calculation here is to determine the potential for damage at various points in the 
vicinity of an accidental release. At some distance from the release the 
concentration experienced would be below that likely to constitute a significant 
hazard; but within that range the proper specification and identification of 
hazards are a matter of great importance. Therefore safe downwind distances 
for different threshold concentrations (see Appendix for definitions) and 
different amounts of chlorine release were calculated. The simulated results are 
presented in Table 4 and a typical trend is shown in Fig. 4. These results would 
find use while identifying the hazardous zones in case of an accidental chlorine 
release. For example the safe IDLH distance for 50 tons release is 4.9 km. The 
effect is estimated to last for a time period of 57 minutes.
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Table 4. Safe downwind distances based on different threshold concentration of chlorine

Based on STEL concentration (1 ppm)

Amount released (tons) 2 20 25 35 50 75 100
Safe distance (km) 3.5 7.9 8.6 11.1 12.9 14.6 -

Time interval (minute) 54.5 118.3 127.5 142.8 161.0 184.7 -

Based on NJATC (14 ppm)

Amount released (tons) 2 20 25 35 50 75 100
Safe distance (km) 1.6 3.8 4.2 4.8 5.5 6.6 7.5
Time interval (minute) 22.8 50 53.8 60.5 68.3 78.3 86.5

Based on ERPG-3 concentration (20 ppm)

Amount released (tons) 2 20 25 35 50 75 100
Safe distance (km) 1.41 3.5 3.8 4.4 5.1 6.1 7.0
Time interval (minute) 20.3 44.5 48.0 53.8 60.8 70 77.2

Based on LC-50 (10 min exposure) concentration

Amount released (tons) 2 20 25 35 50 75 100
Safe distance (km) 0.7 1.8 2.0 2.4 2.9 3.6 4.1
Time interval (minute) 7.7 17.3 18.3 21.2 24.2 27.8 30.8

Based on IDLH concentration (30 ppm)

Amount released (tons) 2 20 25 35 50 75 100
Safe distance (km) 1.32 3.3 3.6 4.2 4.9 5.8 6.5
Time interval (minute) 18.8 41.3 43 50 56.5 65 71.8

Wind velocity: 1.0 m/s 
Stability: 'A'

-  Safe distance —19— Safe time interval

Fig. 4. Safe IDLH distance and time interval for different chlorine release.
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4.4 Dose-effect relationships

To determine the chronic (long term) health effect of any specific chlorine dose 
on human beings in case of an accident so that immediate remedial action may 
be taken up, or to ascertain the extent of medical help that might be needed in 
the event of an emergency, it would be necessary to estimate the exposure of 
the population and to identify a safe range. Table 5 presents the results 
simulated for a few “critical” concentrations. The estimated safe downwind 
distances and time intervals for different amounts of chlorine release when the 
concentration of interest is 3 ppm are presented in Fig. 5. A dose of 3 ppm for 
a 30-minute exposure time can be tolerated without any subjective feeling of 
malaise. If 2 tons of chlorine are released, a concentration of this intensity 
would be experienced up to a downwind distance of 2.5 km and for a period 
of 13.5 minutes; whereas, in case of 100 tons release, the critical distance and 
time interval would be 11 km and approximately 52 minutes respectively.

4.5 Effect of topography

Hills, buildings and other obstacles may cause additional turbulence. Typical 
effects of additional turbulence on concentration profiles for the releases of 20, 
50, 65 and 100 tons of chlorine at a distance of 1.0 km and a time interval of 
600 seconds are presented in Fig. 6. It is apparent that with the increase of the 
ratio of friction velocity (Ufr) to wind velocity (U), the concentration decreases 
significantly. This trend is observed because the additional turbulence produces 
a well-mixed plume. Since the concentration is a function of degree of mixing, 
a well-mixed plume gives lower concentration. Nevertheless except for 20 tons 
release at the Ufr/U ratio of 0.7 or greater, the pollutant levels would be high 
and dangerous.

4.6 Polar isopleths

Polar isopleths for examining the simultaneous effect of wind direction and velocity 
on air quality were prepared. Two types of polar isopleths are generally reported 
(Bower and Sullivan, 1981): wind isopleths and pollution isopleths, which are 
generalisations of wind and pollution roses, respectively. Table 6 presents the 
average wind speeds for eight directions during the Winter season in Alwar district. 
Fig. 7 shows the wind isopleth compiled from the wind data where average wind 
velocities are plotted against wind directions. Maximum and minimum wind speeds 
were found to be 2.91 m/s and 1.21 m/s in West and South directions, respec­
tively. Pollution isopleths were prepared on the basis of actual wind velocities 
(Table 6) to give the dispersion of the pollutants. A pollution isopleth is presented 
in Fig. 8. The isopleth shows how chlorine would disperse with time to give a 
constant concentration of 90 ppm in case of 50 tons release.
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Table 5. Dose-effect relationships for different chlorine release

Concentration: 3 ppm. Effect: can be tolerated without any feeling of malaise. 
Ex. time: 30 minute

Amount released (ton) 2 20 35 50 100
Time interval (minute) 13.5 29.7 36 46.3 51.8
Downwind distance (km) 2.5 5.9 7.3 9.2 11

Concentration: 5 ppm. Effect: mild irritation to upper respiratory tract. Ex. time: 30 minute

Amount released (ton) 2 20 35 50 100
Time interval (minute) 11.5 25.3 30.8 34.8 44.5
Downwind distance (km) 2.1 5.1 6.3 7.3 9.5

Concentration: 15 ppm Effect: severe coughing, running of nose. Ex. time: 30 minute

Amount released (ton) 2 20 35 50 100
Time interval (minute) 8 18.2 22.2 25 32
Downwind distance (km) 1.6 3.6 4.7 5.6 7.6

Concentration: 30 ppm. Effect: nausea, vomiting, over pressure feeling, shortness of breath, 
fits of coughing. Ex. time 30 minute

Amount released (ton) 2 20 35 50 100
Time interval (minute) 6.5 14.8 18 20.5 26.3
Downwind distance (km) 1.3 3.53 4.1 4.7 6.4

Concentration: 40 ppm. Effect: toxic tracheobronchitis. Ex . time: 30 minute

Amount released (ton) 2 20 35 50 100
Time interval (minute) 6 13.5 16.7 18.8 24.3
Downwind distance (km) 1.2 3.0 3.75 4.5 6.1

Concentration of interest: 3 ppm 
Effect: tolerable without any 

feeling of malaise

Safe time interval (minute) Safe downwind distance (km)

°  1 Time interval Safe distance

Fig. 5. Safe distance and time interval for different chlorine releases.
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Time: 6 0 0  sec  
Downwind distance: 1 km 

Stability: 'A'

0 0 . 2  0 .4  0 . 6  0 .8  1

u„/u

~ 20 tons  ~ 5 0  tons 6 5  t o n s  — 100 tons

Fig. 6. Effect of topography.

Table 6. Wind directions and average velocities in winter at Alwar district of Rajasthan

Direction North N-East East S-East South S-West N-West West

Velocity, m/s 1.46 1.91 1.82 2.02 1.21 2.08 2.75 2.91

Fig. 7. W ind isopleth for Alwar district, India.
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Variation of concentration around the source at a particular time interval of 
release is also a matter of importance. In order to illustrate this variation Fig. 
9 presents different concentrations of chlorine at 600 seconds for 50 tons 
release.

Fig. 8. Pollution isopleth for a concentration of 90 ppm 
at varying time interval in case of 50 tons release.

Fig. 9. Pollution isopleth for varying concentration at 600 seconds in case of 50 tons release.

181



4 .7 Probit analysis

Probit analysis for lethality of chlorine has been applied to healthy adults 
including susceptible individuals such as infants, old people and people with 
advanced pulmonary/cardiovascular disease. The response of the subjects to a 
given dose is assumed to vary in a Gaussian manner (Taylor, 1994). These 
variations are presented by two cumulative distribution plots (probit curves), 
which indicate the probabilities of percentage of deaths {Fig. 10) or injuries 
{Fig. 11) of a given population for a specific dose or exposure time. Fig. 10 
shows that the time of exposure causing 100% deaths for given concentration 
decreases with increasing concentrations and it is in the range of 4.3 hours for 
30 ppm to 3.2 minutes for 150 ppm; similarly for given time intervals the 
concentrations for 100% death ranged from 85.0 ppm for 15 minutes to 51.0 
ppm for 60 minutes. For non lethal injuries with or without lasting impairment of 
health, a concentration of 37.5 ppm will affect 100% of the population {Fig. 11).

Percentage death (%)_____________________________________ P e rcen tag e  d ea th  (%)

Time (min) Time (min)

——  2 0  ppm  —*—  3 0  p p m  —*“  4 0  p p m  °  5 0  p p m  * 7 5  ppm  1 0 0  p p m  •  1 2 5  ppm  °  1 5 0  ppm

P ercen tage  d e a th  (%)

‘  15  m in * 30  min *  4 5  min °  60  min

Fig. 10. P robit analysis for chlorine death.
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4.8 Area o f lethal dosage

Simulated results showed that the area of lethal dosage decreased with the 
increasing wind velocity (Fig. 12). This may be attributed to the fact that as the 
atmospheric conditions become more turbulent the chlorine disperses over 
greater area, hence the area of lethal dosage is smaller. For the wind velocity 
of 1.0 m/s used in the simulator the area of lethal dosage is 1.72 m2. No 
information was available on the population density either in the vicinity of 
M.I.A. or in the industrial township. However, for a population density of 
100 persons km-2, the predicted number of people that would be most affected 
in case of an accident in the area is 172.

5. Summary

The paper has illustrated how a heavy gas model can be utilised for risk 
assessment in cases where combined effects of gravity slumping and air 
entrainment should be taken into consideration. The simple analytical form of 
the model allowed quick estimates of the consequences when the magnitudes of 
any or all variables like wind velocity, stability, source strength, downwind 
distance vary. Since the dispersion models assume the current and the future 
weather and release conditions to be representatives of past measurements, even 
though there can be a wide range of cases giving many probable outcomes, the 
worst meteorological conditions (e.g. stability class “A”) were considered.

The source term conditions studied for predicting downwind concentrations 
and other measurements include instantaneous release of chlorine in the range 
of 2 to 100 tons. Concentration profiles as functions of time and downwind dis­
tance were obtained which can be used for various risk assessment studies. One 
of the estimates that can be obtained from this study is the safe downwind 
distance (e.g. the safe IDLH distance of 1.32 km in case of 2-ton release). The 
safe downwind distances can be used for identification of hazardous zone. 
Dose-effect relationships based on the threshold concentrations of chlorine, 
developed by various organisations, were established for proper specification 
of the extent of hazards involved. Topography or surface roughness which has 
a significant effect on the dispersion process, was considered in the present 
study for generating concentration profiles. Concentration was found to decrease 
with the increasing surface roughness at a particular distance. The polar 
isopleths, which combine the simultaneous effects of direction and velocity, 
would be very useful to ascertain the exact spreading of the pollutants.

The work presented here lays the foundation of a disaster management plan 
and demonstrates the use of dispersion modeling as an important tool for risk 
assessment studies. A future exercise would evolve a disaster management plan 
based on this work, which would demonstrate the utility of such studies in
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preventing or minimising accident related damage. This would be useful either 
in preventing accidents in the Alwar, or for minimising the number of
deaths in case of an accidental release of chlorine to the atmosphere.

Percentage of population affected (%)

Fig. 11. Probit analysis for chlorine injury.

Stability: A'

Area of lethal dosage  (m 2)

Wind velocity (m/s)

Fig. 12. Area of lethal dosage.
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APPENDIX

Definition of critical concentration of chlorine (Mallet, 1993):

(a) STEL (1 ppm):

(b) IDLH (30 ppm):

(c) NJATC (14 ppm):

(d) LC-50:

(e) ERPG-3 (20 ppm):

The occupational short term exposure limit. It 
is a 15-minute time weighted average con­
centration that should not be exceeded at any 
time during the work day.
The Immediately Dangerous to Life and Health 
concentration. It represents the maximum con­
centration from which, in the event of respira­
tory failure, one could escape in 30 minutes 
without a respirator and without experiencing 
any escape impairing (e.g. severe eye irritation) 
or irreversible health effect.
New Jersey Acute Toxicity Concentration — 
established by the state of New Jersey and used 
for developing its risk management program 
regulations.
The concentration believed to be lethal to 50% 
of humans exposed for the stated period of 
exposure time.
Emergency Response Planning Guidelines-3. It 
is the maximum air borne concentration below 
which it is believed that nearly all individuals 
would be exposed for up to one hour without 
experiencing or developing any life threatening 
effect.
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List of symbols

Symbol Definition Used in

A Area of lethal dosage, m2 Eq. 17
C Downwind concentration, g/m3 Eq. 8
c Gravity slumping constant, dimensionless Eq. 1, 2
dr/dt Rate of change of cloud radius or, cloud front velocity Eq. 1, 3
g Acceleration due to gravity, m/s2 Eq. 1
G A function Eq. 8, 9
h Cloud height, m Eq. 1, 3, 11
hT Height of the cloud at transition time, m Eq. 13
K’ Constant Eq. 17
Is Turbulence length scale, m Eq. 5
Mg Mass of toxic chemical released, ton Eq. 7
Ma Mass of air entrained, ton Eq. 7
n' Turbulence index, dimensionless Eq. 17
r Cloud radius, m Eq. 2, 3, 6, 10
r T Radius of the cloud at the transition time, m Eq. 12
R, Richardson Number Eq. 4, 5
t Time, sec Eq. 12, 13
u Wind velocity, m/s Eq. 14
Uc Entrainment velocity, m/s Eq. 2, 4, 6
Ufr Friction velocity, m/s Eq. 12, 13
U, Turbulence velocity, m/s Eq. 4
V Volume of the cloud, m3 Eq. 2
X Downwind direction, m Eq. 9
x(t) Puff centre, m Eq. 9, 14
y Lateral direction, m Eq. 9
Y Probit Eq. 15, 16
z Vertical direction, m Eq. 9
(x,y,z,t) Position of the puff centre in Cartesian coordinates Eq. 7

Greek Letters

a ' Co-efficient for top entrainment, dimensionless Eq. 4
a " Co-efficient for vertical entrainment, dimensionless Eq. 13
a. Co-efficient for entrainment at the edges, dimensionless Eq. 3
Pa Density of air, kg/m3 Eq. 1, 3, 6
Pg Density of toxic cloud, kg/m3 Eq. 1, 5
<7 Deviations, m Eq. 8

Subscript

a Air Eq. 1, 3, 6, 7
g Toxic gas Eq. 1, 5, 7
T Transition time, sec Eq. 12, 13
y Lateral direction, m Eq. 7, 9
z Vertical direction, m Eq. 8, 9
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B O O K  REVIEWS

J.H. Seinfeld and S.N. Pandis: Atmospheric Chemistry and Physics — From 
Air Pollution to Climate Change. John Wiley and Sons, Inc., New York, 
Chichester, Weinheim, Brisbane, Singapore, Toronto, 1998. XXVII + 1326 
pages, tremendous amount of figures, tables, references, appendices and 
problems to be solved.

This volume is the thickest book on the atmosphere, the reviewer has ever seen. 
It deals mostly with the chemistry of the atmosphere, with separate chapters on 
aerosol and cloud physics and air pollution meteorology. As the authors state 
in the preface: “The object of this book is to provide a rigorous, comprehensive 
treatment of the chemistry of the atmosphere, including the formation, growth, 
dynamics and properties of aerosols, the meteorology of air pollution, the 
transport, diffusion and removal of species in the atmosphere, the formation and 
chemistry of clouds, the interaction of atmospheric chemistry and climate, the 
radiative and climatic effects of gases and particles and the formulation of 
mathematical chemical/transport models of the atmosphere” . This ambitious aim 
is obtained in 24 chapters. After reviewing the book one can say that, except 
some cases, the individual chapters are not too long and sophisticated. The 
length of the volume is due to the great number of chapters discussing the large 
subject mentioned.

If we took only Chapters 1-7, 13, and 19-24 we would receive a book on 
atmospheric chemistry as this branch of atmospheric science is generally 
imagined. The first chapter is an introduction into atmospheric characteristics, 
the second deals with atmospheric composition, cycles and lifetimes, the third 
one discusses the bases of photochemistry and reaction kinetics, while the aim 
of Chapters 4-7 is to give a summary of our present knowledge of stratospheric 
chemistry, tropospheric chemistry, atmospheric aqueous phase chemistry and 
aerosol properties, respectively. It is interesting that aerosols consisting of 
organic materials are not treated together with other particles, their properties 
are presented in a separate chapter (Chapter 13). It seems that the authors 
considered the organic particles so important that they devoted a separate 
chapter to their discussion (this is understandable since they are from California 
where organic substances were widely studied owing to their importance in 
photochemical smog). However, this discussion is rather separated from that of 
other aerosol particles. In Chapters 19-20 dry and wet depositions are 
presented, while in Chapters 21 and 22 our ideas on the interaction of 
atmospheric chemistry and climate as well as the radiative effects of at­
mospheric aerosols are summarized. Finally the authors’ goal in the last two
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chapters is to describe atmospheric chemical and statistical models. The last 
chapter on statistical models is of particular interest since this subject is rarely 
occurs in atmospheric chemistry books prepared by European writers.

Chapters 8-12 are rather unique in books discussing the atmospheric physics 
and chemistry. Chapter 8 are devoted to the dynamics of single aerosol 
particles. This means that transport processes of single particles, their 
interaction with the fluid (drag force) and fluid molecules (Brownian motion) 
as well as their motion caused by external forces (e.g. gravitational settling) are 
presented. The next chapter (“Thermodynamics of Aerosols”) contains the 
principles of partitioning of atmospheric species between the vapor and 
particulate phases, while Chapter 10 is a rather detailed discussion of nucleation 
processes. Then, the mass transfer rates between condensed and gas phases are 
discussed (Chapter 11). This part of the book on “aerosol physics” is closed 
by a chapter on the dynamics of aerosol populations including such important 
subjects as changes in particle size distribution by condensation and evaporation 
and by coagulation.

Except Chapter 15 on cloud physics, the remaining chapters are composed 
of material what we generally call air pollution meteorology. Thus, the title of 
Chapter 14 is “Meteorology o f Air Pollution”, while Chapter 16 contains the 
basic principles of micrometeorology. Further, in Chapter 17 and 18 the authors 
present the bases of atmospheric diffusion and analytical solutions of 
atmospheric diffusion equations, respectively. In this last chapter they describe, 
among other things, the Gaussian plume equation which is discussed in a 
detailed way.

It goes without saying that one can raise questions concerning the structure 
of this book. It is not questionable, however, that the authors present an 
excellent material, in agreement with the subtitle of the volume, from air 
pollution to climate change. This means that, except atmospheric radioactivity, 
the reader finds practically everything in this book which is important to 
understand atmospheric environment of our planet. Each chapter is followed by 
references consisting of a lot of literature published mostly by American 
research workers. Further, the chapters are closed by problems of different 
levels “to enable the reader to evaluate his or her understanding of the 
material” (cited from the authors’ preface). In the preface the authors also state 
that “The book is intended to serve as textbook for a course in atmospheric 
science that might vary in length from one quarter or semester to a full 
academic year” . However, one fills that the material composing this book seems 
to be too large even for a course of one year. On the other hand, it is self- 
evident that parts of this volume can be use in different courses on environmen­
tal engineering and science as well as on meteorology and chemistry.

Thus, the reviewer concludes that the present book is a magnificent 
successor of the previous book of one of the authors (J.H. Seinfeld) entitled 
Atmospheric Chemistry and Physics of Air Pollution published by the same
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editor in 1986. The former book is completed successfully by material emerged 
during the last decade. Consequently, the volume can be proposed to university 
professors and graduate students for their courses as well as to all persons 
educated in physics and chemistry for making an acquaintance with basic 
principles of atmospheric science.

E. Mészáros

Wilfried Schröder: Noctilucent Clouds (Theoretical concepts and obser­
vational implications). Science Edition, D-28777 Bremen, 1998. 340 pages. 
Price: $ 20.

This book is a compilation of the works written by the author during the last 
decades. Since some of them have been published in German, it seems neces­
sary to collect them into an English book, to be available for the readers who 
look only for English literature.

The articles can be grouped into three main topics:
— Climatology of noctilucent clouds (NLC);
— Mesosphere and NLC;
— History of observations made in Germany.
Noctilucent clouds have been observed since the eighties of the last century. 

They could be seen and photographed when the Sun is below the horizon by 
5-15 degrees. Their average altitude is 83 km, that is they give information 
about such heights that could only be investigated by meteorological rockets. 
Their observation zone is the belt between 50 and 70 degrees latitude on both 
Hemispheres. The NLC are summer phenomena.

Their origin is not understood fully. Also, their relation to the wind speed 
and temperature is not known perfectly.

A small and enthusiastic group of scientists runs the observations and uses 
them to study the physics of the mesosphere. Those, who are interested in this 
topic, please, read this interesting book.

G. Major
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NEWS

Congratulations to Professor Ernő Mészáros for the Széchenyi-prize

In March of 1998 the President of the Hungarian Republic awarded Széchenyi- 
prize (the highest prize for scientist in Hungary) to Professor E. Mészáros, 
former editor of Időjárás, in recognition of his excellent work in developing of 
the atmospheric chemistry as new area of atmospheric sciences in Hungary.

Ernő Mészáros began its scientific carrier in 1957 at the Hungarian 
Meteorological Service. That time his interest was in the cloud physics. Later 
on he investigated the physical and chemical properties of atmospheric aerosol 
particles. The prize recognized his activity in developing of the atmospheric 
chemistry as new area of atmospheric sciences in Hungary.

He has published several papers in high-impact scientific journals. He has 
always taken part in international scientific activities.

On the occasion of his 60th birthday, the Időjárás published his curriculum 
vitae (Vol. 100, No. 1-3, 1996).

G. Major

Symposium of the International Society for Photogrammetry 
and Remote Sensing (ISPRS) in Budapest

The Commission VII of ISPRS held its 1998 year Symposium at the Hungarian 
Academy of Sciences, 1-4 of September. The basic area of the Commission is 
resource and environmental monitoring, therefore the meteorologists are 
involved in the activity. The scientists of the Hungarian Meteorological Service 
presented a poster and computer demonstration of the activity of the Satellite 
Research Laboratory.

G. Major
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Abstract—A multiple linear regression approach is presented to estimate layer ozone 
amount ДП from predictors accessible from model outputs of meteorological analysis and 
prediction additionally to the total ozone amount that has regularly been monitored from 
satellites for several years. Total column ozone is the most important predictor, in general, 
of the approach developed and checked for northern midlatidudes. The second most 
important predictor is the thermal state of atmospheric layers. The accuracy of the statistical 
estimate is assessed to be about 3 to 10 per cent in maximum depending on atmospheric 
layer and season. Comparison of the estimate with more than one hundred ozone sonde data 
at Hohenpeissenberg, Germany, throughout one year showed promising results between 300 
and 50 hPa when outliers of about 8 to 10 per cent of cases are omitted. The outliers were 
mainly found for the layer between 200 to 100 hPa and are obviously related to filament­
like structures in ozone there. The most satisfying results were obtained for the tropopause 
region 300-200 hPa with a reduction of variance of about 0.7 to 0.8. This altitude range 
is the most difficult one for monitoring from satellites.

Key-words: stratospheric ozone, forecasting, multiple linear regression.

1. Introduction

Atmospheric ozone has been a permanent issue for many years because of its 
harmful effects to the environment. Understanding the atmospheric ozone cycle 
and its change needs inter alia a detailed knowledge of the ozone distribution 
in space and time. Our current knowledge on the atmospheric ozone distribu­
tion, its variability and long-term variations and trends relies on data sources 
of different characteristics and quality (e.g., WMO, 1995). Satellites have 
monitored globally total column ozone il and the vertical ozone distribution of 
the upper and middle stratosphere since the late seventies. Information on the 
ozone profile from satellites are gained from backscattered radiation in the UV
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between 252 and 306 nm by the Solar Backscatter Ultraviolet Spectrometer 
(SBUV) and solar occultation absorption measurements around 600 nm by the 
Stratospheric Aerosol and Gas Experiment (SAGE I and II). Limb emission 
measurements at 9.6 jam are anticipated with the Michelson Interferometric 
Passive Atmosphere Sounder (MIPAS) on ENVISAT. Occultation and limb 
measurements exhibit in general high vertical resolution down to the tropo- 
pause. The vertical resolution of SBUV data is about 8 km above 25 km altitude 
and increases to 15 km below that level. Intercomparisons between SAGE II 
and SBUV results made in the interval 1984 to 1990 agreed to better than 5% 
in general (WMO, 1995).

The first information on the vertical ozone structure, although of limited re­
solution, was drawn from Umkehr observations (Gotz, 1931). Ozonesondes having 
high vertical resolution up to the bursting level of balloons at about 30 km 
altitude have been launched since the midsixties. Ozone lidars of high vertical 
resolution per se have been in operation since the late eighties. Stratospheric 
ozone research needs lidars of sufficient power, however, particularly for the 
upper stratosphere. All ground-based sounding systems are regionally repre­
sentative. However, ground-based quasicontinuous monitoring is not feasible 
because of meteorological (cloudiness for lidars) as well as cost-effective 
reasons (both profiling systems).

Summarizing the present data situation we state a global data set of 
sufficient quality since 1979 for the upper stratosphere which will be updated 
by corresponding satellite launches in the future. Below about 20 km reliable 
information of sufficient quality can be presently gained only by satellite 
measurements with tangential observation geometry (SAGE at present) and by 
ozonesondes and lidars. For the tropopause region which is of particular 
importance to the role of ozone depletion in radiative forcing of the Earth’s 
climate system (e.g., Lacis et al., 1990; Ramaswamy et al., 1992) and below, 
the interpretation of occultation and limb measurements is limited in the 
presence of clouds. Information on ozone variations at these heights are mainly 
from ozonesondes and lidars. Thus there is a deficit of ozone data in the 
troposphere and lowermost stratosphere particularly because ozonesonde and 
lidar measurements are only sporadically available and only regionally 
representative. Substantial improvement by new satellite systems is not to be 
expected in the near future.

However, there are some founded reasons for improvement of the data basis 
situation by using information of other meteorological parameters. Statistical 
approaches have been used with success to predict total column ozone (e.g., 
Burrows et al., 1995; Spankuch and Schulz, 1995, 1997a; Long et al., 1996) 
and to check the quality of total column ozone measurements (Spankuch and 
Schulz, 1997b). They are also capable for ascertaining the scope of the 
climatological vertical ozone structure. The physical background for significant 
statistical relations between the vertical ozone structure and other meteorological
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parameters is given mainly by the dominance of dynamical processes up to the 
middle stratosphere in building up the vertical ozone structure.The approach of 
statistical profiling has widely been used in numerous numerical weather 
prediction schemes in particular to infer the vertical humidity structure. In 
ozone research, analogous efforts were made to evaluate the quality of Umkehr 
observations (de Luisi and Mateer, 1971) and to improve retrievals of satellite 
measurements (e.g., Sellers and Yarger, 1969; Timofeyev et al., 1974; Feister 
and Spankuch, 1977), but these approaches have obviously not been applied 
despite of partly promising results in particular by the last authors.

Any possible improvement of the data basis situation by statistical 
approaches does not mean, however, a possible replacement of measurements 
by statistical estimates as they reflect normal situations per se. Statistical 
approaches, however, have another benefit, too. Outliers are either the results 
of incorrect measurements or data handling or, that is much more important, 
they indicate the impact of some not yet recognized or, due to changing 
environmental conditions, newly acting processes. The history of the detection 
of the antarctic ozone hole is a good example in this respect (e.g., Fabian, 
1989; Roan, 1989).

This paper describes the statistical approach applied to assess the vertical 
ozone structure in Central Europe and estimates its quality by theoretical 
considerations as well as by intercomparison with more than 100 ozone sonde 
data at Hohenpeissenberg, Germany, throughout one year.

2. Short review of the climatology of the vertical ozone structure

Climatology is the bench mark of each statistical approach. Thus some 
climatological knowledge is needed for a sound assessment of such approaches. 
This climatological background is given in Fig. 1 as frequency distribution of 
layer ozone ДП at Hohenpeissenberg for the atmospheric layers indicated in this 
figure. The frequency distribution is given for normal years in the left panels 
and for disturbed years after volcanic eruptions (1983, 1992 and 1993) in the 
right panels. The scale of ДО is the same for all layers for easy intercom­
parison. The frequency distributions are given for the whole year; shorter time 
intervals (seasons, months) as references result in a narrowing of the distribu­
tion and a shift of the characteristic distribution parameters according to the 
seasonal course (e.g., Diitsch, 1978). Additionally, the lowest panels of Fig. 1 
give the frequency distribution of total ozone Q.

Total ozone and layer ozone from 300 to 50 hPa are lognormally or gamma 
distributed as the result of rare cases of high layer ozone. The distribution is 
broadest between 200 and 50 hPa with a standard deviation of about 15 to 20 
DU and narrowest in the lower and middle troposphere with a standard of about 
2 DU, respectively. Normal and disturbed years differ in the location of the
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distribution, but not in its spread. Krzyscin (1994) has already stated a shift of 
the Q frequency distribution as a whole throughout the years without any change 
of its sh^pe. Fig. 1 shows this finding for Afi, too. The most reduction in layer 
ozone after volcanic eruptions, roughly 20% on average, is observed in the 
layer 200 to 50 hPa. The corresponding median values are 67.2 DU and 36.7 
DU for the layers 100 to 50 hPa and 200 to 100 hPa for undisturbed years and 
55 DU and 26 DU, respectively, after volcanic eruptions.

Two possible consequences for further steps could arise, namely modified 
statistical relations for disturbed and undisturbed years, and difficulties in 
assessing high AO values due to the skewed distribution function of the pre- 
dictands. The latter issue will be discussed in some detail later on.

The statistical approach applied is the approach of multiple linear regression. 
An essential condition for the choice of potential predictors was the easy 
availability of these predictors in data banks confining their range to basic 
meteorological parameters such as geopotential, layer thickness, temperature, 
wind direction and velocity, and so on. Ozone data of previous days and thus 
persistence were not used. Thus some loss in the quality of the results is 
anticipated. The training sample consisted of ozone sonde and aerological data 
at Lindenberg (52°13’N, 14°07’E) and Hohenpeissenberg (47°48’N, 11°01’E) 
representing Central European conditions from the years 1975 to 1994. Multiple 
linear regression is a very reduced version of the general statistical approach 
outlined by Pokrovsky and Timofeyev (1972) where the solution is a combination 
of information on spectral radiance measurements and a priori meteorological 
knowledge by means of autocorrelation and crosscorrelation matrixes. This 
method was used as a pure statistical approach, i.e. without any measurement 
information, by Timofeyev et al. (1974) and later by Feister and Spankuch 
(1977) who obtained encouraging results in ozone profiling when additionally 
to the temperature and temperature-ozone correlation the total ozone amount fi 
was used as input with a maximum gain between about 300 and 50 hPa.

The quality of statistical relations is characterized by the reduction of variance 
achieved

3. Statistical approach

4. Statistical relations and reduction of variance

(1 )
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where are and ad mean the standard deviation between measurement and 
statistical estimate, and the climatological standard deviation, respectively. An 
exact physical relation results in RV = 1 (are = 0). RV = 0 (are = acl) means that 
the statistical method does not give any more information against climatology. The 
stronger the statistical relation is the stronger, the higher the RV is.

Atmospheric layer

Fig. 2. Reduction of variance (RV) by statistical estimate of layer ozone.

Fig. 2 shows the yearly RV means at Lindenberg and Hohenpeissenberg, the 
latter one with ±  the standard deviation of the monthly means. The altitude of 
the atmospheric layers increases with increasing number from p s-100, 700-500, 
500-300, 300-200, 200-150, 150-100, 100-70, 70-50, 50-30, and 30-20 hPa, 
respectively. The maximum values of RV are attained when all predictors of 
some significance even if marginal (e.g., < 2%) are taken into account. The 
highest RV with about 0.8 is found for the tropopause region (layer 4: 
300-200 hPa). There is a slow, steady decrease of RV within the stratosphere 
up to around 0.5 for layer 10 (30-20 hPa). Amounts larger than and around 0.7 
are observed for the altitude range 300 to 100 hPa (layers 4 to 6) where 
monitoring from satellites is difficult and the height resolution of SBUV is 
limited. These results confirm previous investigations (e.g., Spankuch and 
Dohler, 1975; Fortuin and Kelder, 1996) that stated maximum linear correlation 
between local ozone and temperature in the tropopause region and the lower 
stratosphere. RV is less than 0.3 in the troposphere. However, the climatologi­
cal variance (acl) is so small there (see Fig. 1) that the mean uncertainty of the
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statistical estimate is only of the order of ± 1 Dobson units (DU) despite this 
low RV. The yearly course of RV  at Hohenpeissenberg is given in Fig. 3 for the 
atmospheric layers 300-200 hPa and 100-50 hPa, respectively. The highest RV 
is observed in general in winter and the smallest one in summer and fall.

Fig. 3. Yearly course of R V  for two atmospheric layers at Hohenpeissenberg.

Table 1 compiles the predictors and their contribution to RV for the four 
seasons for the multiple linear regression approach applied. The explanation of 
the predictors is given in the footnote of Table 1. The number of atmospheric 
layers was reduced, compared to the ones of Fig. 2, to safe space. Possible 
nonlinear dependence was taken into account to some extent by offering 
predictors with nonlinear dependence (e.g., logarithm or power) on basic 
meteorological parameters. There are six classes of predictors: column ozone 
Q, temperature Tl at pressure levels i, layer thickness A<£;, geopotential </>,, 
normalized temperature gradient of layers VT( and the saturation vapor pressure 
tj or In ?, as nonlinear parameters for the zth layer mean temperature. Although 
there is some redundancy by using layer thickness A0(- and saturation vapor 
pressure tt as predictors simultaneously because both parameters are a function 
of the layer mean temperature tm, the nonlinear dependence of tt from tm adds 
some useful information which is not appropriately taken into account by the 
linear dependence of A0 from tm. Table 1 contains two RV values, namely 
RVmax totai when all predictors of significant even of marginal contributions were 
used, and RVwtal when only predictors were used with a contribution to RV of
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Table 1. Contribution of predictors in percentage to the reduction of variance of layer ozone for the four seasons

Layer N o 3 4 5 6
p (h P a )  300-200 200-100 100-50 50-30

Predictor Season Sp Su Au W i Sp Su Au Wi Sp Su Au Wi Sp Su Au Wi

7
30-10

Sp Su Au Wi

Explanation o f the predictors: Q -  total column ozone in Dobson units, 7} -  temperature (K) at pressure level i (hPa), фІ and Дd>, -  geopotential and 
thickness in gpm of layer i, layers 1 and 2 are from surface pressure ps to 500 hPa and from 500 to 300 hPa, respectively; ѴГ = gn (Tu -  Tt) /  1] with 
Tu, Tt the temperatures at the upper and lower boundary, resp., of the layer given by the index, gn -  acceleration of gravity, Г, = saturation vapor pressure

of layer i calculated from layer mean temperature.

20
9

Q 45 46 35 33 60 67 45 63 57 49 47 68 24 39 27 20 14 27
In Q 47 25
T500 5 22

f a  11 .3

fc  2 6 9
T 41 !0
Ad), 14
A o , 8 17 13 5
A o , 30 5 32
Ao 4 4
A o , 5 9 5
A 17 4 5

fc 6 13 5
lii<t>, 20

V t ,  7
V f? 9 8

t, 30
t, 7
4  23
In t, 4

RV, total 83 83 71 78 62 79 73 69 70 57 60 68 35 48 36 57 52 28 57 56
RV, max, total 86 87 73 82 72 83 77 79 75 69 64 75 48 57 41 63 56 32 64 60
Sum o f  predictors 3 3 4 3 2(7) 3 3 2  2 3 2 1  3 3 2 3  3 3 3 4



at least 4 to 5 percent. The last line of Table 1 lists the number of predictors 
for RVtota[. Three to four predictors are sufficient in general. RVMal can increase 
by about 0.1, e.g., for the layer 200 to 100 hPa in winter and spring, when 6 
to 7 predictors instead of only 2 were considered.

The largest contribution to RV is from the total column ozone fi or In Q, 
respectively, with a maximum reduction of about 2/3 for the layer 200-100 hPa 
(exception fall) and for the layer 100-50 hPa in winter, confirming the results 
of Feister and Spankuch (1977). The RVlo[al is for the layer 200-100 hPa of the 
same order of magnitude in fall, too, due to the layer thickness of the sixth 
layer (Аф6) and temperature at 100 hPa, Tl00, as predictors.

Fig. 4 demonstrates the high correlation between Q and layer ozone amount 
Afi for one single layer, the layer 200-150 hPa with a linear (upper panel) and 
a logarithmic regression approach (lower panel), the latter one is slightly more 
appropriate for large AQ. The corresponding correlation coefficients are 0.80 
and 0.78, respectively. The correlation was calculated with the Hohenpeissen- 
berg data from 1975 to 1994. The single correlation coefficients between fl and 
AQ are between 0.7 and 0.8 for 300 to 30 hPa, about 0.4 for 30 to 10 and 500 
to 300 hPa and insignificant in the lower troposphere.

Fig. 4. The relation between layer ozone between 200 to 150 hPa and 
total ozone at Hohenpeissenberg.

Layer thicknesses (Аф) of the lower layers contribute significantly to RV in 
the tropopause region (300 to 200 hPa), except for spring. Their total contribu­
tion is about 0.4 and of the same order of magnitude as the contribution of fi.
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In spring, the saturation vapor pressure of layer 3, %, of the tropopause layer 
contributes 30% to RV. This order of magnitude is only reached for the layer 
30 to 10 hPa in spring by the analogous parameter f7. For this layer RV is about
0.5 and even only 0.3 in summer with half of the contribution from fi. The high 
contribution of predictors characterizing the thermal state of the tropopause 
region is mainly due to quasi-columnar motion of air along isentropic surfaces 
in the lower stratosphere which explaines more than half of the variance of fi 
(.Salby and Callaghan, 1993).

The effect of the individual predictors is illustrated by a single example, and 
that for the tropopause region 300 to 200 hPa in May over Hohenpeissenberg. 
The maximum RV considering 6 predictors is 0.87 (see Table 1). Using as 
single predictors only the most effective ones, fi and T200, respectively, results 
in RV amounts of 0.55 and 0.69, respectively (Fig. 5 upper panels). Obviously, 
T200 is a more appropriate predictor than fi in this case. Fig. 5 shows that both 
single regression equations estimate Afi up to 30 DU in maximum only, in 
contrast to the observation with 44 DU in maximum. There is an increase of RV 
to 0.75 using both predictors simultaneously (Fig. 5, lower left panel), 
however, the deficit remains at high Afi. A sufficient estimate of Afi for high 
Afi is only reached when further predictors are added (Fig. 5, lower right panel). 
Note that in case of more predictors Г200 is replaced by Тш  (see Table 1).

5. Impact of predictor uncertainty on the quality of the statistical estimate

Another feature of interest besides the individual predictors’ contribution to RV 
is the sensitivity of the quality of the statistical estimate to the quality of the 
predictors. This information is easily derived from the magnitude of the 
regression coefficients and compiled in Table 2. The numbers of Table 2 are 
related to a change in the estimate of Afi in the corresponding atmospheric layer 
by 1 DU caused by a change of the specific predictor by the amount given. The 
figures of Table 2 are related to DU and K for fi, In fi and 7j, respectively, and 
in per cent of the natural variation of the rest of the predictors. The estimate of 
A fi is most sensitive to the temperature if this predictor is used. A change, e.g., 
of the Afi estimate of the layer 100 to 50 hPa in spring by +1 DU is caused by 
a change of T’ioo by -0.5 K. This uncertainty of about 1 K results in a 2 DU 
uncertainty of the Afi assessment already. A similar magnitude (-0.7 K) was 
found for in assessing Afi in the tropopause region in summer as well as 
for 7)(X) for the 200 to 100 hPa layer in fall. The temperature uncertainty is less 
crucial for the other cases with temperature as a predictor.

Uncertainties in fi are most effective for the Afi assessment in that layers 
with a high contribution of fi to RV, namely for the layers 200 to 100 hPa and 
100 to 50 hPa. A 1 DU change in Afi there corresponds to 3 to 5 DU in the 
uncertainty of fi. However, the rule “high contribution to RV of a predictor
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corresponds to high sensitivity to the statistical ДО estimate” does not hold 
unconditionally as shown by a comparison of the corresponding amounts for the 
layers 300 to 200 hPa and 50 to 30 hPa, respectively.

Layer ozone, est (DU)

Fig. 5. Comparison of observed and estimated layer ozone in the tropopause region 
300-200 hPa at Hohenpeissenberg in May with predictors fl only (upper left panel), T200 
only (upper right panel), if plus T20o (lower left panel) and all significant six predictors

(lower right panel).
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Table 2. Predictors’ order of magnitude to change layer ozone estimate by 1 DU

Layer No
P (hPa)

Predictor Season

3
300-200

Sp Su Au Wi

4 5
200-100 100-50

Sp Su Au Wi Sp Su Au Wi

6 7
50-30 30-10

Sp Su Au Wi Sp Su Au Wi

Q 18 17 27 35 3 5 4 4 3 5 5 ,3 13 9 6 20 8 4
ln Q 9 10

1.6 1
.7

.7 .5
т,0 2
Тз„ 5 1.3
Т,о

ДА,
Д о 2
До^
Д()4
Д о ,
Афб

кIn ф 7

vt5vt,

t3
t,
t,
ln t,

25
5 6 5 

4 8 6

2

3

8

3

7

6

80

8 9 5 
5 5

12

3

8

7

4 3.5

5
2.5

&Vt7

Explanation o f the predictors see Table 1. The figures for all parameters except 12, In 12 and 7] are the percentage of natural variability of the corre­
sponding parameter. For 12 and In 12 the figures are in DU, for Tt in K.



Satellite measurements of il are estimated to be accurate to ±2% or ±8 DU 
(.Fleig et al., 1990; Herman et a l., 1991), and Q forecasting is claimed to be 
accurate to ±3 to 4% or +10 to 12 DU (Burrows et al., 1995; Spankuch and 
Schulz, 1995, 1997a; Long et al., 1996). The resulting uncertainty in assessing 
A0 for the altitude range from 200 to 50 hPa is ±2 DU when satellite 
measurements will be used, and ±3 to 4 DU in case of predicted fi. For all 
other predictors a change in the estimate of Ail by 1 DU is caused by a change 
of the predictors by about 5 to 10 per cent of the predictors’ natural variability, 
which is equal to the order of magnitude of the measurement and analysis error.

The resulting inaccuracy in the Ail estimate due to measurement and/or 
analysis errors is assessed to be about 3 to 4 DU when il is taken from satellite 
measurements. Consequently, the attainable maximum accuracy of Ail is about 
3 to 10 per cent for the individual atmospheric layers (see Fig. 1).

6. Results

The results of layer ozone estimates at Hohenpeissenberg during the year 1996 
as independent sample with more than 100 individual cases are shown in the 
scatter plots of Fig. 6 and summarized in Table 3. Given are the results for 
each layer for completeness, even in case of only marginal improvement 
against climatology as for the tropospheric layers, and in total for the layer 
300 to 50 hPa, where the most significant improvement was found. Fig. 6 
reveals several interesting aspects. First, we note a negative bias of the Ail 
estimate (Ailest< Ailmeas) of about 1 to 2 DU up to 50 hPa (see Table 3) and 
a positive bias above that level. In August 1995, the radiosonde type was 
changed from VIZ 1993 of VIZ Manufacturing, Philadelphia, USA, to RS 80 
of Vaisala, Finland. Both radiosondes use different devices for pressure 
measurements resulting not only in differences in the pressure values measured 
{Nash and Schmidlin (1987) and Ivanov et al. (1991) for details), but also in 
differences in temperature and ozone. The resulting differences in ozone are up 
to 6 per cent above 26 km (20 hPa) and, due to the impact on the Dobson 
correction, up to about 1.5 per cent below 20 km (50 hPa) {Steinbrecht 1998, 
private communication). Thus the bias is not real and only the impact of the 
inhomogeneity in the Hohenpeissenberg data. The corresponding rms of the 
estimate without this virtual bias is given in brackets in Table 3.

Second, there is a rate of about 8 to 10 per cent outliers with considerable 
underestimation in Ail for high Ail amounts in the layers below 100 hPa 
particularly distinct in the layer 200 to 100 hPa, with unacceptable large errors

Fig. 6. Comparison of observed and estimated layer ozone at Hohenpeissenberg 
in 1996 (independent sample). Note the different scales of the panels.®-
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of 15 DU and more. In all these cases filament-like structures were found. Thus 
the results of the approach have to be taken with care in such cases that can be 
characterized by а ДЯ estimate larger than a certain threshold to be defined by 
further studies. The present results suggest, e.g., about 58 DU as threshold for 
the layer ozone between 200 and 100 hPa, and about 160 DU for the layer 300 
to 50 hPa. In the latter case the bias is about -20 DU. Appenzeller and Holton 
(1997) investigating the climatology of filament-like structures in the stratosphere, 
found three geographic areas of favourable occurrence of filaments, all linked to 
the edge of the polar vortex, namely Europe, Siberia and Northern Canada.

Table 3. Results of layer ozone estimate 1996

Layer

(hPa)

Bias

(DU)
"cl ês

(DU)

rms

(DU)

r2 Change

(%)

Ps -500 -1.5 3.8 2.4 2.8 (2.2) 0.53 64

500-300 -0 .8 2.8 1.9 2.1 (1.7) 0.55 63

300-200 -1 .6 7.0 2.8 3.2 (2.6) 0.85 83

200-100 -1 .8 16.6 7.9 8.1 (7.2) 0.77 80

100- 50 -2 .6 14.8 5.8 6.3 (5.5) 0.85 67

50- 30 1.2 8.4 5.2 5.4 (4.7) 0.59 56

30- 10 1.2 9.3 5.9 6.0 (5.4) 0.62 70

The most satisfying results were achieved for the layers 300 to 200 hPa and 
100 to 50 hPa with the square of the linear regression coefficient of 0.85 in 
both cases (Table 3). Omitting the outliers which are mostly found in the ДО 
estimate of single layers, we state satisfying results for the lower stratosphere 
up to 50 hPa, as demonstrated in the corresponding panels of Fig. 6.

The statistical estimate of ДО for the troposphere in particular, and above 
50 hPa is to be taken only as a kind of first guess as expected from the 
discussion of Chapter 3. Nevertheless, the estimate of the sign of the diurnal 
changes in ДО given in the last column of Table 3 is with 70 per cent for the 
layer 30 to 10 hPa like the one of the layer 100 to 50 hPa. Again, the highest 
rate with 83 per cent in the correct estimate of the sign of the diurnal change 
is found for the layer 300 to 200 hPa.
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7. Summary and conclusions

A multiple linear regression approach is presented to estimate layer ozone 
amount ДО from predictors accessible from model outputs of meteorological 
analysis and prediction additionally to the total ozone amount that has regularly 
been monitored from satellites for several years. Total column ozone is the most 
important predictor in general of the approach developed and checked for 
northern midlatidudes. The second most important predictor is the thermal state 
of atmospheric layers. The accuracy of the statistical estimate is assessed to be 
about 3 to 10 per cent in maximum dependent on atmospheric layer and season. 
Comparison of the estimate with more than one hundred ozone sonde data at 
Hohenpeissenberg, Germany, throughout one year showed promising results 
between 300 and 50 hPa when outliers of about 8 to 10 per cent of cases are 
omitted. The outliers were mainly found for the layer between 200 and 100 hPa 
and are obviously related to filament-like structures in ozone there. The most 
satisfying results were obtained for the tropopause region 300-200 hPa with a 
reduction of variance of about 0.7 to 0.8.
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Abstract—Time series of height of planetary boundary layer (PBL), mean virtual 
temperature gradient of the lower 300 m, wind speed at 925 hPa pressure level and energy 
of instability (in the lower 1 km in winter and lower 2 km layer in summer) were calculated 
using radiosonde data (1962-1992) over Budapest. These parameters principally determine 
the air pollution potential, i.e., the capacity of mixing of pollutants. Using daily radiosonde 
data (12 UTC), parameters characterizing air pollution potential are related to Hess- 
Brezowsky (HB) macrocirculation (MC) types in winter and summer seasons. However, the 
large number of HB types (30 HB types) makes it difficult to evaluate the statistical 
relationship, therefore, an algorithm is developed to define a family of MC types obtained 
by aggregating the HB types. A similarity measure of MC types is defined and used on a 
seasonal basis in terms of PBL parameters. The family of MC types consisting of 16, 12, 
8 and 4 types are shown. For 8 types, a multivariate time series model of PBL parameters 
is developed and checked. The model is able to simulate statistical properties of PBL 
parameters under present conditions and then under different hypothetical conditions.

Key-words: air pollution potential, planetary boundary layer, macrocirculation types.

1. Introduction

The capacity of the atmosphere to disperse and dilute pollutants emitted at 
different scale sources depends upon prevailing meteorological conditions of 
planetary boundary layer (PBL), such as the height, temperature gradient 
(stability), wind direction and wind speed, wind shear, and energy of instability 
of the PBL (Szepesi et al., 1977). These parameters characterize air pollution 
potential of a given area. The term air pollution potential has been introduced 
in the seventies and characterizes the ability of loading of the atmosphere by 
pollutants (Wiswanadham and Santosh, 1989). The statistical relationship 
between the macrocirculation types and air pollution potential is an important
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issue in order to know how the air pollution characteristics relate to the actual 
weather. This problem is crucial in case of extreme pollution situations. There 
is a general empirical knowledge of which weather situations are problematic 
in the presence of pollutants in the atmosphere, but the present paper is directed 
at developing a stochastic model to describe this relationship quantitatively.

The ultimate purpose of our work is to develop a multivariate time series 
model in order to simulate statistical properties of PBL parameters under 
present conditions and then under different hypothetical conditions of large-scale 
atmospheric circulation. It is well-known that behavior of meteorological 
parameters strongly depend on macrocirculation. Therefore, a system of 
macrocirculation (MC) types is used as a relevant additional information, 
namely the time series model is related to MC types. The paper reports the 
present stage of our research.

The first step of developing the model is estimating the probability distribu­
tion of PBL parameters controlling air pollution potential. This step was 
performed by conditioning probability distributions on Hess-Brezowsky (HB) 
macrocirculation types using radiosonde data for Budapest. However, the large 
number of HB types (30 HB types) makes it difficult to evaluate the statistical 
relationship, therefore, an algorithm is developed to define a family of MC 
types obtained by aggregating the HB types. A similarity measure of MC types 
is defined and used on a seasonal basis in terms of PBL parameters. Then, a 
multivariate time series model is developed and is presented under 8 MC types.

First, data sets used in the analysis are presented and dependency of 
statistical behavior of PBL parameters on HB types is demonstrated. Next, the 
methodology and results of aggregating HB types resulting in a new system of 
MC types are reported. Then, properties of time series model reproducing 
observed statistics are discussed. Finally, a section for conclusions is provided.

2. Characterizing data

Archived and checked radiosonde data for Budapest are available for several 
years. A data set from 1962 to 1992 is used for analyzing PBL parameters. 
Winter (December, January, February) and summer (June, July, August) 
seasons are considered separately with 12 UTC observations. Four parameters 
have been defined to characterize PBL:

• height of PBL {H [m]),
• gradient of virtual potential temperature in the lower 300 m (yv [°C/100 m]),
• wind speed at the 925 hPa standard pressure level (V [m/s]),
• energy of instability (A [J/kg]) in the lower 1 km layer in winter and in the 

lower 2 km layer in summer in accordance with yearly course of convective 
PBL height.
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A first overall theoretical study of PBL in Hungary was reported by Bodolai 
(1983). Here, the height of PBL is determined by significant points of virtual 
temperature profile. No unique definition exists for determining the height of 
convective PBL {Stull, 1988). We defined the top of the PBL at the highest 
significant point where the mean virtual temperature gradient between the 
surface and that significant point is larger than or equal to 0.95°C/100 m and 
the virtual temperature gradient below this significant point is larger than or 
equal to 0.8°C/100 m (the larger this threshold the smaller the estimated PBL 
height is). We used the so-called modified bubble method for dry adiabatic 
condition. Sensitivity analysis shows an uncertainty of 10-15 % (Weidinger et 
al., 1996).

The energy of instability is calculated as:

( 1 )

where z0 and z, denotes the lower and upper height of the layer for calculation 
energy of instability, g is the acceleration due to gravity, Tv and T* correspond 
to the virtual temperature of environment and the rising air parcel from surface 
(z0) by pseudo-adiabatic process.

The usefulness of these parameters is demonstrated by Table 1. Statistically 
significant relations can be identified between virtual temperature gradient and 
energy of instability, as well as between energy of instability and the height of 
PBL. In the rest of cases correlation values are quite low (but different from 
zero at a 5 % significance level due to large sample sizes) indicating that each 
variable has a large amount of information not contained in other variables.

Table 1. The mean (m), standard deviation (<r) and correlation matrix of PBL characteristics

Winter Summer

m a Correlation matrix m a Correlation matrix

H 604 380 1.00 0.30 0.03 0.53 1406 603 1.00 0.17 -0.10 0.30

7v 0.69 0.50 0.30 LOO -0.09 0.76 1.15 0.27 0.17 1.00 -0.08 0.64

V 8.1 4.8 0.03 -0.09 1.00 -0.03 5.4 3.3 -0.10 -0.08 1.00 -0.14

A -66.5 69.7 0.53 0.76 -0.03 1.00 39.9 69.1 0.30 0.64 -0.14 1.00

H  -  height of PBL, yv -  gradient of potential temperature in the lower 300 m, V  -  wind speed 
at the 925 hPa standard pressure level, A -  energy of instability (in the lower 1 km in winter and 
in the lower 2 km in summer)
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Hess-Brezowsky macrocirculation types are well-known in meteorological 
literature; their basic properties are summarized in Table 2 (Hess and 
Brezowsky, 1969; Bartholy and Kaba, 1987). In order to demonstrate the 
dependency of PBL parameters on HB types some results for probability dis­
tribution of parameters characterizing air pollution potential are shown next for 
winter and summer under two characteristic HB types. NWz (Northwest 
cyclonic) type usually advects oceanic air masses. NWz produces mostly 
positive temperature anomalies (-1 — H3°C) in winter, while causes negative 
anomalies (-1 — 3°C) in summer. The relative frequency of this type is 6.4% 
in winter and 4.9% in summer. HM (Central European high) type is charac­
terized mostly with continental air masses resulting in negative temperature 
anomalies (-2.5 — 1.5°C) in winter and positive anomalies (0.5-1.0°C) in 
summer. Relative frequency of this type is 7.4% in winter and 6% in summer.

Table 2. Definition of HB types

Major types Subtypes Subtypes

West 1. West anticyclonic Wa 2. West cyclonic Wz
3. Southern West Ws 4. Angleformed West Ww

Half-meridional - - - ------------------------------
Southwest 5. Southwest anticyclonic SWa 6. Southwest cyclonic SWz
Northwest 7. Northwest anticyclonic NWa 8. Northwest cyclonic NWz
Central
European
high 9. Central European high HM 10. Central European ridge BM
Central
European
low 11. Central European low TM

- Meridional
North 12. North anticyclonic Na 13. North cyclonic Nz

14. North, Iceland high, 15. North, Iceland high,
anticyclonic HNa cyclonic HNz

16. British Islands high HB 17. Central European trough TrM
Northeast 18. Northeast anticyclonic NEa 19. Northeast cyclonic NEz
East 20. Fenno-scandinavian high 21. Fenno-scandinavian high

anticyclonic HFa cyclonic HFz
22. Norwegian Sea-Fenno- 23. Norwegian Sea-Fenno-

Scandinavian high Scandinavian high
anticyclonic HNFa cyclonic HNFz

Southeast 24. Southeast anticyclonic SEa 25. Southeast cyclonic SEz
South 26. South anticyclonic Sa 27. South cyclonic Sz

28. British Islands low ТВ 29. Western Europe trough TrW

30. Unclassified Ü
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Depending on types, the mean PBL height is around 500-800 m in winter, 
and is 1250-1650 m in summer. The Weibull distribution fits the histograms 
best for both seasons and both types. The hypothesis that PBL height follows 
Weibull distributions in these types can be accepted at least at a 5% significance 
level. However, when using the entire data set the best fitting distribution is 
lognormal in winter (Fig. 1).

The gradient of potential temperature in the lower 300 m (yv = -ATv /Az, 
Az =300 m) cannot be satisfactorily modeled by any well-known probability 
distribution (Fig. 2). In winter, the mean gradient is somewhat larger for NWz 
(0.74°C/100 m) than for HM (0.67°C/100 m). The instability intensifies in 
summer: the difference between the HB types is considerably smaller 
(1.2-1.05°C/100 m) than in winter (0.99-0.5°C/100 m). The HM type 
produces stronger instability than the cyclonic NWz type.

Flows of PBL are described by speed and direction of wind at the 925 hPa 
standard pressure level (Fig. 3). Wind roses of the HM type are similar and 
characterized by frequent northwestern, northern, northeastern directions in both 
seasons, while the relative frequency of northwestern direction exceeds 40% in 
NWz type. The mean wind speed in winter is between 5.6 m/s and 11.5 m/s 
depending on types. The summer exhibits a considerably smaller difference 
between mean wind speeds in each HB type. The entire set of winter wind 
speeds is best fitted by a Weibull distribution, while the most suitable 
distribution is the lognormal in summer. In winter, NWz and HM types can be 
described by a normal and a lognormal distribution, respectively. Both types 
require a Weibull distribution in summer. Statistical tests (chi-square and 
Kolmogorov-Smirnov tests) show that the distributions fit the data substantially 
better for NWz type than in the case of HM accompanied with smaller wind 
speeds. The wind turning between 925 hPa standard pressure level and the 
surface has a remarkable property (Fig. 4). Namely, the wind turns left (reverse 
from Ekman spiral) with the height with relative frequencies of 25 % in winter 
and 50% in summer.

Energy of instability was calculated for different layers in winter and 
summer due to the annual cycle of the convective PBL height. The mean energy 
of instability is obviously negative in winter and positive in summer for each 
HM type. The absolute value of mean energy of instability naturally was higher 
in the HM anticyclonic type than in the NWz cyclonic type in both seasons 
(Fig. 5). Commonly used distribution functions cannot fit the histograms in the 
majority of types.
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Fig. 1. Probability density of height of PBL in winter (left) and summer (right).
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Fig. 2. Probability density of gradient of virtual temperature [°C/100 m] in the lower 300 m
in winter (left) and summer (right).
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Fig. 3. Probability density of speed and direction of wind at the 925 hPa standard pressure
level in winter (left) and summer (right).
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Fig. 4. Histogram of difference between wind directions (wind turning) at 925 hPa and 
surface levels in winter (left) and summer (right).
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Fig. 5. Probability density of energy of instability in the lower 1km layer in winter (left) 
and in the lower 2 km layer in summer (right).
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3. Aggregating HB types

3.1 Methodology

A hierarchical clustering technique has been defined in order to decrease by 
one the number of macrocirculation types in each step of the procedure. Let K 
denote the number of PBL characteristics and J  denote the actual number of 
MC types. At the beginning of first step of the entire aggregation procedure the 
MC types are identical to HB types and J  equals to 30. Then two MC types 
(HB types in the first step) are aggregated according to criteria described below 
and assigned to a new MC type. The rest of MC types remains unchanged and 
value of /decreases by one. This process is repeated until a prescribed number 
of MC types is achieved.

Two types are aggregated if
(a) The distance between these types is minimal.

In order to measure the distance between types i and j  in terms of PBL 
characteristics we define the quantity

K

Dij = £  (mikialk -  mjk/aji)2i (mk i°k f ’ = (2)

where subscripts i, j  denote the conditioning on PBL parameters and k 
denotes the conditioning on MC types, m and a correspond to mean and 
standard deviation, respectively. The numerator of Eq. (2) represents a 
Euclidian distance between means corresponding to types i and j  with 
a normalization by their standard deviations. Denominator provides a 
further normalization in order to remove the differences between 
magnitudes of PBL parameters.

(b) Probability distributions of these types are similar.
Similarity of distributions is characterized by the chi-square distance

where nt is the number of days in the MC type i, nikl is the number of 
data in the /th interval of histogram of the Mi variable under MC type 
i, and L is the number of intervals (see e.g., Dévényi and Gulyás, 
1988).

(c) Frequency of MC types is relatively uniform.
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According to above considerations the aggregation procedure consists of the 
following steps.

(i) A few elements (5 %) of the matrix of Euclidian distances (Eq. (2)) 
having smallest distances is selected.

(ii) Three pairs of MC types having smallest values of the chi-square 
distance (Eq. (3)) are chosen from pairs of types obtained in (/).

(iii) Two MC types of that pair are aggregated from the three pos­
sibilities obtained in (ii) where the number of days in these two 
types is minimal.

(iv) Repeat steps (i)-(iii).
An experiment has been performed in order to examine sensitivity of ag­
gregation procedure to changes of criteria (i)-(iii) and the result has been shown 
quite robust.

3.2. Results

The optimal number of MC types depends on the task in question and the 
sample sizes. In the actual case 8-12 MC types seem a good choice (Fig. 6). 
Tables 3 and 4 show the main results for eight types.

Difference between PBL parameters in winter and summer is apparent. 
Evidently, winter generally has smaller PBL heights, smaller gradient of virtual 
temperature, stronger winds and negative energy of instability. A conjunctive 
use of the distance measure Eq. (2) and the similarity measure Eq. (3) of 
probability distributions of PBL parameters conditioned on different MC types 
seems a useful technique to reduce the number of HB types. For instance, the 
MC types MCI and MC3 in summer have quite similar means of PBL 
parameters but with different probability distributions.

The HB types NWz and HM presented before are obviously found in 
different MC types in the two seasons. In winter the NWz Hess-Brezowsky type 
belongs to MC4, while the anticyclonic HM type is in MC2. The main 
characteristics of MC2 (Table 3) are similar to HM type: moderate virtual 
temperature gradient and wind speed, consequently high negative energy of 
instability. The mean PBL high is below the average. In summer, the NWz HB 
type forms alone an MC type (see MC5 in Table 4), and the anticyclonic HM 
type belongs to MC6.

In an earlier stage of the work (Matyasovszky et al., 1996) the aggregation 
of HB types was performed without the energy of instability, and the structure 
of aggregated MC types was highly similar to the present case for each season 
and each step. For example, only 4 HB types were assigned to MC situation 
which differs from that of the previous case when using 8 MC types in summer. 
This is not surprising because the energy of instability is not independent 
statistically from the virtual temperature gradient and PBL height (see Table 1).
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WINTER SUMMER

26 Sa
27 Sz

Fig. 6. The system of aggregated HB types for MC types of number of 16, 12, 8, 4. 
An MC type is unclassified when number of days in the type is smaller than 20.
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3 W s ---------- J J
6 SWz —I 2

15 HNz —' ]
5 SWa —I 3 2

11 TM —1 2
9 HM ------ I 3

22 HNFa ..........'

2 Wz ------ —
4 3

28 TB —I 6
29 TrW —I 2

1 Wa 7 * -------
8 NWz —I 8 6 4

13 Nz —I
17 TrM --^----- 2—
4 Ww ----- ^ - |  g 5

23 HNFz —I и  ...............
24 SEa —I
10 BM - j  12 3
25 SEz —I 9  6 -------
21 HFz —I

И26 S a ----- 1
30 Ü —
27 Sz 14 10 7
7 NWa ----- —-----U -,

14 HNa —, — -------—

16 H B ----- ——
20 HFa —1

A Unclassified

22 HNFa..............
18 NEa
19 NEz ..............................................
12 Na ..............................................



Table 3. The distance matrix, relative frequency [%] of MC types, and mean of PBL 
parameters under the MC types in winter. (Numbers in bold indicate types where PBL 

parameters have different probability distributions at a 90% significance level.)

Type 1 2 3 4 5 6 7 8

1 0.00
2 0 .18 0.00
3 0 .15 0 .17 0.00
4 0 .2 0 0.25 0 .2 4 0.00
5 0 .3 5 0 .46 0 .4 4 0.23 0.00
6 0 .26 0 .33 0 .3 5 0.15 0.15 0.00
7 0.39 0.49 0.43 0.32 0 .2 7 0 .29 0.00
8 0 .6 4 0.71 0 .7 2 0.49 0 .31 0.40 0.49 0.00

[%] 11 13 21 18 8 16 2 9

(unclassified: 2%)

H 504 585 577 415 559 611 464 719
7 0.59 0.64 0.56 0.71 0.80 0.74 0.76 0.90
V 8.3 6.6 10.1 9.7 6.3 6.1 8.7 7.1
A -84 -79 -80 -55 -62 -63 -89 -33

Table 4. The distance matrix, relative frequency [%] of MC types, and mean of PBL 
parameters under the MC types in summer. (Numbers in bold indicate types where PBL 

parameters have different probability distributions at a 90% significance level.)

Type 1 2 3 4 5 6 7 8

1 0.00
2 0 .0 8 0.00
3 0 .1 7 0 .18 0.00
4 0 .3 4 0 .35 0 .1 7 0.00
5 0 .23 0 .2 4 0 .1 3 0.21 0.00
6 0 .22 0 .23 0 .0 7 0.17 0 .1 8 0.00
7 0.08 0 .1 2 0 .1 2 0.30 0 .1 9 0.16 0.00
8 0 .5 4 0 .5 4 0 .3 9 0.25 0.33 0 .39 0.49 0.00

[%] 23 5 22 12 5 19 11 2

(unclassified: 1%)

H 1361 1247 1396 1415 1296 1539 1410 1372
7 1.15 1.09 1.15 1.13 1.09 1.18 1.15 1.09
V 5.0 6.6 6.1 5.3 7.0 4.7 4.7 5.5
A 39 11 39 44 34 46 45 39
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4. Time series model o f PBL characteristics

4.1 The model

To reproduce the simultaneous temporal statistical behavior of PBL parameters, 
a suitable model should be chosen. Autoregressive (AR) processes represent a 
well-developed and commonly used tool to model time series. They have been 
developed principally for Gaussian processes, but PBL parameters do not follow 
Gaussian distribution. Therefore, it is desirable to construct a transformation 
establishing a relationship between the distribution of the PBL parameters and 
the normal distribution. Time series of these hypothetical, normally distributed 
variables are modeled by AR processes and then the inverse of above mentioned 
transformation results in a time series model of PBL parameters. The temporal 
evolution of above mentioned hypothetical, normally distributed variables is 
modeled by first order autoregressive processes. The order of the model has 
been determined by Akaike’s Information Criteria (.Akaike, 1974).

As it was shown, the probability distribution is very different for different 
parameters and under different MC types, and therefore a simple analytical 
solution of the problem may not be expected. Therefore, one of the non- 
parametric techniques, the so-called Abramson method (Abramson, 1982) has 
been used to estimate probability distributions of PBL parameters. An important 
advantage of nonparametric methods is that they do not require assumptions on 
the shape of distribution functions. Details of these techniques are not discussed 
here, a climate oriented review of nonparametric probability density estimators 
can be found in Matyasovszky (1997).

4.2 Results

The entire data set is split into two parts and the stochastic model is developed 
from the first part of data. In order to validate the model, a time series of PBL 
parameters is simulated using the model, and several statistical characteristics 
of the second part of observed data and simulated data are compared. The main 
and standard deviation of PBL parameters are shown in Table 5. The stochastic 
model generally somewhat underestimates means in both seasons as well as 
standard deviations in summer. In winter, simulated standard deviations are 
larger than those observed except for wind speed and virtual temperature 
gradient. The model can reproduce not only simple characteristics like mean but 
probability distributions too. This is illustrated by Fig. 7.

In order to illustrate the accuracy of the stochastic model, another simulation 
experiment has been performed using the entire data set (without split sampling). 
In that case no visible difference can be recognized between observed and 
simulated probability distribution functions, which suggests that disagreements in 
Table 6 or Fig. 7 are due to natural variability of PBL parameters, relative 
frequencies of HB types and data inhomogeneity, and not to model construction.
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Table 5. Observed and simulated means and standard deviations of PBL parameters

Mean
Winter Summer

H Yv V A H Yv V A
Observed 628.6 0.71 7.9 - 6 3 .6 1442.1 1.16 5.4 40.6
Simulated 593.2 0.63 7.8 -71.9 1373.6 1.13 4.7 40.6

Standard deviation
Winter Summer

H Yv V A H Yv V A
Observed 390.3 0.47 4.7 66.8 630.6 0.29 3.3 71.1
Simulated 362.7 0.54 4.8 75.6 570.9 0.26 3.2 70.2

Table 6. Observed and simulated correlation matrices of PBL parameters with split sampling

Winter
Observed Simulated

H Yv V A H Yv V A
H 1.0 0.24 0.01 0.50 1.0 0.28 0.07 0.60
Yv 1.0 -0 .14 0.76 1.0 0.02 0.74
V 1.0 -0.04 1.0 0.09
A 1.0 1.0

Summer
Observed Simulated

H Yv V A H Yv V A
H 1.0 0.13 -0 .08 0.28 1.0 0.12 -0.01 0.29
Yv 1.0 -0 .14 0.65 1.0 -0.03 0.64
V 1.0 -0.15 1.0 -0.04
A 1.0 1.0

The stochastic model reproduces the correlation matrices of PBL parameters 
quite well (Table 6). This is remarkable because the difference between 
correlations calculated from the entire data set (Table 1) and from the second 
half of data (Table 6) is not considerably smaller than the difference between 
correlations calculated from the second part of data and from simulated data.

Autocorrelations of PBL parameters decrease rapidly to zero, only one day 
lag values are significantly different from zero for both the observed and 
simulated series. For instance, one day lag autocorrelation of height of PBL was 
found 0.17 and 0.14 in winter and summer respectively. Corresponding 
simulated values are 0.17 and 0.16. The second remark is that correlation is not 
necessarily a best indicator of relationships between PBL parameters since the 
parameters are not distributed normally.
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Fig. 7. Observed and simulated probability distribution functions of PBL height 
in winter (above) and summer (below).
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5. Conclusions

The potential of the atmosphere to disperse and dilute pollutants depends upon 
various factors such as wind speed, height of PBL, vertical virtual temperature 
gradient, energy of instability, etc. Basic statistical characteristics of parameters 
controlling air pollution potential and their dependence on Hess-Brezowsky 
macrocirculation types have been presented in winter and summer seasons. The 
analysis has lead to the following conclusions:
• Statistical properties of PBL are well separated by HB types.
• The most suitable probability distribution for wind speed is frequently the 

lognormal distribution.
• The gradient of virtual potential temperature and energy of instability cannot 

be satisfactorily modeled by any well-known probability distribution.
• Calculation of the height of PBL using significant points of virtual 

temperature profile produces an uncertainty of 10-15 %, when the critical 
virtual temperature gradient is between 0.75°C/100 m and 0.85°C/100 m 
under the top of the PBL.

• The PBL height in different HB types can be adequately described by 
ordinary probability distributions.
A method has been developed in order to obtain a system of aggregated 

Hess-Brezowsky macrocirculation types in terms of characteristics controlling 
air pollution potential. Main conclusions can be summarized as follows:
• Correlations among the height of PBL, wind speed at the 925 hPa pressure 

level, and gradient of virtual temperature of the lower 300 m are quite low 
(<0.3), thus, each parameter has an information essentially independent 
from information of the other variables. The energy of instability is sta­
tistically not independent from virtual temperature gradient of lower 300 m 
layer and from PBL height.

• The procedure developed for aggregating HB types is based on a conjunc­
tive use of a distance measure of PBL parameters and a similarity measure 
of their probability distributions conditioned on MC types. The method 
provides an optimal choice for the number of days in the system of types.

• The technique resulted in statistically different conditional probability 
distributions of PBL parameters.
A multivariate time series model has been developed to describe simul­

taneous stochastic behavior of PBL parameters.
• The model reproduces satisfactorily observed statistical characteristics.
• Therefore, the model is suitable to simulate air pollution potential under 

hypothetical macrocirculation conditions.
It is intended to further develop and extend the stochastic model by 

incorporating pollutant concentrations.
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Abstract—This paper presents the investigation of the urban effects on the monthly mean 
values of the minimum temperature and relative humidity in the area of Belgrade. The 
minimum urban temperature increase is explained by linking the temperatures with resident 
population, a parameter that reflects the size of the city itself. This examination indicates 
that urban air contains less relative humidity than suburban and rural ones.

Key-words: heat island, relative humidity, Belgrade area.

1. Introduction

Urbanization and industrialization have resulted in the modification of the local 
climate of many cities. This modification, in general, involves the alteration of 
the local energy and atmospheric moisture budget.

The existence of the urban heat island is usually explained as the effect of 
the city itself on the energy balance and the artificial heat added by combustion 
processes in residential and industrial buildings.

Urban-rural temperature differences are well documented, as is the heat 
island structure of the build-up areas as a whole (Preston-Whyte, 1970; 
Nkemdirim, 1976; Goldreich, 1985). Voogt and Oke (1997) used ground and 
airborne thermal infrared radiometers to estimate the surface temperature of 
urban areas. Many authors concluded that few studies make comparison be­
tween urban and their rural surroundings relative humidity values (Hage, 1975; 
Kawamura, 1985; Brazel and Balling, 1986; Ackerman, 1987; Lee, 1991).

Hage (1975) found that in winter the relative and absolute humidity were 
high in the city at any time because of vertical mixing and combustion sources. 
Kawamura (1985) and Brazel and Balling (1986) concluded that various

239



activities and landscapes associated with urbanization can be ultimate force of 
a kind urban “humidity island” effect. Ackerman (1987) suggested that urban 
vapour pressure and dew points were lower than the rural ones only in the 
forenoon and spring afternoons.

Lee (1991) concluded that in London the urban atmosphere was more humid 
than the rural at night in all months and during the day in winter and spring, 
while during summer days, the urban atmosphere was less humid.

The Belgrade basin with an estimated population of 2.0 million in 1991 
covers approximately 3221 km2 area with the fairly high mountain Avala to the 
south and lowlands to the north and west. The climate of Belgrade is continental 
in character. The Meteorological Station of the Belgrade Observatory which is 
situated at 132 m above mean sea level is the basic station for the analysis of 
the monthly mean values of minimum temperature and relative humidity.

Strong industrial zone in the Belgrade city is concentrated along coastal 
rivers Sava and Danube (Fig. 1), while commercial district and dense buildings 
are concentrated around the Belgrade Observatory Station. Residential areas 
with parks are located on highest parts of the area of Belgrade.

20°E  20°30 ' 21°E

"* *■ 1 0  k m

l J  rural surrounding | | build up-suburb jj§] heavily build

Fig. 1. Map o f the Belgrade area showing the next stations:
1. Belgrade Observatory (urban), 2. Surcin Airport (suburban) and 3. Radmilovac (rural).

The daily measurements of the minimum temperature are carried out at the 
next location: Belgrade Observatory (urban), Surcin Airport (suburban) and 
Radmilovac (rural) for the period 1970-1991. The monthly mean values of the 
minimum temperature are determined using the daily values.
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For each mean value the standard deviation has been also calculated in order 
to verify the data according to the ordinary criteria of the statistical distribu­
tions, e.g., the t-distribution tables with n- 1 degree of freedom (since the 
standard deviation is obtained from n >30). Besides, the Kolmogoroff-Smirnoff 
homogeneity test was carried out and adjustments were made to filter out 
inhomogeneities due to errors introduced by instruments and observed changes.

Elevations between the Belgrade Observatory (132 m), Surcin Airport (96 m) 
and Radmilovac (130 m) differ maximally about 36 m, so the possible effect of 
station elevation on the diurnal temperature range is negligible (Kuttler et al., 
1996).

The present report is the result of recent research of the mean magnitude of 
the urban heat island (1970-1991) and the humidity island (1970-1991 and 
1976-1980).

2. The urban heat island

The presence of the heat island appears more strongly in the minimum tempera­
tures than in the mean and maximum temperatures {Landsberg, 1970; Oke, 
1974, 1979; Colacino and Lavagnini, 1982). It may be explained by physical 
mechanisms which define the next effects:
(1) Increased counter radiation due to absorption of outgoing long-wave 

radiation and remission by polluted urban atmosphere.
(2) Greater day-time heat storage due to the thermal properties of urban 

materials and its nocturnal release.
(3) Anthropogenic heat from building sides and fabrics.
(4) Decreased evaporation due to the removal of vegetation.
(5) Decreased loss of sensible heat due to the reduction of wind speed in the city.

Anthropogenic heat from building sides have a maximum in the winter 
season. In summer it would seem possible that effects of 1, 2 and to lesser 
extent 3, 4 and 5 may combine to make the city store the sensible heat by day 
and hence keep urban temperature higher than in the countryside (Grimmond 
and Oke, 1995).

It is obvious from Fig. 2 that the mean urban minimum temperature is 
always higher than the suburban (Fig. 2a) and rural (Fig. 2b) ones. The 
maximum frequency distribution of A Tm (monthly mean minimum temperature 
difference between the urban and suburban/rural stations) are related to the 
temperature intervals from 1.5 to 2.5°C for the suburban (Fig. 2a) and from 
2.5 to 3.5°C for the rural station (Fig. 2b).

Despite the fact that the urban heat island morphology is strongly controlled 
by the unique character of each city, it seems reasonable to suggest the mean 
magnitude of the heat island is at least 2-3 °C.
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temperature difference °C temperature difference °C
(Belgrade Observatory-Surcin) (Belgrade Observatory-Radmilovac)

Fig. 2. Cumulative frequency distribution of the monthly mean minimum:
(a) urban-suburban and (b) urban-rural temperature difference during the period 1970-1991.

The examined period (1970-1991) corresponds to the period of maximum 
development of the city and so it is particularly suitable for checking the 
validity of some formulae relating temperature variations to urban development 
(.Landsberg, 1981). The minimum urban temperature increase is usually 
explained by linking the temperatures with resident population, a parameter that 
reflects the size of the city itself. For Belgrade, the statistical correlation 
analysis was carried out using annual data referring to the resident population 
(.P) from 1890 until 1990, together with the corresponding minimum tempera­
tures Tm measured at Belgrade Observatory {Fig. 3). The obtained result is 
generally similar to the result obtained by Katsoulis (1987), who examined long 
term climatic change of air temperature in Athens. Regression was carried out 
using the next relation:

T  =8.15 +0.03 log P.m ° ( i )

This form of equation does not allow the identification of critical wind 
speed at which urban heat island obliterated. If winds are included, the relation 
between the maximum heat island (AT ) and the population is given by (O k e , 
1974):

ATu r ~ P ll*/4uU2 (2)

where u is regional (non-urban) mean wind speed at a height of 10 m. Based 
on observations in the vicinity of Belgrade (2 million inhabitants) it appears that
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this value is approximately 10 m s 1 in the case of “Koshava” wind (the most 
frequent, moderate to strong wind in greater Belgrade area).

Tm (°C)

4 5 6 log P

Fig. 3. Correlation between annual mean minimum temperature and log P 
(P is population number) for Belgrade Observatory during 1890-1990.

3. Some investigation of the relative humidity in Belgrade

In Belgrade, winter air is moist and summer air is dry, although in winter air 
contains less water vapour than in summer. Table 1 presents the hourly mean 
(06, 13 and 20 UTC) and the monthly mean values of the relative humidity (%) 
measured at Belgrade Observatory during the period of 1970-1991. The 
monthly mean values of the relative humidity in Table 1 shows that the relative 
humidity decreases from winter toward summer months. Slight increase of the 
relative humidity recorded in June is caused by maximum precipitation which 
occurring in Belgrade in June.

Table 1. Averaged hourly and monthly mean values of the relative humidity (%) 
in Belgrade during the period 1970-1991

UTC Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

6 80 79 77 71 73 75 73 74 77 82 84 79

13 70 64 55 49 52 52 48 46 50 55 68 76

20 78 76 69 66 70 71 68 69 74 76 70 80

M ean 76 73 67 63 65 66 63 63 67 72 78 78
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Table 1 also shows that although the minimum mean monthly temperature 
is recorded in January, the maximum of the relative humidity occurs in 
December.

Daily variations of the relative humidity in the summer months are about 
twice bigger than in the winter months. Because of these changes the air in 
Belgrade is frequently dry on summer days.

The averaged seasonal values of the relative humidity (RH) measured at 
Belgrade Observatory during the period 1970-1991 are:

Winter Spring Summer Autumn

Seasonal value RH (%) 76 66 64 74

Seasonal variance RH (%) 14 24 27 24

From these values of the relative humidity we can conclude that the relative 
humidity in autumn is 8% more than in spring, although the averaged seasonal 
temperature in autumn is higher than in spring. However, the averaged seasonal 
variances of the relative humidity are the same during spring and autumn.

The Student’s t-test indicates that December, January and February have 
been characterized by a sharp decrease in the relative humidity levels in the 
period 1970-1991 according to the period 1925-1969 (Unkasevic, 1996). This 
analysis suggests that such large drops in the relative humidity during the cold 
season must be associated with the urban heat island. This is a reflection of the 
strong inverse relationship of relative humidity to temperature, and thus of the 
relationship between ARHu_r and ATu_r. ARHu_r is related to the relative 
humidity differences between the urban and rural sites.

In this study, suburban/rural-urban relative humidity differences at fixed 
hours (06, 13 and 20 UTC) during the period 1976-1980 have been used. It is 
obvious from Fig. 4 that the urban air containes less relative humidity than 
suburban and rural air. The frequency distributions for suburban/urban-rural 
relative humidity differences are shifted to positive values, i.e., toward higher 
relative humidities in the suburban and rural areas. The reverse is true in less 
than 11% and 17% of the measurements at 06 UTC at the suburban and rural 
stations, respectively. Measurements of the relative humidity at 13 UTC 
indicate that this difference has an almost unchanged frequency in suburban 
and increased frequency in rural areas. Namely, the frequency distribution 
for A RH is shifted to negative values in less than 18% and more than 32% 
at 13 UTC at the suburban and rural stations, respectively. The frequency 
distribution at 20 UTC and on the daily basis have many of the same features 
as at 06 UTC.
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(a) Relative humidity difference (Surcin-Belgrade Observatory)

06 h 13 h 20 h Daily

(b) Relative humidity difference (Radmilovac- Belgrade O bservatory)

Fig. 4. Cumulative frequency distribution of the hourly mean (06, 13, 20 UTC) and daily 
mean: (a) suburban-urban and (b) rural-urban relative humidity differences (ARH %) 

during the period 1976-1980.

4. Conclusions

Increased heating activities in the Belgrade city (more use of central heating, 
air conditioning, release of energy by industrial activity and traffic) substantially 
raised the air temperature above the city. It was shown that the monthly mean 
values of minimum urban temperature is always higher than the suburban and 
rural ones. Effect of the heat island is explained by a 2 -3°C increase of the 
mean minimum temperature.

Regression analysis results obtained for the correlation between the yearly 
mean minimum urban temperature and population number in Belgrade follow 
the logarithmic model.

The relative humidity was usually lower in the city than in the surrounding 
areas and the urban-rural relative humidity difference were strongly affected by 
the urban heat island.
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Abstract—The long-wave radiation flux density measurements at the meteorological observ­
atories Skalnate Pleso (ip = 49°12’N, X =  20°14’E, H =  1778 m a.s.l.) and Stara Lesna 
(<p = 49°09’N, X = 20°17’E, H =  810 m a.s.l.) in High Tatras during the period 
1991-1995 were used to study the radiative temperature changes in the atmospheric 
boundary layer.

Based on the changes of the long-wave radiation balance with altitude in the atmo­
spheric layer between Stara Lesna and Skalnate Pleso, the fluctuations of the radiative 
cooling rates were calculated. The effects of the thermal atmospheric stratification and the 
water vapor content on the radiative cooling or heating rates were determined. A special 
attention was paid to the daily and seasonal courses, as well as to the effect of clouds.

Key-words-, radiative temperature changes, radiative cooling, radiative heating, radiative 
cooling rate, long-wave radiation balance, long-wave radiation flux density, 
thermal atmospheric stratification, atmospheric boundary layer.

1. Introduction

The atmosphere losses energy by emission of infrared radiation toward the 
space and toward the surface. Except for ozone, the primary long-wave 
radiation absorbing gases cool the atmosphere. The water vapor dominates the 
long-wave cooling in the troposphere. The radiative cooling rate depends in a 
large extent upon the cloudiness, the thermal stratification as well as on the 
water vapor content in the atmosphere. The concentration of other greenhouse 
gases in the atmosphere plays an important role, too. Timanovskaja and 
Faraponova (1967) have shown that the radiative cooling rate can be about 
5 K h '1 during night-time as a consequence of the long-wave radiation flux 
divergence in the atmospheric ground layer, and on the other hand, during the
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daylight time the radiative heating can lead to rate of 6 K h“1 by the long-wave 
radiation absorption.

To study the radiative temperature changes of the atmosphere, both the solar 
energy transfer and the long-wave radiation transfer should be taken into 
account. Comparison of the results obtained by the different calculation methods 
has shown that the difference between them can be up to 50 per cent in some 
cases (Goody, 1964).

The purpose of this paper is to find empirical dependence of radiative 
cooling on cloudiness as well as on thermal atmospheric stratification. A special 
attention is paid to study the effect of the low clouds on the radiative cooling 
rate in the boundary layer of atmosphere.

Long-wave radiation flux measurements, which have been used as input 
parameters at the study of radiative cooling rate, were carried out at the 
mentioned observatories during the period 1991-1995. The suitable positions 
of these two close sites with different altitude (the difference is about 1000 m) 
enabled us to study the vertical and seasonal variations of radiative cooling and 
heating in the boundary layer of atmosphere.

To measure the long-wave radiation fluxes, Schulze’s radiation balance 
meters were used. They were located at 1.5 m height over the active surface. 
Simultaneously with the long-wave radiation flux measurements, the air 
temperature, air humidity and air pressure were measured, and the amount and 
type of clouds were observed (Ostrozlik and Janickovicova, 1992-1995). To 
calculate the radiative cooling rate in the atmospheric boundary layer, the 
vertical changes of long-wave radiation balance AF/Az were used.

On the basis of the long-wave radiation balance differences (AF) between 
the levels Stara Lesna and Skalnate Pleso the radiative cooling rate (8T/8t)AF can 
be calculated. To calculate this rate we used the following relationship

where T is air temperature, t is time, z is altitude, cp is the specific heat 
capacity at constant pressure, p is the air density and AF/Az =  div F.

2. Material and methods

0)
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3. Results

3.1 Time variability o f net flux

Figs. 1 and 2 represent the daily and seasonal variability of the long-wave 
radiation balance at the observatories Stara Lesna and Skalnate Pleso. Basic 
characteristics of the curves in these figures show good coincidence with the 
results of many authors (Kondratyev et al., 1972; Prokofjev and Ter-Markar- 
janc, 1972; Rodgers, 1967; Stephens et a l., 1994; Zajceva and Sljachov, 1972).

F ig .  1. Daily and seasonal variations of the long-wave radiation balance (F ) in W m 2 
at Stara Lesna during the period 1991-1995.

The net terrestrial radiation increases with altitude. Numerical results show 
that while the absolute value of F is 41.68 W m-2 at Stara Lesna, its value 
increases at Skalnate Pleso up to 58.14 W m-2 in annual average. At clear sky 
(amount of clouds is less than 2/10 at both places) the corresponding values are 
66.60 W m 2 at Stara Lesna, and 95.56 W m-2 at Skalnate Pleso. The greatest
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values of F occur at clear sky in March when the mean daily value of the long­
wave radiation balance is 82.50 W m“2 at Stara Lesna and 117.23 W m 2 at 
Skalnate Pleso. Based on these results we can state that the actual thermal 
energy loss owing to the long-wave radiation fluxes in the atmosphere is in 
average about 30 per cent higher at Skalnate Pleso than at Stara Lesna.

Fig. 2. Daily and seasonal variations of the long-wave radiation balance (F) in W n r2 
at Skalnate Pleso during the period 1991-1995.

Some anomalies in vertical changes of long-wave radiation balance during 
the day can be seen from February to October in evening hours after sunset. In 
this part of day the absolute values of F at Skalnate Pleso are smaller than at 
Stara Lesna. This anomaly is caused by the fact that the downward atmospheric 
radiation changes slower than the radiation emitted by the active surface.

The actual thermal energy loss in the atmospheric layer between Stara Lesna 
and Skalnate Pleso, expressed as a difference of the long-wave radiation balance 
AF, is illustrated on Fig. 3.
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F ig .  3 . Thermal energy loss in the atmospheric layer between Stara Lesna and Skalnate 
Pleso as a difference of the long-wave radiation balance (AF) in W nf2 during the period

1991-1995.

3.2 Radiative temperature changes

Radiative temperature change can be expressed by the following relation: if 
AF/Az<0 then (5T/8t)AF> 0, on the other hand if AF/Az>0 then (8T/8t)AF< 0 . 
In the first case radiative cooling, in the second one radiative heating occurs. 
When AF/Az = 0 then radiation equilibrium exists (Kondratyev, 1956).

Time variability of the radiative temperature changes (ST/dt)^ in the 
atmospheric layer between Stara Lesna and Skalnate Pleso under average cloud 
condition is illustrated on Fig. 4. The corresponding values of (i5775/)AF at clear 
sky (cloud amount is less than 2/10 at both localities) are presented on Fig. 5. 
From the comparison of the individual data we can see that the occurrence of 
clouds in the atmosphere causes a decrease of the radiative cooling. As average, 
in 43 % of the days clouds occur in the layer between Stara Lesna and Skalnate 
Pleso. Stephens et al. (1994) introduce that the clouds in relatively moist 
regions decrease the radiative cooling almost to the half of the clear sky values. 
The most intensive radiative cooling in the investigated atmospheric boundary 
layer can be seen in December. At average cloudiness the daily mean of 
(57750af is 0.097 K h_1, at clear sky it is 0.167 K h '1.

In a coincidence with results of Prokojjev and Ter-Markarjanc (1972) the 
most intensive radiative cooling occurs at the midday. In this part of day in 
March and April the mean values of (8T/8t)AF vary between 0.237 K h"1 and 
0.246 K IT1 at mean cloud conditions and in the range of 0.351 K h ' ! and 
0.583 K hf1 at clear sky.
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In the evening hours from February to October the values of AF/Az in the 
layer between Starä Lesnä and Skalnate Pleso are greater than zero. The 
radiative heating of the atmospheric boundary layer occurs as a consequence of 
long-wave radiation absorption. This effect is more expressive at mean cloud 
conditions than at clear sky.

Fig. 4. Daily and seasonal variations of the radiative temperature changes (5T I5 t)Af in K hr1 
at the average cloud conditions in the atmospheric layer between Stara Lesna and Skalnate 

Pleso during the period 1991-1995.

More detailed analysis of the daily course of radiative cooling confirmed 
that the radiative cooling rate depends in a substantial measure on the thermal 
stratification of the investigated atmospheric layer. This dependence is clearly 
illustrated on Fig. 6. As we can see from Fig. 6 the values of (8T/8t)AF rise 
with the increasing atmospheric stability. The greatest radiative cooling rate 
corresponds to strong thermal inversion. On the other hand at unstable atmo­
spheric stratification when the vertical air temperature gradient is in the range 
of 1.01-1.60°C/100 m, radiative heating occurs in the atmospheric layer
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between Starä Lesnä and Skalnate Pleso at both average cloud coverage and 
overcast sky. Radiative equilibrium occurs when the thermal gradient is in the 
range of 1.01-1.20°C/100 m. The greatest fluctuation of (öT/öt)^ exists at the 
unstable atmospheric stratification. This fact can be caused by the convective 
as well as the turbulent transfer of water vapor.

F ig .  5 . Daily and seasonal variations of the radiative temperature changes ( S T / S t ) ^  in K h_1 
at the clear sky in the atmospheric layer between Stara Lesna and Skalnate Pleso during the

period 1991-1995.

Functional dependence of the radiative cooling rate on the vertical change 
of air temperature (dT/dz) in the observed layer can be expressed by polynomial 
of degree 3

*T}\
t Ö *  ) a f

dT
(2)
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Fig. 6. Dependence of the radiative temperature changes (STISt)^ in K IT1 on the thermal 
atmospheric stratification (dT/dz) in °C/100 m at the different cloud conditions in the 
atmospheric layer between Stara Lesna and Skalnate Pleso during the period 1991-1995. 

The curves correspond to polynomial of the third degree.

The values of the regression coefficients ag, al5 a2, a3 are listed in Table 1.

Table 1. Coefficients a*}, a t , a2, a3 of Eq. (2), and correlation coefficient (r) 
between experimental and calculated values

Cloud
conditions

Coefficients

*0 a t a 2 a 3 r

Clear sky 0.1179 -0.0538 0.0362 0.0064 0.9491
Overcast sky 0.0554 -0.0888 0.0433 -0.0047 0.9907
Average conditions 0.1106 -0.1287 0.0084 0.0185 0.9777

The dependence of the radiative cooling rate (8T/dt)AF on the water vapor 
pressure (e) in the layer between Stara Lesna and Skalnate Pleso is presented 
in graphical form on Fig. 7. From the course of the curves on this figure we 
can see that in average the radiative cooling rate decreases with the rise of the 
water vapor pressure. There is a substantial, more complicated situation when 
the sky is clear (curve 2 on Fig. 7). This dependence is characterized by two
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maxima. The expressive increase of the quantity (bT/bt)^ occurs at the water 
vapor pressure from 0.1 to 4.0 hPa. Later, at the further rise of the water vapor 
pressure till to 8 hPa, the values of (bT/bt)AFbegin suddenly decrease. Over this 
value we can see the slow linear rise of the radiative cooling rate and then its 
decrease in the atmospheric boundary layer. This dependence of (bT/bt)^ on 
the water vapor pressure at the clear sky indicates the complication of this 
problem, which will require a more detailed analysis.

Fig. 7. Dependence of the radiative temperature changes (STIdt)^ in K I r 1 on the water 
vapor pressure (e) in hPa at the average conditions (exponential curve) as well as at the 
clear sky (polynomial of degree 4) in the atmospheric layer between Stara Lesna and 
Skalnate Pleso during the period 1991-1995.

Analytic expression of the radiative cooling rate dependence on the water 
vapor pressure at average conditions can be put down in the exponential 
function

with correlation coefficient r = 0.8527 between measured and calculated 
values, while at the clear sky the polynomial of degree 4

255



(4 )

The values of the regression coefficients and correlation coefficient are 
given in Table 2.

Table 2. Coefficients a ,, a2, a3, a4 of Eq. (4), and correlation coefficient (r) 
between experimental and calculated values

4. Conclusion

Obtained results have shown that the radiative cooling in the investigated 
atmospheric layer occurs as a consequence of long-wave radiation emission 
effect. The most intensive radiative cooling in the layer between Stara Lesna 
and Skalnate Pleso was found in December. The most intensive radiative 
cooling occurs at noon. It was shown that from February to October there is a 
certain anomaly in the cooling rate values after the sunset. After the sunset the 
radiative heating is more expressive at mean cloud conditions than at clear sky.

Study of the radiative cooling dependence on the thermal stratification in the 
atmospheric boundary layer has shown non-linear dependence. The radiation 
cooling rate increases with the decreasing value of the thermal gradient. The 
highest values of radiative cooling have occurred at strong thermal inversion 
and low water vapor pressure. It was confirmed that in annual mean sense, 
clouds reduce the radiative cooling rate to level of 43 % of the value that would 
exist if skies over measurement sites remained clear.

Acknowledgement-The authors are grateful to the Grant Agency for Science (Grant No. 98/5305/417) 
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BOOK REVIEW

A. Renoux and D. Boulaud: Les aerosols — Physique et metrologie (The 
Aerosols — Physics and Metrology). Lavoisier, Technique et Documentation, 
Paris, London and New York, 1998. 301 pages, two parts, seven chapters, 
several figures and tables.

The importance of the study of the atmospheric aerosol is well known for the 
readers of this journal. Among other things, aerosol particles in the atmosphere 
influence such basic processes as cloud formation and solar radiation transfer. 
In this way they play an important role in the control of climate, the most 
essential ensemble of environmental parameters for human life. Since electric 
ions and radioactive isotopes are normally attached to fine aerosol particles, the 
aerosol also determines the electric field and radioactive properties of the air. 
Less known is, however, that the study of aerosol particles is of interest for 
different branches of our industrial activity like automobile industry, air 
cleaning, air conditioning or modern high technology. Further, aerosol science 
is applied in agricultural practice, e.g. during dispersion of pesticides, 
herbicides and fertilizers. Finally, the atmospheric aerosol affects our health, 
while artificial aerosols can be used in medical treatments by inhalation. For 
this reason, the basic physics and measuring methods of aerocolloidal systems 
are essential because of many scientific and practical purposes. In this way it 
is not surprising that several books have been published in this field during the 
last decades. Flowever, the books available are normally in English language. 
Thus, the present volume is unique in such a sense that it is prepared for 
French speaking audience, mainly for students and doctor fellows at French 
universities.

The first part of the book (physical bases) consists of three chapters written 
by Prof. A. Renoux. The first chapter summarizes very briefly our knowledge 
about some basic principles of the atmospheric aerosol. It goes without saying 
that this is not an easy task. The main merit of this chapter is the short and 
coherent presentation of the radioactive properties of the atmospheric aerosol. 
The second chapter is devoted to the size distribution functions used in different 
aerosol studies as well as to practical methods of their construction. The third 
chapter is entitled “Physical properties of aerosols” . In this important chapter 
the writer gives an excellent summary of the physical properties of aerosol 
particles including sedimentation, phoretic forces, coagulation, electric and 
optical properties as well as condensation and evaporation of liquid particles. 
The section dealing with the electric properties of aerosol particles can be 
highlighted in particular. The effects of electric forces are also considered by 
discussing the coagulation of aerosols and their adherence to a given surface.
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The material of this chapter can constitute a good basis of a university course 
for graduate students. It can also be used by any educated person interested in 
the field.

The second part of the volume is the work of Prof. D. Boulaud. In three 
chapters he presents a concise brief survey of measuring methods used to 
determine the physical properties (number and mass concentration, size 
distribution etc.) of aerosol particles. In the fourth chapter the reader can learn 
very easily the basic principles of aerosol measurements including the sampling 
under different transport conditions. This is a magnificent introduction for the 
beginners in the field. Chapter 5 is entitled “Instrumental techniques” . This is 
the main chapter of the second part. It contains such important sections as 
filtration, optical and electric methods as well as sampling by inertial, 
gravitational and centrifugal forces. Moreover, in this chapter there are two 
other sections, one is devoted to expansion chambers and diffusion batteries, 
while the second treats radioactive and piezoelectric procedures of the real time 
monitoring of the mass concentration. Finally, the last section gives a summary 
of the generation and measurements of calibration aerosols. The aim of 
Chapter 6 is to discuss some applications of aerosol measurements at working 
places and in clean electronic laboratories.

The seventh chapter of the book presents the overall synthesis of the 
material discussed.

After having read the volume the reviewer concludes that the authors 
have reached their aim. This not too voluminous book is really a good summary 
of the physics and metrology of aerosols. It can be used satisfactorily in 
university practice and it gives a good introduction to the subject. Although it 
is obvious that this was not in the intention of the authors, it is a pity that the 
chemistry of aerosols, the chemical composition and chemical identification of 
atmospheric particles is not discussed. For this reason it seems that an other 
volume is necessary on aerosol chemistry if the authors want to have a more 
complete material on aerosols in French. Further, it is recommended to unify 
in a deeper way the first and second part of the book if it will be reprinted in 
the future. Thus, literature is given together after the first part, while in the 
second part it is given separately after each section. In some cases references 
are not given in a uniform manner. Secondly, some definitions are repeated in 
the second part which are presented already previously. This is not a problem, 
but the symbols used in the two parts are sometimes different. Generally 
speaking, a more careful editing would have increased further the level of the 
book. The reviewer has to emphasize, however, that these formal points do not 
touch the technical merits of the book, which can be proposed to everybody 
who wants to make an acquaintance with the physics and metrology of aerosols 
in French language.

E. Mészáros
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