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#### Abstract

The reinvestigation of the level structure of ${ }^{140} \mathrm{Ce}$ fed from the $\beta$-decay of ${ }^{140} \mathrm{La}(T=40.2 \mathrm{~h})$ has been carried out by means of singles and gamma-gamma coincidence measurements using $\mathrm{Ge}(\mathrm{Li})$, hyperpure Ge and $\mathrm{NaI}(\mathrm{Tl})$ detectors.

More than 52 gamma-ray transitions could be identified, thirteen of them of energies at 20.7, $167.89,411.9,468.60,668.85,700.29,721.09,976.69,995.7,1009.80,1061.88,1150.18$ and 1214.90 keV have been observed and fitted in the level scheme for the first time.

The energy levels of the nucleus under investigation have been discussed and the experimental results obtained are compared with the previous work.


## 1. Introduction

The decay of ${ }^{140} \mathrm{La}$ to levels in ${ }^{140} \mathrm{Ce}$ is of particular interest, since the daughter nucleus has a magic number of neutrons ( $N=82$ ) and its energy levels can have features typical of single closed shell nucleus, i.e. a large energy gap between the ground and the first excited state.

A considerable number of investigations [1-6] have been carried out to study the level structure of ${ }^{140} \mathrm{Ce}$ fed from $\beta$-decay of ${ }^{140} \mathrm{La}\left(T_{1 / 2}=40.2 \mathrm{~h}\right)$.

However several discrepancies have been reported concerning the energy levels and gamma transitions in ${ }^{140} \mathrm{Ce}$ nucleus.

For instance Baer et al [1] proposed two energy levels at 3123.0 and 3389.6 keV which could not be confirmed by Karlsson et al [2], Baer et al [3], Kalinnikov et al [4], Ardisson et al [5] and Kaur et al [6]. In the mean time Karlsson et al [2] proposed the three new energy levels at $2325.0,3216.1$ and 3322.0 keV which were not confirmed by Baer et al [3], Kalinnikov et al [4], Ardisson et al [5] and Kaur et al [6]. Also Kalinnikov et al [4] proposed three new energy levels at 2533.0, 3016.1 and 3498.0 keV not observed by others [5, 6].

Also Ardisson et al [5] proposed two new energy levels at 2495.0 and 3473 keV not observed by Kaur et al [6]. Moreover, Kaur et al [6] proposed an energy level at 3000.7 keV .

Therefore, it has been thought that a reinvestigation of the gamma-ray transitions in ${ }^{140} \mathrm{Ce}$ nucleus using a large volume of $\mathrm{Ge}(\mathrm{Li})$ detector and a hyper pure Ge detector together with a fast-slow coincidence circuit may yield information which may help in solving some of these discrepancies.

## 2. Experimental procedure

Since natural lanthanum contains the stable isotopes ${ }^{138} \mathrm{La}$ and ${ }^{139} \mathrm{La}$ with abundances of $0.089 \%$ and $99.911 \%$, respectively, so the source of ${ }^{140} \mathrm{La}$ was simply produced by irradiating the 1.7 mg lanthanum oxide in the Egyptian Research Reactor-1 (ET-RR-1).

In the present study the gamma transitions associated with the decay of ${ }^{140} \mathrm{La}$ into ${ }^{140} \mathrm{Ce}$ have been investigated using the $76.1 \mathrm{~cm}^{3} \mathrm{Ge}(\mathrm{Li})$ detector (Coaxial Type) and a spectroscopy amplifier in conjunction with the 4096 channels pulse height analyzer.

A hyper pure Ge detector LEPS, (planar type), 10 mm active diameter and 7 mm active depth, provided with a preamplifier, spectroscopy amplifier and 4096 pulse height analyser has been used to investigate the low energy gamma transitions ( $E_{\gamma}<350 \mathrm{keV}$ ). The resolution of the hyper pure Ge is 511 eV for 122 keV and 204 eV for 5.9 keV .

The gamma-gamma coincidence measurements have been carried out using a $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ spectrometer provided with a fast-slow coincidence circuit. The resolving time of the fast-slow coincidence circuit was 16.2 ns, while that of the slow coincidence circuit was $1.38 \mu$ s.

The gamma-singles spectra have been measured once every life-time to make sure that the gamma transitions obtained belong only to the ${ }^{140} \mathrm{Ce}$ nucleus.

The relative gamma-ray intensities have been estimated using the efficiency curves of the $\mathrm{Ge}(\mathrm{Li})$ and the hyper pure Ge detectors [7], measured under the same conditions of this experiment. The evaluation procedure was carried out manually.

Using the $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ coincidence spectrometer [7] three runs have been performed where the $\mathrm{NaI}(\mathrm{Tl})$ detector is used to select gamma transitions of energies at $328.8,486.9,1596.6 \mathrm{keV}$, respectively, for gating purposes. But due to the fact that the resolution of the $\mathrm{NaI}(\mathrm{Tl})$ detector is about $9 \%$ at 1333 keV the other neighbouring gamma transitions were included in the 328.8 keV gate mentioned above.

## 3. Results and discussion

## A) Gamma-ray singles spectrum

The gamma-ray singles spectrum obtained using the $\mathrm{Ge}(\mathrm{Li})$ spectrometer is shown in Figs 1a and $b$.

Fig. 2 presents the gamma-ray singles spectra for $E_{\gamma}<350 \mathrm{keV}$ obtained by using the hyper pure Ge spectrometer. From these two figures, about 13 gamma-ray transitions could be noticed for the first time. These transitions have the energies at $20.7,167.89,411.90,468.60,668.85,700.29,721.09,976.69,995.70,1009.80,1061.88$, 1150.18 and 1214.90 keV .

There is no evidence for the presence of the gamma rays at 42.0, 798.0, 936.0, $1045.0,1303.0,1404.9,1521.8,1903.0,3123.0$ and 3319.7 keV which have been mentioned in references [1-6]. The relative intensities of the gamma-ray transitions obtained have been estimated taking into consideration the intensity of gamma-ray transition at 1596.6 keV as $100 \%$.

The energies and relative intensities [7] of the well resolved 52 gamma-ray transitions are presented in Table I together with the previous data for the sake of comparison.

## B) Gamma-gamma coincidence spectra

(i) When the $\mathrm{NaI}(\mathrm{Tl})$ detector was used to gate ( $1550 \mathrm{keV}<E_{\gamma}<1650 \mathrm{keV}$ ), the gamma transitions identified for the first time in the present singles spectra at 411.9, $468.6,668.85,700.29,1009.8,1061.88,1150.18$ and 1214.9 keV have been followed by the cascades at $411.9-486.93-1596.6 \mathrm{keV}, 468.6-950.98-1596.6 \mathrm{keV}, 668.85-950.98-$ $1596.6 \mathrm{keV}, 700.29-919.54-1596.6 \mathrm{keV}, 1150.18-751.65-1596.6 \mathrm{keV}, 1214.9-307.04-$ 1596.6 keV , respectively, as shown in Table II and Fig. 3.

The following gamma-ray transitions have been seen also by this gate: ( 307.04 [1, $2,3,4,6]), 438.14[4,6], 618.14[1-4,6]$ and $1419.93[4] \mathrm{keV}$ which were observed in the previous work as mentioned above.
(ii) When the $\mathrm{NaI}(\mathrm{Tl})$ detector in the $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ coincidence spectrometer was used to select the $\left(450<E_{\gamma}<525\right)$ gating gamma-ray transitions, the two new gamma-ray transitions at 411.9 and 700.29 keV have been followed by the cascades at 411.9-486.93 keV and 700.29-432.61-486.93 keV, respectively, as presented in Table III and illustrated in Fig. 4. Using this gate the gamma-ray transitions at 438.24 [4, 6] and 1414.93 keV [4] have been observed as well.
(iii) When the $\mathrm{NaI}(\mathrm{Tl})$ detector was used to select the $300<E_{\gamma}<360 \mathrm{keV}$ gating gamma-ray transitions, the new gamma-ray transitions at $976.69,1061: 86,1214.9 \mathrm{keV}$ have been followed by the cascades at $976.69-328.82 \mathrm{keV}, 1061.88-328.82 \mathrm{keV}$ and $1214.9-307.04 \mathrm{keV}$, respectively, as shown in Table IV and Fig. 5.

The gamma-ray transition at $618.14[1-4,6] \mathrm{keV}$ has been also observed in the same gate.


Fig. la. The gamma-ray singles spectrum associated with the decay of ${ }^{140} \mathrm{La}$ to ${ }^{140} \mathrm{Ce}$ obtained using a $76.1 \mathrm{~cm}^{3} \mathrm{Ge}(\mathrm{Li})$ spectrometer

## C) Level structure of ${ }^{140} \mathrm{Ce}$

The gamma-ray transitions identified in the present gamma-ray singles and gamma-gamma coincidence spectra could be used to reconstruct the level structure of ${ }^{140} \mathrm{Ce}$ and the suggested level scheme is illustrated in Fig. 6.

From this level structure one can conclude the following:

1) Thirteen gamma-ray transitions of energies at $20.7,167.89,411.9,468.6,668.85$, $700.29,721.09,976.69,995.7,1009.80,1061.88,1150.18$ and 1214.9 keV have been identified for the first time in the singles and/or gamma-gamma coincidence spectra and were fitted in the suggested level structure as shown in Fig. 6.

Although some of the new gamma-ray transitions (which showed a somewhat weak indication) were submerged in the Compton edges in the singles spectrum, yet


Fig. Ib. The gamma-ray singles spectrum associated with the decay of ${ }^{140} \mathrm{La}$ to ${ }^{140} \mathrm{Ce}$ obtained using a $76.1 \mathrm{~cm}^{3} \mathrm{Ge}(\mathrm{Li})$ spectrometer

Energies and relative intensities of gamma-ray transition in ${ }^{140} \mathrm{Ce}$ following the decay of ${ }^{140} \mathrm{La}$

| Present work |  | R. Kaur et al [6] |  | Ardisson et al [5] |  | Kalinnikov et al [4] |  | Assignments |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}$ | $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}$ | $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}$ | $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}$ |  |
| $20.7{ }^{\text {a }}$ | $0.011 \pm 0.001$ | - | - | - | - | - | - | 2515.71-2495.0 |
| 24.6 | $0.156 \pm 0.006$ | 24.5 | - | - | - | - | - | 2107.7-2083.1 |
| 62.13 | $0.01 \pm 0.001$ | 64.135 | - | 64 | 0.04 | 64.13 | 20.04 | 2411.9-2349.7 |
| 68.93 | $0.07 \pm 0.002$ | 68.916 | $0.070 \pm 0.016$ | 69.1 | 0.1 | 68.9 | 0.064 | 2480.8-2411.9 |
| 109.42 | $0.119 \pm 0.006$ | 109.418 | $0.17 \pm 0.01$ | 109.4 | 0.22 | 109.4 | 0.21 | 2521.3-2411.9 |
| 131.06 | $0.52 \pm 0.020$ | 130.97 | $0.44 \pm 0.01$ | 131 | 0.61 | 131.122 | 0.5 | 2480.8-2349.7 |
| $167.89^{\text {b }}$ | - | - | - | - | - | - | - | 2515.7-2347.8 |
| 171.57 | $0.147 \pm 0.006$ | 173.4 | $0.12 \pm 0.01$ | 173.5 | 0.2 | 173.5 | 0.13 | 2521.3-2349.7 |
| 242.07 | $0.544 \pm 0.028$ | 242.06 | $0.45 \pm 0.01$ | 242 | 0.47 | 241.9 | 0.41 | 2349.7-2107.7 |
| 266.67 | $0.504 \pm 0.027$ | 266.6 | $0.52 \pm 0.01$ | 266 | 0.59 | 266.5 | 0.49 | 2349.7-2083.1 |
| 307.04 | $0.055 \pm 0.002$ | 307.1 | $0.022 \pm 0.006$ | - | - | 306.9 | 0.035 | 1903.2-1596.1 |
| 328.82 | $22.6 \pm 1.10$ | 328.78 | $21.5 \pm 0.36$ | 328.8 | 19.9 | 328.7 | 19.4 | 2411.9-2083.1 |
| 373.13 | $0.058 \pm 0.002$ | 373.13 | - | - | - | - | - | 2480.8-2107.7 |
| 397.73 | $0.126 \pm 0.006$ | 397.73 | $0.078 \pm 0.003$ | 398 | 0.04 | 397 | 1.1 | 2480.8-2083.1 |
| 411.9 | $0.054 \pm 0.002$ | - | - | - | - | - | - | 2495.0-2083.1 |
| 432.61 | $2.99 \pm 0.050$ | 432.66 | $3.05 \pm 0.03$ | 432.6 | 3.0 | 432 | 2.85 | 2515.7-2083.1 |
| 438.24 | $0.036 \pm 0.001$ | 438 | $0.005 \pm 0.003$ | - | - | 438.5 | 0.021 | 2521.3-2083.1 |
| 444.62 | $0.005 \pm 0.002$ | 445 | $0.005 \pm 0.003$ | - | - | 446 | 0.025 | 2347.8-1903.2 |
| 468.6 | $0.004 \pm 0.002$ | - | - | - | - | - | - | 3016.1-2547.1 |
| 486.93 | $49.9 \pm 2.40$ | 486.9 | $46.55 \pm 0.88$ | 487.1 | 49 | 487 | 45 | 2083.1-1596.1 |
| 618.14 | $0.114 \pm 0.004$ | 618.2 | $0.049 \pm 0.006$ | - | - | 618.2 | 0.045 | 2521.3-1903.2 |
| 668.85 | $0.038 \pm 0.001$ | - |  | - | - | - | - | 3216.0-2547.1 |
| 700.29 | $0.014 \pm 0.001$ | - | - | - | - | - | - | $3216.0-2515.7$ |
| 721.09a) | $0.03 \pm 0.001$ | - | - | - | - | - | - | 3216.0-2495.0 |
| 751.65 | $4.75 \pm 0.230$ | 751 | $4.45 \pm 0.05$ | 752 | 4.25 | 751.8 | 4.4 | 2347.8 - 1596.1 |
| - | - | - | - | 798 | 0.18 | - | - | - |
| 815.75 | $28.11 \pm 1.40$ | 815.7 | $24.0 \pm 0.40$ | 815 | 22.4 | 815.8 | 23.5 | 2411.9-1596.1 |
| 867.81 | $6.14 \pm 0.30$ | 867.8 | $5.69 \pm 0.06$ | 867.9 | 5.6 | 867.9 | 5.6 | 2463.9-1596.1 |
| 902.0*) | $0.3 \pm 0.012$ | - | - | 902 | 0.24 | - | - | - |
| 907.0*) | $0.32 \pm 0.012$ | - | - | 907 | 0.28 | 906.4 | 0.06 | - |
| 919.54 | $3.03 \pm 0.14$ | 919.4 | $2.83 \pm 0.04$ | 919 | 3.08 | 919.6 | 2.64 | 2515.7-1596.1 |


|  | 925.17 | $7.35 \pm 0.36$ | 925.14 | $7.26 \pm 0.08$ | 925.2 | 7.84 | 925.2 | 7.1 | 2521.3-1596.1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | - | - | - | - | - | $-$ | 936.9 | 0.06 | - |
|  | 950.98 | $0.583 \pm 0.02$ | 950.95 | $0.553 \pm 0.007$ | 951 | 0.44 | 951.4 | 0.55 | 2547.1-1596.1 |
|  | 976.69 | $0.044 \pm 0.001$ | - | - | - | - | - | - | 3498.0-2521.3 |
|  | 995.7 | $0.020 \pm 0.001$ | - | - | - | - | - | - | 2898.9-1903.2 |
|  | 1009.80 | $0.0142 \pm 0.001$ | - | - | - | - | - | - | 3473.8 - 2463.9 |
|  | - | - | 1045 | $0.024 \pm 0.004$ | - | - | - | - | - |
|  | 1061.88 | $0.045 \pm 0.001$ | - | - | - | - | - | - | 2473.8-2411.9 |
|  | - | - | - | - | - | - | 1088 | 0.003 | - |
|  | 1097.5 | $0.033 \pm 0.001$ | 1097 | $0.024 \pm 0.005$ | - | - | - | - | 3000.7-1903.2 |
|  | 1150.18 | $0.023 \pm 0.001$ | - | - | - | - | - | - | 2498.0-2347.8 |
|  | 1214.9 | $0.076 \pm 0.002$ | - | - | - | - | - | - | 3118.4-1903.5 |
|  | - | - | 1303.3 | $0.046 \pm 0.005$ | - | - | - | - | - |
|  | - | - | 1404.9 | $0.066 \pm 0.009$ | - | - | - | - | - |
|  | $1414.9{ }^{\text {b) }}$ | - | - | - | 1416 | 0.2 | 1415 | 0.006 | 3498.0-2083.1 |
|  | 1419.93 | $0.082 \pm 0.002$ | - | - | - | - | 1419.5 | - | 3016.1-1596.1 |
|  | - | - | - | - | 1521.8 | 0.15 | - | - | - |
|  | 1596.6 | 100 | 1596.9 | 100 | 1596 | 100 | 1596.4 | 100 | 1596.1-0 |
|  | - | - | - | - | 1877 | 0.015 | - | - | - |
|  | - | - | 1909 | $0.002 \pm 0.002$ | - | - | 1903.13 | 0.006 | - |
|  | 1925.17*) | - | 1924*) | $0.014 \pm 0.003$ | - | - | - | - | - |
|  | 2083 | $3.03 \pm 0.14$ | 2082.9 | $0.045 \pm 0.003$ | - | - | - | - | - |
|  | 2347.8 | $1.14 \pm 0.05$ | 2347.8 | $0.89 \pm 0.01$ | 2348.4 | - | 2348.1 | - | 2347.8-0 |
|  | 2463.9 | $0.2 \pm 0.01$ | 2464.0 | $0.012 \pm 0.001$ | 2464.4 | - | 2465.3 | - | 2463.9-0 |
|  | 2494 | - | - | - | 2494 | - | - | - | - |
|  | 2521.3 | $3.82 \pm 0.18$ | 2521.36 | $3.58 \pm 0.05$ | 2521.8 | - | 2521.7 | - | 2521.34-0 |
|  | - | - | - | - | - | - | 2533.4 | - | - |
| $\frac{1}{2}$ | 2547.15 | $0.118 \pm 0.006$ | 2547.19 | $0.105 \pm 0.002$ | 2547.9 | 0.191 | 2547.5 | 0.11 | 2547.1-0 |
| E | 2899.5 | $0.0633 \pm 0.002$ | 2899.5 | $0.07 \pm 0.001$ | 2898.9 | 0.073 | 2899.7 | 0.065 | 2899.5-0 |
| 3 | 3118.4 | $0.023 \pm 0.001$ | 3118.4 | $0.027 \pm 0.001$ | 3119.1 | 0.023 | 3119 | 0.027 | 3118.4-0 |
| 景 | 3319.3 | $0.05 \pm 0.001$ | 3319.3 | $0.004 \pm 0.003$ | 3319.1 | 0.0447 | 3319.6 | 0.0047 | 3319.3-0 |

${ }^{\text {a) }}$ Singles only
${ }^{\text {b) }}$ Coincidence only
${ }^{\text {*) }}$ Not fitted in the decay scheme


Fig. 2. The gamma-ray singles spectrum $\left(E_{\gamma}<350 \mathrm{keV}\right)$ using the hyper pure Ge spectrometer

## Table II

Results of $\gamma-\gamma$ coincidence studies using $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ spectrometer (Gate width $1550-1650 \mathrm{keV}$ )

| $E_{\gamma}$ in gate | Observed $\gamma$-transitions in coincidence <br> with $E_{\gamma}$ in gate |  |  |  |  |
| :---: | ---: | :---: | :---: | :---: | ---: |
|  | 109.42 | 131.06 | 167.89 | 171.57 | 266.67 |
|  | 307.04 | 328.82 | 397.73 | 411.9 | 432.61 |
|  | 438.24 | 444.62 | 468.6 | 486.93 | 618.14 |
|  | 668.85 | 700.29 | 751.65 | 815.75 | 867.81 |
|  | 919.54 | 925.17 | 950.98 | 995.7 | 1009.80 |
|  | 1061.88 | 1097.5 | 1150.18 | 1214.9 | 1419.93 |



Fig. 3. The $\gamma-\gamma$ coincidence spectrum obtained using $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ spectrometer: $\gamma$-transition in gate is 1596.6 keV

Table III
Results of $\gamma-\gamma$ coincidence studies using $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ spectrometer.
(Gate width $450-525 \mathrm{keV}$ )

| $E_{\gamma}$ in gate | Observed gamma transition in coincidence |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: |
|  | 62.13 | 68.93 | .109 .42 | 131.06 | 171.57 |
| 486.93 | 266.67 | 328.82 | 397.73 | 411.9 | 432.61 |
|  | 438.24 | 700.29 | 1414.9 |  |  |



Fig. 4. The $\gamma-\gamma$ coincidence spectrum obtained using $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ spectrometer: $\gamma$-transition in gate is 486.93 keV

Table IV
Results of $\gamma-\gamma$ coincidence studies using $\mathrm{Ge}(\mathrm{Li}) \mathrm{NaI}(\mathrm{Tl})$ spectrometer. (Gate width $300-360 \mathrm{keV}$ )

| $E_{\gamma}$ in gate | Observed gamma transitions in coincidence |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |$⿻$|  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 307.04 | 444.62 | 618.14 | 995.7 | 1097.5 | 1214.9 |
| 328.8 | 68.93 | 109.42 | 486.93 | 976.69 | 1061.88 |

they were clearly confirmed in the coincidence runs to fit and confirm different energy levels. Some comments follow on these new gamma-ray transitions observed in the present work.

- The 20.7 keV transition was observed in the (HPGe) singles spectrum, see Fig. 2.
- The 167.89 keV transition was observed only in coincidence gate of 1596 keV , as shown in Fig. 3.
- The 373.13 keV transition was previously observed by Kaur et al [6] and it is only confirmed in the present singles spectrum, Fig. 1a.
- The 411.9 keV transition is identified in the singles spectrum, Fig. 1a, and confirmed as well in the $1596,486.93 \mathrm{keV}$ coincidence gates.
- The 468.6 keV transition submerged in the Compton edge and accordingly it was not clear in the singles spectrum, but it is confirmed in the 1596 keV coincidence gate as shown in Fig. 3.
- The 668.85 keV transitions was clearly observed in the 1596 keV coincidence gate as shown in Fig. 3.
- The 70029 keV transition could be observed in the singles spectrum shown in Fig. 1a and confirmed due to its observation in the coincidence gates of 486.93 and 1596.6 keV shown in Figs 4 and 3, respectively.
- The 721.09 keV transition was observed in the singles spectrum shown in Fig. 1a and could be fitted in the decay scheme according to energy considerations to fit between the 3216.0 and 2495.0 keV levels.
- The 976.69 keV transition was clear in the singles spectrum in Fig. 1a and it was confirmed clearly in the coincidence measurements in the 328.8 keV coincidence gate as shown in Fig. 5.
- The 995.7 keV transition is confirmed due to its presence in the 1596 keV and 307.04 keV coincidence gates as shown in Figs 3 and 5.
- The 1009.8 keV transition could be confirmed without doubt in the 1596 keV coincidence gate shown in Fig. 3.
- The 1061.88 keV transition is observed in the singles spectrum in Fig. 1a and confirmed in the coincidence gates of 1596 and 328.8 keV shown in Figs 3 and 5.
- The 1150.18 keV transition was clear in both singles spectrum (Fig. 1a) and in coincidence measurements at gate of 1596 keV shown in Fig. 3.


Fig. 5. The $\gamma-\gamma$ coincidence spectrum obtained using $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ spectrometer: $\gamma$-transitions in gate are


Fig. 6. The level structure of ${ }^{140} \mathrm{Ce}$

- The 1214.9 keV transition was observed in singles spectrum (Fig. 1a) and in the coincidence gates as well at 1596 keV and 307.04 keV shown in Figs 3 and 5.

2) Concerning some levels at 3418.0, 3473.8, 3261.1, 3016.1, 3000.7 and 2494.0 keV it was essential to give a brief discussion:
i) The 3498.0 keV level:

It is proposed by Kalinnikov et al [4] as depopulated by 1414.9 and 1088 keV gamma-ray transitions. However, the 1414.9 keV transition could not be observed by others [6] but it is confirmed in the present coincidence measurements. In addition, the present study has revealed other depopulating gamma-ray transitions at 976.69 and 1150.18 keV in both the singles and gamma-gamma coincidence spectra.
ii) The 3473.8 keV level:

This energy level is proposed by Ardisson et al [5] but was discarded by Kaur et al [6]. In the present work, its presence is confirmed by the observation of the new depopulating gamma-ray transitions at 1061.88 and 1009.82 keV in both the singles and gamma-gamma coincidence spectra.
iii) The 3216.1 keV level:

It is proposed by Karlsson et al [2] as being depopulated by the gamma-ray transition at 867.81 keV . Later, Baer et al [3] took into consideration the 2463.98 keV level proposed by Hasen and Nathan [8], and assigned the $867.81 \mathrm{keV} \gamma$-ray as the transition depopulating the 2463.98 level to the 1596.1 keV level. This position and this level were confirmed later $[4,5,6]$. The $867.81 \mathrm{keV} \gamma$-ray transition is confirmed also in the present work to depopulate the 2463.98 level. Yet its presence as depopulating the 3216.1 keV level could not be ruled out as the 3216.1 keV level was confirmed due to the observation of the new gamma transitions depopulating it at $668.85,700.2$, and 721.0 keV in the singles spectrum and the observation of 668.85 and 700.2 keV transitions in the coincidence measurements.

## iv) The 3016.1 keV level:

It is proposed by Kalinnikov et al [5] as depopulated by the 1419.93 keV gamma-ray transition, however, this line could not be observed by others [5, 6], but was observed in this work in both the singles and coincidence spectra. In the meantime this level could be depopulated by the new gamma-ray transition at 468.6 keV which was observed in the singles and the gamma-gamma coincidence spectra.
v) The 3000.7 keV level:

This energy level is proposed by Kaur et al [6] to fit the previously [8] proposed gamma-ray transitions at 1404.9 and 1097.2 keV . Although, in the present work the 1404.9 keV gamma-ray transition was not observed, however, the 3000.7 keV level is confirmed by the presence of the 1097.2 keV gamma-ray transition in both singles and coincidence measurements.
vi) The 2494.0 keV level:

This energy level is proposed by Ardisson et al [5] depopulated by the gammaray transition at 2494.0 keV but Kaur et al [6] did not include this level in their investigation. The present data shows the presence of the 2494.0 keV transition and, in addition, suggests the depopulation by the new gamma transition at 411.9 keV which could be identified in the singles spectrum and is confirmed by the coincidence measurements. Also, this level is populated by the new gamma-ray transitions at 20.7 and 721.09 keV observed in the present singles spectra.

The energy levels at 3123.0 and 3389.6 keV proposed by Baer et al [1], 2325.0 and 3322.0 keV by Karlsson et al [2] and 2533.0 keV by Kalinnikov et al [4] could not be confirmed in the present work, since there was no experimental evidence of the gammaray transitions populating and/or depopulating these energy levels.
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#### Abstract

Single crystals of potassium dihydrogen phosphate (KDP) have been grown at room temperature from saturated aqueous solutions. The thermal behaviour has been studied by differential thermal analysis and confirmed by X-ray diffraction and infrared spectroscopy. When heated to 613 K, KDP loses its water content and a transition takes place from the tetragonal orthophase to the monoclinic meta-phase. The resistivity of KDP crystals has been found to decrease exponentially with temperature over the temperature range of 293 K to 383 K above which it attains a constant value independent of further temperature rises up to 478 K . A value of 0.588 eV has been estimated for the activation energy of rotation of the phosphate group which controls conduction over the temperature dependent region of the resistivity curve. Glow curves of gamma-ray irradiated single crystals subsume peaks similar to those detected for the polycrystalline powder. Energy depths varying from 0.20 eV to 0.46 eV have been calculated for the various trapping states created by gamma irradiation. Effects of increasing gamma dose have been studied and found to cause an increase in number and intensity of the glow peaks. Slight shifts in peak temperatures to lower values are also noted at high gamma doses and attributed to the combined effect of dose rate and interactions between trapping centres.


## Introduction

Potassium dihydrogen phosphate (KDP) belongs to a group of materials which are hydrogen bonded ferroelectrics. The hydrogen atoms play the main role in the ferroelectric properties of the material which appear at its ferroelectric phase transition [1-3]. Ferroelectric crystals have been classified into two groups: the order-disorder group and the displacive one. In the first group, phase transition is associated with the ordering of ions but in the second group it is associated with the displacement of a whole sublattice of ions of one type relative to another sublattice. KDP belongs to the order-disorder class of ferroelectrics including crystals with hydrogen bonds in which the motion of protons is related to the ferroelectric properties of the material [4].

Numerous publications exist on KDP characteristics but we were unable to trace any report so far on the thermoluminescence of the material. Structural studies, for example, were reported as early as 1947 [5] but the most important work in this
domain is that of Bacon and Pease [6] which showed KDP to have tetragonal crystal structure at room temperature with a space group I $\overline{42} \mathrm{~d}$; i.e. in the paraelectric phase. Positions of the potassium and phosphorus atoms are fixed by symmetry but the sixteen oxygen atoms in the unit cell exist in a set of general positions. Neutron diffraction studies were later made to determine the precise positions of the hydrogen and oxygen atoms and to investigate the origin of ferroelectricity [6, 7].

Several models have been also proposed to explain the mechanism of phase transition in KDP-type materials. The model of Imry and his coworkers appears to be widely accepted and shows these hydrogen bonded crystals to exhibit both a low temperature ferroelectric phase transition and a high temperature one [8]. The latter phase transition has been the subject of further investigations related to its detection in dielectric measurements, infrared reflection studies and differential thermal analysis [9-12].

Electrical condution has been reported in both pure and doped single crystals of KDP-type materials with the objective to explain the mechanism of phase transition as well as the observed conduction. These studies are of significance related to the application of KDP-type materials either as electro-optical polarizers or harmonic generators in several optical devices. The optical properties of these materials have been the subject of several discussions and disputes because of several uncertainties and ambiguities in the reported data as well as in their interpretation [13-16].

In the present paper, some temperature-dependent properties of carefully prepared KDP single crystals are reported. The thermal behaviour of the material has been investigated by differential thermal analysis and checked by X-ray diffraction and infrared spectroscopy. Electrical conductivity has been also studied. Most important of all is the thermoluminescence analysis for gamma ray irradiated single crystals which to our knowledge has not been previously reported.

## Experimental

## (i) Material and $X$-ray analysis

Single crystals were grown using a Hopkin and Williams potassium dihydrogen phosphate as the starting material for crystallization; the reagent used being of the purest grade available. Crystal growth took place at room temperature by a twice recrystallization process from saturated aqueous solutions. Crystals of reasonable dimensions were cleaved and polished while others were ground in an agate mortar and the polycrystalline powder was stored in a desiccator ready for use when needed. The structure of these crystals was identified in a Shimadzu X-ray diffractometer using the $\mathrm{Cu} \mathrm{K}_{\alpha}$ radiation of $1.5418 \times 10^{-10} \mathrm{~m}$. The data were then compared with the index cards of the American Society for Testing Materials. The X-ray diffraction pattern showed sharp lines indicating a high degree of crystallinity. At room temperature,

KDP was found to have a tetragonal structure. The lattice constants $a$ and $b$ have been estimated as $7.447 \times 10^{-10} \mathrm{~m}$ while the parameter $c$ has a value of $6.974 \times 10^{-10} \mathrm{~m}$; the lattice constants being evaluated by means of the equation applicable to this type of structure [17]. The volume of the unit cell is thus equal to $386.763 \times\left(10^{-10} \mathrm{~m}\right)^{3}$ while that of one molecule is $96.656 \times\left(10^{-10} \mathrm{~m}\right)^{3}$; the latter being deduced from the molecular weight of KDP ( 136.09 g ); its density $\left(2338 \mathrm{~kg} / \mathrm{m}^{3}\right)$ and Avogadro's number. Accordingly, the unit cell comprises four KDP molecules. Estimated values of the lattice constants, the unit cell volume and the number of molecules per unit cell have been found to agree closely with reported values [4-6]. This is a fairly good evidence that the preparation technique adopted in this work for growing KDP single crystals from saturated aqueous solutions is satisfactory and reliable.

## (ii) Measurements

The thermal behaviour of KDP was studied in the Shimadzu differential thermal analyzer. Samples were contained in platinum crucibles during measurements and variations in their specific heat with rising temperature were traced relative to aluminium oxide which served as a reference. Infrared spectroscopy was made on KDP samples before and after their subjection to differential thermal analysis. Transmittance was measured in the wavenumber range of $20000 \mathrm{~m}^{-1}$ to $4 \times 10^{5} \mathrm{~m}^{-1}$ in the IR 4220 Beckman spectrophotometer using the well known KBr disc technique.

Electrical measurements were performed at different temperatures on KDP single crystals of various dimensions. The two rectangular opposite faces (001) of the crystal were painted with silver paste before it was mounted in the cell used for holding it during measurements. A block diagram of the circuit used for measuring I-V characteristics is shown in Fig. 1 which includes the cell oven system used for heating the sample to any desired temperature. A potential difference of $0-800 \mathrm{~V}$ was applied across the crystal from a stabilized d.c. power supply and was measured by a vacuum tube voltmeter. The current flowing through the crystal was measured by a Kiethley 610 C solid state electrometer. The decade resistor introduced into the circuit served to protect the electrometer against sudden changes in current. Measurements made above room temperature were carried out with the cell sample system placed in an oven; the temperature of sample being measured by an iron-constantan thermocouple connected to a pyrometer.

Glow curves were measured in an apparatus of a layout similar to that previously described [18]. The gammatron S80 cobalt unit was used for irradiation of sample while being held in vacuum at liquid nitrogen temperature. Single crystals and polycrystalline powders were separately given gamma ray doses varying from $10^{2} \mathrm{~Gy}$ to $10^{4} \mathrm{~Gy}$. They were then heated in dark at a slow rate of $0.25 \mathrm{~K} / \mathrm{s}$ and only glow curves with the best linear heating rates were selected for analysis. For each given gamma ray dose, three curves were recorded; the reproducibility of measurements was


Fig. 1. Circuit diagram for d.c. two-terminal methods for measuring I-V characteristics and temperaturedependence of resistivity
found to be fairly satisfactory. For example, in a group of three glow curves measured for a single crystal dosed with 100 Gy , identical peaks were within 3 K of each other while the glow intensities of these peaks only varied by less than $6 \%$ between the most and the least intense ones.

## Results and discussion

Differential thermal analysis patterns for KDP are shown in Fig. 2 for two different heating rates. For the lower rate of $5 \mathrm{~K} / \mathrm{min}$, two endothermic peaks are evident at 513 K and 548 K which shift to higher temperatures when the heating rate increases to $10 \mathrm{~K} / \mathrm{min}$; the estimated shift being 10 K for each peak. The sample starts to decompose around 478 K and 483 K for the lower and higher heating rates, respectively. Both curves return to their base lines at about 608 K and 618 K indicating complete decomposition of samples. As the Shimadzu differential thermal analyzer used in the present work was not equipped with a thermogravimetric analyzer, the estimation of the weight loss of sample resulting from decomposition was only possible by accurate weighing before and after heating. For the two heating rates employed, the estimated weight losses of samples correspond to the following reaction:

$$
\mathrm{KH}_{2} \mathrm{PO}_{4} \xrightarrow{\text { heat }} \mathrm{KPO}_{3}+\mathrm{H}_{2} \mathrm{O} \text {, }
$$

i.e. loss of water and a transformation of the original orthophosphate to a metaphosphate as an end product. The two endothermic peaks in Fig. 2 have been identified


Fig. 2. Differential thermal analysis patterns for KDP
as due to the formation of the pyrophosphate as an intermediate product (Peak $\mathbf{X}_{1}$ ) which in turn transforms on further heating to the metaphosphate (Peak $\mathrm{X}_{2}$ ). The full decomposition process which describes the thermal behaviour of KDP can be thus written as:

$$
2 \mathrm{KH}_{2} \xrightarrow{\text { heat }} \mathrm{K}_{2} \mathrm{H}_{2} \mathrm{P}_{2} \mathrm{O}_{7}+\mathrm{H}_{2} \mathrm{O} \xrightarrow{\text { heat }} 2 \mathrm{KPO}_{3}+2 \mathrm{H}_{2} \mathrm{O} \text {. }
$$

The proposed decomposition process was confirmed by X-ray diffraction for the end product of the reaction. The pattern obtained elucidated the formation of $\mathrm{KPO}_{3}$ which was found to have a monoclinic crystal structure with an angle $B$ of $101^{\circ}$ and lattice constants $a_{0}, b_{0}$ and $c_{0}$ of $13.998 \times 10^{-10} \mathrm{~m}, 4.544 \times 10^{-10} \mathrm{~m}$ and 10.309 $\times 10^{-10} \mathrm{~m}$, respectively. The number of $\mathrm{KPO}_{3}$ molecules in the unit cell turned out to be eight.

Further confirmation of the proposed decomposition was obtained from optical measurements on samples in the infrared range. The identical bands appearing in Fig. 3 for powder and single crystal samples after being heated in the DTA equipment to about 673 K at the rate of $5 \mathrm{~K} / \mathrm{min}$ indicated that both sample types were subjected to complete decomposition with a transition from the tetragonal $\mathrm{KH}_{2} \mathrm{PO}_{4}$ to the monoclinic $\mathrm{KPO}_{3}$. The similarity between the infrared bands in the spectra of the end products of the heating process and those appearing in the spectrum of a standard $\mathrm{KPO}_{3}$ sample supported the proposed thermal behaviour.

Electrical measurements were made on cleaved and polished KDP single crystals of reasonable dimensions ( $3.040 \times 2.225 \times 1.435 \mathrm{~mm}^{3}$ ). The current passing through the crystal was measured along its $c$ axis as a function of the applied potential difference, the resulting I-V characteristic curves were always ohmic in form. At room temperature, the value of $7.3 \times 10^{5} \mathrm{ohm} \cdot \mathrm{cm}$ was estimated for the resistivity of KDP; the corresponding value of its conductivity being $1.37 \times 10^{-6} \mathrm{ohm}^{-1} \mathrm{~cm}^{-1}$. Figure 4 is a representative example of the type of temperature dependence of resistivity curves


Fig. 3a. Infrared spectra: (A) for KDP polycrystalline sample before heating; (B) for KDP polycrystalline sample after heating to 673 K ; (C) for KDP single crystal after heating to 673 K ; and (D) for a standard $\mathrm{KPO}_{3}$ sample


Fig. 4. Temperature dependence of resistivity curve for KDP
obtained for KDP single crystals over the temperature range of 293 K to 478 K . The upper temperature limit was set by the instabilities of current measurements due to the beginning of sample decomposition. The resistivity temperature relationship can be easily divided into two distinct regions. Over the range of 293 K to 383 K , the material showed a slight decrease of resistivity with increase of temperature, i.e. it was slightly dependent on temperature. The second region, which extends over a temperature range of 383 K to 478 K , showed a marked decrease in resistivity with rising temperature; a behaviour which resembles that of semiconductors and insulators. Harris and Vella [19] reported a knee in the KDP conductivity temperature curve at 383 K which is consistent with our results in this paper but they ascribed the knee to sample decomposition. Their view of knee attribution contradicts our differential thermal results which showed that KDP started to decompose around 478 K . The knee appearing in our resistivity curve at 383 K cannot be ascribed to sample decomposition.

It is also of interest to indicate that the plot of $\ln \rho$ against $1 / T$ over the temperature range of 293 K to 478 K (Fig. 4) consists of two linear parts which follow the elementary equation of ionic conductors [20]

$$
\rho=\rho_{0} \exp (E / 2 k T),
$$

where $\rho$ is the resistivity at absolute temperature $T, \rho_{0}$ is a constant, $k$ is the Boltzmann's constant and $E$ is the activation energy for conduction process. Application of this equation yielded two activation energies of 0.588 eV and 0.104 eV over the temperature ranges of 383 K to 478 K and 293 K to 383 K , respectively. The value of 0.588 eV is approximately consistent with the activation energies obtained by different workers on pure KDP between $0.52 \mathrm{eV}-0.58 \mathrm{eV}$ [21-25], while the value 0.104 eV is close to the reported value of the activation energy for proton migration in KDP [26]. One should stress the conduction mechanism in KDP which remains still unresolved and not fully understood despite the intensive work published on this subject so far [21-25]. In some cases, conduction has been attributed totally to proton migration in the hydrogen bond network while in some other cases it has been explained partly in terms of proton migration and partly in terms of defects as in ionic solids. Blinc et al [11] suggested that the rotation of phosphate groups rather than proton jumps was responsible for conduction in KDP, though the implications of this suggestion in terms of crystal structure were not worked out. Because of these disputes, one should refer to the nuclear magnetic resonance work of Blinc et al [27, 28] on KDP single crystals. They have found two types of frequencies, one due to phosphate rotation which was found to be temperature-dependent, and the other due to proton jumps, which was temperature independent. As we have obtained two distinct parts in the conductivity temperature curve of KDP, one between 293 to 383 K which is temperature-independent and the other between $383-478 \mathrm{~K}$ which is temperaturedependent; it seems reasonable to explain the conductivity behaviour of our KDP crystals as being controlled by the rotation of phosphate groups with an activation


Fig. 5. Thermal glow curves for gamma-ray irradiated polycrystalline KDP powder
energy of 0.588 eV over the temperature range of 383 K to 478 K , whereas at lower temperatures (293-383 K) preton jumps with an activation energy of 0.104 eV are responsible for the observed conduction.

When KDP samples were irradiated at 77 K by gamma doses of $10^{2} \mathrm{~Gy}$ to $10^{4} \mathrm{~Gy}$ and then heated in the dark, a strong bluish thermal glow was emitted which could be seen with the naked eye. Figure 5 shows glow curves recorded for the gamma ray irradiated polycrystalline powder. The curve recorded after dosage to 100 Gy subsumes two separate glow peaks $(\mathrm{A})$ and $(\mathrm{B})$ with their glow maxima situated at 128 K and 197 K , respectively. When the dose increases to $10^{3} \mathrm{~Gy}$, shoulders (C) and (D) appear around 175 K and 107 K on the low temperature sides of peaks (B) and (A). For a gamma dose of $10^{4} \mathrm{~Gy}$, shoulder (C) develops into a well-defined peak with its glow maximum intensity located at 160 K . Appearance of shoulders at doses exceeding $10^{2}$ Gy seems to result from new groups of traps due to crystal defects created by gamma radiation. The number of these traps increases with increasing radiation dose. At lower doses, this number is sufficiently small and the detection of the associated glow is not practically feasible. This accounts also for the observed dependence of the glow intensity on the gamma dose; an increase in dose causes a corresponding increase in glow intensity. Some slight shifts of peak temperature to lower values are noted with the increase of gamma dose. This behaviour could be either a dose rate effect or a combination of this effect and interactions occurring between various trapping states.


Fig. 6. Thermal glow curves for gamma-ray irradiated KDP single crystal

This view is supported by similar shifts observed in other gamma irradiated materials which were attributed to similar reasons [29].

An illustrative example of the type of glow curves detected for KDP single crystals after dosage with gamma radiation is shown in Fig. 6. The various peak temperatures have been collected in Table I together with those of the polycrystalline powder for comparison. For a gamma dose of 100 Gy , it is obvious that the major glow peaks (A) and (B) detected for powder samples are present for single crystals; the peak temperatures for the two sample types agree within 5 K which is of the order of the experimental statistical error. The relative glow intensities vary, however, rather widely between them due to the different sample masses used in both cases. For a gamma dose of $10^{3} \mathrm{~Gy}$, peak (D) appearing at 107 K for the polycrystalline powder is not observed for the single crystal. It is only detectable at 104 K together with a new peak (E) at 230 K at gamma ray doses of $10^{4} \mathrm{~Gy}$; the origin of the 230 K peak is difficult to explain at present.

The observed effects of gamma radiation in KDP can be discussed in terms of two main phenomena which operate in the material at the same time during irradiation. Gamma radiation creates trapping centres, the number of which increases with the increase of dose. In addition, it also acts as an exciting source for the material raising electrons from the filled band of the crystal which are later trapped by states created by radiation damage or by uncontrollable impurities present originally in the host material. When released on heating, trapped electrons will recombine with holes

Table I
Glow peak temperatures and trap depths for KDP irradiated with gamma rays

| Gamma | Type of | Polycrystalline powder |  |  |  |  | Single crystal |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [Gy] | Glow pe | A | B | C | D | D | A | B | C | D | E |
| $10^{2}$ | $T$ [K] | 128 | 197 | - | - | - | 130 | 202 | 153 | - | - |
|  | $E[\mathrm{eV}]$ | 0.26 | 0.39 | - | - | - | 0.26 | 0.41 | 0.31 | - | - |
| $10^{3}$ | $T[\mathrm{~K}]$ | 124 | 195 | 175 | 107 | - | 126 | 200 | 153 | - | - |
|  | $E[\mathrm{eV}]$ | 0.25 | 0.39 | 0.35 | 0.21 | - | 0.25 | 0.40 | 0.31 | - | - |
| $10^{4}$ | $T[\mathrm{~K}]$ | 118 | 178 | 160 | 101 | - | 126 | 200 | 168 | 104 | 230 |
|  | $E[\mathrm{eV}]$ | 0.24 | 0.36 | 0.32 | 0.20 | - | 0.25 | 0.40 | 0.34 | 0.21 | 0.46 |

left in the filled band to give the bluish thermal glow. Increase in the glow intensity observed with increase in dose from $10^{2} \mathrm{~Gy}$ to $10^{3} \mathrm{~Gy}$ results from an increased number of excited electrons leading to an increased recombination probability. The decrease in intensities of all glow peaks noted at $10^{4} \mathrm{~Gy}$ is caused by a new group of traps with an energy depth of 0.46 eV created by radiation at such high dose levels. These new traps participate in the trapping process reducing the number of electrons originally available for other trap levels.

Because of the interference between various glow peaks, it is not easy to deduce accurately the type of recombination involved in the glow process of KDP from the shape of the experimental glow curve. However, if one excludes the slight dose rate dependent shifts previously noted with increasing dose, the peak temperature can be considered to a good approximation as fairly constant over a wide range of total gamma ray doses. This is a reasonably good evidence that a monomolecular recombination process is mainly involved in the glow process [30]. In this case, the escape frequency factors can be calculated either by the initial rise method of Garlick and Gibson [31] or by that of Grossweiner [32]. Escape frequency factors of the order of $10^{11} \mathrm{~s}^{-1}$ have been estimated for the main glow peaks $(\mathrm{A})$ and (B). Since the heating rate employed in this work is sufficiently slow $(0.25 \mathrm{~K} / \mathrm{s})$, the trap depth $E$ can be estimated by Urbach's empirical formula: $E(\mathrm{eV})=T_{m} / 500$ which is applicable in this case; $T_{m}(\mathrm{~K})$ being the peak temperature [33]. Trap depths for the various glow peaks have been estimated by this formula and listed in Table I.

Experimental values of trap depths and escape frequency factors can be used to calculate theoretical glow curves in situations where the glow kinetics are monomolecular and retrapping is absent. The approximation used for such calculations has been given in detail elsewhere [34]. Its validity has been tested and found to give good agreement between experimental and calculated curves. When this approximation is used together with the experimental values of trap depths and escape frequency factors estimated for KDP single crystals dosed with $10^{3} \mathrm{~Gy}$, the theoretical glow curve shown


Fig. 7. Glow curves for KDP single crystal dosed to $10^{3}$ grays: solid line represent experimental curve; circles represent theoretically calculated points
in Fig. 7 is obtained; the experimental curve for the same sample has been included for comparison. The excellent agreement existing between both curves supports our previous assumption that monomolecular kinetics are mainly involved in the flow process of KDP.
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#### Abstract

The propagation of a weak discontinuity has been studied along the characteristic path by using the characteristics of the governing quasi-linear hyperbolic system as reference coordinate system. The characteristic solution for the time-dependent amplitude of a weak wave has been obtained and the critical time for the breakdown of characteristic solution has been determined. It is shown that all compressive waves will grow and terminate into shock waves, while all expansion waves will decay out.


## 1. Introduction

The non-linear weak waves have been extensively studied during the last decade. The most interesting part of this study is that it is a subclass of non-linear waves which admit analytic solutions. The propagation of such waves has been studied by many researchers. Whitham [1] and Jeffrey [2] provided a theoretical foundation for the study of non-linear wave propagation. Murray [3] studied perturbation effects on the decay of weak waves generated by the non-linear first order wave equation. Becker [4], Becker and Schmitt [5] studied the problem of growth and decay of a weak wave in relaxing gases and obtained the critical time for the shock formation. Rarity [6] studied the problem of breakdown of characteristic solutions of flows with vibrational relaxation. Ram [7], Rai, Gaur and Ram [8] studied the behaviour of weak waves under radiative heat flux effects. By using the method of characteristics, Ram [9] studied the effects of radiative heat flux on the global and local behaviour of weak waves.

The propagation of a weak wave in gas flows with very high temperature becomes an interesting problem when the thermal radiation stresses play an important role in the determination of the flow field, while the radiative heat flux is not a dominant factor in the determination of the flow properties. Most of the authors have studied radiative heat flux effects on the growth of weak discontinuities and very little work has been reported for the effects of radiation stresses as the dominant factor of a thermal radiation. The purpose of the present communication is to investigate the effect of
radiative pressure and radiation energy density on the amplitude of a weak discontinuity during the propagation. Pai [10] has suggested that when the mean free path of radiation is very small, the radiative heat transfer term can be neglected except in the boundary layer region. We aim to obtain the characteristic solution of a weak wave problem in gas flows at such a high temperature and low pressure that the radiation pressure number $R_{p}$ is not negligible, but the profiles structured by radiant heat transfer can be assumed to be embedded in the discontinuity itself.

## 2. Wave propagation

The basic equations for axi-symmetric gas flows at very high temperature [10] can be written in the following forms:

$$
\begin{gather*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}+\left(\frac{1+4 R_{p}}{\rho}\right) \frac{\partial p}{\partial x}-\frac{4 p R_{p}}{\rho^{2}} \frac{\partial \rho}{\partial x}=0  \tag{1}\\
\frac{\partial p}{\partial t}+u \frac{\partial p}{\partial x}+p\left\{\frac{v+16(v-1) R_{p}}{1+12(v-1) R_{p}}\right\} \frac{\partial u}{\partial x}+\left\{\frac{v+16(v-1) R_{p}}{1+12(v-1) R_{p}}\right\} \frac{\delta p u}{x}=0  \tag{1}\\
\frac{\partial \rho}{\partial t}+u \frac{\partial \rho}{\partial x}+\rho \frac{\partial u}{\partial x}+\frac{\delta \rho u}{x}=0 \tag{3}
\end{gather*}
$$

where $p, \rho, u$ and $v$ have their usual meaning in gas-dynamics. Here $\delta$ is a parameter of symmetry and takes the values 0,1 and 2 for planar, cylindrical and spherical symmetry. The radiation pressure $p_{R}$ and the radiation energy density $E_{R}$ are related by the following relation,

$$
E_{R}=3 p_{R}=a_{R} T^{4}, \quad R_{p}=\frac{p_{R}}{p}
$$

where $a_{R}$ is the Stefan-Boltzmann constant, $T$ is the absolute temperature and $R_{p}$ is the radiation pressure number.

The above system of equations (1)-(3) is hyperbolic in nature and represents a wave motion. It can be put in matrix form

$$
\begin{equation*}
\frac{\partial \bar{U}}{\partial t}+\bar{A} \frac{\partial \bar{U}}{\partial x}+\bar{B}=0 \tag{4}
\end{equation*}
$$

where $\bar{U}, \bar{B}$ are column matrices and $\bar{A}$ is a square matrix of order (3×3) given by

$$
\bar{U}=\left[\begin{array}{l}
u \\
p \\
\rho
\end{array}\right], \quad \bar{A}=\left[\begin{array}{ccc}
u & \left(1+4 R_{p}\right) / \rho & -4 p R_{p} / \rho^{2} \\
Q_{p} & u & 0 \\
\rho & 0 & u
\end{array}\right]
$$

and

$$
\bar{B}=\left[\begin{array}{c}
0 \\
\delta Q p u / x \\
\delta \rho u / x
\end{array}\right], \quad Q=\frac{v+16(v-1) R_{p}}{1+12(v-1) R_{p}}
$$

A function $\bar{U}(x, t)$ satisfying (4) everywhere except at a characteristic curve $S(t)$, where $\bar{U}$ is continuous but $\bar{U}_{t}$ and $\bar{U}_{x}$ may suffer from finite jumps, is said to be a weak wave or a weak discontinuity. The equations of characteristics for the system (4) are given by

$$
\begin{equation*}
\frac{d x}{d t}=\mathrm{u} \pm C_{R} \quad \text { and } \quad \frac{d x}{d t}=u \tag{5}
\end{equation*}
$$

where plus and minus sign respectively represent the positive and negative direction of the propagation and $C_{R}$ is given by

$$
C_{R}^{2}=\frac{p}{\rho}\left\{\frac{v+20(v-1) R_{p}+16(v-1) R_{p}^{2}}{1+12(v-1) R_{p}}\right\} .
$$

## 3. Time dependence of wave amplitude

The system (4) is hyperbolic in nature and so we can introduce the characteristic coordinates as our reference frame. Now we introduce two characteristic coordinates $\alpha$ and $\psi$ as follows:
(i) $\psi$ is a particle tag so that $\psi$ is constant along a particle path $\frac{d x}{d t}=u$ in the ( $x, t$ ) plane. If the characteristic wave front traverses a particle at time $t^{*}$, this particle and its path will be labelled by $\psi=t^{*}$.
(ii) $\alpha$ is a wave tag so that $\alpha$ is constant along an outgoing characteristic $\frac{d x}{d t}=u$ $+C_{R}$ in the $(x, t)$ plane. If an outgoing wave is generated at time $t^{\prime}$, it will be labelled by $\alpha$ $=t^{\prime}$.

In this way we observe that for each pair of values $(\alpha, \psi)$ there is a corresponding pair $(x, t)$ in the $(x, t)$ plane such that:

$$
\begin{gather*}
\frac{\partial x}{\partial \alpha}=u \frac{\partial t}{\partial \alpha}  \tag{6}\\
\frac{\partial x}{\partial \psi}=\left(u+C_{R}\right) \frac{\partial t}{\partial \psi} . \tag{7}
\end{gather*}
$$

In consequence of this transformation we have

$$
\begin{align*}
& \frac{\partial \bar{U}}{\partial t}=\frac{\frac{\partial \bar{U}}{\partial \psi} \frac{\partial x}{\partial \alpha}-\frac{\partial \bar{U}}{\partial \alpha} \frac{\partial x}{\partial \psi}}{J},  \tag{8}\\
& \frac{\partial \bar{U}}{\partial x}=\frac{\frac{\partial \bar{U}}{\partial \alpha} \frac{\partial t}{\partial \psi}-\frac{\partial \bar{U}}{\partial \psi} \frac{\partial t}{\partial \alpha}}{J}, \tag{9}
\end{align*}
$$

where

$$
J=\frac{\partial(x, t)}{\partial(\alpha, \psi)}=-C_{R} \frac{\partial t}{\partial \alpha} \frac{\partial t}{\partial \psi}
$$

is the Jacobian of transformation and it plays an important role as a deciding factor in the shock formation. Since doubling or overlapping of fluid particles is prohibited by physical considerations, $\frac{\partial t}{\partial \psi} \neq 0$. Consequently $J=0$, iff $\frac{\partial t}{\partial \alpha}=0$, when two adjoining characteristics merge into a shock wave. Hence $J=0$ will provide us a condition for the steepening of the wave front to form a shock wave. Transforming (1)-(3) into the characteristic coordinate system ( $\alpha, \psi$ ), we get

$$
\begin{gather*}
\rho C_{R} \frac{\partial u}{\partial \alpha} \frac{\partial t}{\partial \psi}+\left(1+4 R_{p}\right)\left(\frac{\partial p}{\partial \psi} \frac{\partial t}{\partial \alpha}-\frac{\partial p}{\partial \alpha} \frac{\partial t}{\partial \psi}\right)+ \\
+\frac{4 p R_{p}}{\rho}\left\{\frac{\partial \rho}{\partial \alpha} \frac{\partial t}{\partial \psi}-\frac{\partial \rho}{\partial \psi} \frac{\partial t}{\partial \alpha}\right\}=0,  \tag{10}\\
C_{R} \frac{\partial p}{\partial \alpha} \frac{\partial t}{\partial \psi}-Q p \frac{\partial u}{\partial \alpha} \frac{\partial t}{\partial \psi}+Q p \frac{\partial u}{\partial \psi} \frac{\partial t}{\partial \alpha}+\frac{\delta Q p u C_{R} \frac{\partial t}{\partial \alpha} \frac{\partial t}{\partial \psi}}{x(\alpha, \psi)}=0,  \tag{11}\\
C_{R} \frac{\partial \rho}{\partial \alpha} \frac{\partial t}{\partial \psi}-\rho \frac{\partial u}{\partial \alpha} \frac{\partial t}{\partial \psi}+\rho \frac{\partial u}{\partial \psi} \frac{\partial t}{\partial \alpha}+\frac{\delta \rho u C_{R} \frac{\partial t}{\partial \alpha} \frac{\partial t}{\partial \psi}}{x(\alpha, \psi)}=0 . \tag{12}
\end{gather*}
$$

The Eqs (6), (7), (10), (11) and (12) provide us five equations for five unknowns $u$, $p, \rho, x$ and $t$. From (10), (11) and (12) we get

$$
\begin{equation*}
\left(1+4 R_{p}\right) \frac{\partial p}{\partial \psi}+\rho C_{R} \frac{\partial u}{\partial \psi}=-\left(1+4 R_{p}\right) \frac{\delta Q p u \frac{\partial t}{\partial \psi}}{x(\alpha, \psi)} . \tag{13}
\end{equation*}
$$

The boundary conditions at the wave front are

$$
\begin{equation*}
[p]=0, \quad[\rho]=0, \quad[u]=0, \quad[T]=0, \quad t=\psi \quad \text { at } \quad \alpha=0 . \tag{14}
\end{equation*}
$$

Since the flow ahead of the wave is uniform and at rest, the second set of boundary conditions is

$$
\begin{equation*}
\frac{\partial p}{\partial \psi}=0, \quad \frac{\partial \rho}{\partial \psi}=0, \quad \frac{\partial u}{\partial \psi}=0, \quad \frac{\partial T}{\partial \psi}=0, \quad \frac{\partial t}{\partial \psi}=1 \quad \text { at } \quad \alpha=0 \tag{15}
\end{equation*}
$$

The Eq. (11) yields

$$
\begin{equation*}
C_{R_{0}} \frac{\partial p}{\partial \alpha}=Q_{0} p_{0} \frac{\partial u}{\partial \alpha} \quad \text { at } \quad \alpha=0 . \tag{16}
\end{equation*}
$$

An evaluation of (6) and (7) at the wave front yields:

$$
\begin{equation*}
\frac{\partial x}{\partial \alpha}=0, \quad \frac{\partial x}{\partial \psi}=C_{R_{0}} \quad \text { at } \quad \alpha=0 \tag{17}
\end{equation*}
$$

where ' 0 ' represents the value of a flow parameter evaluated just ahead of the wave front. Differentiating (13), (16) and (17) with respect to $\alpha$ and with respect to $\psi$ and then evaluating at the wave front $\alpha=0$, we get

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial \alpha \partial \psi}=\frac{C_{R_{0}} K_{1} \delta}{\psi} a(t) \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
a(t)=\left[\frac{\partial u}{\partial x}\right]=-\frac{\partial u}{\partial \alpha} / C_{R} \frac{\partial t}{\partial \alpha} \tag{19}
\end{equation*}
$$

is the amplitude of the wave and $K_{1}$ is a non-dimensional constant given by

$$
\begin{equation*}
K_{1}=\frac{\left(1+4 R_{p}\right)_{0} Q_{0} p_{0}}{\left(1+4 R_{p}\right)_{0} Q_{0} p_{0}+C_{R_{0}}^{2} \rho_{0}} . \tag{20}
\end{equation*}
$$

In order to discuss the behaviour of the wave we differentiate (20) with respect to $\psi$ and make use of (18) and (19) to get

$$
\begin{equation*}
\frac{d a}{d \psi}+\left(\frac{K_{1} \delta}{\psi}\right) a+\left(\frac{Q+1}{2}\right) a^{2}=0 \tag{21}
\end{equation*}
$$

This is the fundamental differential equation which governs the growth and decay behaviour of a weak wave.

## 4. Global behaviour of the solution

The characteristic solution of (21) is given by

$$
\begin{equation*}
a(\psi)=\left\{\frac{K_{2}}{1+K_{1} \delta} \psi+\frac{1}{a(0)}\right\} \quad \text { on } \quad \alpha=0 \quad t=\psi \tag{22}
\end{equation*}
$$

Table I

| Effect of $R_{p}$ on critical time $t_{c}$ |  |  |  |
| :---: | :---: | :---: | :---: |
| Values of $R_{p}$ | Value of $t_{c}$ <br> at $\delta=0$ | Value of $t_{c}$ <br> at $\delta=1$ | Value of $t_{c}$ <br> at $\delta=2$ |
| 0.00 | 0.8333 | 1.2500 | 1.5000 |
| 0.05 | 0.8378 | 1.2800 | 1.7292 |
| 0.10 | 0.8409 | 1.3090 | 1.7790 |
| 0.15 | 0.8431 | 1.3310 | 1.8197 |
| 0.20 | 0.8449 | 1.3490 | 1.8530 |
| 0.25 | 0.8461 | 1.3650 | 1.8857 |
| 0.30 | 0.8472 | 1.3760 | 1.9053 |
| 0.35 | 0.8481 | 1.3881 | 1.9281 |
| 0.40 | 0.8488 | 1.3978 | 1.9467 |
| 0.45 | 0.8494 | 1.4063 | 1.9632 |
| 0.50 | 0.8500 | 1.4139 | 1.9778 |

The Table shows the effect of radiation pressure number $R_{p}$ on the critical time $t_{c}$. The increasing values of $R_{p}$ increase the value of $t_{c}$. Thus it may be concluded that the radiation pressure number has a stabilizing effect in the sense that it delays the shock formation. It is apparent from Eq. (23) that the critical time $t_{c}$ increases with $\delta$. This implies that the curvature has also stabilizing effect in the sense that it resists or delays the shock formation. Thus we conclude that all compressive waves will ultimately terminate into shock waves after a finite critical time $t_{c}$.
where

$$
K_{2}=\frac{Q+1}{2} .
$$

It follows from (22) that if $a(0)>0, a(\psi)$ decreases monotonically with $\psi$ and tends to zero as $t \rightarrow \infty$. It implies that an expansion wave, for which $a(0)>0$, will decay out and will be damped ultimately. If $a(0)<0$, then there exists a finite critical time $t_{c}$ given by

$$
\begin{equation*}
t_{c}=\frac{1+K_{1} \delta}{|a(0)| K_{2}}, \tag{23}
\end{equation*}
$$

such that

$$
\lim _{t \rightarrow t_{c}} a(t)=\infty .
$$

This implies that within a finite time $t_{c}$ the amplitude $a(t)$ becomes exceedingly large and consequently there occurs a breakdown of the wave at $t=t_{c}$ and a shock type discontinuity appears. Now to investigate the effects of the radiation pressure and radiation energy density we have Table I.
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#### Abstract

Vacuum field equations for the conformally flat spherically symmetric static space-time are obtained in a scalar-tensor theory of gravitation proposed by Dunn. It is shown that the most general conformally flat spherically symmetric static vacuum solution in this theory represents only purely flat space-time.


## 1. Introduction

Recently Dunn [1] has constructed a scalar-tensor theory of gravitation using a non-Riemannian geometry in which both the metric tensor and the scalar function have unambiguous geometric interpretation. The scalar is introduced by defining a linear connection with non-vanishing torsion. It is pointed out that the field equations of the theory and the Lagrangian from which they are derived are identical with those given by Dicke [2] in an alternate formulation of the Brans-Dicke [3] theory. By using a static spherically symmetric solution to the field equations Dunn [1] has also found that, with a proper choice of parameter, this theory agrees with the three crucial tests of general relativity. In the regions of space-time with zero charge and zero mass densities, the field equations of the scalar-tensor theory formulated by Dunn are

$$
\begin{align*}
& R_{i j}-\frac{1}{2} R g_{i j}=6 K^{2} \lambda^{-2}\left(\lambda_{i i} \lambda_{, j}-\frac{1}{2} g_{i j} \lambda_{l s} \lambda^{\prime s}\right),  \tag{1}\\
& \partial\left[\lambda_{, j}(-g)^{1 / 2} g^{j s}\right] / \partial x^{s}-\left(\lambda_{l s} \lambda_{i} / \lambda\right) g^{s i}(-g)^{1 / 2}=0,
\end{align*}
$$

where $R_{i j}$ is the Ricci tensor, $R$ the curvature scalar of the metric $g_{i j}$, $\lambda$ is the scalar field and $K$ a constant. If either $K=0$ or $\lambda=$ constant, the connection of the space-time is metric preserving and torsion free, i.e. we have a Riemannian geometry.

Singh [4] has investigated cylindrically symmetric solutions of the field equations of this theory for the Einstein-Rosen metric while Reddy [5] has discussed plane symmetric solutions in this theory.

* Gandhi Institute of Technology and Management, Waltair, India.

In the present paper we obtain the most general conformally flat spherically symmetric static solution of the field equations of the scalar-tensor theory proposed by Dunn [1]. It is observed that the static conformally flat solution, in this theory, is simply the empty flat space-time. There has been much recent interest in conformally flat space-times (Reddy [6, 7], Banerjee and Santos [8] and Stewart [9]).

## 2. Metric and field equations

Recently Banerjee and Santos [8] have written the most general static conformally flat spherically symmetric metric in isotropic coordinates as

$$
\begin{equation*}
d s^{2}=e^{2} \alpha\left[-\left(a r^{2}+b\right)^{2} d t+d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \varphi^{2}\right] \tag{2}
\end{equation*}
$$

where $\alpha$ is a function of $r$ alone and $a$ and $b$ are constants.
Considering the general static spherically symmetric conformally flat line element (2) and assuming $\lambda$ as a function of $r$ only, the field equations (1) can be written as

$$
\begin{gather*}
3 \alpha^{\prime 2}+\frac{4 \alpha^{\prime}}{r}+\frac{4 a\left(1+r \alpha^{\prime}\right)}{a r^{2}+b}+3 K^{2} \varphi^{\prime 2}=0  \tag{3}\\
2 \alpha^{\prime \prime}+\alpha^{\prime 2}+\frac{2 \alpha^{\prime}}{r}+\frac{4 a\left(1+r \alpha^{\prime}\right)}{a r^{2}+b}-3 K^{2} \varphi^{\prime 2}=0  \tag{4}\\
2 \alpha^{\prime \prime}+\alpha^{\prime 2}+\frac{4 \alpha^{\prime}}{r}-3 K^{2} \varphi^{\prime 2}=0  \tag{5}\\
\varphi^{\prime \prime}+\varphi^{\prime}\left(2 \alpha^{\prime}+\frac{2}{r}+\frac{2 a r}{a r^{2}+b}\right)=0 \tag{6}
\end{gather*}
$$

where we have put $\lambda=e^{\varphi}, \varphi$ being a scalar function.

## 3. Solutions of the field equations

We, now, discuss the static solution of the field equations (3) to (6). The question of over determinacy in solving the field equations in this case is settled by satisfaction of all the field equations by actual substitution of the solution derived.

It can be easily verified that when the scalar field $\lambda=e^{\varphi}=$ constant the field equations (3) to (6) yield a solution which describes an empty flat space-time of Einstein's theory.

When $\lambda$ is not a constant, but is a function of $r$ only, Eqs (4) to (6) reduce to

$$
\begin{gather*}
e^{2 \alpha} r^{2}\left(a r^{2}+b\right) \varphi^{\prime} \sim C_{1}  \tag{7}\\
e^{2 \alpha}\left(b-a r^{2}\right)^{2}=C_{2}, \quad C_{2} \neq 0, \tag{8}
\end{gather*}
$$

which, in turn, yield the solution

$$
\begin{gather*}
e^{2 \alpha}=\frac{C_{2}}{\left(b-a r^{2}\right)^{2}}, \quad C_{2} \neq 0,  \tag{9}\\
\lambda=e^{\varphi}=C_{3} \exp \left[\left(C_{1} / C_{2}\right)\left(a r-\frac{b}{r}+\frac{2 u}{r} \log \frac{1+u}{1-u}\right)\right],
\end{gather*}
$$

where we have put $u=\sqrt{a b r}$ and $C_{i}$ 's are constants of integration.
Using solution (9) in (3) we have

$$
\begin{equation*}
12 a b\left(a r^{2}+b\right)^{2} r^{4}+3 K\left(C_{1} / C_{2}\right)^{2}\left(b-a r^{2}\right)^{6}=0 \tag{10}
\end{equation*}
$$

This is true only if either $a=0$ or $b=0$ with $C_{1}=0$, which implies that the flat space-time is the only possible solution of the field equations. Thus unlike in Brans-Dicke scalartensor theory (Banerjee and Santos, Reddy) the only spherically symmetric static conformally flat vacuum solution in this theory is simply the empty flat space-time of Einstein's theory.

## 4. Conclusion

Here we have shown that the most general conformally flat spherically symmetric static vacuum solution, in the scalar-tensor theory proposed by Dunn, is simply the empty flat space-time of Einstein's theory. It is observed that the situation in this theory is quite different from that in Brans-Dicke scalar-tensor theory. It may also be noted in this context that Einstein's vacuum equations have no conformally flat solution space-times other than the trivial one of the Minkowski metric.
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#### Abstract

Twenty eight bands of the fourth positive system have been photographed in the ultraviolet region between 210 and 270 nm , in the spectrum of the ${ }^{13} \mathrm{C}^{16} \mathrm{O}$ molecule. Rovibrational structure of these bands was analysed and molecular constants were calculated for the $A^{1} \Pi$ state. Detailed assignments of the observed perturbations in $A^{1} \Pi$ state are given.


## Introduction

Of all molecular states, the ground electronic state of ${ }^{12} \mathrm{C}^{16} \mathrm{O}$ molecule is studied extensively $[1,2,3]$. The rovibrational structure of the other singlet states is also sufficiently known [4-10].

The ground state of the ${ }^{13} \mathrm{C}^{16} \mathrm{O}$ molecule was investigated with very high accuracy [11-15]. The data on the upper electronic states are rather limited in this isotopic molecule. The rotational structure of the $A^{1} \Pi$ state is known from the research of the Ångström bands $[16,17]$ for low vibrational levels (to $v=6$ ).

The analysis of the fourth positive system of the CO molecule makes it possible to investigate the $A^{1} \Pi$ state. As yet, only one successful attempt has been made (McCulloh and Glockler [18]) to examine this system in the ${ }^{13} \mathrm{C}^{16} \mathrm{O}$ molecule. These authors published the wave numbers of 35 heads occurring in the $200-256 \mathrm{~nm}$ region, on the basis of the photographs with a reciprocal linear dispersion of about $0.56 \mathrm{~nm} / \mathrm{mm}$. Their analysis is limited to the vibrational numbering of bands and to the estimation of the vibrational constants for a ground state.

The mere selection of bands for Deslandres table contained so many gaps that a correct vibrational numbering was difficult.

Now, 28 bands situated in the $210-270 \mathrm{~nm}$ region have been chosen to obtain a more complete elaboration of the electronic state $A^{1} \Pi$ in the ${ }^{13} \mathrm{C}^{16} \mathrm{O}$ molecule. These bands represent the vibrational levels from $v^{\prime \prime}=12$ to $v^{\prime \prime}=22$ in the ground state, but in the upper electronic state they represent the levels from $v^{\prime}=3$ to $v^{\prime}=11$. Observation of a greater number of vibrational levels in the $A^{1} \Pi$ state allowed to determine a set of molecular constants for this state. Moreover, numerous rotational perturbations were identified in this state.

## Experimental details

Emission bands of the fourth positive system were excited in a water-cooled Geissler's tube filled with ${ }^{13} \mathrm{C}^{16} \mathrm{O}$ gas having $95 \%$ of ${ }^{13} \mathrm{C}$. The spectrum was photographed with a PGS-2 grating spectrograph (VEB C. Zeiss, Jena) in $\mathbf{X}^{\text {th }}$, XI $^{\text {th }}$ and XII ${ }^{\text {th }}$ orders (a reciprocal linear dispersion of about $0.04 \mathrm{~nm} / \mathrm{mm}$ ) on ORWO UV-1 type plates. Overlapping orders were separated by a standard monochromator for this type of spectrograph.

Thorium lines excited in a water-cooled hollow-cathode lamp were used as standards [19]. Measurements of the lines were performed using Abbé-type comparator. The accuracy of wave numbers for sufficiently separated lines is about $0.05-0.1 \mathrm{~cm}^{-1}$ and for lines with worse conditions of measurements it is about $0.2-$ $0.3 \mathrm{~cm}^{-1}$.

## Analysis of the system

In this work 28 bands have been taken for a detailed examination of the rovibrational structure of the $A^{1} \Pi$ state. Owing to our proper choice bands with unblended structure have been obtained, with a larger representation of the vibrational levels in both electronic states.

The band of the fourth positive system $\left(A^{1} \Pi \rightarrow X^{1} \Pi\right)$ transition contains $P, Q$ and $R$ branch. At the beginning combination relations ([20], p. 177) were used for rotational assignments of quantum number $J$ in each branch. After that the whole rotational structure of the systein was tested by the Jenkins and McKellar formulae ([20], p. 188). This verification is especially effective when the Jenkins and McKellar method is based on all three branches simultaneously. In addition, it also allowed to make a choice of several band pairs satisfying the same relations. In cases of rotational perturbations, the application of this method gives good results, when we use formulae yielding the quantities for a ground state which is unperturbed.

Some obvious combination relations for lower vibrational levels of the $A^{1} \Pi$ state were also applied. As these relations connect the fourth positive system with the Ångström system, we could assure that both systems are interpreted in accordance with each other.

After gaining a correct rotational structure of the system, the molecular constants were calculated for both electronic states. However, the perturbations occurring in the $A^{1} I I$ state have an effect on the values of constants belonging to this state. This especially concerns higher rotational constants, that is in our case the constants $D_{v}$. For that reason our purpose here was to receive band origins and rotational constants $B_{v}$. Therefore we have taken into account the rotational lines with $J \leq 20$. The values of measured wave numbers for the IV-th positive band system are not published here, but they are available from the author.

Table I
Band origins of the IV-th positive system for the ${ }^{13} \mathrm{C}^{16} \mathrm{O}$ molecule $\left[\mathrm{cm}^{-1}\right]$

| $\mathrm{v}^{\prime} \mathrm{v}^{\prime \prime}$ | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 45507.96 |  |  |  |  |  |  |  |  |  |  |
| 4 | 46856.92 | 45060.46 | 43288.20 |  |  |  |  |  |  |  |  |
| 5 |  | 46377.09 | 44604.79 | 42856.91 |  |  |  |  |  |  |  |
| 6 |  |  | 45891.30* | 44143.38* | 42420.04* | 40720.69* |  |  |  |  |  |
| 7 |  |  |  | 45391.76** | 43668.14 | 41968.88 | 40294.12** |  |  |  |  |
| 8 |  |  |  |  | 44887.44 | 43188.32 | 41513.30 | 39862.29 | 38235.18 |  |  |
| 9 |  |  |  |  |  |  | 42697.79 | 41046.77 | 39419.82 |  |  |
| 10 |  |  |  |  |  |  |  | 42199.53* | 40572.56* | 38969.50* |  |
| 11 |  |  |  |  |  |  |  |  |  | 40090.04* | 38510.95* |

*     - values for perturbed bands in the origin.
** - values for blended bands.


## Determination of molecular constants

Having completed the rotational analysis we could perform the calculation of molecular constants. Band origins $\sigma_{0}$, the magnitudes $B_{v}, \Delta B$ and $\Delta G$ for both electronic states and then the Dunham coefficients $Y_{l j}$ were calculated.

Band origins were obtained by extrapolation of $Q$ branches and also by interpolation between $P$ and $R$ branches [20]. The listed values in Table I are mean values received from both methods.

The determination of spectroscopic constants of $A^{1} \Pi$ state presents certain difficulties because of the perturbations occurring there. The data involving perturbed levels (i.e. $v^{\prime}=6,8,10$ and 11) were eliminated in our calculations. This elimination was made in calculations of constants $B_{v}^{\prime}$ and of first vibrational quanta $\Delta G$. The centrifugal contributions were neglected in the evaluation of rotational constants. The rotational constants $B_{v}^{\prime}$ were determined on the basis of the averaged combination differences [20] received from all bands associated with a particular vibrational level. These averaged combination differences were fitted to the least squares routine. The values obtained for constants $B_{v}^{\prime}$ are shown in Table II. Finally, the set of rotational constants

Table II
Rotational constants $B_{v}$ for unperturbed vibrational levels of the $A^{1} \Pi$ state

| $v$ | $B_{v}\left[\mathrm{~cm}^{-1}\right]$ | Number of <br> equations |
| :---: | :---: | :---: |
| 3 | $1.46515(64)$ | 15 |
| 4 | $1.44398(46)$ | 16 |
| 5 | $1.42064(97)$ | 15 |
| 7 | $1.37743(76)$ | 16 |
| 9 | $1.33143(57)$ | 15 |

[^1]including the values of $B_{v}^{\prime}$ for lower vibrational levels $[10,16]$ and also values of $\Delta B$ was the basis for calculations of Dunham coefficients $Y_{01}$ and $Y_{11}$. These coefficients for upper electronic state were computed with the help of a least squares method (Table V).

Vibrational constants $Y_{10}$ were found on the basis of the vibrational quanta, obtained by a Jenkins and McKellar method taking into account the suitable pairs of bands (Table III). The set of vibrational quanta also includes the values obtained in our laboratory for lower vibrational levels [10,16]. Values of coefficients $Y_{10}$ obtained by least squares routine are listed in Table V .

Table III
Vibrational quanta and values of $\Delta B$ for $A^{1} \Pi$ state

| $v_{1}$ | $v_{2}$ | $G\left(v_{1}\right)-G\left(v_{2}\right)$ | $B_{v_{1}}-B_{v_{2}}$ | Number of <br> equations |
| :---: | :---: | :---: | :---: | :---: |
| 4 | 3 | $1350.034(19)$ | $-0.02179(12)$ | 16 |
| 5 | 4 | $1316.638(24)$ | $-0.02196(16)$ | 15 |
| 7 | 5 | $2534.726(25)$ | $-0.04460(14)$ | 15 |
| 9 | 7 | $2403.786(22)$ | $-0.04489(16)$ | 15 |

* Number of equations fitted to least squares routine

It should be noted that the analysis of the system allowed to receive also a set of Dunham coefficients for the ground state. These coefficients are in good agreement with those published by other investigators [11-15], but they are not included here.

## Observed perturbations

In the $A^{1} \Pi$ state of the ${ }^{13} \mathrm{C}^{16} \mathrm{O}$ molecule several perturbations can be observed just like in the natural molecule. These perturbations can be attributed to interactions between the $A^{1} \Pi$ state and other near lying states. Interactions among the components of different types of electronic states always give a typical run of lines in the branches

Table IV

| $A^{1} \Pi$ <br> (v) | Maximum perturbation ( $J$ ) | Perturbing term (Triplet components) |  |
| :---: | :---: | :---: | :---: |
| 6 | $\leq 1$ | $\Omega=3$, | $v=12\left(d^{3} \Delta\right)$ |
| 8 | 15; 16 | $\Omega=3$ |  |
|  | 19; 20 | $\Omega=2$ | $v=15\left(d^{3} \Delta\right)$ |
|  | 23; 24 | $\Omega=1$ |  |
| 10 | 7; 8 | $F_{1}$ |  |
|  | 9; 10 | $F_{2}$ | $v=23\left(a^{\prime 3} \Sigma^{+}\right)$ |
|  | 12; 13 | $F_{3}$ |  |
| 10 | 14; 15 | $F_{1}$ |  |
|  | 17; 18 | $F_{2}$ | $v=15\left(e^{3} \Sigma^{-}\right)$ |
|  | 20; 21 | $F_{3}$ |  |
| 11 | 4; 5 | $\Omega=2$ |  |
|  | 9;10 | $\Omega=1$ | $v=19\left(d^{3} \Delta\right)$ |

Table V
Dunham coefficients $Y_{l j}$ for the $A^{1} \Pi$ state in the ${ }^{13} \mathrm{C}^{16} \mathrm{O}$ molecule

| $Y_{l j}$ | After Schmid <br> and Gerö (a)* | After Simmons <br> et al [24]* | After Rytel (b)* | Present results |
| :---: | :---: | :---: | :---: | :---: |
| $Y_{10}$ | - | 1484.396 | $1484.573(66)$ | $1484.94(49)$ |
| $Y_{20}$ | - | -18.5447 | $-16.899(26)$ | $-17.054(85)$ |
| $Y_{30}$ | - | 0.71576 | $0.0136(28)$ | $0.03165(10)$ |
| $Y_{01}$ | 1.5405 | 1.5405 | $1.54384(57)$ | $1.5451(13)$ |
| $Y_{11}$ | -0.02083 | -0.02173 | -0.02097 | $-0.02245(21)$ |

(a) - R. Schmid, L. Gerö, Z. Phys., 101, 343, 1936.

*     - Values recalculated from data on the natural molecule.
(b) - M. Rytel, Acta Phys. Polon. A38, 299, 1970.
which is a matter of holding the selection rules. A useful and detailed description of perturbation phenomena for different types of electronic states was given by Kovács [21, 22]. On the basis of these considerations and also data [8] available on localisations of the perturbing states we can identify types of interacting states. We could not observe here all perturbations occurring in the $A^{1} \Pi$ state because the rotational lines with higher $J$ were neglected in our measurements. Detailed statements of the observed perturbations are summarized in Table IV.

Especially complicated but solvable was the rotational structure of the vibrational level $v^{\prime}=10$, because levels $v=15$ of $e^{3} \Sigma^{-}$and $v=23$ of $a^{\prime 3} \Sigma^{+}$converge there. Besides, a detailed analysis of displacements of the lines allowed to establish the rotational assignments.

It should be noted that perturbations attributed to $d^{3} \Delta$ state have a specific run. As mentioned before [23,24], the $d^{3} \Delta$ state has properties of intermediate coupling between Hund's cases (a) and (b). If the perturbing state $d^{3} \Delta$ is in case (a) (lower $J$ ) then a perturbation selection rule $\Delta \Omega=0$ becomes valid, whereas for $d^{3} \Delta$ state in case (b) (higher $J$ ) the selection rules $\Delta N=0, \pm 1$ are valid. Therefore in the limits of case (a) only the $F_{3}(\Omega=1)$ component of triplet $d^{3} \Delta$ would perturb the $A^{1} \Pi$ state, while in the limits of case (b) all three triplet components could perturb the $A^{1} \Pi$ state. The first of these effects can be observed in vibrational level $v^{\prime}=6$, whereas the second one in the level $v^{\prime}=8$ of the $A^{1} \Pi$ state in the ${ }^{13} \mathrm{C}^{16} \mathrm{O}$ molecule.
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#### Abstract

Electron paramagnetic resonance of $\mathrm{Mn}^{2+}$ in $\mathrm{Ce}_{2} \mathrm{Zn}_{3}\left(\mathrm{NO}_{3}\right)_{12} \cdot 24 \mathrm{H}_{2} \mathrm{O}$ single crystals has been studied in X-band at 290 and $90 \mathrm{~K} . \mathrm{Mn}^{2+}$ substitutes for $\mathrm{Zn}^{2+}$ sites. The spin-Hamiltonian parameters are evaluated.


## 1. Introduction

The hydrated double nitrates with the general formula $M_{2}^{111} M_{3}^{11}$ $\left(\mathrm{NO}_{3}\right)_{12} \cdot 24 \mathrm{H}_{2} \mathrm{O}$, where $\mathrm{M}^{111}$ is a trivalent cation ( Bi or an ion of the 4 f group) and $\mathrm{M}^{11}$ is a divalent cation ( $\mathrm{Zn}, \mathrm{Mg}$ or an ion of the 3d group), form an interesting isomorphous series of salts for electron paramagnetic resonance (EPR) studies of Sstate ions $\left(\mathrm{Mn}^{2+}\right)$. The trivalent lanthanide ions are generally paramagnetic, their spinlattice relaxation times at sufficiently high temperature are much shorter than those of the S-tate ions. Because of this behaviour the magnetic interaction between the paramagnetic ions and the S-state ions are averaged to zero with the consequence that magnetic resonance absorption by the S-state ion can be observed without extensive broadening. In this paper we report the EPR of $\mathrm{Mn}^{2+}$ doped into $\mathrm{Ce}_{2} \mathrm{Zn}_{3}\left(\mathrm{NO}_{3}\right)_{12} \cdot 2 \mathrm{H}_{2} \mathrm{O}(\mathrm{CZN})$ single crystals at 290 K and at 90 K .

## 2. Crystal sturcture

The crystal structure of $\mathrm{Ce}_{2} \mathrm{Mg}_{3}\left(\mathrm{NO}_{3}\right)_{12} \cdot 24 \mathrm{H}_{2} \mathrm{O}$ has been determined by Zalkin et al [1]. The other hydrated double nitrates are expected to have a similar structure. The unit cell of double nitrates is rhombohedral with space group $\mathrm{R} \overline{3}$. The unit cell contains one divalent ion in Y-site (site I) and two in X-site (site II) with point symmetries $\mathrm{C}_{3 i}$ and $\mathrm{C}_{3}$, respectively. The trivalent ion is found at a site of $\mathrm{C}_{3 i}$ point symmetry and the rest of the atoms are in position of general type of the space group.

## 3. Experimental details

Singel crystals of hydrated double nitrates doped with $\mathrm{Mn}^{2+}$ were grown by slow evaporation of aqueous solution of $\mathrm{Ce}\left(\mathrm{NO}_{3}\right)_{3} \cdot 6 \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{Zn}\left(\mathrm{NO}_{3}\right)_{2} \cdot 6 \mathrm{H}_{2} \mathrm{O}$ mixed in stoichiometric ratios. The $\mathrm{Mn}^{2+}$ were introduced into the host lattice by adding a small amount ( $0.1 \%$ by weight) of manganese nitrate. The EPR measurements were performed on a JEOL JES-FE 3 X homodyne spectrometer, operating at $\sim 9.45 \mathrm{GHz}$, equipped with $\mathrm{TE}_{011}$-cylindrical cavity and 100 kHz field modulation. The resonance line of DPPH with $g=2.0036$ is used as a reference line for magnetic field strength. The crystals were mounted on quartz rods. The angular variation studies were done using JES-UCR-2X sample angular rotating device. The liquid nitrogen temperature measurements were made by using ES-UCD-2X insertion type dewar.

## 4. Results and discussion

Angular variation studies of $\mathrm{Mn}^{2+}$ spectra reveal the presence of two inequivalent $\mathrm{Mn}^{2+}$ centres [2-5] of unequal intensity. The spectrum having low intensity is due to $\mathrm{Mn}^{2+}$ substituting the divalent $\mathrm{Zn}^{2+}$ at site I while the spectrum having large intensity is due to $\mathrm{Mn}^{2+}$ substituting for $\mathrm{Zn}^{2+}$ at site II (Fig. 1). The $\mathrm{Mn}^{2+}$ centre occupying the site II is more intense because there are twice as many X sites as Y


Fig. I. EPR spectrum of $\mathrm{Mn}^{2+}$ in $\mathrm{Ce}_{2} \mathrm{Zn}_{3}\left(\mathrm{NO}_{3}\right)_{12} \cdot 24 \mathrm{H}_{2} \mathrm{O}$ single crystals at 290 K . The positions of extreme hyperfine lines of $\mathrm{Mn}^{2+}$ complexes for two sites are designated by I and II, respectively
sites. The principal axes of the spectra were located by searching the directions of extrema in the spread of the spectrum. It was found that the principal $z$ axes of two $\mathrm{Mn}^{2+}$ complexes are along the trigonal axis ( $c$ axis) and $x$ axis is perpendicular to the trigonal axis. The spectra of $\mathrm{Mn}^{2+}$ showing large zero field splitting (site I) were measured for various angles of the magnetic field relative to the $c$ axis. Fig. 2 shows the angular variation of the allowed fine structure transitions $(\Delta M= \pm 1)$ in the $z x$ plane for site I. The angular variation of the spectrum in the plane perpendicular to the $c$ axis shows $\pi / 3$ rotation symmetry, however, the change in the position of fine structure transitions is very small and this variation is within the experimental error.


Fig. 2. Angular dependence of allowed fine structure transitions $(\Delta M= \pm 1)$ of $\mathrm{Mn}^{2+}$ for site I in the $z x$ plane at 290 K

Experiments were also performed at 90 K in order to observe the effect of paramagnetic $\mathrm{Ce}^{3+}$ ions on $\mathrm{Mn}^{2+}$ spectra. It is observed that $\mathrm{Ce}^{3+}$ ions behave as diamagnetic ions at 90 K . Experiments at 4.2 K were not possible.

The EPR spectrum of $\mathrm{Mn}^{2+}$ for both sites can be explained by the spinHamiltonian of the form [6]

$$
\begin{aligned}
\mathscr{H} & =\beta g_{\|} H_{z} S_{z}+\beta g_{\perp}\left(H_{x} S_{x}+H_{y} S_{y}\right)+D\left(S_{z}^{2}-\frac{35}{12}\right)- \\
& -\frac{7}{36}(a-F)\left(S_{z}^{4}-\frac{95}{14} S_{x}^{2}+\frac{81}{16}\right)+A I_{z} S_{z}+B\left(S_{x} I_{x}+S_{y} I_{y}\right)+ \\
& +(a \sqrt{2} / 36)\left\{S_{z}\left\{S_{+}^{3} \exp (-3 i \varphi)+S^{3} \exp (3 i \varphi)\right\}+\right. \\
& \left.+\left\{S_{+}^{3} \exp (-3 i \varphi)+S_{-}^{3} \exp (3 i \varphi)\right\} S_{z}\right]
\end{aligned}
$$

where the $z$ axis is parallel to the trigonal symmetry axis of the crystal. The symbols have their usual meaning and $S=I=\frac{5}{2}$ for $\mathrm{Mn}^{2+}$.

Table I
Spin-Hamiltonian parameters for $\mathrm{Mn}^{2+}$ in $\mathrm{Ce}_{2} \mathrm{Zn}_{3}\left(\mathrm{NO}_{3}\right)_{12} \cdot 24 \mathrm{H}_{2} \mathrm{O}$ single crystals at 290 K and 90 K . All crystal fields and h.f. parameters are in units of $10^{-4} \mathrm{~cm}^{-1}$

| Spin- <br> Hamiltonian <br> parameters | 290 K |  | Site II |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $-188.6 \pm 1.0$ | $-210.3 \pm 3.1$ |  | $14.7 \pm 2.5$ | 90 K |
|  | $8.8 \pm 1.0$ | $7.5 \pm 0.8$ |  | $7.0 \pm 0.4$ | $-59.1 \pm 0.8$ |
| $a-F$ | $2.0010 \pm 0.0020$ | $2.0026 \pm 0.0018$ |  | $2.0021 \pm 0.0008$ | $8.7 \pm 1.1$ |
| $g_{\\| \\|}$ | $2.0044 \pm 0.0010$ | $2.0034 \pm 0.0019$ |  | $2.0023 \pm 0.0015$ | $2.0024 \pm 0.0010$ |
| $g_{\perp}$ | $-90.5 \pm 0.5$ | $-90.8 \pm 1.0$ |  | $-89.9 \pm 1.0$ | $-89.4 \pm 0.0010$ |
| $A$ | $-89.0 \pm 0.5$ | $-90.1 \pm 1.0$ |  | $-88.7 \pm 1.0$ | $-88.3 \pm 1.0$ |
| $B$ |  |  |  |  |  |

Using the above spin-Hamiltonian, the $\mathrm{Mn}^{2+}$ EPR spectra were analysed and the best fit parameters thus obtained are given in Table I for both sites at 290 K and 90 K . The signs of the parameters are only relative. As usual the value of $A$ has been taken $[7,8]$ to be negative. The magnitude of the splitting of the hyperfine sextets appearing at high fields and at low fields when the magnetic field is parallel to the $z$ axis suggests [9] a sign to the axial parameter $D$. The observed value of $A$ indicates that $\mathrm{Mn}^{2+}$ at both sites are surrounded by six water molecules as the covalency parameter determined from the curve (hyperfine parameter vs covalency) given by Simanek and Muller [10] indicates the characteristic covalency of $\mathrm{Mn}^{2+}-6 \mathrm{H}_{2} \mathrm{O}$ complex. The line width of $\mathrm{Mn}^{2+}$ in CZN is of the order of 1.1 mT . In hydrated crystals, an appreciable degree of line broadening of the order of 1.0 mT can originate due to local magnetic fields of proton nuclear moments in the water molecules [11].

From Table I it is clear that the value of zero-field splitting parameter $D$ is very different for the two sites and is sensitive to temperature. The relative insensitivity of the parameter $D$ of site I to temperature given in Table I has also been noted [12] for $\mathrm{Ni}^{2+}$ in $\mathrm{La}_{2} \mathrm{Mg}_{3}\left(\mathrm{NO}_{3}\right)_{12} \cdot 24 \mathrm{H}_{2} \mathrm{O}(\mathrm{LMN})$ and $\mathrm{La}_{2} \mathrm{Zn}_{3}\left(\mathrm{NO}_{3}\right)_{12} \cdot 24 \mathrm{H}_{2} \mathrm{O}$ (LZN). The magnitude of $D$ increases with decrease in temperature. An increase in the value of $D$ at low temperature can probably be explained as due to thermal contraction and vibrational mechanism of the lattice $[13,14]$. The different values of $D$ for $\mathrm{Mn}^{2+}$ at two sites indicate that the two sites differ greatly in the static crystal field seen by the ions. The crystal field is presumed to be due to an octahedron of water molecules oriented with (111) axis along the trigonal axis of the crystal, and it appears that the octahedron is nearly perfect for site II and has appreciable trigonal distortion for the site I. The large difference in the $D$ value is also observed for $\mathrm{Ni}^{2+}$ doped $\mathrm{LMN}, \mathrm{LZN}$ single crystals [12] and for $\mathrm{Mn}^{2+}$ in $\mathrm{Nd}_{2} \mathrm{Mg}_{2}\left(\mathrm{NO}_{3}\right)_{12} \cdot 24 \mathrm{H}_{2} \mathrm{O}$ [15]. In the theoretical analysis of the ground state splitting of the S-state ion it is generally recognised that more than one mechanism is needed to account for the magnitude of the parameter $D$.
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#### Abstract

An interior solution of the Einstein-Maxwell equations for a charged static sphere is obtained. The physical 3 -space $t=$ constant of the solution is spheroidal. The solution is interpreted as a charged analogue of Vaidya-Tikekar solution. The details of the solution are also discussed.


## 1. Introduction

Many research workers have devoted considerable attention to the problem of finding interior solutions of the Einstein-Maxwell equations corresponding to a static charged sphere. The sphere of uniform density has been discussed by Kyle and Martin [1] and Mehra and Bohra [2]. The sphere of charged dust has been investigated by Bonner and Wickramasuriya [3], Raychaudhuri [4] and Tikekar [5]. The other cases of interior solutions for a charged fluid sphere have been discussed by Efinger [6], Wilson [7], Kramer and Neugebauer [8], Bekenstein [9], Krori and Barua [10], Bailyn [11] and Whitman and Burch [12]. In all the above mentioned solutions the space-times are not conformally flat. Chang [13] has obtained some conformal flat interior solutions of Einstein-Maxwell equations for a charged static sphere.

In all these cases except Tikekar [5], the physical 3-space $t=$ constant is spherical. The aim of the present investigation is to obtain an interior solution for a charged perfect fluid sphere with the following properties:
(i) The space-time describing the solution is not conformally flat.
(ii) The associated physical 3-space $t=$ constant is spheroidal.

Vaidya and Tikekar [14] have discussed the space-times, with physical 3-space spheroidal, in great detail. They have shown that the line-element describing such space-times can be expressed in the form

$$
\begin{equation*}
d s^{2}=e^{v} d t^{2}-\left(1-\frac{k r^{2}}{R^{2}}\right)\left(1-\frac{r^{2}}{R^{2}}\right)^{-1} d r^{2}-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right) \tag{1}
\end{equation*}
$$

where $v$ is an arbitrary function of $r$. Here $R$ and $k$ are constants and $k<1$. The lineelement (1) is regular at all points where $r^{2}<R^{2}$. We name the coordinates as $x^{1}=r, x^{2}$ $=\theta, x^{3}=\varphi$ and $x^{4}=t$ when $k=0$, the physical 3 -space $t=$ constant in (1) becomes spherical.

## 2. Einstein-Maxwell equations

We shall develop Einstein-Maxwell field equations for a static spherically symmetric distribution of matter in the form of a charged perfect fluid with the metric (1) as the space-time metric associated with the distribution. For a charged perfect fluid the energy momentum tensor is

$$
\begin{equation*}
T_{k}^{i}=(\nprec+\rho) v^{i} v_{k}-\nprec \delta_{k}^{i}-F^{i \lambda} F_{k \lambda}+\frac{1}{4} \delta_{k}^{i} F_{m n} F^{m n} \tag{2}
\end{equation*}
$$

Here $\nsim, \rho$ and $v^{i}$ denote respectively the fluid pressure, matter density and the unit time like four velocity field of the fluid. $F_{i k}$ are the components of the electromagnetic field tensor satisfying Maxwell's equations

$$
\begin{gather*}
F_{i k, j}+F_{k j, i}+F_{j i, k}=0,  \tag{3a}\\
\partial / \partial x^{j}\left(F^{i j} \sqrt{-9}\right)=4 \pi \sqrt{-9} J^{i} . \tag{3b}
\end{gather*}
$$

The four-current vector $J^{i}$ and the charge density $\sigma$ are related by

$$
\begin{equation*}
J^{i}=\sigma v^{i} \tag{4}
\end{equation*}
$$

Since the field is static, we have

$$
\begin{equation*}
v^{i}=\left(0,0,0, e^{-v / 2}\right) \tag{5}
\end{equation*}
$$

Since there is only a radial electric field, the only non-vanishing component of $F_{i k}$ is $F_{14}$. The Maxwell equations ( 3 a ) and (3b) lead us to write

$$
\begin{equation*}
F_{14}=\frac{-e^{v / 2}}{r^{2}}\left[\frac{1-\frac{k r^{2}}{R^{2}}}{1-\frac{r^{2}}{R^{2}}}\right]^{1 / 2} \int_{0}^{r} 4 \pi \sigma\left[\frac{1-\frac{k r^{2}}{R^{2}}}{1-\frac{r^{2}}{R^{2}}}\right]^{1 / 2} d r \tag{6}
\end{equation*}
$$

We write

$$
\begin{equation*}
-F_{41} F^{41}=E^{2}(r) \tag{7}
\end{equation*}
$$

where $E(r)$ can be interpreted as the field intensity. The results (6) and (7) imply

$$
\begin{equation*}
4 \pi \sigma=\frac{1}{r^{2}}\left[\frac{d}{d r}\left(r^{2} E\right)\right]\left(1-\frac{r^{2}}{R^{2}}\right)^{\frac{1}{2}}\left(1-\frac{k r^{2}}{R^{2}}\right)^{-\frac{1}{2}} \tag{8}
\end{equation*}
$$

Subsequently,

$$
\begin{equation*}
Q(r)=4 \pi \int_{0}^{r}\left(1-\frac{k r^{2}}{R^{2}}\right)^{1 / 2}\left(1-\frac{r^{2}}{R^{2}}\right)^{-1 / 2} \sigma r^{2} d r \tag{9}
\end{equation*}
$$

represents the total charge contained within the sphere of radius ' $r$ '.

The Einstein-Maxwell equations give

$$
\begin{align*}
-8 \pi / h+E^{2}= & {\left[\frac{1-k}{R^{2}}-\frac{v^{\prime}}{r}\left(1-\frac{r^{2}}{R^{2}}\right)\right]\left(1-\frac{k r^{2}}{R^{2}}\right)^{-1} }  \tag{10}\\
-8 \pi / h-E^{2}= & -\left[\frac{v^{\prime \prime}}{2}+\frac{v^{\prime 2}}{4}+\frac{v^{\prime}}{2 r}\right]\left(1-\frac{r^{2}}{R^{2}}\right)\left(1-\frac{k r^{2}}{R^{2}}\right)^{-1}  \tag{11}\\
& +\frac{(1-k) r}{R^{2}}\left[\frac{v^{\prime}}{2}+\frac{1}{r}\right]\left(1-\frac{k r^{2}}{R^{2}}\right)^{-2} \\
8 \pi \rho+E^{2}= & \frac{3(1-k)}{R^{2}}\left(1-\frac{k}{3} \cdot \frac{r^{2}}{R^{2}}\right)\left(1-\frac{k r^{2}}{R^{2}}\right)^{-2} \tag{12}
\end{align*}
$$

Here and in what follows an overhead dash denotes the differentiation with respect to $r$.

## 3. Solution of field equations

We have three equations (10), (11) and (12) and four variables $\rho, \not, v$ and $E^{2}$. Hence we have only one free variable. In this Section we specify $E^{2}$ and solve these three equations for the remaining three functions. Let us assume,

$$
\begin{equation*}
E^{2}=\frac{\alpha^{2} r^{2}}{R^{4}\left(1-\frac{k r^{2}}{R^{2}}\right)^{2}} \tag{13}
\end{equation*}
$$

where $\alpha$ is a constant.
Equating the values of $\nsim$ from (10) and (11) and using (13) we get the differential equations

$$
\begin{equation*}
\left(1-k+k z^{2}\right) \frac{d^{2} F}{d z^{2}}-k z \frac{d F}{d z}-\left[k(1-k)+2 \alpha^{2}\right] F=0 \tag{14}
\end{equation*}
$$

where $z^{2}=1-\frac{r^{2}}{R^{2}}$ and $F=e^{v / 2}$.
To solve the linear differential equation (14), we change the independent variable $z$ to $u$ defined as follows:

$$
u^{2}=\frac{k}{k-1} z \quad \text { if } \quad k<0
$$

and

$$
u^{2}=\frac{k}{1-k} z \quad \text { if } \quad 0<k<1
$$

The Eq. (14) reduces to the convenient form

$$
\begin{equation*}
\left(1-u^{2}\right) \frac{d^{2} F}{d u^{2}}+u \frac{d F}{d u}+\left(1-k+\frac{2 \alpha^{2}}{K}\right) F=0 \tag{15}
\end{equation*}
$$

The points $u= \pm 1$ are regular singular points and all other points are regular points for Eq. (15). If we seek a series solution of this equation in the form $F=\Sigma A_{k} u^{k}$, we get the following recurrence relation for the coefficients $A_{k}$

$$
(n+2)(n+1) A_{n+2}=\left[n^{2}-2 n+k-1-\frac{2 \alpha^{2}}{k}\right] A_{n}
$$

If the parameters $k$ and $\alpha$ are related in such a way that the equation

$$
\left(n^{2}-2 n+k-1-\frac{2 \alpha^{2}}{k}\right)=0
$$

admits integral values of $n$ as solutions, either of the two sets $\left(A_{0}, A_{2}, A_{4}, \ldots\right)$, $\left(A_{1}, A_{3}, A_{5}, \ldots\right)$ contains a finite number of elements and the corresponding terms in the solution-series constitute a finite polynomial. It can be verified that if $k$ is to be in the range $k<1$, the simplest value of $k$ is $-1-\sqrt{1+2 \alpha^{2}}$, which corresponds to $n=3$. A little computation yields the following closed-form solution of Eq. (14)

$$
\begin{equation*}
F=e^{v / 2}=A z\left[1-\frac{2 k}{3(k-1)} \cdot z^{2}\right]+B\left[1-\frac{k}{k-1} \cdot z^{2}\right]^{3 / 2} \tag{16}
\end{equation*}
$$

where $A$ and $B$ are undetermined constants of integration. The closed-form solutions of (14) have also been obtained for

$$
k=\frac{-7}{2}\left(1+\sqrt{1-\frac{8 \alpha^{2}}{49}}\right) \text { etc. }
$$

but are not reported here.
The matter density and pressure are found to be

$$
\begin{gather*}
8 \pi \rho=\frac{\left(k^{2}-10 k+6\right)+\left(4 k-k^{2}\right) z^{2}}{2 R^{2}\left(1-k+k z^{2}\right)^{2}}  \tag{17}\\
\left\{8 \pi p-\frac{k(k+2)\left(1-z^{2}\right)}{2 R^{2}\left(1-k+k z^{2}\right)^{2}}\right\} R^{2}\left(1-k+k z^{2}\right)\left[A z\left\{1-\frac{2 k}{3(k-1)} z^{2}\right\}+\right. \\
\left.+B\left\{1-\frac{k}{k-1} z^{2}\right\}^{3 / 2}\right]=A z\left\{k-3+\frac{2 k(7-k)}{3(k-1)} z^{2}\right\}+ \\
+B\left(1-\frac{k}{k-1} z^{2}\right)^{1 / 2}\left[k-1+\frac{k(7-k)}{(k-1)} z^{2}\right] \tag{18}
\end{gather*}
$$

Using the results (8) and (13) we obtain the charge density $\sigma$ as

$$
\begin{equation*}
4 \pi \sigma=\frac{\alpha}{R^{2}}\left(1-z^{2}\right)^{\frac{1}{2}}\left(3-5 k-5 k z^{2}\right)\left(1-k+k z^{2}\right)^{-\frac{5}{2}} \tag{19}
\end{equation*}
$$

where $\alpha^{2}=k(k+2)$. It is not difficult to see that the matter density $\rho$ and the charge density $\sigma$ are positive for all $z$. Here it should be noted that the range for $k$ is $k \leq-2$.

We consider a situation where in the spherical charged perfect fluid distribution extends to a finite radius $a<R$. The interior metric (1) with $e^{v}$ given by (16) should then match with the external Reissner-Nordström metric

$$
\begin{equation*}
d s^{2}=\left(1-\frac{2 m}{r}+\frac{q^{2}}{r^{2}}\right) d t^{2}-\left(1-\frac{2 m}{r}+\frac{q^{2}}{r^{2}}\right)^{-1} d r^{2}-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right) \tag{20}
\end{equation*}
$$

across the boundary $r=a$. Here $m$ and $q$ respectively denote the total mass and the total charge of the sphere. The relations (9) and $Q(a)=q$ give us

$$
\begin{equation*}
q^{2}=\frac{\alpha^{2} a^{6}}{R^{4}\left(1-\frac{k a^{2}}{R^{2}}\right)^{2}}=\frac{k(k+2) a^{6}}{2 R^{4}\left(1-\frac{k a^{2}}{R^{2}}\right)^{2}} . \tag{21}
\end{equation*}
$$

The appropriate boundary conditions

$$
e^{v(a)}=\left(1-\frac{a^{2}}{R^{2}}\right)\left(1-\frac{k a^{2}}{R^{2}}\right)^{-1}=1-\frac{2 m}{a}+\frac{q^{2}}{a^{2}}
$$

and $\not(r=a)=0$ determine the constants $m, A$ and $B$ as

$$
\begin{gather*}
\frac{2 m}{a}\left(1-\frac{k a^{2}}{R^{2}}\right)^{2}=\frac{a^{2}}{R^{2}}\left[(1-k)\left(1-\frac{k a^{2}}{R^{2}}\right)+\frac{k(k+2) a^{2}}{2 R^{2}}\right],  \tag{22}\\
-6 B\left[(1-k)\left(1-\frac{k a 2}{R^{2}}\right)\right]\left(1-\frac{a^{2}}{R^{2}}\right)^{-\frac{1}{2}} \\
=2 k(7-k) \frac{a^{2}}{R^{2}}-\left(k^{2}+2 k+9\right)+\frac{k(k+2) a^{2}}{2 R^{2}\left(1-\frac{k a^{2}}{R^{2}}\right)}\left[3-k-2 k \frac{a^{2}}{R^{2}}\right],  \tag{23}\\
\frac{A\left(1-\frac{a^{2}}{R^{2}}\right)^{\frac{1}{2}}}{3(1-k)}\left(3-k-2 k \frac{a^{2}}{R^{2}}\right)=\frac{\left(1-\frac{a^{2}}{R^{2}}\right)^{\frac{1}{2}}}{\left(1-\frac{k a^{2}}{R^{2}}\right)^{\frac{1}{2}}}-B\left(\frac{1-\frac{k a^{2}}{R^{2}}}{1-k}\right)^{\frac{3}{2}} \tag{24}
\end{gather*}
$$

Thus the final form of the metric of our solution is

$$
\begin{align*}
d s^{2}= & {\left[A z\left\{1-\frac{2 k}{3(k-1)} z^{2}\right\}+B\left(1-\frac{k}{k-1} z^{2}\right)^{\frac{3}{2}}\right]^{2} d t^{2}-} \\
& -\left[\frac{1-\frac{k r^{2}}{R^{2}}}{1-\frac{r^{2}}{R^{2}}}\right] d r^{2}-r^{2}\left(d \vartheta^{2}+\sin ^{2} \vartheta d \varphi^{2}\right), \tag{25}
\end{align*}
$$

where the constants $A$ and $B$ are given by the equations (23) and (24). When $\alpha=0$, the electromagnetic field disappears and we get the solution discussed by Vaidya and Tikekar [14] in connection with the exact relativistic model for a superdense star.

## 4. Details of the solution

The expression (17) for matter density implies that at $r=0$

$$
\begin{equation*}
8 \pi \rho_{0}=3(1-k) / R^{2} \tag{26}
\end{equation*}
$$

As $k<-2$, the central density $\rho_{0}$ is positive. At the origin, we see that the intensity $E$ also vanishes. It can be verified that $\rho^{\prime}$ is negative. So that as $r$ increases, the density decreases from the maximum value $\rho_{0}$ at the centre. On the boundary $r=a$ it attains the value

$$
\begin{equation*}
8 \pi \rho_{a}=\left[3(1-k)+\frac{k a^{2}}{2 R^{2}}(k-4)\right]\left(1-\frac{k a^{2}}{R^{2}}\right)^{-2} \tag{27}
\end{equation*}
$$

we find that the ratio $\rho_{a}$ to $\rho_{0}$ is given by

$$
\begin{equation*}
\lambda=\rho_{a} / \rho_{0}=\left[1+\frac{k(k-4)}{6(1-k)} \frac{a^{2}}{R^{2}}\right]\left(1-\frac{k a^{2}}{R^{2}}\right)^{-2} \tag{28}
\end{equation*}
$$

We have verified that $\lambda<1$. The equation (28) determines $a^{2} / R^{2}$ in terms of $k$ and $\lambda$ as

$$
\begin{equation*}
a^{2} / R^{2}=\frac{\left[k-4+12 \lambda(1-k)-\sqrt{(k-4)^{2}+24 \lambda(1-k)(2-5 k)}\right]}{12 \lambda k(1-k)} . \tag{29}
\end{equation*}
$$

Substituting $r=0$ in (18) we get the central pressure $\ell_{0}$. It is given by

$$
\begin{equation*}
8 \pi h_{0}=\frac{A\left(k^{2}+2 k+9\right)(1-k)^{1 / 2}+3 B(5 k+1)}{R^{2}\left[A(k-3)(1-k)^{1 / 2}-3 B\right]} . \tag{30}
\end{equation*}
$$

As noted earlier, our solution is a charged analogue of the Vaidya-Tikekar solution. The uncharged solution is interpreted as an exact relativistic model for a superdense star. Therefore, we are tempted to say that our solution represents a model for a charged superdense star.

Table I
Masses and equilibrium radii of charged superdense-star models corresponding to $K=-3$ and $\rho_{a}=2 \times 10^{14} \mathrm{gm} \mathrm{cm}^{-3}$

| No. | $\lambda$ | $a / R$ | $m / a$ | $R$ | $a$ | $m$ | $m / M_{\odot}$ | A | $B$ | $A / B$ | $q$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.90000 | 0.14590 | 0.04032 | 53.53730 | 7.81135 | 0.31496 | 0.21353 | 1.62313 | 1.01464 | 1.59972 | 0.19144 |
| 2 | 0.85000 | 0.18296 | 0.06153 | 52.02890 | 9.51917 | 0.58574 | 0.39711 | 1.55456 | 1.02187 | 1.52129 | 0.35465 |
| 3 | 0.80000 | 0.21660 | 0.08353 | 50.47540 | 10.93320 | 0.91320 | 0.61912 | 1.48199 | 1.02893 | 1.44033 | 0.55073 |
| 4 | 0.75000 | 0.24868 | 0.10637 | 48.87260 | 12.15380 | 1.29283 | 0.87649 | 1.40490 | 1.03570 | 1.35648 | 0.77650 |
| 5 | 0.70000 | 0.28025 | 0.13015 | 47.21540 | 13.23200 | 1.72220 | 1.16759 | 1.32263 | 1.04201 | 1.26930 | 1.03008 |
| 6 | 0.65000 | 0.31204 | 0.15497 | 45.49790 | 14.19710 | 2.20015 | 1.49163 | 1.23438 | 1.04765 | 1.17823 | 1.31028 |
| 7 | 0.60000 | 0.34469 | 0.18094 | 43.71300 | 15.06760 | 2.72633 | 1.84836 | 1.13915 | 1.05230 | 1.08253 | 1.61643 |
| 8 | 0.55000 | 0.37884 | 0.20820 | 41.85200 | 15.85530 | 3.30105 | 2.23800 | 1.03565 | 1.05549 | 0.98121 | 1.94818 |
| 9 | 0.50000 | 0.41518 | 0.23692 | 39.90430 | 16.56740 | 3.92515 | 2.66112 | 0.92223 | 1.05656 | 0.87286 | 2.30543 |
| 10 | 0.45000 | 0.45456 | 0.26732 | 37.85660 | 17.20810 | 4.59998 | 3.11863 | 0.79662 | 1.05447 | 0.75547 | 2.68831 |
| 11 | 0.40000 | 0.49811 | 0.29965 | 35.69150 | 17.77840 | 5.32738 | 3.61178 | 0.65576 | 1.04760 | 0.62596 | 3.09714 |
| 12 | 0.35000 | 0.54743 | 0.33429 | 33.38640 | 18.27670 | 6.10968 | 4.14216 | 0.49519 | 1.03319 | 0.47928 | 3.53237 |
| 13 | 0.30000 | 0.60491 | 0.37169 | 30.90980 | 18.69770 | 6.94973 | 4.71168 | 0.30821 | 1.00626 | 0.30630 | 3.99543 |
| 14 | 0.25000 | 0.67449 | 0.41251 | 28.21660 | 19.03170 | 7.85080 | 5.32257 | 0.08408 | 0.95681 | 0.08788 | 4.48412 |
| 15 | 0.20000 | 0.76320 | 0.45773 | 25.23770 | 19.26140 | 8.81644 | 5.97725 | $-0.19611$ | 0.86097 | $-0.22778$ | 5.00132 |
| 16 | 0.15000 | 0.88560 | 0.50887 | 21.85650 | 19.35610 | 9.84874 | 6.67779 | $-0.57016$ | 0.63837 | $-0.89316$ | 5.54528 |

The mass $m$ recorded in the table is measured in km . The corresponding value in gm is $M=\mathrm{mc}^{2} / \mathrm{G} .1 M_{\odot}=1.475 \mathrm{~km}$.

In order to have some information about the model, we shall now take up a numerical study of various parameters occurring in our solution. Using the scheme outlined above, we take the matter density on the boundary $r=a$ of the star as $\rho_{a}=2$ $\times 10^{14} \mathrm{gm} . \mathrm{cm}^{-3}$. Again we choose different values for the ratio $\lambda=\rho_{a} / \rho_{0}$ and for each chosen value of $\lambda$ and the assumed value of $\rho_{a}$ we compute $\rho_{0}$. If we assign a particular value to the constant $\alpha$, then $k=-1-\sqrt{1+2 \alpha^{2}}$ gives us $k$. We take $1+2 \alpha^{2}=4$ so that $k=-3$. Equation (26) then gives us $R$. The Eq. (29) then gives us an estimate of $a$, the radius of the star. The Eqs (21) and (22) are then used to determine the charge $q$ and the mass $m$ respectively. The mass $m$ given by Eq. (22) will be in km . The mass $M$ of the star in gm is obtained by $M=m c^{2} / G$. The constants $A$ and $B$ can be calculated from the Eqs (23) and (24). The results of the calculations for various values of $\lambda$ are given in the Table I.

Table II
Masses and equilibrium radii of uncharged superdense-star models corresponding to $K=-3$ and $\rho_{a}=2 \times 10^{14} \mathrm{gm} \mathrm{cm}^{-3}$

| No. | $\lambda$ | $R$ | $a$ | $m$ | $m / M_{\odot}$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.90000 | 53.53730 | 7.91347 | 0.32452 | 0.22002 |
| 2 | 0.85000 | 52.02890 | 9.64711 | 0.60131 | 0.40767 |
| 3 | 0.80000 | 50.47540 | 11.08450 | 0.93398 | 0.63321 |
| 4 | 0.75000 | 48.87260 | 12.32740 | 1.31718 | 0.89300 |
| 5 | 0.70000 | 47.21540 | 13.42720 | 1.74777 | 1.18493 |
| 6 | 0.65000 | 45.49790 | 14.41420 | 2.22385 | 1.50769 |
| 7 | 0.60000 | 43.71300 | 15.30700 | 2.74433 | 1.86056 |
| 8 | 0.55000 | 41.85200 | 16.11780 | 3.30874 | 2.24321 |
| 9 | 0.50000 | 39.90430 | 16.85430 | 3.91708 | 2.65565 |
| 10 | 0.45000 | 37.85660 | 17.52120 | 4.56977 | 3.09815 |
| 11 | 0.40000 | 35.69150 | 18.12010 | 5.26762 | 3.57127 |
| 12 | 0.35000 | 33.38640 | 18.65020 | 6.01177 | 4.07578 |
| 13 | 0.30000 | 30.90980 | 19.10770 | 6.80372 | 4.61269 |
| 14 | 0.25000 | 28.21660 | 19.48450 | 7.64522 | 5.18320 |
| 15 | 0.20000 | 25.23770 | 19.76650 | 8.53808 | 5.78853 |
| 16 | 0.15000 | 21.85650 | 19.92890 | 9.48364 | 6.42959 |

The mass $m$ recorded in the table is measured in km .
The corresponding value in gm is $M=\mathrm{mc}^{2} / \mathrm{G} .1 M_{\odot}=1.475 \mathrm{~km}$

From the Table it is clear that $a / R, m / a$ and $q$ are decreasing functions of $\lambda . A$ is an increasing function of $\lambda$. From the Table it is clear that the radius $a$ of the star is of the order of a few kilometres. We have given values of $a, R, m$ and $m / M_{\odot}$ corresponding to the uncharged case for various values of $\lambda$ the Table II. Comparing these two Tables, it is clear that the radius $a$ of the charged star is always smaller than that of the uncharged star. In both cases, $m$ is a decreasing function of $\lambda$. But the rate of decrease of $m$ of Table I is higher than that of $m$ of Table II. We have verified that when $\lambda \leq 0.1170$,
the expression

$$
1-\frac{2 m}{a}+\frac{q^{2}}{a^{2}}
$$

becomes negative. Therefore, we must take $\lambda>0.1170$.
Here it should be noted that the physical requirements $h \geq 0, \rho>0$ and $\rho-3 \nprec \geq 0$ impose more restrictions on $\lambda$. In particular $\rho_{0}>0, h_{0} \geq 0$ and $\rho_{0}-3 p_{0} \geq 0$ imply that $\lambda \geq 0.3310$. Therefore, we can go as far as the first twelve values of $\lambda$ in the Table I. For this range of $\lambda$, the maximum radius is 18.2767 and the maximum mass is $4.14216 M_{\odot}$. We have verified that $m / q$ is approximately constant. Therefore, the graph of $m$ against $q$ is approximately a straight line. Though the numerical calculations have been carried out for the exact solution corresponding to $\alpha=\sqrt{3 / 2}$, the method is quite general and can be used for any real value of $\alpha$.

We have thus formulated a physically viable model of charged superdense star which permits densities of the order $2 \times 10^{14} \mathrm{gm} \mathrm{cm}^{-3}$ and radii of the order of a few kilometres. From the Table I it is clear that the introduction of charge gives us smaller values of $a$ than those of the uncharged case. This is a noteworthy feature of our model.
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#### Abstract

In the framework of explaining the rotational-vibrational perturbation to the pure rotational spectrum of the even-even nuclei of rare-earth metals, a new numerical value has been calculated for a previously estimated [4] adjusting factor. Precise calculations have shown that this factor is, unfortunately, by no means constant. Moreover, the deformation parameter has been computed for those nuclei. The graphical representation of both the adjusting factor, $b$, and the reciprocal of the deformation parameter, $\beta^{-1}$, against the mass number, $A$, has been discussed. It has been found that $b$ varies with $A$ in a similar manner as $\beta^{-1}$.


## 1. Introduction

The formulation of a real unified nuclear model still constitutes a true challenge in building a complete and clear picture of the nuclear structure. Such a searched nuclear model has necessarily to thoroughly explain any nuclear spectroscopic data, whether for closed shell rigid spherical nuclei or for deformed nonrigid axially symmetric ones.

Eliot [1] has presented one of the earliest attempts to relate the successful features of the shell model to those of the collective model. However, this work may be considered to be only a simplification of the mathematical steps given in the more general treatment of the cluster model, in which it was concluded that the adiabatic condition used to differentiate between rotations, vibrations and single particle excitations is too restrictive.

Other trials [2-4] have been made in this direction with the aim to find a nuclear model capable of describing different nuclear phenomena. In his work, Sheline [4] for example, investigated the effect of nuclear vibrations in such a unified model. Considering an even-even nucleus, one must be aware of some certain established facts [5] such as the ratio of about 2.2 for the energy of the second excited state to the first excited one, the E2 character of the transition to the first $2^{+}$state and the increasing number of observations of multiplets $\left(2^{+}, 4^{+}\right)$and $\left(0^{+}, 2^{+}\right.$, and $\left.4^{+}\right)$for the second excited state. These features supply, namely, an evidence that these states are vibrations.

Further, being aware of the fact that vibrational energy level spacings are not small compared with the single particle spacings, it has been suggested that the vibrations cannot follow the single particle motion adiabatically as the rotation motion does. In spite of the fact that emphasis has been placed on investigating vibrations from spherical to deformed even-even nuclei, yet is has been found that the nature of both $\gamma$ and $\beta$ vibrations from spherical to deformed nuclei gives a qualitative evidence of the single particle states in these deformed nuclei.

An additional benefit of calculating the $\gamma$ and $\beta$ vibrations in deformed nuclei is to offer a theoretical implication for the type of collective model to supply some information about the rotation-vibration interaction in such nuclei.

Because of the unavailability of experimental nuclear data, Sheline has chosen the $\mathrm{Pu}^{238}$ nucleus that has both a well-established ground state rotational band as well as established $\gamma$ and $\beta$ vibrational bands. In his publication, Sheline concluded that in order to reproduce the established experimental values of $\gamma$ and $\beta$ vibrational bands, the previously formulated equation [6] has to be extended by an additional term in $I^{2}(I+1)^{2}$. As a result of his calculations, he was obliged to multiply the suggested term into an "adjusting factor $b$ ". Calculations on the heads of $\gamma$ and $\beta$ vibrational bands of the nucleus $\mathrm{Pu}^{238}$ have produced a numerical value of 2.12 for the factor $b$. It has been then assumed that this value remains constant for all nuclei of the periodic table.

Meanwhile, many authors [7-9] have dealt with investigations concerning eveneven nuclei. In order to reproduce the level energies of the ground-state bands, Mariscotti has proposed a variable-moment-of-inertia, in which the energy of a certain level with an angular momentum $I$ was considered to consist of a potential energy term containing the ground state moment of inertia $J_{0}$ together with a rotational energy term containing the moment of inertia of this level under test. Level energies as well as moments of inertia for 88 cases have been tabulated.

Our present paper starts with an attempt to apply the "adjusting factor $b$ " to different nuclei in the light of these recently added nuclear experimental and theoretical data concerning even-even nuclei. Further, it is of interest to examine the nature of variation of the deformation parameter $\beta$ with the mass number $A$ of the rare-earth elements.

## 2. Theoretical basis of calculations

The rotational spectrum of a low energy excited even-even nucleus has been approximated by [6]

$$
\begin{equation*}
E=\frac{1}{2} \varepsilon I(I+1) \text {, } \tag{1}
\end{equation*}
$$

where $I$ is a quantum number characterizing the rotation of an axially symmetric deformed nucleus. The energy term $\varepsilon$ is equal to $\frac{\hbar}{J_{0}}$, with $J_{0}$ the moment of inertia perpendicular to the nuclear symmetry axis.

However, this pure rotational spectrum is perturbed through the $\gamma$ and the $\beta$ vibrations. This fact has been corrected for by means of the addition of a rotationalvibrational interaction term that may be formulated as [10]

$$
\begin{align*}
\Delta E_{t} & =\Delta E_{\beta}+\Delta E_{\gamma} \\
& =-\frac{3}{2}\left(\frac{1}{\hbar \omega_{\beta}}\right)^{2} \varepsilon^{3} I^{2}(I+1)^{2}-\frac{1}{2}\left(\frac{1}{\hbar \omega_{\gamma}}\right) \varepsilon^{3} I^{2}(I+1)^{2} \\
& =-2\left(\frac{1}{\hbar \omega_{\text {vib }}}\right)^{2} \varepsilon^{3} I^{2}(I+1)^{2} . \tag{2}
\end{align*}
$$

In order to correct for such a rotational-vibrational interaction, Sheline proposed the addition of a term $I^{2}(I+1)^{2}$ to Eq. (1), so we have

$$
\begin{equation*}
E=\frac{1}{2} \varepsilon I(I+1)-B I^{2}(I+1)^{2} \tag{3}
\end{equation*}
$$

Now, relating the rotation-vibration interaction energies as expressed in Eq. (2) with the proposed term of Eq. (3) one obtains

$$
\begin{equation*}
\hbar \omega_{\beta}=\left[\frac{3 / 2 \varepsilon^{3}}{B-\frac{\varepsilon^{3}}{2} /\left(\hbar \omega_{\gamma}\right)^{2}}\right]^{1 / 2} \tag{4}
\end{equation*}
$$

Let us rewrite this formula as

$$
\begin{equation*}
B=\frac{\varepsilon^{3}}{2}\left[\frac{1}{\left(\hbar \omega_{\gamma}\right)^{2}}+\frac{3}{\left(\hbar \omega_{\beta}\right)^{2}}\right] \tag{5}
\end{equation*}
$$

Calculations undertaken for $\mathrm{Pu}^{238}$ have shown that [4] if Eq. (3) is to agree with the formula (4), then constant $B$ has to be multiplied by an adjusting factor, $b=2.12$.

In order to test this factor for various rare-earths, it is convenient to write Eq. (3) in the following form

$$
\begin{equation*}
X=b B=\frac{\varepsilon^{3}}{2}\left[\frac{1}{\left(\hbar \omega_{\gamma}\right)^{2}}+\frac{3}{\left(\hbar \omega_{\beta}\right)^{2}}\right] \tag{6}
\end{equation*}
$$

On the other hand, let us introduce shortly the headlines necessary for calculating the deformation parameter $\beta$. The reduced transition probability of the pure electric quadrupole transition may be expressed in terms of the half-life time $t_{1 / 2}$ as follows

$$
\begin{equation*}
B(E 2)=\frac{\ln 2}{1.23 \times 10^{-2} E^{5}\left(1+\alpha_{T}\right) t_{1 / 2}} \tag{7}
\end{equation*}
$$

$\alpha_{T}$ refers here to the total internal conversion coefficient and is determined for our calculations by means of an interpolation procedure available in the literature [12].


Fig. 1. Relation between the adjusting factor $b$ and the mass number $A$. Variation of the reciprocal of the deformation factor, $\beta^{-1}$ with the mass number (dotted line)


Fig. 2. Relation between the rotational-vibrational interaction term $B$ and the mass number $A$

## Table I

Some rotational constants for the ground state bands for the rare-earth nuclei together with the corresponding $\gamma$ and $\beta$ vibrational energies (all energies are given in keV )

| Nucl. | $2^{+}$ | $4^{+}$ | $6^{+}$ | $\begin{gathered} 2^{+} \\ \gamma \text {-vib. } \end{gathered}$ | $\begin{gathered} 0^{+} \\ \beta \text {-vib. } \end{gathered}$ | $\varepsilon$ | $B \times 10^{2}$ | $\begin{aligned} X & =B b \times \\ & \times 10^{2} \end{aligned}$ | $b=\frac{X}{B}$ | $\beta \times 10^{2}$ | $\beta^{-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Nd}^{150}$ | 130 | 381 | 721 | 1062 | 677 | 44 | 13.3 | 31.7 | 2.39 | 28.1 | 3.56 |
| $\mathrm{Sm}^{152}$ | 122 | 366 | 707 | 1086 | 685 | 41 | 10.2 | 25.2 | 2.47 | 30.7 | 3.26 |
| $\mathrm{Sm}^{154}$ | 82 | 267 | 547 | 1440 | 1100 | 27 | 1.9 | 3.1 | 1.64 | 33.3 | 3.00 |
| $\mathrm{Gd}^{154}$ | 123 | 371 | 718 | 996 | 681 | 41 | 10.0 | 26.7 | 2.67 | 31.8 | 3.15 |
| Gd ${ }^{156}$ | 89 | 288 | 585 | 1154 | 1050 | 30 | 2.6 | 4.6 | 1.80 | 33.4 | 2.99 |
| $\mathrm{Gd}^{158}$ | 80 | 261 | 539 | 1187 | 1196 | 27 | 1.2 | 2.6 | 2.24 | 33.9 | 2.95 |
| $\mathrm{Gd}^{160}$ | 75 | 249 | 514 | 989 | 1381 | 25 | 0.8 | 2.1 | 2.51 | 34.5 | 2.9. |
| Dy ${ }^{156}$ | 138 | 405 | 771 | 891 | 675 | 47 | 13.7 | 39.3 | 2.87 | 29.0 | 3.45 |
| Dy ${ }^{158}$ | 99 | 317 | 638 | 946 | 991 | 33 | 3.7 | 7.5 | 2.00 | 31.2 | 3.20 |
| Dy ${ }^{160}$ | 87 | 284 | 581 | 966 | 1275 | 29 | 1.8 | 3.6 | 2.02 | 33.5 | 2.99 |
| Dy ${ }^{162}$ | 89 | 266 | 549 | 888 | 1400 | 27 | 1.8 | 2.7 | 2.56 | 33.7 | 3.00 |
| Dy ${ }^{164}$ | 73 | 242 | 501 | 762 | - | 25 | 0.8 | - | - | 33.7 | 3.00 |
| Er ${ }^{160}$ | 126 | 390 | 765 | 854 | 894 | 42 | 7.9 | 19.5 | 2.45 | 29.8 | 3.36 |
| Er ${ }^{162}$ | 102 | 330 | 667 | 901 | 1087 | 34 | 3.2 | 7.6 | 2.37 | 32.5 | 3.08 |
| Er ${ }^{164}$ | 92 | 299 | 614 | 860 | 1246 | 31 | 1.8 | 4.7 | 2.60 | 31.9 | 3.13 |
| Er ${ }^{166}$ | 81 | 265 | 545 | 786 | 1460 | 27 | 1.2 | 3.0 | 2.41 | 33.5 | 2.99 |
| $\mathrm{Er}^{168}$ | 80 | 264 | 549 | 821 | 1217 | 27 | 0.7 | 3.3 | 4.84 | 33.4 | 3.00 |
| $\mathrm{Er}^{170}$ | 79 | 206 | 541 | 932 | 889 | 26 | 0.6 | 4.5 | 7.25 | 33.1 | 3.02 |
| $\mathrm{Yb}^{158}$ | 358 | 835 | 1404 | - | - | 120 | 79.6 | - | - | 19.4 | 5.15 |
| $\mathrm{Yb}^{160}$ | 243 | 638 | 1147 | - | - | 82 | 39.6 | - | - | 22.1 | 4.53 |
| $\mathrm{Yb}^{162}$ | 166 | 487 | 923 | - | - | 56 | 16.9 | - | - | 26.9 | 3.72 |
| $\mathrm{Yb}^{164}$ | 124 | 386 | 760 | 864 | - | 42 | 7.4 | - | - | 30.9 | 3.23 |
| $\mathrm{Yb}^{166}$ | 102 | 331 | 668 | 932 | - | 34 | 3.7 | - | - | 30.8 | 3.25 |
| $\mathrm{Yb}^{168}$ | 88 | 287 | 585 | 984 | 1156 | 29 | 2.0 | 4.2 | 2.13 | 32.0 | 3.12 |
| $\mathrm{Yb}^{170}$ | 84 | 277 | 573 | 1146 | 1072 | 28 | 1.1 | 3.8 | 3.37 | 31.8 | 3.14 |
| $\mathrm{Yb}^{172}$ | 79 | 260 | 540 | 1466 | 1043 | 26 | 0.8 | 2.9 | 3.91 | 32.2 | 3.11 |
| $\mathrm{Yb}^{174}$ | 76 | 253 | 536 | 1634 | 1489 | 26 | 0.6 | 1.6 | 2.34 | 34.2 | 2.93 |
| $\mathrm{Yb}^{176}$ | 82 | 272 | 565 | 1261 | -- | 27 | 0.6 | - | - | 29.8 | 3.36 |
| Hf ${ }^{166}$ | 159 | 470 | 897 | 852 | 695 | 54 | 15.0 | 58.4 | 3.90 | 24.9 | 4.16 |
| Hf ${ }^{168}$ | 124 | 386 | 757 | 874 | 940 | 42 | 7.5 | 17.1 | 2.24 | 26.6 | 3.76 |
| $\mathrm{Hf}^{170}$ | 101 | 322 | 643 | 987 | 880 | 34 | 4.3 | 9.6 | 2.26 | 28.8 | 3.47 |
| Hf ${ }^{172}$ | 95 | 309 | 628 | 1075 | 871 | 32 | 2.6 | 7.9 | 3.02 | 26.5 | 3.76 |
| Hf ${ }^{174}$ | 91 | 298 | 608 | 1227 | 828 | 31 | 1.9 | 7.1 | 3.74 | 26.6 | 3.76 |
| Hf ${ }^{176}$ | 88 | 290 | 597 | 1341 | 1150 | 30 | 1.4 | 3.7 | 2.55 | 29.8 | 3.37 |
| $\mathrm{Hf}^{178}$ | 93 | 307 | 632 | 1175 | 1198 | 31 | 1.3 | 4.3 | 3.18 | 27.3 | 3.66 |
| $\mathrm{Hf}^{180}$ | 93 | 309 | 641 | 1200 |  |  |  |  |  |  |  |
| $\mathrm{Hf}^{180}$ | 93 | 309 | 641 | 1200 | 1107 | 31 | 0.8 | 4.8 | 5.79 | 26.6 | 3.76 |
| $\mathrm{Hf}^{182}$ | 98 | 322 | 666 | - | - | 33 | 1.2 | - | - | - | - |
| $W^{170}$ | 156 | 462 | 874 | - | - | 53 | 15.2 | - | - | - | - |
| $W^{172}$ | 123 | 377 | 727 | - | - | 42 | 9.2 | - | - | - | - |
| $W^{174}$ | 112 | 355 | 704 | - | - | 38 | 5.4 | - | - | - | - |
| $W^{176}$ | 109 | 349 | 699 | - | - | 37 | 4.4 | - | - | - | - |
| $W^{178}$ | 106 | 343 | 695 | - | - | 36 | 3.1 | - | - | - | - |
| $W^{180}$ | 104 | 338 | 688 | - | - | 35 | 2.5 | - | - | 25.8 | 3.88 |
| $W^{182}$ | 100 | 329 | 681 | 1221 | 1136 | 33 | 1.4 | 5.6 | 4.13 | 24.4 | 4.18 |
| $W^{184}$ | 111 | 364 | 748 | 903 | 1002 | 37 | 2.0 | 10.9 | 5.32 | 23.4 | 4.28 |
| $\mathrm{W}^{186}$ | 123 | 397 | 809 | 738 | 882 | 41 | 4.4 | 19.8 | 5.83 | 21.8 | 4.58 |
| Os ${ }^{176}$ | 135 | 395 | 742 | - | - | 46 | 14.3 | - | - | - | - |

Table I (cont.)

| Nucl. | $2^{+}$ | $4^{+}$ | $6^{+}$ | $2^{+}$ <br> $\gamma$-vib. | $0^{+}$ <br> $\beta$-vib.á | $\varepsilon$ | $B \times 10^{2}$ | $X=B b \times$ <br> $\times 10^{2}$ | $b=\frac{X}{B}$ | $\beta \times 10^{2}$ | $\beta^{-1}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{Os}^{178}$ | 132 | 398 | 761 | - | - | 45 | 11.3 | - | - | - | - |
| $\mathrm{Os}^{180}$ | 132 | 408 | 794 | - | - | 45 | 8.8 | - | - | - | - |
| $\mathrm{Os}^{182}$ | 127 | 400 | 793 | 891 | - | 43 | 6.6 | - | - | 23.2 | 4.3 |
| $\mathrm{Os}^{184}$ | 120 | 384 | 774 | 943 | 1042 | 40 | 4.4 | 12.7 | 2.87 | 19.9 | 5.02 |
| $\mathrm{Os}^{186}$ | 137 | 434 | 869 | 768 | 1061 | 46 | 6.3 | 21.4 | 3.39 | 20.7 | 4.83 |
| $\mathrm{Os}^{188}$ | 155 | 478 | 940 | 633 | 1086 | 52 | 10.1 | 35.8 | 3.54 | 18.0 | 5.54 |
| $\mathrm{Os}^{190}$ | 187 | 548 | 1050 | 558 | 912 | 63 | 18.1 | - | - | 18.4 | 5.44 |

This reduced transition probability is related to the intrinsic quadrupole moment, $Q_{0}$ through the formula [10]

$$
\begin{equation*}
B(E 2)_{I+2 \rightarrow 2}=\frac{15}{32 \pi} e^{2} Q_{0}^{2} \frac{(I+i)(I+2)}{(2 I+3)(I+5)} . \tag{8}
\end{equation*}
$$

From this value of $Q_{0}$, the deformation parameter, $\beta$, is obtained as [11]

$$
\begin{equation*}
\beta \cong \frac{\sqrt{5 \pi} Q_{0}}{3 Z R_{0}^{2}}=90.91 \frac{Q_{0}}{Z} A^{-\frac{2}{3}} \tag{9}
\end{equation*}
$$

## 3. Results and discussion

Using the available experimental data [12] concerning the $2^{+}, 4^{+}$and $6^{+}$states of the ground state rotational band of the even-even nuclei of the rare-earths, we applied Eq. (3) to calculate the value of the constant $B$ necessary to reproduce the established $\gamma$ or $\beta$ vibration. These values are given in column 8 of Table I. In column 9 we show the corresponding values of the variable $X=b B$ as given by Eq. (6) and in column 10 we tabulate the numerical values of the adjusting factor $b$ that has been earlier assumed constant for all nuclei.

It is apparent, however, that the factor $b$ varies widely from one isotope to another. It is of course of special interest to study the nature with which $b$ varies with the nuclear constants. It has been found here suitable to give a graphical representation of $b$ against the mass number $A$. Such a plot is given by the continuous line of Fig. 1. Unfortunately, it is by no means possible to find a rule for this trend of variation. However, this representation will give some information regarding the variation with $A$ of the nuclear deformation parameter as will be seen below.

The values of the deformation parameter as calculated from Eq. (9) are given in column 11 beside their reciprocals $\beta^{-1}$ in column 12 . The values of $\beta^{-1}$ are represented by dotted lines in Fig. 1. As a rule, one can say that $\beta^{-1}$ changes with the mass number $A$ in a similar manner to that of $b$, that is to say, $\beta^{-1}$ increases with $b$. The only deviation
from this rule until now is the case of 0 s . However, this deviation may be understood in the light of the behaviour of those isotopes regarding the rotational-vibrational interaction term $B$ as shown in Fig. 2. One notices, namely, that the increase of $B$ for osmium continues to a larger extent than for the other isotopes.

## Acknowledgement

We are indebted to Prof. Z. Awwad for enlightening discussions as well as for thoroughly reading the manuscript.

## References

1. J. P. Eliott, Proc. Roy. Soc. (London), A245, 128, 562, 1958.
2. G. Scharf-Goldhaber and J. Weneser, Phys. Rev., 98, 212, 1955; see also M. Nagasaki and T. Tamura, Prog. Theoret, Phys., (Kyoto) 12, 248, 1954.
3. A. Bohr, Dan. Matt. Phys. Medd. 26, No. 14, 1952.
4. R. K. Sheline, Rev. Mod. Phys., 32, 1-24, 1960.
5. A. S. Davidov and C. F. Philippov, Nucl. Phys., 8, 237, 1958; 10, 645, 1959.
6. K. Adler, A. Bohr, T. Huus, B. Mottelson and A. Winther, Rev. Mod. Phys., 28, 432, 1956.

7 M. A. J. Mariscotti, G. Scharf-Goldhaber and B. Buck, Phys. Rev., 178, 1864, 1968.
8. D. Ward, R. M. Diamond and F. S. Stephan, Nuc. Phys., A117, 309, 1968.
9. R. F. Casten, H. G. Borner, J. H. Pinston and W. F. Davidson, Nucl, Phys., A309, 206, 1978.
10. A. Bohr and B. Mottelson, Dan. Matt. Fys. Medd., 27, 16, 1953.
11. N. P. Heydenburg and G. M. Temmer, Annual Review of Nuclear Science Vol, 6, 77, 1956.
12. Table of Isotopes, Seventh Edition, Ed. by C. M. Lederer and V. S. Shirley, John Wiley and Sons, Inc., New York-Chichester-Brisbane-Toronto, 1978.



# NEW MODEL OF THE METAGALAXY 

A. Mészáros*<br>Central Research Institute for Physics<br>1525 Budapest, Hungary

(Received in revised form 12 July 1984)


#### Abstract

The known physical laws do not exclude the existence of anticollapsing bodies in nature (anticollapse is a gravitational collapse with time reversal). In the paper it is shown that the metagalaxy, i.e. the observed part of the universe, may in first approximation be the interior of a giant anticollapsing body having a boundary beyond the particle horizon. This is the "anticollapse model" of the metagalaxy. The advantage of this model follows from the fact that some anisotropies in the metagalaxy, e.g. the cosine-anisotropy of the intensity of cosmic background radiation, the cosineanisotropy of the Hubble parameter at a given distance, the gradient of the mean matter density, etc. are already considered in first approximation. The theoretical considerations about anticollapse show and the present-day cosmological observations support the opinion that the anticollapse model of the metagalaxy is better than the usual Friedmann model.


## Introduction

At present the widely accepted basic assumption of cosmology is the cosmological principle - this being the assumption that the complete physical universe is isotropic and homogeneous on a sufficiently large scale. However, we must admit that the main argument for this assumption is only the human wish for beauty and simplicity. Homogeneity and isotropy can be verified by observations only in the region that we observe, i.e. in the metagalaxy. But the metagalaxy, as it follows from present-day observations, is not the whole universe, and thus the observational verification of homogeneity and isotropy in the whole universe is not possible. (To-day it is practically certain that there was a big bang in our past. Thus our past light cone cannot be extended to past infinity and it is in principle limited by the instant of the big bang. It is said that the directly observable part of the universe is limited by the particle horizon. The difference between the parts of the universe that are observable in practice and in principle is, at least for our purposes, not essential. Therefore in this paper "the metagalaxy" and "the part of the universe closed by the particle horizon" are used as corresponding notions. We would mention that throughout the paper we assume the non-existence of particles moving on space-like curves.)

It is useful to define the cosmological principle in two steps which, together, give the full principle. First one supposes that the metagalaxy is homogeneous and isotropic

[^2]on a sufficiently large scale, and second that these properties may be extrapolated and are valid in the complete universe. The second step is a bold extrapolation. First, symmetry properties of the metagalaxy that are not precisely verified by observations are extrapolated. Second, this extrapolation cannot be confirmed by direct observations (this is the main counter-argument). Third, we know from the history of astronomy that it is dangerous to think about an observed part of the universe as if it were the whole universe. (In the 16th and 17th century some astronomers, e.g. Kepler, thought that for all practical purposes the Solar system was the whole universe; in the 19th century, astronomers thought that our Galaxy was the whole universe; to-day one usually thinks that the metagalaxy and the parts of the universe where the symmetry properties of the metagalaxy are valid is the whole universe.) Fourth, it is clear that the human mind can study only a limited part of the complete universe, and therefore it is never correct to speak about the properties of the whole universe, see Fock [1]. We may conclude that the second step of the cosmological principle is not satisfactory. Of course, this does not mean that the second step is completely wrong. It is highly nonphysical to suppose that the properties of the metagalaxy are fulfilled in it and nowhere else. The situation is as follows. One may extrapolate the symmetry properties of the metagalaxy to some regions beyond the particle horizon, too, but it is not necessary that these properties be valid in the whole universe. Therefore in what follows we shall strictly distinguish between the notions "complete physical universe" (for brevity "universe") and "the metagalaxy together with the regions of the universe, where the properties of the metagalaxy are valid" (for brevity "M-galaxy"). It is almost certain that the M-galaxy and metagalaxy are not identical or, equivalently, that the edge of the M-galaxy (if it exists, of courc) is not identical to the particle horizon. The Mgalaxy and the universe may be - but need not be - identical. They are identical if both steps of the cosmological principle are accepted. In this case the universe-Mgalaxy is described in first approximation by a Friedmann model, and in second approximation the existence of the objects in the metagalaxy follows from the perturbations on the Friedmann background. If the M-galaxy and universe are not identical, i.e. the M-galaxy has an edge and an exterior, then the first step of cosmological principle may still be accepted. In this case the interior of the M-galaxy (and thus the metagalaxy too, if the edge of M-galaxy is completely beyond the particle horizon) is described in first approximation by a Friedmann metric. Indeed, if this description holds, then the question of the existence of the edge of M-galaxy has minimal physical meaning. In any case one has to consider that in fact the usual Friedmann model in cosmology is a model of the metagalaxy and not of the universe.

Of course, all this is not new. For example de Sitter ([2], p. 708) speaks about a "tremendous extrapolation, which is a very dangerous operation", in the discussion of extrapolation of the properties of the metagalaxy to the universe. Caution may be found in later works too. For example, Rees [3] speaks carefully: ". . . the observable part of the universe can be described by a Robertson-Walker metric with a precision of $\lesssim 1$ part in $10^{3}$ ", and put the question: "could we be in an 'island' embedded in

Minkowski space?" This question is practically the same as the following one: Has the M-galaxy an edge? (We have seen that this is equivalent to the question: Is not the Mgalaxy identical to the universe?)

Let us assume for the moment that the M-galaxy having an edge is an island in Minkowski space. This island may have various forms, and the interior may be described by various metric tensors, too. Requiring the maximum possible simplicity we specify the M-galaxy. We suppose that the M-galaxy is in first approximation a spherically symmetric body which must be anticollapsing and which has a spherical surface. Thus we have restricted ourselves to an M-galaxy inside of which the metric tensor in first approximation is not so complicated but may already differ from the Friedmann metric. The anticollapse is necessary to explain the big bang and the Hubble expansion of the metagalaxy. As it follows from Birkhoff's theorem there is a Schwarzschild vacuum beyond the M-galaxy. (We suppose that there is a vacuum in the exterior of the M-galaxy.) The surface of the M-galaxy may be - but need not be completely beyond the particle horizon. Obviously, the surface of the M-galaxy must actually be a layer in space where the properties of the M-galaxy are broken down.

The assumption that the metagalaxy is in first approximation the interior of the anticollapsing spherical M-galaxy that is not identical to the universe, serves as a basis for a new model of the metagalaxy, the "anticollapse model". The scheme of the model is given by Fig. 1. This model of the metagalaxy differs from the usual Friedmann model in two aspects: first, that one considers some anisotropies of matter density, the Hubble parameter and others in the metagalaxy already in the first approximation (this says that the first step of the cosmological principle is already rejected); second, that the model proclaims the edge of M-galaxy and thus the non-identity of the M-galaxy and the universe. This model needs a detailed study, a comparison with the usual Friedmann model and, of course, must explain the present-day cosmological


Fig. I Scheme of the anticollapse model of the metagalaxy (one space dimension is omitted). Circle I is the expanding surface of the M-galaxy that is actually a layer where the properties of the M-galaxy are broken down. Circles 1.2 and 3 correspond to the possible particle horizon at present; in case 1 part of the surface of the M-galaxy is observable; in case 2 the surface and the centre of the M-galaxy is beyond the particle horizon; in case 3 the centre C is already in the inside of the metagalaxy
observations. In addition to this, if we want to change the Friedmann model of the metagalaxy into the anticollapse one, then it is natural to require that the anticollapse model be a more convenient means of explaining the cosmological observations than the usual Friedmann one.

This paper deals with the anticollapse model of the metagalaxy. We study the simplest anticollapse described by the well-known Tolman solution (see Appendix). Indeed, one may study various anticollapses (for example one may consider various non-spherical, rotating, etc. anticollapses, too), but for our purposes it is sufficient to restrict ourselves to the simplest model in which the metric tensor is different from the Friedmann metric tensor.

We proceed here as follows. In Sections 1, 2 and 3 we study the theory of anticollapse. In Sections 4 and 5 some observational data are compared with the results of Sections 1, 2 and 3. Finally, the conclusions of the paper are summarized. In the Appendix the well-known Tolman solution is provided.

We assume for our present purposes that Einstein's General Theory of Relativity with vanishing cosmological constant describes gravitation. The sign convention + , ,,--- and the system $c=G=1$ are used.

## 1. General considerations on anticollapse

In this Section we study the general features of anticollapse which are described by the Tolman solution - for details, see Appendix - having the form:

$$
\begin{gathered}
d s^{2}=d T^{2}-A(R, T) \cdot d R^{2}-r^{2}(R, T) \cdot d U^{2} ; \quad d U^{2}=d \theta^{2}+\sin ^{2} \theta \cdot d \varphi^{2} \\
\theta \in[0, \pi] ; \quad \varphi \in[0,2 \pi] ; \quad R \in\left[0, R_{0}\right] \\
A(R, T)=\frac{\left(\frac{\partial r(R, T)}{\partial R}\right)^{2}}{1+g(R)} \equiv \frac{r^{\prime 2}}{1+g} ; \quad\left(\frac{\partial r(R, T)}{\partial T}\right)^{2} \equiv \dot{r}^{2}=g(R)+\frac{F(R)}{r(R, T)} ; \\
r(R, T)=\frac{F(R)}{2 g(R)} \cdot(c h-1) ; \quad T_{0}(R)+T=\frac{F(R)}{2 g(R)^{3 / 2}} \cdot(\operatorname{sh} \eta-\eta) \\
0<R_{0}<\infty ; \quad \eta \in[0, \infty] ; \quad g(R)=s^{2} R ;
\end{gathered}
$$

or

$$
\begin{gathered}
r(R, T)=\left(\frac{9}{4} \cdot F(R)\right)^{1 / 3} \cdot\left(T_{0}(R)+T\right)^{2 / 3} ; \quad R_{0}=1 ; \quad F(R)=2 m R^{3} \\
\left.g(R)=0 ; \quad T \in\left[-T_{0} R\right), \infty\right]
\end{gathered}
$$

or

$$
\begin{gather*}
r(R, T)=\frac{F(R)}{-2 g(R)} \cdot(1-\cos \eta) ; \quad T_{0}(R)+T=\frac{F(R)}{2(-g(R))^{3 / 2}} \cdot(\eta-\sin \eta) ; \\
0<R_{0} \leq \frac{\pi}{2} ; \quad \eta \in[0,2 \pi] ; \quad g(R)=-\sin ^{2} R ; \\
8 \pi \cdot \mu(R, T)=\frac{F^{\prime}(R)}{r(R, T)^{2} \cdot r^{\prime}} ; \quad T_{0}^{\prime}(R) \geq 0 ; \quad F^{\prime}(R)>0 ; \quad r^{\prime}(R, T)>0 \\
\lim _{R \rightarrow 0} \frac{F(R)}{g(R)}=0 ; \quad F\left(R_{0}\right)=2 m . \tag{1.1}
\end{gather*}
$$

In this solution $R, \theta, \varphi$ are the comoving coordinates; $T$ is the proper time; $\mu(R, T)$ the density; $m$ the mass of the body; $T_{0}(R), F(R)$ are some functions with defined properties; $\prime \equiv \frac{\partial}{\partial R}$ and $\equiv \frac{\partial}{\partial T}$.

The main puzzle of anticollapse is the time instant $T=-T_{0}(R)$. We cannot yet describe the singularity $\mu=\infty$ by present-day physical laws, and we know nothing about the case of its break-off. Thus we cannot explain the beginning of the anticollapse. We may imagine it roughly as an explosion whose cause is unknown. About a spherically symmetric explosion one may assume that the explosion begins at the centre of a spherical body. Thus the singularity is first broken in the centre. From this one may suppose too that in the layers of smaller $R$ the singularity is broken off before (more precisely not later than) the layers of larger $R$. Thus one may suppose the validity of $T_{0}^{\prime}(R)<0$, i.e. one may have without loss of generality

$$
\begin{equation*}
T_{0}(R)=\text { const } \equiv 0 \tag{1.2}
\end{equation*}
$$

Obviously, the rough consideration leading to this restriction is not satisfactory from every point of view, i.e. condition (1.2) need not be valid by all means. Nevertheless, we shall use it. Thus we have a uniform density near the singularity, and the density is always uniform in the case $g(R)=0$. As we know, in the case of uniform density the Tolman metric is identical to the Friedmann metric (see Appendix).

There are practically infinitely various cases of anticollapse. The solutions $g(R)$ $\neq 0$ give an infinite number of anticollapses because $R_{0}$ may be chosen variously, and the various values of $R_{0}$ give essentially differing solutions. For example, in the case $g(R)=-\sin ^{2} R$ there is an essential difference between the cases $0<R_{0} \ll \frac{\pi}{2}$ and $0<R_{0} \lesssim \frac{\pi}{2}$. The maximum radius is clearly

$$
\begin{equation*}
r\left(R_{0}, \frac{\pi \cdot m}{\sin ^{3} R_{0}}\right)=\frac{2 m}{\sin ^{2} R_{0}} \equiv r_{\max } \tag{1.3}
\end{equation*}
$$

Thus if $0<R_{0} \ll \frac{\pi}{2}$ holds we have $r_{\max } \gg 2 m$, but if $0<R_{0} \leqslant \frac{\pi}{2}$ holds we have $r_{\max } \gtrsim 2 m$, where $2 m$ is the gravitational radius. Similarly, the case $g(R)=s h^{2} R$ has different properties for $0<\operatorname{sh} R_{0}<1$, for $0<\operatorname{sh} R_{0} \leqq 1$ and for $\operatorname{sh} R_{0}>1$. For the period $T \rightarrow \infty$ the radial velocities are given by

$$
\begin{equation*}
\dot{r} \cong \operatorname{sh} R \tag{1.4}
\end{equation*}
$$

From the physical point of view it is reasonable to suppose that for $T \rightarrow \infty$ the anticollapsing body is practically only a set of different fragments immersed in a vacuum and moving with constant velocities; these fragments apparently arose by an explosion at a point. Thus for $T \rightarrow \infty$ the radial velocities of fragments near to the boundary are non-relativistic for $0<\operatorname{sh} R_{0} \ll 1$ and are relativistic for the other cases. Because for the usual astronomical bodies the non-relativistic velocities are characteristic, it seems that we may require the condition

$$
\begin{equation*}
\operatorname{sh} R_{0} \ll 1 \tag{1.5}
\end{equation*}
$$

for $g(R)=s h^{2} R$. Of course, this condition need not by all means be fulfilled.
The existence of $g(R)=0$ may be exluded because this is only one case among the infinite number of anticollapses. However, this case is very important, because anticollapses $g(R) \neq 0\left(R_{0}\right.$ very small) may be identified with $g(R)=0$ (except for the parts $r \sim r_{\max }$ or $r \rightarrow \infty$ ). This says that an anticollapsing body with uniform density may be excluded, because this is only one case among the infinite number of cases. But for small values of time the density is still nearly uniform, and if $R_{0}$ is very small, too, then the nearly uniform density is fulfilled over a long time.

Summarizing the results of this Section one may claim that the features of anticollapse are practically the same as those of collapse (except, of course, for the time reversal). Nevertheless, one has two essential differences: a) Restriction (1.2) seems to be allowed for anticollapse; b) The case $g(R)=s h^{2} R$ is physically reasonable here; condition (1.5) may be required for it.

## 2. How to distinguish the interior of a Friedmann universe from the interior of an anticollapsing body

The question posed in the Section's title is studied here since this is of essential importance in the anticollapse model of the metagalaxy.

Suppose that there is an observer in the interior of an anticollapsing body. The observer's coordinates are $[\bar{T}, \bar{R}, \theta, \varphi](\bar{T}$ is determined by $\bar{\eta}) 0 \leq \bar{R}<R_{0}$. From which observations can he proclaim that he is in the interior of an anticollapsing body and not in a Friedmann universe?

If the surface, and thus the exterior, of the anticollapsing body is observable, then it is obvious that the observed neighbourhood is the interior of the anticollapsing body.

But the surface is not observable for small $\bar{R}, \bar{T}$. In order to explain this we need the following consideration: The nearest point of the surface is clearly $R_{0}, \theta, \varphi$. (Of course, if $\bar{R}=0$ is chosen then any point of the surface may be chosen.) It is enough to study the direction to this point. Hence $d U=0$ follows and the null curves are given by

$$
\begin{equation*}
\pm d T=\sqrt{A(R, T)} \cdot d R \tag{2.1}
\end{equation*}
$$

After integration we obtain (for the sake of completeness we also consider the case $g(R)=0)$

$$
\begin{gather*}
\text { const } \pm T^{1 / 3}=\frac{F(R)^{1 / 3}}{12^{1 / 3}} \text { for } g(R)=0 \\
\text { const } \pm \eta=\int \frac{\frac{\partial}{\partial R}\left(\left|\frac{F(R)}{g(R)}\right|\right) d R}{\sqrt{1+g(R)} \cdot \frac{F(R)}{|g(R)|^{3 / 2}}} \equiv G(R) \quad \text { for } g(R) \neq 0 . \tag{2.2}
\end{gather*}
$$

Clearly $G(R)^{\prime}>0$ holds. We must use the - , sign because this describes the null particle coming to the observer. We require that the particle be coming to the point $[\bar{R}, \theta, \varphi]$ at time $\bar{T}$. Hence

$$
\begin{equation*}
\bar{T}^{1 / 3}-T^{1 / 3}=\frac{1}{12^{1 / 3}}\left(F(R)^{1 / 3}-F(\bar{R})^{1 / 3}\right), \quad \text { for } \quad g(R)=0 \tag{2.3}
\end{equation*}
$$

or

$$
\bar{\eta}-\eta=G(R)-G(\bar{R}) \quad \text { for } \quad g(R) \neq 0 .
$$

If the condition
or

$$
\begin{gather*}
\bar{T}^{1 / 3}<12^{-1 / 3} \cdot\left(F\left(R_{0}\right)-F(\bar{R})\right) \quad \text { for } \quad g(R)=0 ; \\
\bar{\eta}<G\left(R_{0}\right)-G(\bar{R}) \quad \text { for } \quad g(R) \neq 0 \tag{2.4}
\end{gather*}
$$

holds, then the point ( $\bar{R}_{0}, \theta, \varphi$ ] of the surface (and thus the full surface and the exterior) is not observable. From (2.4) it is obvious that for small $\bar{T}, \bar{R}$ the surface is not observable. Note that $G(R)=R$ holds in the case of uniform density, and in this special case the particle horizon at time $\bar{T}$ is given by the circle of radius $\bar{\eta}$ (see Fig.2).

Suppose now that the surface of the anticollapsing body is not observable. Then the centre $R=0$ of the body may be - but need not be - beyond the particle horizon. Because the density is a function of $R$, i.e. there is a gradient in the matter density and one may detect this gradient, it is reasonable to claim the observed neighbourhood as the interior of an anticollapsing body from the observation of matter density. (A Friedmann universe interior needs a uniform density.) Because physically it is reasonable to suppose that the density is a monotonous function of $R$, the observer in $[\bar{R}, \theta, \varphi]$ (except for the special case $\bar{R}=0$ ) must detect a "cosine anisotropy" of the


Fig. 2. Observable part of the interior of an anticollapsing body with uniform density (one space dimension is omitted). Circles 1 and 2 determine the possible particle horizons. In case 1 condition (2.4) is fulfilled; in case 2 it is not
density at a given distance $\boldsymbol{R}_{\boldsymbol{A}}$ - this distance is much smaller than the distance of the centre. One has

$$
\begin{equation*}
\mu(R, T)=\mu(\bar{R}, T)+\Delta \mu \cdot \cos \alpha ; \quad R_{A}=\text { const } \ll \bar{R} \tag{2.5}
\end{equation*}
$$

where $\alpha$ is the angle between the direction of the centre and of the observed direction (see Fig. 3).

Note that other parameters can depend on $R$, too. For example, the "Hubble parameter"

$$
\begin{equation*}
H(R, T) \equiv \frac{\dot{r}(R, T)}{r(R, T)} \sim \frac{F(R)}{|g(R)|^{3 / 2}} \tag{2.6}
\end{equation*}
$$



Fig. 3. Cosine anisotropy of density at a given distance (one space dimension is omitted). Circle I determines the surtace, 1 the particle horizon. On the circle $A$, whose radius is $R_{A}$, one has $\mu=\mu(\bar{R})+\Delta R \cdot \cos \alpha$. In the

Figure the circles are not in proportion. In fact, the condition $R_{A} \ll R$ is fulfilled
for non-uniform density depends on $R$, and therefore may have a "cosine anisotropy" at a given distance similarly to density. It is interesting that the "deceleration parameter" - $\ddot{r} \cdot r / \dot{r}$ does not depend on $R$.

If the observer does not observe any surface $R=R_{0}$ and there are roughly uniform density, Hubble parameter, etc., then the situation is highly complicated. In this case the observer must utilize the observations of matter density, Hubble parameter, etc. because there is no other possibility. This case may occur for very small $\bar{T}$ and $\bar{R}$.

We can summarize that the observer can distinguish by observations the interior of an anticollapsing body from the Friedmann universe (except for small $\bar{R}, \bar{T}$ ).

## 3. Matching of the Tolman interior and Schwarzschild exterior

In this Section we study the connection between the Tolman interior and Schwarzschild exterior. For our immediate purposes we take the function $g(R)$ (for the case $g(R)=0$ the function $F(R)$ ) arbitrarily and therefore we have freedom of choice of the comoving coordinate $R$ (see Appendix).

The exterior of an anticollapsing body is given by the Schwarzschild metric

$$
\begin{equation*}
d s^{2}=\left(1-\frac{2 m}{v}\right) d t^{2} \pm 2 \sqrt{\frac{2 m}{v}} d v d t-d v^{2}-v^{2} d U^{2} \tag{3.1}
\end{equation*}
$$

where $v$ is the radial coordinate, $t$ the time. The metric is defined for the values $v_{0}<v<\infty$, where $v_{0}$ is the radius of the surface at a given time $t$. The form (3.1) is not time-symmetric, and the surface $v=2 m$ may be considered as a one-way membrane (only if $v_{0}<2 m$, of course). There are two possible cases of metric (3.1): "+", the future directed non-space-like curves cross $v=2 m$ from inside to outside; "-", from outside to inside, see e.g. Hawking and Ellis ([4], p. 151).

The radius of an anticollapsing body increases and at a given instant (determined by time $T$ ) "the surface exceeds the gravitational radius from inside to outside". The objects of the surface may be considered as free-falling objects in the Schwarzschild metric. We have already mentioned that for the " - ", case of (3.1) any objects move to inside crossing $v=2 m$. From this it seems that one necessarily has to consider the " + ", case in the Schwarzschild metric. We shall show here that this is not so, and the more natural case " - ", may be taken too for the exterior of an anticollapsing body. (If " +", were necessary, then the existence of anticollapsing bodies would be questionable. Observations of our neighbourhood suggest that the "+", is highly non-probable. In addition, with $g(R)<0$ one would obtain an incomprehensible result. For the anticollapse period one would suppose " + ", but for the collapse period "-".)

Given the Schwarzschild exterior

$$
\begin{equation*}
d s^{2}=\left(1-\frac{2 m}{v}\right) d t^{2}-2 \sqrt{\frac{2 m}{v}} d v \cdot d t-d v^{2}-v^{2} d U^{2} \tag{3.2}
\end{equation*}
$$

and the Tolman interior

$$
\begin{equation*}
d s^{2}=d T^{2}-A(R, T) \cdot d R^{2}-r^{2}(R, T) \cdot d U^{2} \tag{3.3}
\end{equation*}
$$

of an anticollapsing body, where the functions $A(R, T), r(R, T)$ are given by (1.1). The matching on the surface $R=R_{0}$ requires that the components of the metric tensor and their first derivatives together with some combinations of the second derivatives be continuous on this surface in a conveniently chosen coordinate system. For the second derivatives the continuity can be reformulated to continuity $T^{i j} \cdot n_{j}$, where $n^{i}$ is the normal vector to the surface, and this is automatically fulfilled for zero pressure; see Lichnerowicz [5]. To fulfil the requirements for the components of the metric tensor and their first derivatives we write down metric (3.2) in the coordinates $R, T, \theta, \varphi$. (Obviously, the coordinates $\theta, \varphi$ of the exterior are identical to those of the interior.) Then the coordinates $R>R_{0}$ will determine the exterior, $R<R_{0}$ the interior. The matching is ensured if (3.2) has the same form as (3.3) in a layer $R \in\left[R_{0}, R_{0}+\Delta R\right]$, where $\Delta R$ is infinitesimally small. In the layer $R \in\left[R_{0}, R_{0}+\Delta R\right]$ we search for a coordinate transformation

$$
\begin{equation*}
v \equiv v(R, T) ; \quad t \equiv t(T, R) . \tag{3.4}
\end{equation*}
$$

The function $v(R, T)$ is immediately determined because $r^{2}(R, T) \cdot d U^{2}=v^{2}(R, T) \cdot d U^{2}$ holds in $R \in\left[R_{0}, R_{0}+\Delta R\right]$ for $r(R, T)= \pm v(R, T)$. Because $r$ and $v$ are taken to be nonnegative, one has $v(R, T)=r(R, T)$. We have to search for $t(R, T)$. One has in the layer $R \in\left[R_{0}, R_{0}+\Delta R\right]$

$$
\begin{gather*}
d s^{2}=\left(1-\frac{2 m}{r}\right) \cdot\left(t^{\prime} d R+\dot{t} d T\right)^{2}-2 \sqrt{\frac{2 m}{r}} \cdot\left(t^{\prime} d R+\dot{t} d T\right) \cdot\left(r^{\prime} d R+\dot{r} d T\right)-  \tag{3.5}\\
-\left(r^{\prime} d R+\dot{r} d T\right)^{2}-r^{2} d U^{2}
\end{gather*}
$$

where the dependence on $R$ and $T$ of functions $r(R, T), t(R, T)$ is not written down, and $\equiv \frac{\partial}{\partial R} ; \equiv \frac{\partial}{\partial T}$. Hence it follows that the equations

$$
\begin{align*}
& \left(1-\frac{2 m}{r}\right) \cdot t^{\prime 2}-2 \sqrt{\frac{2 m}{r}} t^{\prime} r^{\prime}-r^{\prime 2}=-A  \tag{3.6}\\
& \left(1-\frac{2 m}{r}\right) \cdot \dot{t}^{2}-2 \sqrt{\frac{2 m}{r}} \dot{t} \cdot \dot{r}-\dot{r}^{2}=1,  \tag{3.7}\\
& \left(1-\frac{2 m}{r}\right) t^{\prime} t-\sqrt{\frac{2 m}{r}}\left(t^{\prime} \dot{r}+\dot{t r^{\prime}}\right)-r^{\prime} \dot{r}=0 \tag{3.8}
\end{align*}
$$

must be fulfilled in the layer $R \in\left[R_{0}, R_{0}+\Delta R\right]$. Equivalent forms of equations (3.6)(3.8) are:

$$
\begin{gather*}
t^{\prime}=\frac{r^{\prime} \sqrt{\frac{2 m}{r}} \pm \sqrt{X}}{1-\frac{2 m}{r}} ; \quad X=r^{\prime 2}-A\left(1-\frac{2 m}{r}\right) ;  \tag{3.9}\\
i=\frac{\dot{r} \sqrt{\frac{2 m}{r}} \pm \sqrt{Y}}{1-\frac{2 m}{r}} ; \quad Y=\dot{r}^{2}+1-\frac{2 m}{r} ;  \tag{3.10}\\
t^{\prime} \dot{t}-\left(\dot{r}+\sqrt{\frac{2 m}{r}} \dot{t}\right) \cdot\left(r^{\prime}+\sqrt{\frac{2 m}{r}} t^{\prime}\right)=0 . \tag{3.11}
\end{gather*}
$$

Equations (3.9), (3.10) are capable of determining $t$, and therefore (3.11) must follow from (3.9), (3.10). Substituting $t^{\prime}$ and $\dot{t}$ into (3.11) one has after some calculation

$$
\begin{equation*}
\sqrt{X Y}=\dot{r} \cdot r^{\prime} \tag{3.12}
\end{equation*}
$$

and hence

$$
\begin{equation*}
r^{\prime 2}-A \dot{r}^{2}-A\left(1-\frac{2 m}{r}\right)=0 \tag{3.13}
\end{equation*}
$$

Because

$$
\begin{equation*}
A=r^{\prime 2} \cdot(1+g)^{-1}, \quad \dot{r}^{2}=g+\frac{F}{r} \tag{3.14}
\end{equation*}
$$

hold, one has

$$
\begin{equation*}
F(R)=2 m . \tag{3.15}
\end{equation*}
$$

This condition is clearly fulfilled for $R=R_{0}$. But it must be fulfilled in the layer $R \in\left[R_{0}\right.$, $\left.R_{0}+\Delta R\right]$, that is, $F^{\prime}\left(R_{0}\right)=0$ is required, too. Using the transformation $\bar{R} \equiv \bar{R}(R)$, one may easily have $F^{\prime}\left(\bar{R}_{0}\right)=0$, and therefore without loss of generality the condition

$$
\begin{equation*}
\left.\frac{d F(R)}{d R}\right|_{R=R_{0}}=0 \tag{3.16}
\end{equation*}
$$

holds, and thus equations (3.8) and (3.11) are not considered in what follows. To solve (3.9), (3.10) we use the Taylor expansion

$$
\begin{align*}
t(R, T)= & t_{0}\left(R_{0}, T\right)+t_{1}\left(R_{0}, T\right) \cdot \Delta R+\frac{1}{2} t_{2}\left(R_{0}, T\right) \cdot \Delta R^{2}+\ldots  \tag{3.17}\\
r(R, T)= & r_{0}\left(R_{0}, T\right)+r_{1}\left(R_{0}, T\right) \cdot \Delta R+\frac{1}{2} r_{2}\left(R_{0}, T\right) \cdot \Delta R^{2}+\ldots ;  \tag{3.18}\\
& A(R, T)=A_{0}\left(R_{0}, T\right)+A_{1}\left(R_{0}, T\right) \cdot \Delta R+\ldots \tag{3.19}
\end{align*}
$$

and we search for the functions $t_{0}, t_{1}, t_{2}$. Substituting into (3.9) and (3.10) one obtains

$$
\begin{align*}
& t_{1}+t_{2} \cdot \Delta R=\left.\frac{r^{\prime} \cdot \sqrt{\frac{2 m}{r}} \pm \sqrt{X}}{1-\frac{2 m}{r}}\right|_{R=R_{0}}+\left.\left(\frac{r^{\prime} \cdot \sqrt{\frac{2 m}{r}} \pm \sqrt{X}}{1-\frac{2 m}{r}}\right)\right|_{R=R_{0}} \cdot \Delta R  \tag{3.20}\\
& \dot{t}_{0}+\dot{t}_{1} \cdot \Delta R=\left.\frac{\dot{r} \cdot \sqrt{\frac{2 m}{r}} \pm \sqrt{Y}}{1-\frac{2 m}{r}}\right|_{R=R_{0}}+\left.\left(\frac{\dot{r} \cdot \sqrt{\frac{2 m}{r}} \pm \sqrt{Y}}{1-\frac{2 m}{r}}\right)\right|_{R=R_{0}} \cdot \Delta R \tag{3.21}
\end{align*}
$$

i.e. functions $t_{0}, t_{1}, t_{2}$ are immediately determined. Of course, there is a solution only if

$$
\begin{equation*}
\left.\left(\frac{r^{\prime} \cdot \sqrt{\frac{2 m}{r}} \pm \sqrt{X}}{1-\frac{2 m}{r}}\right)\right|_{R=R_{0}}=\left.\left(\frac{\dot{r} \cdot \sqrt{\frac{2 m}{r}} \pm \sqrt{Y}}{1-\frac{2 m}{r}}\right)\right|_{R=R_{0}} \tag{3.22}
\end{equation*}
$$

holds. Because $(\dot{r} \cdot f(r))^{\prime}=\left(r^{\prime} \cdot f(r)\right)$ is fulfilled, it must be

$$
\begin{equation*}
\left.\left(\frac{\sqrt{X}}{1-\frac{2 m}{r}}\right)\right|_{R=R_{0}}=\left.\left(\frac{\sqrt{Y}}{1-\frac{2 m}{r}}\right)\right|_{R=R_{0}} \tag{3.23}
\end{equation*}
$$

Using the relation $X=\dot{r}^{2} \cdot r^{\prime 2} \cdot(1+g)^{-1}$ (which holds for $R=R_{0}$ only, but may be substituted immediately into (3.23)), $\ddot{r}=-\frac{F(R)}{2 r^{2}}$ and (3.14), condition (3.23) may be verified after a longer calculation. We found the function $t(R, T)$ in the layer $R \in\left[R_{0}, R_{0}+\Delta R\right]$. We obtained two cases. (Note that there are two other cases, which are meaningless. One may take in (3.9) $\pm$, but in (3.10) $\mp$. These choices, instead of leading to (3.12) lead to the relation $-\sqrt{X Y}=\dot{r} \cdot r^{\prime}$, which cannot be fulfilled because $\sqrt{\mathrm{XY}}$ and $\dot{r} \cdot r^{\prime}$ are both positive.) The function $t_{0}\left(R_{0}, T\right)$ has the form

$$
\begin{equation*}
t_{0}\left(R_{0}, T\right)=\frac{\sqrt{\left(g\left(R_{0}\right)+\frac{2 m}{r\left(R_{0}, T\right)}\right)} \cdot \frac{2 m}{r\left(R_{0}, T\right)} \pm \sqrt{1+g\left(R_{0}\right)}}{1-\frac{2 m}{r\left(R_{0}, T\right)}} \cdot d T=\int W(T) \cdot d T \tag{3.24}
\end{equation*}
$$

$W(T)>0$ holds for " + ", and $r\left(R_{0}, T\right)>2 m$. In other cases $W(T)<0$, and in this situation the times $t$ and $T$ have opposite sense. Therefore, the " + ", is more acceptable from the physical point of view.

Summarizing we may say that there is a good matching of the metrics (3. 2), (3.3). Of course, in practice the surface of an anticollapsing body is only a layer in which the nearly Tolman metric changes into the nearly Schwarzschild metric. Thus the matching is more complicated than in this Section. In addition, shortly after the breakoff of the singularity the condition of the zero pressure is not fulfilled everywhere in the interior (the pressure must be zero on the surface only), and thus the Tolman metric cannot be used for the interior. The matching is complicated by this fact, too. (Note that not only the matching, but the whole behaviour of anticollapse is complicated shortly after the break-off of the singularity. In this paper we assume that near to the singularity the anticollapse-at least in the central regions-may be described by the ultrarelativistic case $p=\frac{\mu}{3}$, see Appendix.)

## 4. On the existence of anticollapsing bodies in the metagalaxy

In this Section we investigate the occurrence of anticollapse in the metagalaxy.
Unfortunately, it is highly unlikely that one can directly observe an anticollapse. This is obvious from the following fact: the characteristic time of an anticollapse is $\sim 2 \mathrm{~m}$. This time is very small (for example $\sim 10^{-5} \mathrm{~s}$ for the stellar masses; $\sim 10^{4} \mathrm{~s}$ for the masses of galaxies in the usual system). Thus an anticollapse must be a rapid and fully unexpected phenomenon-"a black hole explodes"-, therefore direct observational evidence is questionable. The situation is more hopeful with $g(R)>0$; this may be observed in the period $T \rightarrow \infty$. It is natural to assume about an anticollapsing body that there are perturbations of matter distribution and emission-absorption, respectively, on the edge. Thus an anticollapsing body at $T \rightarrow \infty$ is only roughly spherical and is in practice constituted from a set of different fragments, which apparently arose from a point. The radial velocities of these fragments are constant (see Section 1 and mainly (1.4)). Systems with these properties are known (e.g. stellar associations), but it is not certain that these systems arose by virtue of an anticollapse. This is only one among the numerous possibilities. Further study is still necessary.

Summarizing the considerations of the Section one may say: "The existence of an anticollapse in the metagalaxy must not be excluded even though its existence has not been confirmed by observations."

## 5. Can the metagalaxy be an interior of a giant anticollapsing body?

In this Section we study the main question of this paper. We have seen that theoretical considerations do not exclude the possibility that the M-galaxy is an anticollapsing body not identical to the universe. We shall study the cosmological observations. Let us assume that the metagalaxy is the interior of the giant M-galaxy
having an edge. We shall consider the cosmological data and shall study that they would give arguments for or against our assumption. At the end of the Section these arguments are summarized.

It seems that no edge (i.e. a layer where the number of extragalactic objects rapidly diminishes) of the M-galaxy can be observed from the Earth to-day. Thus the boundary of the M-galaxy must be completely beyond the particle horizon if the anticollapse model is accepted. Note that the regions of the metagalaxy near to the particle horizon are not well enough known, therefore we cannot exclude the possibility that some part of the edge of the M-galaxy is observable. From this point of view the work of Fliche, Souriau and Triay [6] is remarkable. Nevertheless, we cannot yet claim the detection of the boundary of the M-galaxy and, therefore, we suppose the edge to be beyond the particle horizon in the anticollapse model. In any case, if the Mgalaxy is an anticollapsing body, then it is not old (i.e. the Hubble time is much smaller than $2 m$ of the anticollapsing body) and we are far away from its boundary (see (2.4)). Of course, these facts do not allege that our neighbourhood, e.g. the supergalaxy, is near or practically in the centre of the M-galaxy. Not knowing the value $2 m$ of the Mgalaxy we can say nothing on this question. Not detecting the edge of the M-galaxy the second possibility, i.e. that there is no edge, may be realized, too. Thus, we have no pro or counter-argument yet.

The observational evidence of the homogeneity of the mean matter density in the metagalaxy from the counting of extragalactic objects is not satisfactorily accurate. For example, de Vaucoulers [7] claimed that up to scales of hundreds of Mpc the mean matter density seems to decrease with the size of the averaging volume. This may determine density gradients on the scales of $\sim 0.1$ Huble radius. Of the earlier papers, that of Shapley [8] is noteworthy, where the large-scale irregularities are investigated. In fact, the question of the large-scale homogeneity of matter density was already studied by Hubble, and is still being studied; see Peebles ([9], §2), Rees [3]. We are in the situation that the present cosmological observations do not confirm-but do not exclude-a gradient of matter density on the scale of the Hubble radius. Indeed, the works of de Vaucoulers [7] and Fliche, Souriau and Triay [6] are remarkable but, in fact, we have no good argument for our assumption. Nor, of course, for our counterargument.

The Hubble parameter shows a cosine anisotropy at distances of $70 \sim 120 \mathrm{Mpc}$; Rubin et al [10]. This is not unexpected in the anticollapse model. The explanation for this anisotropy by the sun's peculiar motion, i.e. that the Hubble parameter is homogeneous - and the observed anisotropy is caused by the sun's motion, needs a peculiar motion in direction $\alpha=(2 \pm 1.3) \mathrm{h} ; \delta=(53+11)^{\circ}$ with velocity $(600 \pm 125) \mathrm{km} / \mathrm{s}$. This explanation seems to be plausible but is not satisfactory from every point of view, as we shall see.

Similarly to the Hubble parameter, the temperature of the cosmic background radiation (CBR) may depend on $R$ in the anticollapse model, and therefore the intensity of it coming to Earth may show a cosine anisotropy. As the observations suggest, the
intensity of CBR is highly but not fully isotropic. Cosine anisotropy has been detected; Smoot, Gorenstein and Muller [11], Fabbri et al. [12], Boughn, Cheng and Wilkinson [13]. If the radiation is isotropic, one needs a sun's peculiar motion in direction $\alpha=(11$ $\pm 0.6) \mathrm{h} ; \delta=(6 \pm 10)^{\circ}$ with the value $(390 \pm 60) \mathrm{km} / \mathrm{s}$. (This value is taken from the paper of Smoot, Gorenstein and Muller [11]). This required peculiar motion is not possible if the mentioned anisotropy of the Hubble parameter is explained by the peculiar motion, too. Thus either the anisotropy of the Hubble parameter, or of the intensity of the CBR, or of both must be an actual anisotropy. (Obviously we assume that the measurements are correct.) It seems to be certain that there is a peculiar motion of the sun in direction $\alpha=21.2 \mathrm{~h} ; \delta=48^{\circ}$ with velocity $(300 \pm 50) \mathrm{km} / \mathrm{s}$ determined by the rotation of the Milky Way galaxy. It seems that the sun's peculiar motion relative to nearby galaxies hardly differs from this value; see the work of Smoot, Gorenstein and Muller [11]. (In our rough considerations uncertainties of $\sim 50-10 \mathrm{~km} / \mathrm{s}$ in the value, and $\sim 20-30^{\circ}$ in the direction of peculiar motion are allowed.) Taking into account this fact it seems that there is a net $\sim 0.2 \%$ cosine anisotropy of the CBR in the direction $\alpha \sim 10 \mathrm{~h} ; \delta \sim-20^{\circ}$ intrinsic to the CBR. On the other hand, an essential part-maybe the total-of the anisotropy of the Hubble parameter may be caused by the sun's peculiar motion. Nevertheless, one cannot reject a net anisotropy of the Hubble parameter in a direction that differs from the direction of the anisotropy of the CBR by more than $90^{\circ}$ (the value $180^{\circ}$ cannot be excluded). These facts present a challenge to Friedmann models of the metagalaxy but the anticollapse model explains them easily. If the direction of the cosine anisotropy of the CBR implies the direction to or from the centre of the Mgalaxy, then the cosine anisotropy of the Hubble parameter in this direction-or opposite to this direction-is not unexpected in the anticollapse model. Thus the detected cosine anisotropies of the Hubble parameter and the CBR would seem to be arguments in favour of our assumption. Indeed, we must make an admission that from these observations we cannot obtain extensive consequences, because the interpretation of data is not unequivocal. In addition, one cannot exclude the possibility that the net anisotropy of the CBR is caused by local effects of irregular distribution of mass in clusters of galaxies (see Peebles [14]).

The quadrupole anisotropy of CBR, see Boughn, Cheng and Wilkinson [13], Fabbri et al. [12], probably needs a non-Friedmann model of the metagalaxy; see Fabbri and Melchiorri [15]. These anisotropies need irregularities of the order of $10^{-3}$ extending over the particle horizon in the usual Friedmann model; (Fabbri and Melchiorri [15]). On the other hand, it has been shown by Grishchuk and Zeldovich [16], see Rees [3], p.297) too, that the expected fluctuations on the scale of the Hubble radius are $\$ 10^{-4}$. Because in the anticollapse model of the metagalaxy some irregularities beyond the particle horizon arise already in the first approximation, in this model the situation is not so bad. It seems that we have a good argument for our assumption. Nevertheless, some caution is necessary. Similarly to the cosine anisotropy, there may be other explanations too; Peebles [14], Ceccarelli et al. [17]. In
any case, it is not yet certain that the Friedmann model must be rejected. (The suggestion of this rejection may be found in the paper of Fabbri and Melchiorri [15].)

The other cosmological observations, i.e. the detection of the X-ray background, the investigation of intergalactic matter and of non-luminous objects in clusters of galaxies, etc. are not sufficiently precise for our purposes (for a survey see Rees [3]). Thus we have no other pro or counter argument.

Summarizing the observational data it seems that there are more arguments for the anticollapse model of the metagalaxy than against in. Nevertheless, present-day cosmological observations do not allow us to decide between the two models. In any case, the usual Friedmann model need not necessarily be rejected yet.

## Conclusion

The usual model of the metagalaxy explains the existence of the astronomical bodies by perturbations on the Friedmann background. In other words, in first approximation the metagalaxy is described by a Friedmann metric, and in second approximation one considers the perturbations on this background. In the last few years some observations, which are mentioned in Section 5, challenge this model. For example, the paper of Fabbri and Melchiorri [15] calls for a non-Friedmannian model.

In this paper we proposed a new model of the metagalaxy, the anticollapse model. This supposes that already in the first approximation the metric of the metagalaxy is a Tolman metric, and in the second approximation one has to consider the perturbations on this background. This model implies the edge of the M-galaxy, too. (The M-galaxy is the part of the universe where the properties of the metagalaxy are still fulfilled.)

In the paper we have studied anticollapse on the whole. It was shown that anticollapsing bodies may have some interesting features, nevertheless they do not differ essentially from the usual astronomical bodies. Roughly speaking, one may imagine the anticollapse as an explosion. The existence of an anticollapse in the metagalaxy is not excluded by theoretical arguments or by observations. It is shown too that the anticollapse model of the metagalaxy seems to be better than the usual Friedmann one. Nevertheless the Friedmann model cannot be rejected by present-day cosmological observations. The cosmological observations must be more precise before we decide between the two models.

If the M-galaxy were actually an anticollapsing body having an edge beyond the particle horizon then, of course, some new problems would arise. In this case one would have to study the question of second approximation (this question was not dealt with in this paper); the influence of the boundary of the M-galaxy in the interior; the features of the edge; the size of the M-galaxy; the direction and centre of the M-galaxy; the age of the M-galaxy compared with its gravitational radius; the properties of the exterior; etc. A satisfactory anticollapse model of the M-galaxy would have to answer these
questions, too. We have not studied them here because present-day observations are not satisfactorily precise (for example the gravitational radius of the M-galaxy can hardly be determined), or are not essential (for example the question of the actual properties of the M-galaxy's exterior seems to be purely academic).

Throughout the paper we have assumed that: If the metagalaxy is not an interior of a Friedmann universe, then it is an interior of an anticollapsing body described by the Tolman solution. Indeed, one may consider more general cases of anticollapse, e.g. the non-spherical anticollapse, the anticollapse of a rotating body, etc. but our simplest case was sufficient.
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## Appendix

Here we summarize the well-known Tolman solution. It may be found, for example, in the book of Landau and Lifshitz ([18], §103).

The interior of a spherical body with changing radius is known in a special case. We consider the energy momentum tensor as

$$
\begin{equation*}
T^{i j}=(p+\mu) \cdot u^{i} u^{j}-g^{i j} \cdot p ; \tag{A.1}
\end{equation*}
$$

where $p$ is the pressure, $\mu$ is the density and $u^{i}$ is the four-velocity. If we take $p=0$ and $u^{i} \equiv[1,0,0,0]$, then the metric tensor of the interior of a spherical body is known, and is given by the Tolman metric:

$$
\begin{gather*}
d s^{2}=d T^{2}-A(R, T) \cdot d R^{2}-r^{2}(R, T) \cdot d U^{2} ; \quad d U^{2} \equiv d \theta^{2}+\sin ^{2} \theta \cdot d \varphi^{2} ;  \tag{A.2}\\
\theta \in[0, \pi] ; \quad \varphi \in[0,2 \pi] ; \quad 0 \leq R \leq R_{0}<\infty \tag{A.3}
\end{gather*}
$$

The coordinates $R, \theta, \varphi$ are the comoving coordinates. The surface of the body is given by the relation $R=R_{0} . T$ is the proper time. We have

$$
\begin{equation*}
A(R, T)=\frac{\left(\frac{\partial r(R, T)}{\partial R}\right)^{2}}{1+g(R)} ; \quad g(R)>-1 ; \quad\left(\frac{\partial r(R, T)}{\partial T}\right)^{2}=g(R)+\frac{F(R)}{r(R, T)} \tag{A.4}
\end{equation*}
$$

where $g(R), F(R)$ are arbitrary functions. There are three possibilities of the function $r(R, T)$;
if

$$
\begin{align*}
& g(R)>0, \quad \text { then } \quad r(R, T)=\frac{F(R)}{2 g(R)} \cdot(\operatorname{ch} \eta-1)  \tag{A.5}\\
& T_{0}(R) \pm T=\frac{F(R)}{2 g(R)^{\frac{3}{2}}} \cdot(\operatorname{sh} \eta-\eta) ; \quad \eta \in[0, \infty)
\end{align*}
$$

if $\quad g(R)=0, \quad$ then $\quad r(R, T)=\frac{9}{4}(F(R))^{\frac{1}{3}} \cdot\left(T_{0}(R) \pm T\right)^{\frac{2}{3}} ;$
if

$$
\begin{gather*}
T \in\left(-\infty, T_{0}(R)\right] \quad \text { for } \quad \text { " } " ; \quad T \in\left[-T_{0}(R), \infty\right) \text { for "+"; }  \tag{A.6}\\
-1<g(R)<0, \quad \text { then } r(R, T)=\frac{F(R)}{-2 g(R)} \cdot(1-\cos \eta) ;  \tag{A.7}\\
T_{0}(R) \pm T=
\end{gather*}
$$

$$
\begin{gather*}
T_{0}(R) \pm T=\frac{F(R)}{2(-g(R))^{\frac{3}{2}}} \cdot(\eta-\sin \eta) ; \eta \in[0, \pi] \text { for "-"; } \eta \in[0,2 \pi] \text { for "+"; } \\
8 \pi \cdot \mu(R, T)=\frac{\frac{d F(R)}{d R}}{r(R, T)^{2} \cdot \frac{\partial r(R, T)}{\partial R}} . \tag{A.8}
\end{gather*}
$$

The functions $F(R), g(R), T_{0}(R)$ are arbitrary functions fulfilling some conditions only, which are mentioned in this Appendix. For example, one has

$$
\begin{equation*}
F(R) \geq 0 ; \quad \lim _{R \rightarrow 0} \frac{F(R)}{g(R)}=0 \quad \text { for } \quad g(R) \neq 0 \tag{A.9}
\end{equation*}
$$

and

$$
F(0)=0 \text { for } g(R)=0 ; \quad F\left(R_{0}\right)=2 m ;
$$

where $m$ is the mass of the body and thus $2 m$ is the gravitational radius. Note that for $\eta \rightarrow 0$ the cases are identical to the case $g(R)=0$. Thus near to the singularity $\mu=\infty$ all cases are identical.

The solutions with + sense of time give the anticollapse; the solutions with sense of time the collapse. Present known physical laws allow the existence of anticollapse, too. We would mention that in (A.7) the definition of $\eta$ is not satisfactorily obvious. One may suppose that a collapse in the case $g(R)<0$ begins from the maximum size of the body, but in the case of anticollapse there is a full anticollapsecollapse period. This expectation is confirmed by the values of $\eta$. Nevertheless, one cannot exclude other cases by the known physical laws. For example, there may be reiterating anticollapse-collapse periods, too. Note that $g(R)>0$ in the case of collapse seems not to be physically reasonable because it needs a non-probable initial condition-a systematic spherical motion to the centre at $T=-\infty$.

The condition $\frac{d T_{0}(R)}{d R} \geq 0$ is fulfilled in the case of collapse because $T_{0}\left(R_{2}\right) \geq T_{0}\left(R_{1}\right)$ holds for any $R_{0} \geq R_{2} \geq R_{1} \geq 0$. Similarly, $-T_{0}\left(R_{2}\right) \leq-T_{0}\left(R_{1}\right)$ holds in the case of anticollapse for any $R_{0} \geq R_{2} \geq R_{1} \geq 0$. From this it follows that in any case the following condition is fulfilled:

$$
\begin{equation*}
\frac{d T_{0}(R)}{d R} \geq 0 \tag{A.10}
\end{equation*}
$$

In the Tolman solution the coordinate $R$ is not yet fixed. We may introduce a new $\bar{R}$ coordinate by the transformation $\bar{R} \equiv \bar{R}(R)$. Therefore, without loss of generality, we use in the whole paper (except for Section 3)

$$
\begin{gather*}
g(R)=-\sin ^{2} R \quad \text { for } \quad g(R)<0 ; \quad 0<R_{0} \leq \frac{\pi}{2}  \tag{A.11}\\
g(R)=\operatorname{sh}^{2} R \quad \text { for } g(R)>0  \tag{A.12}\\
F(R)=2 m \cdot R^{3} ; \quad R_{0}=1 \quad \text { for } g(R)=0 . \tag{A.13}
\end{gather*}
$$

Indeed, there may be some cases of the Tolman solution when these choices are not allowed. For example, if $g(R)$ has several local maxima and minima, then these choices are not possible. We do not consider these possibilities.

The positive value of density needs $\frac{d F(R)}{d R} / \frac{\partial r(R, T)}{\partial R}>0$. One usually requires $\frac{d F(R)}{d R}>0$ and $\frac{\partial r(R, T)}{\partial R}>$ too, and therefore in this paper we require them too.

We consider still the special case of uniform density. It is obvious that the density is uniform if and only if (see (A.8) and (A.9) for the integration constant)

$$
\begin{equation*}
F(R)=A(T) \cdot r^{3}(R, T) \tag{A.14}
\end{equation*}
$$

holds, where $A(T)$ is a suitable function. We see that in the case of $g(R)=0$ the requirement of uniform density is identical to the requirement of $T_{0}(R)=$ const.

This constant may be taken to be zero. For $g(R) \neq 0$ one has $r(R, T) \sim F(R) / g(R)$, that is, $g(R)=C(T) \cdot F(R)^{\frac{2}{3}}$, where $C(T)$ is a function. Nevertheless, this function cannot depend on $T$, and therefore in the case of uniform density the condition

$$
\begin{equation*}
F(R)=2 m \cdot\left(\frac{g(R)}{g\left(R_{0}\right)}\right)^{\frac{3}{2}} \tag{A.15}
\end{equation*}
$$

holds. The metric tensor is the well-known Friedmann metric:

$$
\begin{gather*}
d s^{2}=d T^{2}-a(R, T)^{2} \cdot\left(d R^{2}+f(R)^{2} \cdot d U^{2}\right) ; \quad a(R, T)=\frac{r(R, T)}{f(R)}  \tag{A.16}\\
f(R)=|g(R)| \quad \text { for } \quad g(R) \neq 0 ; f(R)=R \quad \text { for } \quad g(R)=0
\end{gather*}
$$

We would remark that near to the singularity the pressure certainly cannot be zero. Nevertheless, considering the ultrarelativistic case $p=\frac{\mu}{3}$, one may confirm that the general feature of collapse or anticollapse remains unchanged in the presence of the pressure too; see Lifshitz and Khalatnikov [19].
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#### Abstract

The gamma-ray spectrum due to the decay of ${ }^{187} \mathrm{~W}(23.9 \mathrm{~h})$ to ${ }^{187} \mathrm{Re}$ has been investigated using $\mathrm{Ge}(\mathrm{Li})$, hyper pure Ge and the $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ gamma-gamma coincidence spectrometers.

More than 60 gamma-ray lines could be indentified and fitted in a proposed level structure of ${ }^{187}$ Re. The gamma-ray lines at $65.4,103.8,115.5,147.3,154.4,178.8,191.1,201.8,261.0,262.7,345.7$ and 641.1 keV have been observed for the first time. The energy levels as well as the gamma-ray transitions used to reconstruct the level structure of this nucleus have been discussed.


## 1. Introduction

There are considerable discrepancies in the level structure of ${ }^{187} \mathrm{Re}$ due to the decay of ${ }^{187} \mathrm{~W}(23.9 \mathrm{~h})$, proposed by different authors [ $1-17$ ]. For instance the energy level at 529 keV proposed by Maack Bisgard et al [2] and observed by Langhoff [4] was not confirmed by other more recent investigations, the same argument applies to the energy level at 582 keV suggested by Bisgard et al [5]. Also, Michaelis [3] and Bashandy [6] proposed two new levels at 760 and 911 keV , which were not confirmed by other investigations. Brenner and Meyer [16], in their studies on the decay of ${ }^{187} \mathrm{~W}$, added about forty weak gamma-ray transitions to the level structure of ${ }^{187} \mathrm{Re}$, some of these new gamma-ray lines have been used to propose the new levels at 816.6, 826.8, $844.7,960.2,1190.4,1220.8$ and 1230.1 keV . The most recent studies by S . Yamada et al [17] on the low lying energy levels in ${ }^{187}$ Re show that more than forty one gamma-ray transitions could be observed, seven of them were observed for the first time. Three new levels at $1000.93,969.28$ and 933.54 keV were added to the level structure and need confirmation.

Accordingly, it has been decided to reinvestigate this nucleus using a large volume $\mathrm{Ge}(\mathrm{Li})$ detector and a hyper pure Ge detector together with the fast-slow coincidence circuit, which may give some more information about the ${ }^{187} \mathrm{Re}$ level structure and find some reasonable solutions for these discrepancies.

## 2. Experimental procedure

A 1.35 mg of natural ${ }^{186} \mathrm{~W}$ has been irradiated in one of the vertical channels of the Egyptian Research Reactor at AEA-Inchass. The gamma-ray transitions associated with the decay of ${ }^{187} \mathrm{~W}$ into ${ }^{187} \mathrm{Re}$ have been investigated using the coaxial $\mathrm{Ge}(\mathrm{Li})$ detector of active volume $76.7 \mathrm{~cm}^{3}$ coupled with a FET-preamplifier, spectroscopy amplifier and 4096 pulse-height analyzer. The resolution of the $\mathrm{Ge}(\mathrm{Li})$ detector was 2.2 keV at the 1333 keV gamma line of ${ }^{60} \mathrm{Co}$. The gamma-ray transitions in the low energy region ( $E_{\gamma}<280 \mathrm{keV}$ ) have been measured using a hyper pure Ge detector (planar type, 10 mm active diameter and 7 mm active depth). The resolution of the hyper pure Ge was 511 eV for 122 keV photons and 204 eV for 5.9 keV photons.

The gamma-gamma coincidence measurements have been carried out using a $\mathrm{Ge}(\mathrm{Li})$ - $\mathrm{NaI}(\mathrm{Tl})$ spectrometer provided with a fast-slow coincidence circuit which was explained in details in [18]. The $\mathrm{NaI}(\mathrm{Tl})$ used has an energy resolution of $9 \%$ at the 662 keV gamma ray transition of ${ }^{137} \mathrm{Cs}$. The time resolution of the fast-slow coincidence circuit was about $16.2 \mu \mathrm{~s}$, while that of the slow coincidence circuit was about $1.38 \mu \mathrm{~s}$.

The singles spectra have been measured once every day for a period of 7 days to make sure that the gamma-ray transitions under investigation (including the new transitions) belong only to the ${ }^{187} \mathrm{Re}$.

The relative gamma-ray intensities have been estimated using the efficiency curves of the $\mathrm{Ge}(\mathrm{Li})$ and the hyper pure Ge detectors measured under the same conditions of this experiment [18].

Using the $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ gamma-gamma coincidence spectrometer, three runs were performed where the $\mathrm{NaI}(\mathrm{Tl})$ detector was used for gating purposes to select the gamma-ray transitions in the energy regions of (40-120), (100-180) and (580-650) keV. Due to the poor resolution of the $\mathrm{NaI}(\mathrm{Tl})$ detector used, other neighbouring gammaray transitions were included in each of the above mentioned energy ranges.

## 3. Results and discussion

## A. Gamma ray singles spectra

The gamma-ray single spectrum obtained using the hyper pure Ge spectrometer for $E_{\gamma}<280 \mathrm{keV}$ and the gamma-ray transition at 641.1 keV taken by the $\mathrm{Ge}(\mathrm{Li})$ spectrometer are shown in Fig. 1.

From the singles spectra studied more than 60 gamma-ray lines have been identified, eight of them at $65.4,103.8,115.5,154.4,178.8,261.0,262.7$ and 641.1 keV have been observed for the first time. Also another four new gamma-ray transitions at 147.3, 191.1, 201.3 and 345.7 keV were observed in the coincidence spectra only.


Fig. 1. A portion of the gamma-ray singles spectra ( $E_{y}<280 \mathrm{keV}$ ) using the hyper pure Ge spectrometer. The gamma-ray transition at 641.1 keV taken by the $\mathrm{Ge}(\mathrm{Li})$ spectrometer is shown

The gamma ray lines at $16.6,29.23,40.9,93.0,100.0,123.0,138.5,165.6,275.0$, $347.0,375.9,564.0,578.0,767.0,844.0$ and 1086.0 keV which were reported by Brener et al [16] could not be observed in the peesent work. Also the gamma-ray lines at (96.0, $529.0),(301.0,760.0,777.0,626)(106,911)$ and 448.0 keV reported in [2, 4], [3], [6], [5], respectively and the gamma lines at $141.22,727.22,794.8,835.55,933.8,958.78$ and 1000.82 keV reported by Yamada et al [17] were not clear in our spectra.

The gamma-ray lines observed in the present work are presented in Table I together with the recent data $[13,16,17]$ for the sake of comparison. The relative intensities of the gamma-ray lines below 250.0 keV obtained by the pure Ge detector were calculated taking the intensity of the gamma-ray line at 246.0 keV as $100 \%$, which was normalized later to the intensity value of the gamma-ray line at 479.5 keV . The relative intensities of the gamma-ray lines which have the energy values higher than 250.0 keV obtained by the $\mathrm{Ge}(\mathrm{Li})$ detector have been calculated taking into consideration the intensity of the gamma-ray line at 479.5 keV as $100 \%$.

Table I
Energies and relative intensities of gamma-ray transitions in ${ }^{147} \mathrm{Re}$ following the decay of ${ }^{187} \mathrm{~W}$

| Present work |  | Yamada et al [17] |  | Brenner et al [16] |  | Krane et al [13] |  | Assignment from level - to level |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{\gamma}[\mathrm{keV}]$ | $I_{\nu}$ | $\mathrm{E}_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}$ | $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}$ | $E_{\gamma}[\mathrm{keV}]$ | $I_{\gamma}$ |  |
| 7.1 | $0.3+0.013$ | 7.49 | 9.71 | 7.1 | - | - | - | 625.5-618.4 |
| - | - | - | - | 16.61 | 0.027 | - | - | - |
| - | - | - | - | 29.23 | 0.016 | - | - | 618-589 |
| 36.5* | $0.05+0.0016$ | 36.24 | 0.1 | 36.38 | 0.099 | - | - | 625.5-589, 618.4-582 |
| - | - | - | - | 40.92 | 0.008 | - | - |  |
| $43.8{ }^{(a)}$ |  | - | - | 43.66 | 0.008 | - | - | 816.6-772.8 |
| 65.4 | $0.76 \pm 0.03$ | - | - | - | - | - | - | 647.4-582 |
| $70.2^{(a)}$ |  | - | - | - | - | - | - | 582-511.8 |
| 72 | $47.2 \pm 2.19$ | 72.02 | 39.61 | 72.46 | 50.99 | - | - | 206.3-134.3 |
| 77.2 | $0.04 \pm 0.001$ | 77.23 | 0.15 | 77.34 | 0.031 | - | - | 589-511.8 |
| - | - | - | - | 93.22 | 0.027 | - | - | - - |
| 103.8 | $0.037 \pm 0.001$ | - | - | - | - | - | - | 685.8-582 |
| 106* | $0.11 \pm 0.005$ | 106.6 | 0.15 | 106.59 | 0.114 | 107 | - | 618.4-511.8, 879.5-772.8 |
| 113.7 | $0.26 \pm 0.01$ | 113.77 | 0.3 | 113.75 | 0.35 | 114 | - | $625.5-511.8$ |
| 115.5 | $0.019 \pm 0.001$ | - | - | - | - | - | - | 960.2-844.7 |
| - | - | - | - | 123.79 | 0.012 | - | - | - |
| 134.3 | $40.74 \pm 1.89$ | 134.25 | 33.53 | 134.22 | 40.31 | 134 | - | 134.3-0 |
| - | - | - | - | 138.5 | 0.019 | - | - | - |
| - | - | 141.22 | 0.03 | - | - | - | - | 827.19-685.8 |
| $147.3{ }^{(\mathrm{a})}$ | - | - | - | - | - | - | - | 772.8-625.5 |
| 154.4 | $0.058 \pm 0.002$ | - | - | - | - | - | - | 772.8-618.4 |
| - | - | - | - | 165.67 | 0.004 | - | - | 302.8-134.3 |
| 168.5 | $0.05 \pm 0.0016$ | 168.15 | 0.01 | 169.5 | 0.012 | - | - | 302.8-134.3 |
| 174 | $0.07 \pm 0.002$ | - | - | 174.04 | 0.002 | - | - | 685.8-511.8 |
| $178.8$ | $0.05 \pm 0.0018$ | - | - | - | - | - | - | 864.6-685.8 |
| $191.1{ }^{(a)}$ | - | - | - | - | - | - | - | 816.6-625.5 |
| $198.2^{\text {(a) }}$ | - | - | - | 198.34 | 0.008 | - | - | 816.6-618.4 |
| $201.3^{(a)}$ | - | - | - | - | - | - | - | 826.8-625.5 |
| 206.3 | $0.61 \pm 0.025$ | 206.18 | 0.53 | 206.29 | 0.65 | 206 | - | 206.3-0 |
| 208.4 | $0.006 \pm 0.001$ | - | - | 208.28 | 0.003 | - | - | $826.8-618.4$ |
| 239.1 | $0.35 \pm 0.015$ | 238.82 | 0.76 | 239.03 | 0.395 | 239 | - | 864.6-625.5_ |


|  | 246.2 | $0.54 \pm 0.023$ | 246.33 | 0.44 | 246.18 | 0.54 | 246 | - | 864.6-618.4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 261 | $0.04 \pm 0.001$ | - | - | - | - | - | - | $772.8-511.8$ |
|  | 262.7 | $0.04 \pm 0.001$ | - | - | - | - | - | - | 844.7-582 |
| * | - | - | - | - | 275.61 | 0.008 | - | - | 864-589 |
|  | $345.7^{(a)}$ | - | - | - | - | - | - | - | 1190.4-844.7 |
|  | - | - | - | - | 352,86 | 0.007 | - | - | 865-512 |
|  | - | - | - | - | 374.31 | 0.012 | - | - | - |
|  | - | - | - | - | 375.93 | 0.015 | - | - | - |
|  | 454.7 | $0.12 \pm 0.005$ | 454.85 | 0.17 | 454.92 | 0.134 | 454 | - | 589-134.3 |
|  | 479.5 | 100 | 479.56 | 100 | 479.53 | 100 | 479 | - | 685.8-206.3 |
|  | $484.1{ }^{(8)}$ | - | - | - | 484.15 | 0.079 | - | - | 618.4-134.3 |
|  | $491.2{ }^{(a)}$ | - | - | - | 492.8 | 0.118 | - | - | 625.5-134.3 |
|  | 511.8 | $2.63 \pm 0.111$ | 511.7 | 3.49 | 511.76 | 2.95 | 511 | - | 511.8-0 |
|  | 551.5 | $21.2 \pm 0.93$ | 551.57 | 23.89 | 551.55 | 23.28 | 552 | - | 685.8-134.3 |
|  | - | - | 562.01 - | 0.01 | 564.62 | 0.055 | - | - | 1190-626 |
|  | 573.4 | $0.015 \pm 0.001$ | - |  | 573.71 | 0.002 | - | - | 1220.8-647.4 |
|  | 576.7 | $0.03 \pm 0.001$ | 575.83 | 0.01 | 576.31 | 0.03 | - | - | 879.5-302.8 |
|  | - | - | - | - | 578.72 | 0.004 | - | - | - |
|  | 582 | $0.2 \pm 0.008$ | - | - | - | - | - | - | 582-0 |
|  | 589 | $0.49 \pm 0.002$ | 589.12 | 0.61 | 589.09 | 0.55 | 589 | - | 589-0 |
|  | $611.7{ }^{(a)}$ | 0.005 | 612.9 | 0.01 | 612.92 | 0.009 | - | - | 1230.1-618.4 |
|  | 618.4 | $30.5 \pm 1.34$ | 618.35 | 29.92 | 618.37 | 28.73 | 618 | - | 618.4-0 |
|  | 625.5 | $4.43 \pm 0.194$ | 625.49 | 5.1 | 625.52 | 4.98 | 625 | - | 625.5-0 |
|  | 638.5* | $0.13 \pm 0.005$ | 638.65 | 0.08 | 638.65* | 0.014 | - | - | 772.8-134.3, 844.7-20.63 |
|  | 641.1 | $0.13 \pm 0.005$ | - | - | - | - | - | - | 1230.1-589 |
|  | 647.4 | $0.03 \pm 0.001$ | - | - | 647.3 | 0.003 | - | - | 647.4-0 |
|  | $682.33^{(0)}$ | - | 682.26 | 0.03 | 682.34 | 0.031 | - | - | 816.6-134.3 |
|  | 685.8 | $114.25 \pm 5.01$ | 685.8 | 133.48 | 685.81 | 124.9 | 686 | - | 685.8-0 |
| $\stackrel{2}{0}$ | $692.5{ }^{(a)}$ | - | 693.19 | 0.07 | 693.06 | 0.006 | - | - | $826.8-134.3$ |
| 3 | - | - | 727.22 | 0.17 | , | - | - | - | 933.54-206.2 |
| है. | $730.3{ }^{(2)}$ | - | - | - | 730.32 | 0.079 | - | - | 864.6-134.3 |
| 2 | 745.2 | $1.24 \pm 0.054$ | 745.29 | 1.46 | 745.2 | 1.363 | 746 | - | 879.5-134.3- |
| 簀 | - | - | - | - | 767.37 | 0.007 | - | - | - |
| , | 772.8 | $17.71 \pm 0.78$ | 772.85 | 20.81 | 772.87 | 18.87 | 773 | - | 772.8-0 |
| 3 | - | - | 794.8 | 0.11 | - | - | - | - | 1000.93-206.2 |
| 8 | 816.6 | $0.04 \pm 0.001$ | 816.49 | 0.05 | 816.56 | 0.045 | - | - | 816.6-0 |
| ¢ | 825.9 | $0.009 \pm 0.001$ | - | - | 825.96 | 0.001 | - | - | 960.2-134.3 |

Table I (cont.)

| Present work |  |  | Yamada et al $[17]$ |  |  | Brenner et al [16] |  |  | Krane et al [13] |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

(a) Coin only.

* Two positions in the decay scheme.


## B. Gamma-gamma coincidence spectra

Using the gamma-gamma fast-slow coincidence spectrometer, three gates were selected in order to confirm and/or identify the new gamma transitions mentioned above.
(i) When the $\mathrm{NaI}(\mathrm{Tl})$ detector was used to gate $\left(40 \mathrm{keV}<E_{\gamma}<120 \mathrm{keV}\right)$, the gammaray transitions at energies of $65.4,103.8,147.3,154.4,178.8,191.1,201.3,261.0$, 262.7 and 641.1 keV were identified and confirmed for the first time in the present singles and/or coincidence spectra as illustrated in Fig. 2.

Also, by using this gate the gamma-ray lines at 198.2, 208.4, 611.7 and 638.5 keV mentioned in [16] and the 582.0 keV of [5] have been confirmed.
(ii) The second gate was in the range of 100 up to 180 keV . In this gate the $(103.8,147.3$, $154.4,178.8,191.1,201.3,261.0$ and 262.7 keV ) were confirmed. The coincidence spectrum is presented in Fig. 3. The energies at 43.8, 106.6, 168.5, 174, 198.3, 208.4, $454.7,484.1,491.2,567.7,582,611.7,638.5,682.3,692.5,730.3$ and 825.9 keV of [5, $15,16]$ are also confirmed.


Fig. 2. The gamma-gamma coincidence spectrum obtained using the $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ spectrometer (the gate width at $40-120 \mathrm{keV}$ )

iq. 3. The gamma-gamma coincidence spectrum obtained using $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ spectrometer, the gate width at $100-180 \mathrm{keV}$
(iii) In the third gate, the energy range was $(580<E<650 \mathrm{keV})$, two other new gamma transitions at energies 115.5 and 345.7 keV were observed to be in coincidence with $E_{\gamma}=638.5 \mathrm{keV}$ as shown in Fig. 4.


Fig. 4. The gamma-gamma coincidence spectrum obtained using $\mathrm{Ge}(\mathrm{Li})-\mathrm{NaI}(\mathrm{Tl})$ spectrometer, the gate width at $580-650 \mathrm{keV}$

## 4. Level structure of ${ }^{187} \mathrm{Re}$

The gamma-ray transitions identified and confirmed in the present investigation are fitted in a proposed level structure of ${ }^{187} \mathrm{Re}$ as shown in Fig. 5. Several remarks could be pointed out:
(i) Twelve gamma-ray transitions at energies of $65.4,103.8,115.5,147.3,154.4,178.8$, 191.1, 201.8, $261.0,262.7,345.7$ and 641.1 keV have been identified for the first time in the singles and/or coincidence spectra.
(ii) The level at 529.0 keV proposed by [2, 4] and 911.0 suggested by $[3,6]$ as well as the energy levels at $933.54,969.28$ and 1000.93 keV proposed by [17] were not included in the present proposed level scheme due to the absence of the populating and/or depopulating transitions in the present singles and/or coincidence results.


Fig. 5. The level structure of ${ }^{187} \mathrm{Re}$
(iii) In addition, the present work confirms the 582.0 keV level proposed only by [5]. The 647.2 keV level observed by $[15,16]$ and the $816.6,826.8,844.7,960.2,1190.4$ and 1230.1 keV levels proposed by [16] were also confirmed due to the presence of the gamma-ray transitions populating or depopulating these levels in the singles and/or coincidence spectra.
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# THE ELECTRICAL CONDUCTIVITY AND PYROELECTRICAL PROPERTIES OF FERRIC ACETYLACETONE SINGLE CRYSTAL 
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#### Abstract

The dielectric constant, the electrical conductivity and the pyroelectric behaviour of ferric acetylacetone $\mathrm{Fe}(\mathrm{ac} . \mathrm{ac})_{3}$ single crystal have been measured as a function of temperature from 20 to $140^{\circ} \mathrm{C}$. The measurements along the $b$-axis show a peak value in the dielectric constant at $82^{\circ} \mathrm{C}$, while no peaks were recorded along the other axes. This anomaly is described as due to a phase transition. On repeating these measurements at high frequency ( 100 kHz ), no abnormality was obtained. The electrical conductivity measurements show a discontinuity around the transition temperature at $82^{\circ} \mathrm{C}$. The spontaneous polarization of the crystal was measured along the $b$-axis at different temperatures. The curve shows a rapid decrease in the crystal polarization between 60 and $100^{\circ} \mathrm{C}$.


## Introduction

The ferroelectric-like behaviour of the acetylacetone compounds has drawn some attention due to the abnormality in the dielectric constant vs temperature curves. The acetylacetone is a substance that does the duty of two structure isomer each being capable of changing rapidly into the other when the equilibrium is disturbed, e.g. by addition of certain reagents. It forms organometallic complexes with many elements of different valencies. The dielectric properties of $\mathrm{Na}(\mathrm{ac} . \mathrm{ac}$.) have been studied by many authors [1, 2]. They show that the compound underwent partial chemical transformation at certain temperature. Molokhia and Tawfik [3] studied the dielectric behaviour of $\mathrm{K}(\mathrm{ac} . a \mathrm{c}$.). Two peaks were recorded in the dielectric constant os temperature curve at 10 and $21^{\circ} \mathrm{C}$. On studying $\mathrm{Li}(\mathrm{ac} . \mathrm{ac})$, no abnormality was found in the dielectric constant [4]. It was concluded that the ferroelectric-like behaviour exhibited by the acetylacetone compounds with alkali metals, is due to molecular structure and is highly dependent on the ionic radii of the alkali metal. The dielectric behaviour of ferric acetylacetone $\mathrm{Fe}(\mathrm{ac} . \mathrm{ac} .)_{3}$ polycrystals has been also studied [5]. A peak value was obtained in both dielectric constant and loss tangent at $85^{\circ} \mathrm{C}$. It has been explained as a transition temperature due to an internal structure reorientation at which the ferric acetylacetone changed from ketonic to enolic complex. In the present work, the ferroelectric acetylacetone was used in a form of single crystal. The dielectric
constant was measured as a function of temperature and frequency. Also the electrical conductivity and the pyroelectrical properties were studied at different temperatures in order to examine the semiconduction behaviour of $\mathrm{Fe}(\mathrm{ac} . \mathrm{ac} .)_{3}$.

## Experimental techniques

## a) Crystal preparation

The ferric acetylacetone was prepared by adding ferric hydroxide to the equivalent amount of acetylacetone in alcohol. The single crystal was obtained by following the method of Louis et al [6]. The crystals obtained were lightly red and nearly transparent. Typical crystal dimensions are $0.3 \times 0.4 \times 0.7 \mathrm{~cm}^{3}$. Single crystal samples were electroded on opposing flat faces with silver paste. The electrical connections consisted of a thin copper wire attached with the same silver paste. The crystal orientation was determined by an X-ray diffractometer (Phillips PH23).

## b) Measurements

The dielectric constant of the samples was measured by using the techniques developed by Glass [7]. In this method, the crystal is considered as a dielectric medium in between a parallel plate capacitor. The capacitance is linearly related to the dielectric constant perpendicular to the iwo opposing electroded faces. A circuit of an operational amplifier was used in which the gain is directly proportional to the capacitance of the sample. A Keithly model 616 electrometer operational amplifier was used. Another electrometer of the same type was used as a unity gain amplifier to isolate the circuit from the oscillator. A modified radio frequency oscillator was used giving signals up to 200 kHz with an accuracy of $\pm 1 \%$.

Measurements of volume conductivity were carried out using a two probe method, placing a known voltage across the crystal and measuring the current with a nanoammeter (Phillips PM 2435).

The pyroelectric measurements were carried out using a charge integration technique adopted by Lipscomb et al [8]. An operational amplifier is used as a current integrator. The temperature of the sample is changed causing a change in the sample polarization $P_{s}$. The charge that flows to the plates of the capacitor is integrated and the output of the operational amplifier is proportional to the change in polarization of the sample. The pyroelectric coefficient is the rate of change of polarization with respect to the temperature and is perpendicular to the electrodes.

## Results and discussion

## a) Dielectric constant

The dielectric constant of ferric acetylacetone was measured as a function of temperature along the three axes of the crystal. Fig. 1 shows the effect of temperature on the dielectric constant at a frequency of 1 kHz . The measurements along the $b$-axis show a peak value in the dielectric constant at $82^{\circ} \mathrm{C}$. No anomalous behaviour was recorded along the $a$ - or $c$-axis. The position of the peak was found to be shifted two degrees ( $82{ }^{\circ} \mathrm{C}$ ) when measuring the dielectric constant while the temperature is decreasing. As shown from Fig. 1, the dielectric constant increased from 25 at room temperature to 415 at the same rate. After the temperature reaches $110^{\circ} \mathrm{C}$, the dielectric constant increased rapidly up to the melting point of the crystal $\left(180^{\circ} \mathrm{C}\right)$.

This behaviour along the $b$-axis is inconsistent with the work done on the polycrystal ferric acetylacetone [5], in which a pronounced peak in the dielectric constant was recorded at $86^{\circ} \mathrm{C}$, giving an indication that a certain transformation might be developed in this compound. The existence of such anomalous behaviour along the $b$-axis only suggests that the transformation is mainly due to crystal structure variation.

The anomaly in the dielectric constant along the $b$-axis has been also studied at different frequencies. Fig. 2 illustrates this behaviour at 1,50 and 100 kHz . As shown in the Figure, the dielectric constant at the peak value decreased with increasing frequency. At 100 kHz , no abnormality in the dielectric constant was obtained. The acetylacetone is polar in nature, it has a very active hydrogen atom in the $\mathrm{CH}_{2}$ group which tends to be replaced by the iron atom to form the ferric acetylacetone. The total polarization of this compound in the single crystal form may be composed of electronic, ionic and space charge polarizations. The space charge polarization is only


Fig. 1. Effect of temperature variation on the dielectric constant of $\mathrm{Fe}(\mathrm{ac} . \mathrm{ac} .)_{3}$ single crystal along the different axes at 1 kHz


Fig. 2. Variation of dielectric constant with temperature along the $b$-axis for the $\mathrm{Fe}(\mathrm{ac} . \mathrm{ac})_{3}$ single crystal at different frequencies
active at low frequencies, while at high frequencies, the electronic and ionic polarization are predominant. Since the dielectric constant is directly proportional to the space charge polarization, it is expected that on increasing the frequency, the dielectric constant decreases as shown in Fig. 2.

## b) Electrical conductivity

The electrical conductivity ( $\sigma$ ) of ferric acetylacetone single crystal was measured as a function of temperature. Fig. 3 shows the logarithm of conductivities against the reciprocal of the absolute temperature along the three axes of the single crystal. The curves illustrate an increase in the electrical conductivity with temperature along the different axes. The measurements along the $b$-axis show a discontinuity around the transition temperature $\left(82^{\circ} \mathrm{C}\right)$. On calculating the activation energy from the slope of the straight parts of these curves, it was found to be $0.92,0.86$ and 1.16 eV for the $a, b$ and $c$-axes, respectively. The existence of such activation energy in the crystal may be due to some imperfections in the crystal structure resulting from the space charge polarization.

## c) Pyroelectric properties

The abnormality appearing in the dielectric constant on changing the sample temperature is usually accompanied by the onset of a spontaneous polarization $\left(P_{s}\right)$ of the crystal. Fig. 4 illustrates the change in spontaneous polarization ( $\Delta P_{s}$ ) vs temperature along the $b$-axis. As shown in the Figure $\Delta P_{s}$ rapidly decreases between 60 and $100^{\circ} \mathrm{C}$ passing through the transition temperature. On cooling the sample, the
curve was reproducible with a slight difference in the value of $\Delta P_{s}$. A trial has been made to reverse the direction of the spontaneous polarization by poling the crystal under a field of $1000 \mathrm{~V} / \mathrm{cm}$. No change was observed in the direction of $\Delta P_{s}$, although some change was recorded in the magnitude of $\Delta P_{s}$. The onset of spontaneous polarization below the transition temperature in this material suggests that the ferric acetylacetone is of ferroelectric behaviour.


Fig. 3. Electrical conductivity of $\mathrm{Fe}(\mathrm{ac} . \mathrm{ac} .)_{3}$ single crystal as function of temperature along the three axes


Fig. 4. The temperature dependence of the spontaneous polarization along the $b$-axis of the $b$-axis of the $\mathrm{Fe}(\mathrm{ac} . \mathrm{ac} .)_{3}$ single crystal

In conclusion, the ferric acetylacetone single crystal undergoes a phase change from a nonpolar to a polar state at $82^{\circ} \mathrm{C}$. The dielectric anomaly along the $b$-axis and the discontinuity in the electrical conductivity together with the pyroelectric effect that accompanies the transition resemble those of a first order ferroelectric transition.
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#### Abstract

The applicability of RKR - the true potential in comparison to that of Morse potential, has been tested for the transition ( $B^{1} \Sigma-X^{1} \Sigma$ ) of BeO band system through various tests. The expression $R_{e}(r)$, the electronic transition moment variation with internuclear distance $r$, using the Franck Condon (FC) factors and $r$-centroids ( $\bar{v}_{v^{\prime} v^{\prime}}$ ) of the true potential has been derived and evaluated for both linear and quadratic fitting. This has further been used to calculate the smoothed Condon factor $P_{v^{\prime} v^{\prime \prime}}$ and the ratio $\beta\left(=I / v^{4} / P_{v^{\prime} v^{\prime \prime}}\right)$ representing its comparison with experimental band strengths $\left(I / v^{4}\right)$. Through the comparative study of such values, viz. $p_{v}^{\prime \prime}, v^{\prime \prime} s, \beta^{\prime} s$ and vibrational temperatures deduced both under constancy of $R_{e}$ and the variation of $R_{e}$ with $r$, the efficacy of true potential in relation to that of Morse potential has been discussed.


## 1. Introduction

In recent years, much interest is being focussed on the theoretical aspects [1-14] of the $\mathrm{BeO}\left(B^{1} \Sigma-X^{1} \Sigma\right)$ band system. The study of this diatomic molecule is of considerable significance because of its astrophysical importance like other related oxides of alkaline earths [15-19]. As the bands of the BeO molecule can be easily produced in the laboratory, any difficulties encountered in getting spectral information of such molecules directly from astral sources could be overcome by investigating them in laboratory sources.

In this regard, experiments were conducted to excite the bands of BeO molecule in laboratory sources. They were then subjected to measurement for peak intensities [ 16,20 ]and integrated intensities [21]. These experimental values of relative intensities of the vibrational bands of BeO molecule, in conjunction with their theoretically computed vibrational transition probabilities not only lead tr the estimation of the temperature of the source, but also to the study of the variation of electronic transition moment $R_{e}$ with internuclear distance $r$, i.e. the $R_{e}(r)$ variation.

Such a study of $R_{e}(r)$ variation has been made for the band system $B^{1} \Sigma-X^{1} \Sigma$ of BeO molecule by Sreedhar Murthy [21]. He has derived $R_{e}(r)$ variation by using his own data of integrated intensities and employing the $r$-centroid ( $\bar{r}_{\nu^{\prime}, v^{\prime}}$ ) method of Nicholls and Jarmain [22]. On the other hand, one of the authors, Tulasigeri [23], using the integrated intensities of Sreedhar Murthy has evaluated $R_{e}\left(\bar{r}_{v^{\prime}, v^{\prime \prime}}\right)$ for the same band system by adopting the method of regression of Cunio and Jansson [25] for both linear and quadratic fitting.

The validity of the expression derived for $R_{e}\left(\bar{r}_{v^{\prime} v^{\prime \prime}}\right)$ vitally depends upon the reliability of the integrated intensity values and the accuracy of the vibrational wave functions which, in turn, are used to calculate the theoretical vibrational transition probabilities. In the present band system under study, although Sreedhar Murthy has used accurate data of band intensities - the integrated intensities - the FranckCondon (FC) factors used by him are those obtained by employing the potential energy function of Morse [27]. However, these latter data of FC factors on the basis of Morse potential function in the theoretical computations suffer from the limitation that this potential generally holds in the region of relatively lower vibrational quantum numbers only. The applicability of the Morse potential function, on considerations of Sharma [28], has been examined by an application of various tests. These tests have led us to the conclusion that the Morse potential energy curves do not run the course as given by the Rydberg-Klein-Rees [29-31] (RKR) potential, an expression considered to be conforming to experimental data and hence realistic.

The situation as presented above called for the application of RKR potential to the BeO band system and this study has been undertaken in the present investigation. The FC factors thus computed by the application of RKR potential have been used to derive $R_{e}(r)$, the electronic transition moment variation expression and with it to obtain an estimate of the temperature of the source. The results thus obtained are presented in the following Section.

## 2. Construction of potential energy curves and their comparative study

### 2.1. Construction of the curves

In the manner similar to that shown by Tawde and Tulasigeri [32, 33], the values of turning points $r_{\text {min }}$ and $r_{\text {max }}$ have been calculated with RKR and Morse potential energy functions for the vibrational levels $v=0$ to $v=10$ of the two electronic states $B^{1} \Sigma$ and $X^{1} \Sigma$ of BeO band system. These turning point values are recorded in Table I.

With the use of the data of Table I, the potential energy curves have been constructed and represented to scale in Fig. 1. The molecular constants used for calculating the turning point values and other calculations involved in the present investigation are taken from Herzberg [34] and they are reproduced in Table II.

Table I
Eigenvalues and turning points of the potential energy curves of $B^{\prime} \Sigma$ and $X^{\prime} \Sigma$ of BeO molecule

| $v$ | $\begin{gathered} \text { Energy } \\ \text { value } \\ E\left[\mathrm{~cm}^{-1}\right] \end{gathered}$ | RKR <br> (Authors) |  | Morse (Authors) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $r_{\text {min }}[\mathrm{nm}]$ | $r_{\text {max }}[\mathrm{nm}]$ | $r_{\text {min }}[\mathrm{nm}]$ | $r_{\text {max }}[\mathrm{nm}]$ |
| 0 | $\begin{aligned} & 741 \\ & 684 \end{aligned}$ | $\begin{aligned} & 0.1271_{9} \\ & 0.1300_{7} \end{aligned}$ | $\begin{aligned} & 0.1397_{8} \\ & 0.1431_{7} \end{aligned}$ | $\begin{aligned} & 0.1271_{9} \\ & 0.1300_{2} \end{aligned}$ | $\begin{aligned} & 0.1397_{7} \\ & 0.1431_{2} \end{aligned}$ |
| 1 | $\begin{aligned} & 2204 \\ & 2039 \end{aligned}$ | $\begin{aligned} & 0.1233_{7} \\ & 0.1259_{7} \end{aligned}$ | $\begin{aligned} & 0.1453_{1} \\ & 0.1487_{6} \end{aligned}$ | $\begin{aligned} & 0_{0.1233} \\ & 0.1258 \end{aligned}$ | $\begin{aligned} & 0.1452_{5} \\ & 0.1486_{6} \end{aligned}$ |
| 2 | $\begin{aligned} & 3644 \\ & 3379 \end{aligned}$ | $\begin{aligned} & 0.1208_{7} \\ & 0.1233_{6} \end{aligned}$ | $\begin{aligned} & 0.1493_{6} \\ & 0.1529_{2} \end{aligned}$ | $\begin{aligned} & 0.1208_{4} \\ & 0.1232_{0} \end{aligned}$ | $\begin{aligned} & 0.1493_{6} \\ & 0.1527_{6} \end{aligned}$ |
| 3 | $\begin{aligned} & 5061 \\ & 4703 \end{aligned}$ | $\begin{aligned} & 0.1189_{8} \\ & 0.1213_{4} \end{aligned}$ | $\begin{aligned} & 0.1529_{6} \\ & 0.1564_{9} \end{aligned}$ | $\begin{aligned} & 0.1189_{4} \\ & 0.1211_{3} \end{aligned}$ | $\begin{aligned} & 0.1529_{2} \\ & 0.1562_{7} \end{aligned}$ |
| 4 | $\begin{aligned} & 6453 \\ & 6012 \end{aligned}$ | $\begin{aligned} & 0.1174_{3} \\ & 0.1196_{8} \end{aligned}$ | $\begin{aligned} & 0.1562_{3} \\ & 0.1597_{3} \end{aligned}$ | $\begin{aligned} & 0.1173_{7} \\ & 0.1194_{0} \end{aligned}$ | $\begin{aligned} & 0.1561_{7} \\ & 0.1594_{5} \end{aligned}$ |
| 5 | $\begin{aligned} & 7812 \\ & 7305 \end{aligned}$ | $\begin{aligned} & 0.1160_{9} \\ & 0.1182_{6} \end{aligned}$ | $\begin{aligned} & 0.1593_{0} \\ & 0.1627_{5} \end{aligned}$ | $\begin{aligned} & 0.1160_{3} \\ & 0.1179_{2} \end{aligned}$ | $\begin{aligned} & 0.1592_{3} \\ & 0.1624_{1} \end{aligned}$ |
| 6 | $\begin{aligned} & 9168 \\ & 8583 \end{aligned}$ | $\begin{aligned} & 0.1149_{2} \\ & 0.1170_{1} \end{aligned}$ | $\begin{aligned} & 0.1622_{3} \\ & 0.1656_{2} \end{aligned}$ | $\begin{aligned} & 0.1148_{5} \\ & 0.1166_{0} \end{aligned}$ | $\begin{aligned} & 0.1621_{6} \\ & 0.1652_{1} \end{aligned}$ |
| 7 | $\begin{array}{r} 10.489 \\ 9845 \end{array}$ | $\begin{aligned} & 0.1138_{8} \\ & 0.11588_{9} \end{aligned}$ | $\begin{aligned} & 0.1650_{6} \\ & 0.1683_{7} \end{aligned}$ | $\begin{aligned} & 0.1138_{0} \\ & 0.1154_{2} \end{aligned}$ | $\begin{aligned} & 0.1649_{9} \\ & 0.1679_{0} \end{aligned}$ |
| 8 | $\begin{aligned} & 11.788 \\ & 11.092 \end{aligned}$ | $\begin{aligned} & 0.1129_{3} \\ & 0.1148_{7} \end{aligned}$ | $\begin{aligned} & 0.1678_{5} \\ & 0.1710_{3} \end{aligned}$ | $\begin{aligned} & 0.1128_{5} \\ & 0.1143_{5} \end{aligned}$ | $\begin{aligned} & 0.16775 \\ & 0.1705_{5} \end{aligned}$ |
| 9 | $\begin{aligned} & 13.062 \\ & 12.324 \end{aligned}$ | $\begin{aligned} & 0.1120_{6} \\ & 0.1139_{5} \end{aligned}$ | $\begin{aligned} & 0.1705_{5} \\ & 0.1736_{3} \end{aligned}$ | $\begin{aligned} & 0.1119_{8} \\ & 0.1133_{6} \end{aligned}$ | $\begin{aligned} & 0.1704_{7} \\ & 0.1730_{4} \end{aligned}$ |
| 10 | $\begin{aligned} & 14.313 \\ & 13.540 \end{aligned}$ | $\begin{aligned} & 0.1112_{6} \\ & 0.1131_{0} \end{aligned}$ | $\begin{aligned} & 0.1732_{2} \\ & 0.1761_{7} \end{aligned}$ | $\begin{aligned} & 0.1111_{8} \\ & 0.1124_{5} \end{aligned}$ | $\begin{aligned} & 0.1731_{5} \\ & 0.1755_{2} \end{aligned}$ |

Note. Upper number in each vibrational state corresponds to $X^{\prime} \Sigma$ state and lower number to $B^{\prime} \Sigma$ state.

Table II
Molecular constants of $\mathrm{BeO}\left(B^{\prime} \Sigma-X^{\prime} \Sigma\right)$ band system

| State | $\omega_{e}$ <br> $\left[\mathrm{~cm}^{-1}\right]$ | $\omega_{e} x_{e}$ <br> $\left[\mathrm{~cm}^{-1}\right]$ | $r_{e}$ <br> $[\mathrm{~nm}]$ | $B_{e}$ <br> $\left[\mathrm{~cm}^{-1}\right]$ |
| :---: | :---: | :---: | :---: | :---: |
| $X^{\prime} \Sigma$ | 1487.323 | 11.8297 | 0.13308 | 1.6510 |
| $B^{\prime} \Sigma$ | 1370.817 | 7.7455 | 0.13622 | 1.5758 |
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### 2.2. Comparative study of the curves

There are two criteria, viz. $\alpha_{e}$ test and $B_{v}$ test employed earlier by Tawde and Tulasigeri, which have been applied here to test the relative merit of Morse potential with respect to RKR potential as explained below.

The evaluation of theoretical $\alpha_{e}$ values has been done by using the Pekeris [35] expression for Morse potential and that of $B_{v}$ values by the theoretical expression of Jarmain [36] on the computed normalised vibrational wave functions of both Morse and RKR potentials. These calculated values of $\alpha_{e}$ and $B_{v}$ are then compared with the observed $\alpha_{e}$ and $B_{v}$ data on the system under study. Of these, the two sets of comparative values are drawn up in columns 2 and 3 of Table III. The deviation of the observed set of values from the calculated ones is also worked out and shown in column 4 of the same Table. The study of the relative magnitudes of these deviations with respect to the two electronic states of the molecular system reveals that the deviation in the upper state is greater than in the lower state. Since the theoretical $\alpha_{e}$ expression is based on Morse potential, the test leads to the conclusion that one would expect Morse potential energy curves to diverge more in the upper electronic state than in the lower one. This is generally confirmed by the comparison of the data on $r_{\text {min }}$ and $r_{\text {max }}$, the

## Table III

Results of $\alpha_{e}$ test

| Electronic <br> state | $\alpha_{e}$ (calculated) <br> $\left[\mathrm{cm}^{-1}\right]$ | $\alpha_{e}$ (observed) <br> $\left[\mathrm{cm}^{-1}\right]$ | Deviation <br> $\left[\mathrm{cm}^{-1}\right]$ |
| :---: | :---: | :---: | :---: |
| $X^{\prime} \Sigma$ | $18.4 \times 10^{-3}$ | $19.0 \times 10^{-3}$ | $0.6 \times 10^{-3}$ |
| $B^{\prime} \Sigma$ | $13.2 \times 10^{-3}$ | $15.4 \times 10^{-3}$ | $2.2 \times 10^{-3}$ |

centre position and the halfwidths entered in Table I, corresponding to the two states and it is also verifiable from the plot of the two $U(r)$ curves, RKR and Morse (Fig. 1).

Taking now the $B_{v}$ test for the study of the comparative merits of the two potential energy curves, the computed normalised vibrational wavefunctions have been employed for calculating the rotational constant $B_{v}$ by using the following relation of Jarmain

$$
\begin{equation*}
B_{v}=\frac{h}{8 \pi^{2} c \mu} \int_{0}^{\infty}\left\{\frac{\psi_{v}(r)}{r}\right\}^{2} d r . \tag{1}
\end{equation*}
$$

The $B_{v}$ values thus calculated have been recorded in columns 3 and 4 of Table IV. The experimental values of the quantity available from the work of Lagerqvist and Westoo [37], are entered in column 5 of the same Table IV, for comparison. It is apparent from the comparison that in the upper state the Morse potential theoretical values of $B_{v}$ deviate appreciably from the experimental ones; whereas in the case of RKR potential, the situation is almost in contrast to this, showing appreciable agreement of the theoretical $B_{v}$ values with the observed ones, both in the ground and upper states. It is

Table IV

| $B_{v}$ test for wave functions |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| State | $v$ | RKR <br> (Authors) | Morse <br> (Authors) | $B_{v}$ (observed) |
|  |  | 1.640 | 1.642 | $1.641_{5}$ |
| $X^{\prime} \Sigma$ | 0 | 1.625 | 1.623 | $1.622_{3}$ |
|  | 1 | 1.605 | 1.605 | $1.603_{5}$ |
|  | 2 | 1.587 | 1.583 | $1.584_{6}$ |
|  | 3 | 1.566 | 1.616 | $1.565_{6}$ |
|  | 4 | 1.555 | 1.642 | $1.546_{5}$ |
| $B^{\prime} \Sigma$ | 5 | 1.566 | 1.569 | $1.568_{4}$ |
|  | 0 | 1.552 | 1.556 | $1.552_{9}$ |
|  | 1 | 1.534 | 1.543 | $1.537_{1}$ |
|  | 3 | 1.523 | 1.529 | $1.521_{6}$ |

only in the ground sate $\left(X^{\prime} \Sigma\right)$ that the Morse potential holds good for a relatively greater region, i.e. up to $v^{\prime \prime} \simeq 3$ but in the upper state as concluded above, it gives a deviation that increases steadily from as low a value as $v^{\prime} \simeq 1$.

The findings as above from $B_{v}$ test are generally in agreement with the results of the $\alpha_{e}$ test and in point of their comparison with the turning points $r_{\text {min }}$ and $r_{\text {max }}$. The conclusion is, therefore, inevitable that the RKR potential is of much greater validity than the Morse potential in the theoretical interpretation of the phenomenon, if reliance is to be placed on the available data of experimental observations.

## 3. Computation of Franck-Condon factors and $r$-centroids

The FC factors and $r$-centroids have been computed by using the normalised wavefunctions based on RKR potential in a manner similar to the earlier investigations of the present authors [32, 33 and 42]. The values thus obtained are recorded in columns 2 and 4 of Table V. Similar data based on Morse potential required for

Table V
Franck-Condon factors and $r$-centroids of the $B^{\prime} \Sigma-X^{\prime} \Sigma$ band system of BeO

|  | FC-factors $\left(\boldsymbol{q}_{v^{\prime} v^{\prime}}\right)$ |  |  | $r$-centroids $\left(\bar{r}_{v^{\prime} v^{\prime \prime}}\right)[\mathrm{nm}]$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Band | RKR <br> (Authors) | Morse <br> (Sreedhar Murthy) | RKR <br> (Authors) | Morse <br> (Sreedhar Murthy) |  |
| $(0,0)$ | 0.888 | 0.893 | 0.1353 | 0.1352 |  |
| $(0,1)$ | 0.105 | 0.103 | 0.1490 | 0.1492 |  |
| $(0,2)$ | 0.003 | 0.004 | 0.1696 | 0.1642 |  |
| $(1,0)$ | 0.101 | 0.100 | 0.1224 | 0.1222 |  |
| $(1,1)$ | 0.697 | 0.712 | 0.1364 | 0.1363 |  |
| $(1,2)$ | 0.179 | 0.178 | 0.1507 | 0.1508 |  |
| $(1,3)$ | 0.010 | 0.010 | 0.1665 | 0.1662 |  |
| $(2,1)$ | 0.178 | 0.166 | 0.1235 | 0.1227 |  |
| $(2,2)$ | 0.556 | 0.577 | 0.1377 | 0.1375 |  |
| $(2,3)$ | 0.252 | 0.233 | 0.1515 | 0.1524 |  |
| $(2,4)$ | 0.020 | 0.017 | 0.1682 | 0.1685 |  |
| $(3,2)$ | 0.212 | 0.207 | 0.1237 | 0.1232 |  |
| $(3,3)$ | 0.446 | 0.478 | 0.1390 | 0.1388 |  |
| $(3,4)$ | 0.296 | 0.273 | 0.1533 | 0.1541 |  |
| $(3,5)$ | 0.025 | 0.023 | 0.1714 | 0.170 |  |

comparative study are available from the work of Sreedhar Murthy [21]. The same is reproduced in columns 3 and 5 of Table V , side by side with the corresponding values under RKR potential.

## 4. Derivation of electronic transition moment variation with internuclear distance

There are two methods available for the derivation of $R_{e}(r)$, the relation expressing the variation of electronic transition moment $R_{e}$, with internuclear distance $r$. The methods are: (4.1) - Rescaling Procedure and (4.2) - the Regression Procedure. Both these methods are outlined in the following paragraphs with their application to the band system under study.

### 4.1. The Rescaling Procedure

The start is made through the semi-empirical method of Nicholls and Jarmain which makes use of the $r$-centroid concept defined by the equation -

$$
\begin{equation*}
\bar{r}_{v^{\prime} v^{\prime \prime}}=\frac{\int \psi_{v^{\prime}} r \psi_{v^{\prime \prime}} d r}{\int \psi_{v^{\prime}} \psi_{v^{\prime \prime}} d r} \tag{2}
\end{equation*}
$$

whose accuracy depends upon the validity of the equation below

$$
\begin{equation*}
\int \psi_{v^{\prime}} r^{n} \psi_{v^{\prime \prime}} d r=\left(\bar{r}_{v^{\prime} v^{\prime}}\right)^{n} \int \psi_{v^{\prime}} \psi_{v^{\prime \prime}} d r . \tag{3}
\end{equation*}
$$

The above equation (3) has the limitation that it is valid only for a small part of the range of integration, i.e. for small values of index $n$. With this limitation, using the $r$ centroid concept, the expansion involving integrated intensity $I$ of a band emerges as

$$
\begin{equation*}
\left(\frac{I}{q_{v^{\prime} v^{\prime}} v^{4}}\right)^{1 / 2}=\left(K N_{v^{\prime}}\right)^{1 / 2} R_{e}\left(\bar{r}_{v^{\prime} v^{\prime \prime}}\right), \tag{4}
\end{equation*}
$$

where $K=$ constant, $N_{v^{\prime}}=$ population in the initial vibrational level, $v=$ frequency of the vibrational band, $R_{e}=$ electronic transition moment, $\bar{r}_{v^{\prime} v^{\prime \prime}}=r$-centroid, $q_{v^{\prime} v^{\prime \prime}}$ $=$ Franck-Condon factor.

Here, as $N_{v^{\prime}}$ is a constant for a particular progression, the Eq. (4) above shows that

$$
\begin{equation*}
R_{e}\left(\bar{r}_{v^{\prime} v^{\prime}}\right) \alpha\left(\frac{I}{q_{v^{\prime} v^{\prime \prime}} v^{4}}\right)^{1 / 2} \tag{5}
\end{equation*}
$$

using the values of $I / v^{4}, q_{v^{\prime} v^{\prime \prime}}$ and $\bar{r}_{v^{\prime} v^{\prime \prime}}$ graphical plot is made of $\left(I / q_{v^{\prime} v^{\prime \prime}} v^{4}\right)^{1 / 2}$ against $\bar{r}_{v^{\prime} v^{\prime \prime}}$ which corresponds to each $v^{\prime}$ level, $N_{v^{\prime}}$ being constant for the same. Many such curves for each $v^{\prime}$ level are plotted. They thus represent curves for each $v^{\prime \prime}$ progression, but do not correspond to the same scale. In order to bring them to the same scale, the method of Turner and Nicholls has been adopted. By this method, the rescaled values needed for bringing all the curves to the same scale were calculated and with these, the final curve was obtained by fitting by means of least square technique. This procedure enabled the $R_{e}(r)$ relation to be derived. The values of integrated intensities required for
the derivation were those of Sreedhar Murthy, whereas the FC factors and $\bar{r}_{v^{\prime} v^{\prime \prime}}$ values are the data under RKR potential computed in the course of the present investigation and the values of wavelengths being those adpted from the work of Shimauchi [38] and of Becart and Mahieu [39]. The resulting relation for $R_{e}(r)$ is

$$
\begin{equation*}
R_{e}(r)=K(1-0.9856 r) . \tag{6}
\end{equation*}
$$

### 4.2. The Regression Procedure

In the method method outlined above certain limitations are involved. These are in respect of the rescaling of the quantity $\left(I / q_{v^{\prime} v^{\prime \prime}} \nu^{4}\right)^{1 / 2}$ wherein some of the points corresponding to the quantity are left out of consideration, as they do not fall in the common range. Because of this situation, the points actually reckoned are reduced in number. Thus only a few points would be effective in the determination of $R_{e}(r)$ variation. Consequently, an error in a single point leads to a larger percentage error


Fig. 2. Rescaled $\left(I_{v^{\prime}, v^{\prime \prime}} / q_{v^{\prime}, v^{\prime \prime}} v_{v^{\prime}, v^{\prime \prime}}^{4}\right)^{1 / 2}$ against $\bar{\gamma}_{v^{\prime}, v^{\prime \prime}}$ for the $\mathrm{BeO}\left(B^{\prime} \Sigma-X^{\prime} \Sigma\right)$ transition
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than when one takes into account all the measured intensity values. It is, therefore, imperative that all the measured intensities are used to get a better value of $R_{e}(r)$. This is possible to achieve through the method of regression due to Cunio and Jansson. Here, by the application of this method, using only the RKR data, the relation $R_{e}(r)$ has been derived. As usual, the scaling factors have been determined afvaluation of the matrix elements and these are used to obtain the rescaled values. With these values, employing both linear and quadratic fittings, $R_{e}(R)$ relations have been arrived at. The resulting
linear and quadratic expressions for these relations are respectively

$$
\begin{gather*}
R_{e}(r)=K(1-0.9854 r)  \tag{7}\\
R_{e}(r)=K\left(1-1.285 r+0.334 r^{2}\right) . \tag{8}
\end{gather*}
$$

The graphical representation of Eq. (8) along with linear fittings under both RKR (Eq. (6)) and Morse (Sreedhar Murthy [21] data), is given in Fig. 2. In the graph, the linear fitting of regression method has not been shown as this method is primarily intended only for quadratic fitting. However, the Eq. (7) enables comparison to be made with the earlier Eq. (6).

## 5. Relative smoothed Condon factors

For deriving smoothed Condon factors $P_{v^{\prime} v^{\prime \prime}}$ on RKR potential, the linear equation (6) and the quadratic relation (8) have been used. The resulting $P_{v^{\prime} v^{\prime \prime}}$ values are tabulated in columns 3 and 5 of Table VI. In order to compare these $P_{v^{\prime} v^{\prime \prime}}$ values with the experimental band strengths $\left(I / v^{4}\right)$, the ratios $\beta\left(=I / v^{4} / P_{v^{\prime} v^{\prime}}\right)$ have been calculated for each of the bands of the system and are recorded in succeeding columns 6 and 8 of the Table. The $P_{v^{\prime} v^{\prime \prime}}$ 's and $\beta^{\prime}$ 's under Morse potential needed for comparison, are those of Sreedhar Murthy [21]. These are reproduced in columns 4 and 7, respectively, of the

Table VI
Comparison of $I / v^{4}$ values with smoothed Condon factors $P_{v^{\prime} v^{\prime \prime}}$

| Band | $I / v^{4}$ | $P_{\text {v }^{\prime} v^{\prime \prime}}$(Nicholls \& Jarmain) |  | $\begin{gathered} P_{v^{\prime} v^{\prime \prime}} \\ \text { (Regression) } \\ \text { RKR } \end{gathered}$ | Ratio $\beta=\left(I / v^{\mathbf{4}} / P_{v^{\prime} v^{\prime \prime}}\right)$ (Nicholls \& Jarmain) |  | Ratio $-\beta=\left(I / v^{4} / P_{v^{\prime} v^{\prime \prime}}\right)$ <br> (Regression) <br> RKR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RKR <br> (Authors) | Morse (Sreedhar Murthy) |  | RKR <br> (Authors) | Morse (Sreedhar Murthy) |  |
| $(0,0)$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $(0,1)$ | 0.24 | 0.22 | 0.23 | 0.22 | 1.09 | 1.04 | 1.09 |
| $(0,2)$ | 0.009 | 0.014 | 0.015 | 0.010 | 0.64 | 0.60 | 0.90 |
| $(1,0)$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $(1,1)$ | 20.76 | 19.22 | 19.77 | 23.00 | 1.08 | 1.05 | 0.90 |
| $(1,2)$ | 10.45 | 9.80 | 9.84 | 10.90 | 1.06 | 1.07 | 0.96 |
| $(1,3)$ | 0.49 | 0.96 | 0.97 | 0.98 | 0.51 | 0.51 | 0.50 |
| $(2,1)$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $(2,2)$ | 11.81 | 8.45 | 9.87 | 9.74 | 1.40 | 1.20 | 1.21 |
| $(2,3)$ | 8.11 | 7.30 | 7.88 | 7.76 | 1.11 | 1.03 | 1.05 |
| $(2,4)$ | 0.44 | 1.03 | 0.97 | 0.64 | 0.43 | 0.45 | 0.69 |
| $(3,2)$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $(3,3)$ | 7.80 | 5.99 | 6.69 | 6.86 | 1.30 | 1.17 | 1.14 |
| $(3,4)$ | 7.59 | 7.59 | 7.53 | 7.87 | 1.00 | 1.01 | 0.96 |
| $(3,5)$ | 0.80 | 1.17 | 0.98 | 0.95 | 0.68 | 0.82 | 0.84 |

same Table. All such values for the ratio $\beta$ both under the method of Nicholls and Jarmain and under regression procedure are normalised on the basis of unity for the first band in each $v^{\prime \prime}$ progression of the system.

From Table VI it is clear that when comparison is made between RKR and Morse data for values of ratio $\beta$, smoothening by $R_{e}(r)$ relation of quadratic fitting has improved the $\beta$ values, tending them more towards unity than the same effected by using the method of Turner and Nicholls. But as far as the methods of evaluating $R_{e}(r)$ variation are concerned, the regression method is the better of the two, as can be seen from a comparison of values under column 8 with those under columns 6 and 7 of Table VI. This conclusion certainly leads us to claim the superiority of regression method over the method of Turner and Nicholls. However, here, any conclusion regarding the suitability of one potential over the other may not be in order.

## 6. Vibrational temperature

Using the available data of integrated intensity measures of bands of the system as also the FC factors and $P_{v / v \prime \prime}$, values on the basis of RKR potential, the theoretical estimates of temperature of excitation under constancy of $\boldsymbol{R}_{\boldsymbol{e}}$ and under its variation with $r$, have been made by an application of a method treated in Herzberg [34]. The exact formula for intensity in emission is

$$
\begin{equation*}
\log _{e} \sum_{v^{\prime \prime}}\left(\frac{I_{e m}^{n m}}{v^{4}}\right)=C_{1}-\frac{G^{\prime}\left(v^{\prime}\right) h c}{k T}, \tag{9}
\end{equation*}
$$

where $C_{1}=$ a constant, $G(v)=$ vibrational quanta, $k=$ Boltzmann constant, $c=$ velocity of light, $h=$ Planck's constant, $T=$ absolute temperature, $v=$ frequency of the band, $I_{e m}$ $=$ intensity in emission.

This has been made use of in determining the effective vibrational temperature of the source. In the case of temperature determination under variation of $\boldsymbol{R}_{\boldsymbol{e}}$ with $r$, Eq. (6) has been used. The values thus obtained are entered in columns 2 and 3 of Table VII. For comparing these temperature values under RKR potential with those under Morse potential, the latter data from the work of Sreedhar Murthy [21], both with constancy of $R_{c}$ as well as its variation with $r$, have been used. The same are reproduced in columns 2 and 3 of the Table VII next to RKR temperature values.

It is seen from Table VII that our present derivation of temperature values under RKR potential shows almost the same trend as Sreedhar Murthy's results with Morse potential. The trend is that the temperature derived with $\boldsymbol{R}_{\boldsymbol{e}}$ as constant changes to a lower value with $R_{e}$ taken as a variable with $r$. Sreedhar Murthy has concluded from his own results and from the earlier ones of Lagerqvist [40], Coheur and Coheur [41] and Tawde and Hussain [20] that there is optimum temperature of the order of 4000 K for the system of BeO . Since the results of temperature derived from our present investigation on BeO are of the same order of magnitude, particularly under $R_{e}$ as

Table VII
Derived vibrational temperatures

| Potential | with <br> $R_{e}-$ constant <br> $T$ | with <br> $R_{e}(r)-$ variable <br> $T$ |
| :---: | :---: | :---: |
| RKR <br> (Authors) <br> Morse <br> (Sreedhar Murthy) | 4882 K | 4027 K |

variable with $r$, they can be said to support the conclusion of Sreedhar Murthy. From these observations it follows that for the theoretical temperature estimate, one has to take into account the variation of $R_{e}$ with $r$ in the case of the present system of BeO . At the same time, no conclusion regarding the suitability of one potential over the other can be drawn, as the temperature estimates made either under constant $R_{e}$ or variable $\boldsymbol{R}_{e}$, come out almost to be the same for both RKR and Morse potential.

## 7. Discussion

From the deviations noticed between $r_{\text {min }}$ and $r_{\text {max }}$ of RKR and Morse potentials, as also the deviations between experimental and calculated $\alpha_{e}$ values and of $B_{v}$ values in Tables I, III and IV, respectively, one can conclude that the ground state ( $X^{\prime} \Sigma$ ) of the present BeO band system under investigation can reasonably be represented by Morse potential, whereas the upper state $\left(B^{\prime} \Sigma\right)$ of the same band system cannot be so represented, as the deviation of the Morse potential curves from those of RKR is appreciable even for low vibrational quantum numbers (see Fig. 1). Of the two potentials RKR and Morse, the former is the realistic one in the sense that it is built on experimental data. Hence the FC factors evaluated by using the RKR potential would be realistic, since in the evaluation of the factors, both the ground and upper states are involved. The deviations of Morse potential from RKR which have been found to result by applying the various tests will necessarily make the results derived from it erroneous. This conclusion supports the earlier findings of Tulasigeri [23] and of Tawde and Tulasigeri [32, 33, 42]. Regarding the suitability of RKR potential for the present band system, it is obvious that as far as the evaluation of FC factors is concerned, the RKR potential is better suited than Morse.

Now as regards the $R_{e}(r)$ relation obtained here, mention should be made of the self-absorption effect. According to Linton and Nicholls [43], the experimental measures of intensities are required to be corrected for self-absorption especially in the case of high temperature source, as neglect of this effect would lead to erroneous expression for $R_{e}(r)$. In the present study of the band system of $\mathrm{BeO}\left(B^{\prime} \Sigma-X^{\prime} \Sigma\right)$, the
intensity values are those of Sreedhar Murthy which have not been corrected for selfabsorption. Leaving this aspect apart, however, and keeping in view only the objective of relative efficacy of RKR and Morse potentials, taking or not taking into account the self-absorption effect, does not result in any change in the $R_{e}(r)$ relation as the deviation of it is independent of this effect. Now looking at the derived $\boldsymbol{R}_{e}(r)$ expressions, one could find that they are more or less the same for both the potentials. This lends support to our earlier conclusion and holds good in so far as the study presented here of the two potentials and of the band system is concerned. Further it supports the point made out above regarding the better suitability of RKR potential than Morse.

In the evaluation of the FC factors, one has to take into account the vibrationrotation interaction. If one neglects this, it will certainly affect the FC factors, but not significantly as evident from the results of Drake, Tyte and Nicholls [44]. These authors have applied the vibration-rotation interaction correction to the case of the present BeO band system and have come to the conclusion that this interaction does not cause any significant change in the values of FC factors. Again, this finding lends further support to the case made out above regarding the preference for RKR potential over Morse's.

The next point that now remains to be examined is the role of $R_{e}(r)$ derivations on the theoretically computed vibrational temperatures. From the results of derived vibrational temperatures recorded in Table VII, it is seen that the values as obtained here under RKR potential almost coincide in magnitude with Sreedhar Murthy's Morse potential values, either with $R_{e}(r)$ as constant or with $R_{e}(r)$ as variable. Yet in spite of this agreement, when we consider the comparative closeness of approach of the two temperatures, viz. one with $R_{e}(r)$ as variable and the other $R_{e}(r)$ as constant to the true temperature of the source emitting the bands, it is found that the one with the inclusion of $R_{e}(r)$ as variable, under both RKR and Morse potentials, tends towards the true temperature. As against this the temperatures derived under the constancy of $R_{e}$ are far above the true temperature. The conclusion is in conformity with the expectation that the $R_{e}(r)$ variation has to be taken into account in obtaining the measures of vibrational temperature values.

The general outcome of all this evidence from temperature results is that one cannot say with certainty that the RKR potential is better suited than the Morse potential, whereas actually it should have yielded better results than the Morse potential. This point needs close scrutiny - this is made in the discussion that follows.

A glance at the results of $R_{e}(r)$ relations and vibrational temperatures reveals that both these potentials yield almost the same results. However, in this context, a word about the very method involved in the derivation of $R_{e}(r)$ relation and the vibrational temperature will be in order. In the derivation of $R_{e}(r)$ relation, the usual rescaling method of Turner and Nicholls and the method of regression due to Cunio and Jansson, are used. Of these two methods, it is the latter one, i.e. the method of regression that has yielded a truer expression for $R_{e}(r)$ than the method of Turner and Nicholls.

This is verifiable from the values of the ratio $\beta\left(=\frac{I / v^{4}}{P_{v^{\prime} v^{\prime \prime}}}\right)$ of Table VI. The $\beta$-values calculated by using the rescaling procedure of Turner and Nicholls for both RKR and Morse potentials are almost the same. Although there is an improvement of $R_{e}(r)$ relation by the method of regression, a point favouring RKR potential, this alone is not enough to draw a definite conclusion regarding the relative merits of the two potentials.

From the standpoint of experimental study made of the present band system, it is evident that the overlapping of the bands being very small, much better accuracy is expected in the resultant intensity measures of bands. It is evident therefore that the $R_{e}(r)$ equation derived for this system of BeO with the use of results under RKR potential is more accurate than the corresponding $R_{e}(r)$ derived under Morse potential. But so far as the temperature results are concerned, nothing definite can be said about the preference for one potential over the other, as there is no significant difference between the two sets of temperature values corresponding to these potentials, as can be seen from Table VII.

## References

1. S. N. Thakur and R. B. Singh, J. Sci. Res. Banaras Hindu (India), 18, 253, 1967.
2. M.Yoshimine, J. Phys. Soc. Japan, 25, 1100, 1968.
3. H. F. Schaefer III, J. Chem. Phys., 55, 176, 1971.
4. H. R. Liszt and W. H. Smith, JQSRT, 11, 1043, 1971.
5. S. V. O'Neil, P. K. Pearson and H. F. Schaefer, Chem. Phys. Lett., 10, 404, 1971.
6. B. Rai and S. N. Rai, Indian J. Pure Appl. Phys., 10, 401, 1972.
7. P. K. Pearson, S. V. O'Neil and H. F. Schaefer, J. Chem. Phys., 56, 3938, 1972.
8. G. A. Capelle, S. E. Johnson and N. P. Broida, J. Chem. Phys., 56, 6264, 1972.
9. N. Sreedhar Murthy and U. D. Prahllad, J. Phys. B. Atom. Molec. Phys., 11, 825, 1978.
10. C. W. Bauschlicher Jr. and D. R. Yarkony, J. Chem. Phys., 72, 1138, 1980.
11. C. W. Bauschlicher Jr., B. H. Lengsfield and D. R. Yarkony, J. Chem. Phys., 73, 5702, 1980.
12. Y. Yoshioka and K. D. Jordan, J. Chem. Phys., 73, 5889, 1980.
13. Y. Yoshioka and K. D. Jordan, Chem. Phys., 56, 303, 1981.
14. C. W. Bauschlicher Jr., P. S. Bagus, D. R. Yarkony and B. H. Lengsfield, J. Chem. Phys., 74, 3965, 1981.
15. D. N. Davis, Ap. J., 106, 28, 1947.
16. R. C. Johnson and E. G. Dunstan, Phil. Mag., 16, 472, 1933.
17. R. S. Richardson, Ap. J., 73, 216, 1931.
18. P. Swings, J. Opt. Soc. Am., 41, 153, 1951.
19. Mckeller, Pub. Dom. Astrophys. Obs., 7, 361, 1948.
20. N. R. Tawde and A. G. Hussain, Bom. Univ. Jour., 17, 12, 1949.
21. N. Sreedhar Murthy. Thesis, Karnatak Univ., Dharwad, 1958.
22. R. W. Nicholls and W. R. Jarmain, Proc. Phys. Soc., 69A, 253, 1956.
23. V. G. Tulasigeri, Thesis, Karnatak Univ., Dharwad, 1972.
24. R. G. Turner and R. W. Nicholls, Can. J. Phys., 32, 475, 1954.
25. B. E. Cunio and R. E. Jansson, JQSRT, 8, 1963, 1968.
26. R. N. Zare, E. O. Larsson and B. A. Berg, J. Mol. Spectry, 15, 117, 1965.
27. P. M. Morse, Phys. Rev., 34, 57, 1929.
28. A. Sharma, JQSRT, 7, 283 and 289, 1967.
29. R. Rydberg, Z. Phys., 73, 376, 1931.
30. O. Klein, Z. Phys., 76, 226, 1932.
31. A. L. G. Rees, Proc. Phys. Soc., A59, 998, 1947.
32. N. R. Tawde and V. G. Tulasigeri, J. Phys. B, Atom. Molec. Phys., 5, 1681, 1972.
33. N. R. Tawde and V. G. Tulasigeri, Acta Phys. Hung., 38, 299, 1975.
34. G. Herzberg, Molecular Spectra and Molecular Structure, I, 2nd Ed., D. Van Nostrand Company, Inc. New York, 1950.
35. C. L. Pekeris, Phys. Rev., 45, 98, 1934.
36. W. R. Jarmain, Can. J. Phys., 38, 217, 1960; 41, 414, 1963.
37. A. Lagerqvist and R. Westoo, Ark. f. Mat. Astr. Phys., Bd 32A, No. 5, 1945.
38. M. Shimauchi, Science of Light, 7, 101, 1958.
39. M. Becart and J. M. Mahieu, Comp. Rend., 256, 5533, 1963.
40. A. Lagerqvist, Dissertation, Stockholm, p. 27, 1948.
41. F. P. Coheur and P. M. Coheur, Phys. Rev., 69, 240, 1946.
42. N. R. Tawde and V. G. Tulasigeri, Acta Phys. Hung., 50, 103, 1981.
43. C. Linton and R. W. Nicholls, JQSRT, 9, 1, 1969.
44. G. W. F. Drake, D. C. Tyte and R. W. Nicholls, JQSRT, 7, 639, 1967.

# MKN OSCILLATOR MODEL, FRANCK-CONDON FACTORS AND $r$-CENTROIDS FOR $A^{2} \Pi-X^{2} \Sigma$ TRANSITION OF BO MOLECULE 

B. S. Navati and V. M. Korwar<br>Department of Physics, Karnatak University<br>Dharwad-580 003, India

(Received in revised form 2 October 1984)


#### Abstract

Efficacy of the recently proposed MKN oscillator model has been tested by taking a number of electronic states of diatomic molecules. For comparison, the Morse function is also processed. The authors' approximation method and Langer's approximation method are used to find wave functions. FC factors and $r$-centroids are reported for the observed bands of $A^{2} \Pi-X^{2} \Sigma$ transition of the BO molecule.


## 1. Introduction

Recently, we [1] have proposed a new approximation method for solving the Schrödinger wave equation for the vibrating diatomic molecule whose potential energy varies in accordance with the recently proposed MKN oscillator model (Morse-Korwar-Navati oscillator model). In the same paper the applicability of the MKN model and the validity of approximation method to determine the wave functions have been tested, taking a number of electronic states of diatomic molecules.

In the present paper, we have tried to explore the possibility of applying the MKN model to the $X^{2} \Sigma, A^{2} \Sigma$ states of AlO; $X^{1} \Sigma, A^{1} \Sigma$ states of $\mathrm{BaO} ; X^{2} \Sigma, A^{2} \Pi$ states of BO and $X^{2} \Pi, B^{2} \Sigma$ states of the SiCl molecule. The new approximation method has been put to test by applying it to the $A^{2} \Pi \rightarrow X^{2} \Sigma$ transition of BO molecule. We have also evaluated the eigenfunctions by yet another method known as Langer's [2] approximation method, with a view to comparing the performance of the two methods. Franck-Condon factors (FC factors) and $r$-centroids obtained by using the wave functions, computed by both the methods and their comparison with realistic RKR and RKRV results decide the relative merits of the methods.

## 2. MKN potential energy function

The one dimensional vibrational time independent Schrödinger wave equation is written as

$$
\begin{equation*}
\frac{d^{2} \psi^{v}}{d r^{2}}+\frac{2 \mu}{\hbar^{2}}\left[E_{v}-U(r)\right] \psi^{v}=0 . \tag{1}
\end{equation*}
$$

Quantities in the equation carry their usual meaning. $U(r)$ in the above equation is the five parameter MKN oscillator model, having the following form

$$
\begin{equation*}
U(r)=D_{e}\left[1-\exp \left\{-\alpha(r)\left(r-r_{e}\right)\right\}\right]^{2}, \tag{2.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha(r)=\alpha \exp \left[b\left\{\left(\frac{r_{e}}{r}\right)^{2}-1\right\}+a\left\{\frac{r_{e}}{r}-1\right\}\right] . \tag{2.2}
\end{equation*}
$$

Explicit expressions which determine the parameters of the oscillator model are given in our paper [1]. The MKN function reduces to the simple Morse function [3] when parameters $a$ and $b$ in Eq. (2.2) are zero.

A more significant test of the MKN function and Morse function lies in the comparison of $U\left(r_{\text {min }}\right)$ and $U\left(r_{\text {max }}\right)$ values of particular vibrational states computed on these models with the observed vibrational energies of these states. $r_{\text {max }}, r_{\text {min }}$ values required for this purpose are computed by the well known realistic RKR procedure. The results of these computations are reported in the Tables $\mathrm{Ia}, \mathrm{Ib}, \mathrm{Ic}$ and Id. The data employed in the present calculations are taken from Mummigatti et al [4] for $X^{2} \Sigma$ $\mathrm{AlO}, A^{2} \Sigma \mathrm{AlO}, X^{2} \Sigma \mathrm{BO}, A^{2} \Pi$ BO states. Constants reported in Robert [5] are used for $X^{1} \Sigma$ and $A^{1} \Sigma$ states of BaO . For the constants of $X^{2} \Pi_{r}$ and $B^{2} \Sigma$ states of SiCl , values of Bredohl et al [6] have been taken.

## 3. Wave functions, FC factors and $r$-centroids

### 3.1 Authors' method

A new approximation method to obtain vibration eigenfunctions suitable for the MKN oscillator model has been described in detail by Navati and Korwar [1], however, the final expression for un-normalized wave function of vibrational quantum number $v$ at $r=r_{j}$, under the suggested approximation is given below:

$$
\Phi^{v}\left(r=r_{j}\right)=\Phi_{1 j}^{v}\left(r=r_{j}\right)=\exp \left(\frac{-Z_{j}}{2}\right) Z_{j}^{1 / 2(K-2 v-1)} \sum_{K-2 v-1}^{\left(Z_{j}\right)} \begin{gather*}
K-v-1 \tag{3.1}
\end{gather*},
$$

where

$$
\begin{gather*}
Z_{j}=K \exp \left\{-\alpha_{j}\left(r_{j}-r_{e}\right)\right\} ; \quad K=\frac{W_{e}}{W_{e} X_{e}}  \tag{3.2}\\
K-2 v-1  \tag{3.3}\\
\left(Z_{j}\right) \quad=(-1)^{v} \sum_{l=0}^{v}(-1)^{l}\binom{v}{l} \frac{\Gamma(K-v)}{\Gamma(K-v-l)} Z_{j}^{v-l} .
\end{gather*}
$$

Table Ia
Vibrational energies in Joules/molecule

| $U$ (obs) | Present work |  | $v$ | Present work |  | $U$ (obs) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $U\left(r_{\text {min }}\right)$ | $U\left(r_{\text {max }}\right)$ |  | $U\left(r_{\text {min }}\right)$ | $U\left(r_{\text {max }}\right)$ |  |
| $X^{2} \Sigma \mathrm{AlO}$ |  |  |  | $A^{2} \Sigma \mathrm{AlO}$ |  |  |
| * $\left(10^{-23}\right)$ | * $\left(10^{-23}\right)$ | * $\left(10^{-23}\right)$ |  | * $\left(10^{-23}\right)$ | * $\left(10^{-23}\right)$ | * $10^{-23}$ ) |
| 968.69 | 977.72 | 961.61 | 0 | 869.75 | 855.73 | 862.01 |
|  | 977.56 | 961.73 |  | 857.10 | 866.10 |  |
| 2885.31 | 2903.34 | 2873.50 | 1 | 2589.01 | 2566.15 | 2575.51 |
|  | 2902.44 | 2874.02 |  | 2520.54 | 2616.03 |  |
| 4774.26 | 4801.53 | 4758.57 | 2 | 4290.86 | 4265.18 | 4274.99 |
|  | 4799.49 | 4759.56 |  | 4139.87 | 4366.17 |  |
| 6635.52 | 6674.70 | 6615.30 | 3 | 5976.00 | 5951.84 | 5960.46 |
|  | 6671.21 | 6616.77 |  | 5721.52 | 6110.33 |  |
| 8469.11 | 8523.84 | 8443.44 | 4 | 7643.46 | 7626.38 | 7631.90 |
|  | 8518.62 | 8445.37 |  | 7267.79 | 7846.22 |  |
| 10275.01 | 10350.27 | 10242.61 | 5 | 9293.57 | 9288.30 | 9289.33 |
|  | 10343.13 | 10244.97 |  | 8781.11 | 9571.71 |  |
| 12053.25 | 12154.92 | 12012.83 | 6 | 10922.97 | 10938.99 | 10932.75 |
|  | 12145.52 | 12015.58 |  | 10260.12 | 11287.14 |  |
| 13803.80 | 13938.58 | 13754.08 | 7 | 12539.19 | 12574.69 | 12562.14 |
|  | 13926.74 | 13757.16 |  | 11713.01 | 12987.77 |  |
| 15526.67 | 15702.51 | 15466.24 | 8 | 14133.15 | 14199.10 | 14177.52 |
|  | 15688.72 | 15469.60 |  | 13133.35 | 14676.87 |  |
| 17221.86 | 17447.43 | 17149.42 | 9 | 15709.34 | 15810.92 | 15778.87 |
|  | 17430.16 | 17153.01 |  | 14524.34 | 16352.52 |  |
| 18889.38 | 19174.50 | 18803.62 | 10 | 17265.31 | 17410.07 | 17366.21 |
|  | 19154.23 | 18807.37 |  | 15886.53 | 18014.28 |  |

[^3]Table Ib
Vibrational energies in Joules/molecule

| $U$ (obs) | Present work |  | $v$ | Present work |  | $U(\mathrm{obs})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $U\left(r_{\text {min }}\right)$ | $U\left(r_{\text {max }}\right)$ |  | $U\left(r_{\text {min }}\right)$ | $U\left(r_{\text {max }}\right)$ |  |
| $X^{1} \Sigma \mathrm{BaO}$ |  |  |  | $A^{1} \Sigma \mathrm{BaO}$ |  |  |
| * $\left(10^{-23}\right)$ | * $\left(10^{-23}\right)$ | * $\left(10^{-23}\right)$ |  | * $\left(10^{-23}\right)$ | * $\left(10^{-23}\right)$ | *(10 ${ }^{-23}$ ) |
| 663.95 | $\begin{aligned} & 663.84 \\ & 663.22 \end{aligned}$ | $\begin{aligned} & 664.03 \\ & 664.57 \end{aligned}$ | 0 | $\begin{aligned} & 495.21 \\ & 498.38 \end{aligned}$ | $\begin{aligned} & 495.33 \\ & 492.63 \end{aligned}$ | 495.27 |
| 1985.73 | $\begin{aligned} & 1985.83 \\ & 1982.42 \end{aligned}$ | $\begin{aligned} & 1985.64 \\ & 1988.22 \end{aligned}$ | 1 | $\begin{aligned} & 1481.14 \\ & 1498.52 \end{aligned}$ | $\begin{aligned} & 1480.78 \\ & 1467.72 \end{aligned}$ | 1480.93 |
| 3299.35 | $\begin{aligned} & 3299.76 \\ & 3292.20 \end{aligned}$ | $\begin{aligned} & 3299.07 \\ & 3304.34 \end{aligned}$ | 2 | $\begin{aligned} & 2460.96 \\ & 2499.61 \end{aligned}$ | $\begin{aligned} & 2459.50 \\ & 2432.81 \end{aligned}$ | 2460.08 |
| 4604.81 | $\begin{aligned} & 4605.98 \\ & 4593.16 \end{aligned}$ | $\begin{aligned} & 4604.11 \\ & 4612.45 \end{aligned}$ | 3 | $\begin{aligned} & 3434.96 \\ & 3500.66 \end{aligned}$ | $\begin{aligned} & 3431.31 \\ & 3388.99 \end{aligned}$ | 3432.72 |
| 5902.12 | $\begin{aligned} & 5904.51 \\ & 5885.47 \end{aligned}$ | $\begin{aligned} & 5900.77 \\ & 5912.43 \end{aligned}$ | 4 | $\begin{aligned} & 4403.37 \\ & 4501.21 \end{aligned}$ | $\begin{aligned} & 4396.12 \\ & 4336.82 \end{aligned}$ | 4398.84 |
| 7191.27 | $\begin{aligned} & 7195.26 \\ & 7169.12 \end{aligned}$ | $\begin{aligned} & 7189.12 \\ & 7204.31 \end{aligned}$ | 5 | $\begin{aligned} & 5366.11 \\ & 5500.75 \end{aligned}$ | $\begin{aligned} & 5354.09 \\ & 5276.82 \end{aligned}$ | 5358.56 |
| 8472.27 | $\begin{aligned} & 8478.46 \\ & 8444.27 \end{aligned}$ | $\begin{aligned} & 8469.08 \\ & 8487.90 \end{aligned}$ | 6 | $\begin{aligned} & 6323.44 \\ & 6499.24 \end{aligned}$ | $\begin{aligned} & 6305.08 \\ & 6209.17 \end{aligned}$ | 6311.56 |
| 9745.11 | $\begin{aligned} & 9754.22 \\ & 9711.53 \end{aligned}$ | $\begin{aligned} & 9740.60 \\ & 9763.15 \end{aligned}$ | 7 | $\begin{aligned} & 7275.49 \\ & 7496.57 \end{aligned}$ | $\begin{aligned} & 7249.06 \\ & 7134.30 \end{aligned}$ | 7258.14 |
| 11009.79 | $\begin{aligned} & 11022.56 \\ & 10970.51 \end{aligned}$ | $\begin{aligned} & 11003.70 \\ & 11030.02 \end{aligned}$ | 8 | $\begin{aligned} & 8222.27 \\ & 8492.55 \end{aligned}$ | $\begin{aligned} & 8186.13 \\ & 8051.65 \end{aligned}$ | 8198.21 |
| 12266.31 | $\begin{aligned} & 12283.59 \\ & 12221.49 \end{aligned}$ | $\begin{aligned} & 12258.39 \\ & 12288.51 \end{aligned}$ | 9 | $\begin{aligned} & 9164.09 \\ & 9487.34 \end{aligned}$ | $\begin{aligned} & 9116.14 \\ & 8962.03 \end{aligned}$ | 9131.78 |
| 13514.68 | $\begin{aligned} & 13537.21 \\ & 13464.42 \end{aligned}$ | $\begin{aligned} & 13504.72 \\ & 13538.66 \end{aligned}$ | 10 | $\begin{aligned} & 10100.91 \\ & 10480.75 \end{aligned}$ | $\begin{array}{r} 10039.19 \\ 9865.36 \end{array}$ | 10058.82 |

* The quantity in the bracket at the top of each column indicates the factor by which entries in the respective columns are to be multiplied to get $U$ in Joules/molecule.

Upper values correspond to MKN potential and lower values are due to Morse potential.

Table Ic
Vibrational energies in Joules/molecule

| $U$ (obs) | Present work |  | $v$ | Present work |  | $U(\mathrm{obs})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $U\left(r_{\text {min }}\right)$ | $U\left(r_{\text {max }}\right)$ |  | $U\left(r_{\text {min }}\right)$ | $U\left(r_{\text {max }}\right)$ |  |
|  | $X^{2} \Sigma$ BO |  |  |  | $A^{2} \Pi$ BO |  |
| * $\left(10^{-23}\right)$ | * $\left(10^{-23}\right)$ | * $\left(10^{-23}\right)$ |  | * $\left(10^{-23}\right)$ | *(10 ${ }^{-23}$ ) | * $\left(10^{-23}\right)$ |
| 1866.19 | $\begin{aligned} & 1868.73 \\ & 1862.55 \end{aligned}$ | $\begin{aligned} & 1864.18 \\ & 1869.09 \end{aligned}$ | 0 | $\begin{aligned} & 1250.10 \\ & 1233.30 \end{aligned}$ | $\begin{aligned} & 1243.02 \\ & 1255.83 \end{aligned}$ | 1246.05 |
| 5563.41 | $\begin{aligned} & 5568.65 \\ & 553452 \\ & 565 \end{aligned}$ | $\begin{array}{r} 5559.98 \\ 5582.95 \end{array}$ | 1 | $\begin{aligned} & 3711.33 \\ & 3618.77 \end{aligned}$ | $\begin{aligned} & 3701.25 \\ & 3759.44 \end{aligned}$ | 3704.92 |
| 9213.73 | $\begin{aligned} & 9222.81 \\ & 9146.70 \end{aligned}$ | $\begin{aligned} & 9208.59 \\ & 9254.15 \end{aligned}$ | 2 | $\begin{aligned} & 6124.22 \\ & 5918.96 \end{aligned}$ | $\begin{aligned} & 6117.81 \\ & 6230.18 \end{aligned}$ | 6119.47 |
| 12817.14 | $\begin{aligned} & 12831.95 \\ & 12702.60 \end{aligned}$ | $\begin{aligned} & 12809.70 \\ & 12879.95 \end{aligned}$ | 3 | $\begin{aligned} & 8488.55 \\ & 8142.17 \end{aligned}$ | $\begin{aligned} & 8492.17 \\ & 8660.94 \end{aligned}$ | 8489.73 |
| 16373.66 | $\begin{aligned} & 16396.52 \\ & 16204.11 \end{aligned}$ | $\begin{aligned} & 16363.27 \\ & 16459.11 \end{aligned}$ | 4 | $\begin{aligned} & 10803.91 \\ & 10293.04 \end{aligned}$ | $\begin{aligned} & 10824.16 \\ & 11048.42 \end{aligned}$ | 10815.67 |
| 19883.28 | $\begin{aligned} & 19917.71 \\ & 19653.70 \end{aligned}$ | $\begin{aligned} & 19868.88 \\ & 19990.50 \end{aligned}$ | 5 | $\begin{aligned} & 13070.04 \\ & 12374.92 \end{aligned}$ | $\begin{aligned} & 13113.56 \\ & 13390.60 \end{aligned}$ | 13097.32 |
| 23346.00 | $\begin{aligned} & 23395.75 \\ & 23052.17 \end{aligned}$ | $\begin{aligned} & 23326.72 \\ & 23473.83 \end{aligned}$ | 6 | $\begin{aligned} & 15285.46 \\ & 14389.35 \end{aligned}$ | $\begin{aligned} & 15360.64 \\ & 15686.63 \end{aligned}$ | 15334.66 |
| 26761.83 | $\begin{aligned} & 26831.32 \\ & 26400.97 \end{aligned}$ | $\begin{aligned} & 26736.75 \\ & 26908.70 \end{aligned}$ | 7 | $\begin{aligned} & 17435.45 \\ & 16339.32 \end{aligned}$ | $\begin{aligned} & 17564.92 \\ & 17935.28 \end{aligned}$ | 17527.69 |
| 30130.75 | $\begin{aligned} & 30238.99 \\ & 29701.26 \end{aligned}$ | $\begin{aligned} & 30098.84 \\ & 30294.75 \end{aligned}$ | 8 | $\begin{aligned} & 19565.52 \\ & 18226.46 \end{aligned}$ | $\begin{aligned} & 19726.32 \\ & 20136.03 \end{aligned}$ | 19676.42 |
| 33452.78 | $\begin{aligned} & 33577.73 \\ & 32954.13 \end{aligned}$ | $\begin{aligned} & 33413.12 \\ & 33631.90 \end{aligned}$ | 9 | $\begin{aligned} & 21630.15 \\ & 20053.06 \end{aligned}$ | $\begin{aligned} & 21844.51 \\ & 22288.29 \end{aligned}$ | 21780.84 |
| 36727.91 | 36889.99 <br> 36160.89 | $\begin{aligned} & 36679.49 \\ & 36919.92 \end{aligned}$ | 10 | $\begin{aligned} & 23644.40 \\ & 21820.56 \end{aligned}$ | $\begin{aligned} & 23919.42 \\ & 24391.83 \end{aligned}$ | 23840.95 |

[^4]Upper values correspond to MKN potential and lower values are due to Morse potential.

Table Id
Vibrational energies in Joules/molecule

| $U$ (obs) | Present work |  | $v$ | Present work |  | $U$ (obs) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $U\left(r_{\text {min }}\right)$ | $U\left(r_{\text {max }}\right)$ |  | $U\left(r_{\text {min }}\right)$ | $U\left(r_{\text {max }}\right)$ |  |
|  | $X^{2} \Pi \mathrm{SiCl}$ |  |  |  | $A^{2} \Sigma \mathrm{SiCl}$ |  |
| * $\left(10^{-23}\right)$ | * $\left(10^{-23}\right)$ | * $\left(10^{-23}\right)$ |  | * $\left(10^{-23}\right)$ | * $\left(10^{-23}\right.$ ) | * $\left(10^{-23}\right)$ |
| 530.54 | $\begin{aligned} & 530.39 \\ & 525.80 \end{aligned}$ | $\begin{aligned} & 530.66 \\ & 534.51 \end{aligned}$ | 0 | $\begin{aligned} & 699.56 \\ & 707.12 \end{aligned}$ | $\begin{aligned} & 699.65 \\ & 693.56 \end{aligned}$ | 699.61 |
| 1585.18 | $\begin{aligned} & 1584.85 \\ & 1559.79 \end{aligned}$ | $\begin{aligned} & 1586.49 \\ & 1603.88 \end{aligned}$ | 1 | $\begin{aligned} & 2088.37 \\ & 2130.20 \end{aligned}$ | $\begin{aligned} & 2086.34 \\ & 2057.65 \end{aligned}$ | 2087.20 |
| 2631.26 | $\begin{aligned} & 2630.38 \\ & 2574.94 \end{aligned}$ | $\begin{aligned} & 2631.93 \\ & 2669.14 \end{aligned}$ | 2 | $\begin{aligned} & 3464.19 \\ & 3557.80 \end{aligned}$ | $\begin{aligned} & 3456.02 \\ & 3398.73 \end{aligned}$ | 3459.28 |
| 3668.78 | $\begin{aligned} & 3666.88 \\ & 3573.20 \end{aligned}$ | $\begin{aligned} & 3670.13 \\ & 3728.44 \end{aligned}$ | 3 | $\begin{aligned} & 4828.01 \\ & 4987.76 \end{aligned}$ | $\begin{aligned} & 4808.34 \\ & 4717.64 \end{aligned}$ | 4815.84 |
| 4697.69 | $\begin{aligned} & 4694.29 \\ & 4555.63 \end{aligned}$ | $\begin{aligned} & 4700.07 \\ & 4780.85 \end{aligned}$ | 4 | $\begin{aligned} & 6180.48 \\ & 6419.10 \end{aligned}$ | $\begin{aligned} & 6143.25 \\ & 6021.39 \end{aligned}$ | 6156.89 |
| 5718.04 | $\begin{aligned} & 5712.55 \\ & 5522.94 \end{aligned}$ | $\begin{aligned} & 5721.74 \\ & 5825.76 \end{aligned}$ | 5 | $\begin{aligned} & 7522.71 \\ & 7851.91 \end{aligned}$ | $\begin{aligned} & 7460.45 \\ & 7304.80 \end{aligned}$ | 7482.42 |
| 6729.82 | $\begin{aligned} & 6721.39 \\ & 6475.45 \end{aligned}$ | $\begin{aligned} & 6735.26 \\ & 6862.87 \end{aligned}$ | 6 | $\begin{aligned} & 8854.84 \\ & 9285.59 \end{aligned}$ | $\begin{aligned} & 8760.19 \\ & 8571.28 \end{aligned}$ | 8792.43 |
| 7733.02 | $\begin{aligned} & 7721.09 \\ & 7413.89 \end{aligned}$ | $\begin{aligned} & 7740.47 \\ & 7891.73 \end{aligned}$ | 7 | $\begin{aligned} & 10178.17 \\ & 10720.91 \end{aligned}$ | $\begin{array}{r} 10042.16 \\ 9820.29 \end{array}$ | 10086.93 |
| 8727.66 | $\begin{aligned} & 8711.30 \\ & 8338.32 \end{aligned}$ | $\begin{aligned} & 8737.51 \\ & 8912.24 \end{aligned}$ | 8 | $\begin{aligned} & 11620.95 \\ & 12298.08 \end{aligned}$ | $\begin{aligned} & 11429.15 \\ & 11172.14 \end{aligned}$ | 11490.04 |
| 9713.72 | $\begin{aligned} & 9692.02 \\ & 9249.11 \end{aligned}$ | $\begin{aligned} & 9726.35 \\ & 9924.19 \end{aligned}$ | 9 | $\begin{aligned} & 12800.19 \\ & 13596.51 \end{aligned}$ | $\begin{aligned} & 12553.25 \\ & 12268.39 \end{aligned}$ | 12629.39 |
| 10691.20 | $\begin{aligned} & 10663.39 \\ & 10146.66 \end{aligned}$ | $\begin{aligned} & 10706.90 \\ & 10927.34 \end{aligned}$ | 10 | $\begin{aligned} & 14100.34 \\ & 15037.71 \end{aligned}$ | $\begin{aligned} & 13782.37 \\ & 13467.94 \end{aligned}$ | 13877.34 |

[^5]Table II
$A^{2} \Pi-X^{2} \Sigma$ transition of the BO molecule

| Franck-Condon factors $q_{v^{\prime} v^{\prime \prime}}$ |  |  |  |  | $r$-centroids, $\bar{r}_{v^{\prime} v^{\prime \prime}} \times 10^{10}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | MKN Present work |  | RKRV | RKR | MKN Present work |  | RKRV |
| $\begin{gathered} \text { Band } \\ n^{\prime}-y^{\prime \prime} \end{gathered}$ | RKR | Authors' approximation | Langer |  |  | Authors' approximation | Langer |  |
| 0-0 | 0.036 | 0.035 | 0.036 | 0.036 | 1.276 | 1.276 | 1.275 | 1.274 |
| 0-1 | 0.133 | 0.132 | 0.136 | 0.133 | 1.302 | 1.303 | 1.302 | 1.303 |
| 0-2 | 0.228 | 0.228 | 0.235 | 0.226 | 1.330 | 1.329 | 1.329 | 1.331 |
| 0-3 | 0.245 | 0.238 | 0.259 | - | 1.358 | 1.357 | 1.357 | - |
| 0-4 | 0.185 | 0.189 | 0.201 | 0.183 | 1.387 | 1.385 | 1.385 | 1.385 |
| 0-5 | 0.104 | 0.113 | 0.119 | - | 1.416 | 1.412 | 1.414 | - |
| 1-0 | 0.101 | 0.101 | 0.105 | 0.107 | 1.258 | 1.258 | 1.258 | 1.256 |
| 1-1 | 0.187 | 0.194 | 0.200 | 0.188 | 1.284 | 1.283 | 1.283 | 1.282 |
| 1-2 | 0.099 | 0.103 | 0.108 | 0.096 | 1.310 | 1.309 | 1.309 | 1.311 |
| 1-3 | 0.016 | 0.016 | 0.003 | - | 1.325 | 1.325 | 1.329 | - |
| 1-4 | 0.059 | 0.058 | 0.052 | - | 1.369 | 1.368 | 1.368 | - |
| 1-5 | 0.158 | 0.156 | 0.161 | - | 1.397 | 1.400 | 1.406 | - |
| 2-0 | 0.155 | 0.151 | 0.166 | 0.164 | 1.241 | 1.241 | 1.239 | 1.237 |
| 2-1 | 0.111 | 0.120 | 0.121 | 0.108 | 1.265 | 1.265 | 1.265 | 1.265 |
| 2-3 | 0.104 | 0.085 | 0.092 | 0.088 | 1.321 | 1.319 | 1.320 | 1.321 |
| 2-4 | 0.128 | 0.106 | 0.116 | 0.101 | 1.347 | 1.346 | 1.346 | 1.345 |

Here $\alpha_{j}$ is the value of $\alpha(r)$ determined by Eq. (2.2) at $r=r_{j}$. The un-normalized wave functions have been evaluated at intervals of 0.001 nm of $r$, the internuclear distance. Normalized wave functions $\psi^{v}$ are then calculated using the expression for $\Phi^{v}$ and the normalizing factor determined by applying the normalization condition.

### 3.2 Langer's method

Langer's approximation method suggested by Langer [2] to find $\psi^{v}$ has been recently reviewed and applied by Patil et al [7]. Using the potential function as in Eq. (2.1) the Schrödinger wave equation (1) for vibrating BO molecule has been solved by this approximation method.

Vibration wave functions, computed using both the methods, for $v^{\prime \prime}=0,1,2,3,4$, 5 of $X^{2} \Sigma$ and $v^{\prime}=0,1,2$ of $A^{2} \Pi$ state of BO have been employed to calculate the FC factors $q_{v, v \prime \prime}$, and $r$-centroids $\bar{r}_{v, v, \prime}$, for the $A^{2} \Pi-X^{2} \Sigma$ transition of the BO molecule. The results obtained are recorded in Table II. For comparison RKR values of Liszt et al [8] and RKRV values of Mummigatti et al [9] are also entered in the same Table up to three decimal places.

## 4. Conclusion

Critical examination of Tables Ia to Id reveals that the MKN function, being more flexible, predicts the $U\left(r_{\min }\right)$ and $U\left(r_{\max }\right)$ values fairly well, whereas the simple Morse function results deviate from the observed values to the greater extent, thus proving its validity only at low quantum numbers. Percentage deviation of the factor $[U(\mathrm{MKN})-U(\mathrm{obs})]$ throughout the range of $r$ values varies from

$$
\begin{aligned}
& 0.30 \% \text { to } 1.5 \% \text { in } X^{2} \Sigma \mathrm{AlO}, 0.01 \% \text { to } 0.90 \% \text { in } A^{2} \Sigma \mathrm{AlO}, \\
& 0.004 \% \text { to } 0.17 \% \text { in } X^{1} \Sigma \mathrm{BaO}, 0.01 \% \text { to } 0.42 \% \text { in } A^{1} \Sigma \mathrm{BaO}, \\
& 0.06 \% \text { to } 0.44 \% \text { in } X^{2} \Sigma \mathrm{BO}, 0.014 \% \text { to } 0.82 \% \text { in } A^{2} \Pi \mathrm{BO}, \\
& 0.02 \% \text { to } 0.26 \% \text { in } X^{2} \Pi \mathrm{SiCl}, 0.01 \% \text { to } 1.61 \% \text { in } B^{2} \Sigma \mathrm{SiCl} .
\end{aligned}
$$

The Tables of data clearly indicate the superiority of the MKN function over the simple Morse function whose flexibility is limited. To decide the relative merit of the two approximation methods RKR and RKRV FC factors are compared with FC factors obtained by using wave functions of both the approximation methods. FC factors computed with the use of wave functions obtained by the authors' method compare better with RKR and RKRV results than do the results based on Langer's approximation method. Therefore, we assert that the authors' method yields better results than does Langer's. Another point in favour of the authors' method is that it is very simple and yields results comparable with RKR results.

As expected, $r$-centroids computed using both the methods agree with RKR results very closely. This is due to the fact that $r$-centroids are not so sensitive as FC factors are to the potentials and to the approximation methods. In conclusion, we add that for $A^{2} \Pi-X^{2} \Sigma$ transition of BO the authors' approximation method is more reliable than Langer's method.
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#### Abstract

The effective charges of Kr and Cu ions around 4 MeV per nucleon have been calculated from their experimental energy loss values in aluminium, nickel and gold. The effective charge results have been fitted to a universal curve whose expression assumes the Thomas-Fermi model of the atom. The final expression has been compared with other analytical expressions obtained for ions with energy between 1 and 10 MeV per nucleon.


## 1. Introduction

Heavy ions, as nuclear projectiles, play an increasingly prominent role in nuclear studies and their charge variation as they penetrate through matter has become important.

Heavy ions $(Z>2)$ cannot be regarded as charge invariant over a wide range of energy; as they are continually subject to charge-exchange processes. This effect is a function of the path traversed by the ions and is analogous to optical electronic transitions in atoms.

The effective charge, $Z_{\text {eff }}$, of an ion is defined as $Z_{\text {eff }}=\gamma Z$, where $Z$ is the nuclear charge and $\gamma$ a parameter with values given by $0<\gamma<1$.

The amount of published information on the theory of charge-exchange process is very limited and there is perhaps no comprehensive treatment of this effect which might furnish absolute values for $\gamma$.

An experimental method to determine $\gamma$ is to find the ratio of the experimental stopping powers for the ion and for a reference ion of known charge (usually proton) at the same velocity in the same material, through the formula

$$
\begin{equation*}
\gamma_{\mathrm{ion}}^{2}=\frac{Z_{p}^{2} \gamma_{p}^{2}(d E / d x)_{\mathrm{ion}}}{Z_{\mathrm{ion}}^{2}(d E / d x)_{p}} \tag{1}
\end{equation*}
$$

[^6]Proton is used as reference ion since its effective charge and stopping powers are well known.

Northcliffe [1] has obtained an empirical curve for the deviation of the effective charge and has represented the parameter $\gamma_{\text {ion }}$ by the expression

$$
\begin{equation*}
\gamma_{\mathrm{ion}}^{2}=1-1.85 \exp \left(-2 V_{r}\right), \tag{2}
\end{equation*}
$$

where $V_{r}$ is the ratio of the ion velocity in the material to the orbital velocity of the electron in the ion. For ions with $Z_{\text {ion }}<10$ the expression is valid for $V_{r}=1.35 \mathrm{E} / Z_{\text {ion }}$. As the ion captures more electrons, the expression given for $V_{r}$ above becomes inappropriate. Heckman [2] and Rosenblatt [3] have considered the velocity of the ion relative to the Thomas-Fermi velocity of the captured electron in the ion. They have shown that

$$
V_{r}=\frac{137 \beta}{Z_{\mathrm{ion}}^{2 / 3}}
$$

is a more suitable expression.
Booth et al [4] have obtained a universal curve for the charge variation of heavy ions with energy between 1 and 10 MeV per nucleon, by fitting their oxygen and chlorine results to an expression of the form

$$
\gamma_{\mathrm{ion}}^{2}=\varepsilon Z_{\mathrm{ion}}^{4 / 3}
$$

where $\varepsilon$ is the energy of the ion in MeV per nucleon. They observed that previous calculations for $\gamma_{\text {ion }}\left(Z_{\text {ion }}<20\right)$ are within $5 \%$ of their predicted universal curve.

This paper is a direct result from work done on the determination of the stopping powers of aluminium, nickel and gold for Cu and Kr ions with energy around 4 MeV per nucleon, and presents results aimed at testing the validity of the universal curve for ions with $20<Z_{\text {ion }}<40$.

The stopping power measurements used in this work are tabulated and comparison made with those semi-empirically obtained by Northcliffe and Schilling [5]. The universal curve generated in this work is also compared with that generated by Booth et al [4].

## 2. Stopping power data

In this Section, the stopping power measurements for Kr and Cu ions around 4 MeV per nucleon in $\mathrm{Al}, \mathrm{Ni}$ and Au , used in calculating the $\gamma_{\text {ion }}$ are tabulated (Table I). These results are part of a Ph.D. thesis [6] submitted by the author to the University of Manchester, England. The work was carried out using the Manchester University Linear Accelerator. A direct comparison between our experimental $d E / d x$ results and those semi-empirical calculations obtained by Northcliffe and Schilling [5] shows a discrepancy between $3 \%$ and $20 \%$. Efken et al [7] have also found a $10 \%-30 \%$

Table I
Measured stopping powers for Cu ions $d E / d x\left[\mathrm{MeV} / \mathrm{mgcm}^{-2}\right]$

| Energy <br> $[\mathrm{MeV} / \mathrm{A}]$ | Aluminium | Nickel | Gold |
| :---: | :---: | :---: | :---: |
| 3.00 | 30.62 | 21.85 | 13.66 |
| 3.20 | 30.22 | 21.60 | 13.58 |
| 3.40 | 29.81 | 21.35 | 13.50 |
| 3.60 | 29.41 | 21.11 | 13.42 |
| 3.80 | 29.00 | 20.86 | 13.34 |
| 4.00 | 28.59 | 20.61 | 13.26 |
| 4.20 | 28.19 | 20.37 | 13.18 |

deviation between their helium- $4 d E / d x$ results and those obtained by Northcliffe and Schilling [5]. Ward et al [8] have also noticed a 4-15\% discrepancy for oxygen-16. No experimental results for Kr and Cu ions in $\mathrm{Al}, \mathrm{Ni}$ and Au were available for comparison. But from the above discussion, it is obvious that our discrepancy with Northcliffe and Schilling [5] agrees with other observed discrepancies. Figure 1 shows the $d E / d x$ curves obtained for Cu and Kr ions in $\mathrm{Al}, \mathrm{Ni}$ and Au .


Fig. 1. Stopping power curves for Cu and Kr ions $\qquad$ This work --- Northcliffe and Schilling

## 3. Effective charge analysis

The effective charge parameter, $\gamma$, in Eq. (1) is that of the proton at the same velocity at which the $(d E / d x)_{p}$ and $(d E / d x)_{\text {ion }}$ are obtained. $\gamma_{p}$ was extracted from the measurements of Hall, and a curve interpolating his measurements has an analytical form

$$
\begin{equation*}
\gamma_{p}^{2}=[1-\exp (-150 \varepsilon)] \exp [-0.835 \exp (-14.5 \varepsilon)] . \tag{3}
\end{equation*}
$$

The energy loss of protons in Al and Au was obtained from the experimental results of Anderson [9] who has achieved an accuracy of $0.3 \%$ in his measurements. The $d E / d x$ values for protons in Ni used, were those obtained semiempirically by Williamson [10] since his proton $d E / d x$ values, for most metals, are in reasonably good agreement with Anderson's [9].

The expression for $\gamma_{\text {ion }}$ used in the analysis assumes the Thomas-Fermi model of the atom, and is given by

$$
\begin{equation*}
\gamma_{\text {ion }}^{2}=1-\exp \left(-A x+B x^{2}-C x^{3}\right), \tag{4}
\end{equation*}
$$

where $A, B$ and $C$ are constants and $X$ is a function of ion energy (in $\mathrm{MeV} / \mathrm{A}$ ), and $Z_{\text {ion }}$ of the form

$$
f(x)=f\left(\varepsilon Z_{\text {ion }}^{4 / 3}\right) .
$$

Equations (3) and (4) together with the $d E / d x$ ion values listed in Tables I and II were substituted in Eq. (1) to form a subroutine in the fitting programme. The values of the constants, with their errors from the best fits are shown in Tables III and IV.

Similar calculations have been performed with the $d E / d x$ data generated empirically by Northcliffe and Schilling [5]. The values of the constants obtained for Cu ions were $22.2 \pm 0.2,266.0 \pm 18.5$ and $1599.6 \pm 360.4$ for $A, B$ and $C$, respectively, for aluminium, $22.4 \pm 0.2,287.4 \pm 18.2$ and $1776.8 \pm 353.6$ for gold and in the case of nickel the values were $22.3 \pm 0.2,274.8 \pm 18.3$ and $1644.2 \pm 356.7$. Those obtained for Kr ions were $22.6 \pm 0.2,316.0 \pm 24.8$ and $2058.7 \pm 644.7$ for aluminium, $22.5 \pm 0.2,298.0 \pm 24.6$ and $1466.2 \pm 637.9$ for gold; and $23.1 \pm 0.2,366.1 \pm 24.7$ and $3015.4 \pm 641.7$ for nickel.

Table II
Measured stopping powers for Kr ions $d E / d x\left[\mathrm{MeV} / \mathrm{mgcm}^{-2}\right]$

| Energy <br> $[\mathrm{MeV} / \mathrm{A}]$ | Aluminium | Nickel | Gold |
| :---: | :---: | :---: | :---: |
| 3.00 | 43.71 | 31.03 | 17.37 |
| 3.20 | 43.30 | 30.79 | 17.28 |
| 3.40 | 42.89 | 30.56 | 17.19 |
| 3.60 | 42.48 | 30.33 | 17.10 |
| 3.80 | 42.07 | 30.09 | 17.01 |
| 4.00 | 41.66 | 29.86 | 16.92 |
| 4.20 | 41.25 | 29.63 | 16.83 |

Table III
Values of $A, B$ and $C$ for Cu ions

| Elements |  |  |  |
| :---: | :---: | :---: | :---: |
|  | Aluminium | Gold | Nickel |
| $A$ | $23.5 \pm 0.5$ | $25.7 \pm 0.8$ | $25.0 \pm 0.8$ |
| $B$ | $201.0 \pm 36.9$ | $403.7 \pm 35.0$ | $398.2 \pm 31.6$ |
| $C$ | $1033.3 \pm 622.6$ | $3342.6 \pm 466.3$ | $3230.5 \pm 512.0$ |

Table IV
Values of $A, B$ and $C$ for Kr ions

| Elements |  |  |  |
| :--- | :---: | :---: | :---: |
|  | Aluminium | Gold | Nickel |
| $A$ | $27.5 \pm 2.9$ | $28.6 \pm 6.1$ | $23.0 \pm 0.5$ |
| $B$ | $361.4 \pm 190.2$ | $601.5 \pm 402.9$ | $231.7 \pm 43.7$ |
| $C$ | $3564.4 \pm 3163.5$ | $6589.8 \pm 6642.6$ | $900.9 \pm 986.0$ |

The constants $A$ and $B$ from our data are in fairly good agreement with those from Northcliffe and Schilling [5]. Despite the constant $C$ is poorly determined, it does not affect the value of $\gamma_{\text {ion }}$ significantly. Any disagreement in the values of the constants with Northcliffe and Schilling [5] could be attributed to the discrepancy in the $d E / d x_{\text {ion }}$ data.

## 4. Discussion and conclusions

The error in the effective charge parameter $\gamma_{\text {ion }}$ mainly depends on any systematic error in determining experimentally the stopping powers of $\mathrm{Al}, \mathrm{Ni}$ and Au for Cu and Kr ions. These have an error of $2.5 \%$, and may be regarded as a true representative for the final error in the effective charge curves shown in Fig. 2.

The effective charge parameter as defined in Eq. (1) is expected to be valid only in the region of electronic stopping power, and it was therefore necessary to consider any nuclear stopping power contribution. Estimates of the nuclear $d E / d x$, using the theory of Lindhard et al [11], were found to be about $2 \%$ and were therefore neglected.

Since the effective charge is expected to be independent of the stopping material, a universal curve, similar to Booth et al [4], was generated and is shown in Fig. 3. The values of the constants obtained for the universal curve, together with those from Booth et al [4] are shown in Table V.

The constants $A$ and $B$ are in excellent agreement with Booth et al [4]. While there appears to be a discrepancy in the value of $C$, it should be borne in mind that the energy range covered by Booth et al [4] is considerably greater than that of the present work.


Fig. 2. Effective charge curves for Cu and Kr ions


Fig. 3. Universal effective charge curve --- Best fit

## Table $\mathbf{V}$

Values of universal curve's constants

| Constant | This work ${ }^{*}$ | Booth et al |
| :---: | :---: | :---: |
| $A$ | 25.6 | 24.7 |
| $B$ | 366 | 247.6 |
| C | 3110 | 1311.0 |

* Errors shown in Table III

The results of the present work, and the foregoing discussions strongly suggest that the effective charge $Z_{\text {eff }}$, of an ion can be expressed as

$$
Z_{\text {eff }}=\gamma_{\text {ion }} Z_{\text {ion }},
$$

where

$$
\gamma_{\text {ion }}^{2}=1-\exp \left(-A x+B x^{2}-C x^{3}\right)
$$

and $x=\varepsilon Z^{-4 / 3}$ and may be valid for $20<Z_{\text {ion }}<40$ at an ion energy between 1 and 10 MeV per nucleon.

The agreement between our work and those of Booth et al [4] and Northcliffe and Schilling [5] suggests further that it would be most valuable to extract $\gamma_{\text {ion }}$ at higher energy ranges for wider range of $Z_{\text {ion }}$. This would directly test the extent of the accuracy of the expression for the universal curve.
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#### Abstract

The Schrödinger equation type of description for fundamental processes is analysed, in terms of an alternative theory which describes the fluid behaviour of a polarized vacuum in a hyperspace. It is shown that Schrödinger quantum states can always be generated from an impulsive production of mass dipoles by processes which are classically explicable. A set of natural reference frames are introduced in relation to which it is shown that the Schrödinger structure assumes a very simple form in terms of local rotations. A fundamental vector potential that is involved in the underlying electromagnetic fluid movement is examined and Hamilton-Lagrange aspects of the polarized flow paths are discussed.


## 1. Introduction

Orthodox quantum theory is surprisingly unhelpful in explaining the 'physical nature' of a quantum state. In fact, the 'orthodoxy' is that there is no reason why quantum theory should be 'self explanatory', when all that is required from a theory is that it should have a mathematical form from which physically confirmable answers can be obtained to 'philosophically allowable' input questions. In this author's view, that position represents an abandonment of the search for an 'understanding' of natural phenomena and merely covers up a weakness in the way in which quantum theory is presented as being a description of nature. Much turns, of course, on what is a 'philosophically allowable question'. This author will here be concerned with asking the 'unallowable' type of question. 'What is a quantum state' is possibly the prototype of a large class of such questions. It will be shown, in this article, that quite clear answers can be given to some of these 'non allowable" questions. Thus showing that quantum mechanics is not what some authorities would have us believe it is. To see the quantum theory from an alternative point of view we need an alternative formulation of that theory at least, and possibly a generalization of it, so that its character can be assessed in a broader context. This author has developed an alternative formalism which can be shown to contain the Schrödinger system as a subspace process [1,2,3,4]. We shall use this alternative theory to show that important aspects of the local structure of quantum systems, barely uncovered and certainly not explained by the orthodox theory, can be fully explained in terms of familiar 'classical' ideas and processes. However, the author does take a great liberty in constructing this alternative theory in that he uses 'negative' mass as an intrinsic part of the structure. The reason for this rather dramatic departure
from the norm is a fundamental proposition that the 'quantum state' is a state of 'mass polarization' of the vacuum and this at the 'low energy' region of quantum theory. That this postulated negative mass is not directly and obviously noticeable, is explained by the assumption that it occurs as part of a 'polarization' process and so locally and usually positive and negative mass 'monopoles' cancel to produce zero 'rest mass'. However, these mass monopoles, being frequently in different 'kinematic' states, can make an overall non-zero contribution to the local quantum energy. To set up the alternative theory for a system composed of one particle moving in three dimensions under the influence of a prescribed external potential $V(\mathbf{x})$, we need a six dimensional Euclidean configuration space $E_{6}$. The $E_{6}$ geometry will be used as a framework for the usual position vector $\mathbf{x} \equiv\left(x^{1}, x^{2}, x^{3}\right)$ and for an additional three vector $\mathbf{y} \equiv\left(y^{1}, y^{2}, y^{3}\right)$, composed of the analytic continuations of the $x^{i},(i=1,2,3)$ into the complex planes, $z^{i}$ $=x^{i}+\sqrt{-1} y^{i}$. There are many two dimensional subspaces of $E_{6}$ but we single out here $E_{2}^{i}(i=1,2,3)$, where $E_{2}^{i}$ is the space of the two coordinate variables ( $x^{i}, y^{i}$ ), because these three subspaces provide us with a rather simple projective basis for the full $E_{6}$ theory. The full $E_{6}$ theory [Gilson 1983] which contains the three dimensional Schrödinger equation case becomes quite complicated and consequently to some extent obscures the simple nature of the underlying physical activities that are involved. It is thus best for our present purpose to work in one of the two dimensional subspaces, $E_{2}^{1}$, say, of $E_{6}$. This is equivalent to working with the one dimensional Schrödinger equation. We lose very little by confining our attention to the $E_{2}^{1}$ subspace as it turns out that the two dimensional subspaces, $E_{2}^{i},(i=1,2,3)$ provide especially simple projective background frames in which all the structure can be clearly displayed in detail.

Consequently these frames can be used to adequately describe all the 'essential' physics of the theory. As our discussion will be confined to the variables ( $x^{1}, y^{1}$ ) and corresponding velocity variables ( $u^{1}, v^{1}$ ), we shall therefore drop the superscript ' 1 ' for the rest of this paper in favour of just $(x, y)$ and $(u, v)$. Work with related motivations or containing related material can be found in references [7] through to [23].

## 2. Generation of a state

We make the firm assumption that 'the quantum state' is a state of energization of the vacuum. Crudely, this means that a local condition of 'nothingness' can separate into positive and negative mass constituents of equal modular magnitude under some circumstances. If the monopolar components of this 'polarization' were to appear with velocities of equal magnitude and were not spatially displaced, there would still be 'nothing' locally. However, it will be assumed that, in most cases of interest, the positive and negative mass monopoles separate spatially to produce 'dipoles' and also appear with differing speeds and directions of motion. Thus, in such terms, a kinematical and dynamical state of matter can be visualized as coming into being from the vacuum. In the following pages, a mathematically detailed version will be given showing how these
assumptions imply that an 'energized vacuum' will have all the special characteristics of a 'quantum state'. Having accepted that polarized mass is to be the basic constituent of the theory, we further assume that it occurs in fluid form and occupies extended regions of space. It thus can flow and consequently we need a velocity field,

$$
\begin{equation*}
\boldsymbol{\beta}=u(x, y, t) \mathbf{e}+v(x, y, t) \mathbf{e}^{\prime}, \tag{2.1}
\end{equation*}
$$

to describe its motion in the $E_{2}^{1}$ subspace with changing time. $\mathbf{e}$ and $\mathbf{e}^{\prime}$ are a pair of unit orthogonal base vectors in $E_{2}^{1}$. We make another assumption about the projection of the flow in the $E_{2}^{1}$ subspace. This is that positive mass is only free to move in the $\pm e$ directions, while the negative mass motion is confined to the $\pm \mathbf{e}^{\prime}$ directions. The $\pm \mathbf{e}$ directions are to be identified with the $x$ degree of freedom of ordinary 'physical' Euclidean 3-space. The $\pm \mathrm{e}^{\prime}$ directions correspond to the $y$ degree of freedom associated with the analytic continuation of $x$. From orthodox quantum theory it is well known that quantum states often change discontinuously. This can happen spontaneously or it can be induced by interaction with some other system. In particular, the electron moving under the influence of an electromagnetic field can absorb or emit a 'photon' and so change from one specific quantum state to another entirely different quantum state. Clearly, in this case, the electromagnetic field is supplying an 'impulse' to the initial quantum state in the form of the 'photon' and this causes the 'jump'. This particular type of quantum 'jump' phenomena is often regarded as one of the main characteristic features of the quantum systems which distinguish them from 'classical' systems. Hence, the following proposition is worth considering. 'All quantum states can be formed by the application of impulses'. It has long been known that fluid systems having a motion that has been generated from rest by impulses can sometimes be very conveniently described by a velocity potential (MilnThomson, [5], page 84). It will be shown here that we can also make use of a connection between quantum 'jumps' and a fluid velocity potential. Suppose that the fluid motion given by the field $\boldsymbol{\beta}(x, y, t)$ of (2.1) is generated from rest by a force field $\mathbf{F}_{0}$ acting uniformly over a finite but small time interval $\tau_{0}$. As the momentum associated with $\boldsymbol{\beta}$ is,

$$
\begin{equation*}
\mathbf{p}=m_{0}\left(u \mathbf{e}-v \mathbf{e}^{\prime}\right), \tag{2.2}
\end{equation*}
$$

according to our proposition that positive mass $m_{0}$, say, is carried by the $u$ flow and negative mass ( $-m_{0}$ ) is carried by the $v$ flow, it follows that

$$
\begin{equation*}
\mathbf{F}_{0} \tau_{0}=m_{0}\left(\mathbf{u e}-\mathbf{v} \mathbf{e}^{\prime}\right)=\mathbf{p} . \tag{2.3}
\end{equation*}
$$

If we now assert that the force field $\mathbf{F}_{0}$ involved in the impulsive production of the state of flow $\boldsymbol{\beta}$ from rest can be derived from a potential $W$ then,

$$
\begin{equation*}
u \mathbf{e}-v \mathbf{e}^{\prime}=-\nabla \alpha_{1}, \quad \text { say }, \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{1}=\tau_{0} W / m_{0} \tag{2.5}
\end{equation*}
$$

is the velocity potential for the monopolar relative velocity field $u e-v e^{\prime}$ which will be denoted by $\overline{\boldsymbol{\beta}}$. So far, we could have been talking about the generation from the vacuum of a 'single' dipole. Certainly not necessarily a 'point' dipole, but rather some sort of 'single' but distributed object with the velocity field $\boldsymbol{\beta}(x, y, t)$. We wish now to bring 'probabilities' or state 'densities' into the structure and to do this we consider an 'assembly' of dipoles generated by the impulsive field $\mathbf{F}_{0}$. We shall assume that the assembly of induced dipoles is composed of a large number of mass dipoles distributed over some region of $E_{2}^{1}$. Suppose the distribution of a total of $N$ dipoles, say, is given by the density function $\rho(x, y, t)$ when generated from the vacuum at time $t$. If the definite impulsive force field $\mathbf{F}_{0}$ is responsible for each member of the assembly of dipoles then clearly $\mathbf{F}_{0}$ does not uniquely determine where any individual dipole will appear in $E_{2}^{1}$, when the production takes place at time $t$. That is to say, when $\mathbf{F}_{0}$ generates 'one' dipole, it can appear at any one of the, $x \mathbf{e}+y \mathbf{e}^{\prime}$, vector positions with probability density $N^{-1} \rho(x, y, t)$. It is convenient to introduce a small comparison volume $v_{0}$ and a dimensionless function $\rho^{(0)}$ which are related by $\rho^{(0)}=\rho(x, y, t) v_{0}$.

Then $\rho^{(0)}(x, y, t)$ is a number of dipoles within the comparison volume $v_{0}$ which would give the actual density $\rho$. Thus for one dipole we can introduce the missing information (Brillouin, [6]) with regard to the appearance of one dipole within the comparison volume $v_{0}$ at $(x, y)$ upon impulsive production at time $t$. This missing information will be denoted by,

$$
s_{0}=-\kappa \ln \rho^{(0)}(x, y, t)
$$

where $\kappa$ is Boltzmann's constant, and so entropy units are being used in defining $s_{0}$. Also, it should be noted that the entropy $s_{0}=-\kappa \ln \rho^{(0)}$ can be positive or negative according to whether $\rho^{(0)}$ is less than or greater than unity. Thus at some positions $s_{0}$ can represent 'missing' information while at other positions it can represent 'information'. To proceed further, we have to attribute another physical characteristic to the mass dipoles. We shall, in fact, call them 'composite' mass dipoles and assume that the positive-negative mass separation involved in their production also involves a 'charge' separation or an electric polarization. Thus we shall assume that, when one monopole of one electronic rest mass $m_{0}$ is generated, it carries with it one electronic charge $-|e|$ and, when an opposite monopole of rest mass $-m_{0}$ is generated, it carries with it one positronic charge $|e|$. The magnitude of a set of 'primary' monopolar separations will be taken to be $l_{0}$, where $\tau_{0} c=l_{0}, c$ being the speed of light and $\tau_{0}$ being the time involved in the production of the state introduced earlier. Thus the impulsive production of a state with the velocity field, $\boldsymbol{\beta}=u \mathbf{e}+v \mathbf{e}^{\prime}$, for the $N$ dipole assembly simultaneously involves the production of a current density,

$$
\begin{equation*}
\mathbf{j}=-|e| \rho\left(u \mathbf{e}-v \mathbf{e}^{\prime}\right) . \tag{2.6}
\end{equation*}
$$

It is now possible to make a remarkable connection between the electrodynamics and the statistics of the vacuum system by using Maxwell's equation,

$$
\begin{equation*}
\nabla_{A} \mathbf{B}_{0}=\mu_{0} \mathbf{j} \tag{2.7}
\end{equation*}
$$

where we are assuming that $\mathbf{j}$ is the 'total' current in $E_{2}^{1}$ associated with a magnetic induction vector $\mathbf{B}_{0}$ which will be considered to be an 'intrinsic' magnetic field associated with the 'primary' dipoles. Thus if each 'primary' dipole has a magnetic moment of one Bohr magneton, $l_{0}|e| c \mathbf{e}_{A} \mathbf{e}^{\prime}$, chosen as indicated by the vector product to point in a direction $\mathbf{k}=\mathbf{e}_{\Lambda} \mathbf{e}^{\prime}$, orthogonal to the $E_{2}^{1}$ subspace, then the primary magnetic induction vector $\mathbf{B}_{0}$ will be given by

$$
\begin{equation*}
\mathbf{B}_{0}=1_{0}|e| c \rho \mathbf{k} \tag{2.8}
\end{equation*}
$$

The unit vector $\mathbf{k}$, having been chosen in $E_{6}$, also serves to introduce a three space $E_{3}^{1}$ containing $E_{2}^{1}$ and also vector products formed from 2 -vectors in $E_{2}^{1}$. As we have taken $l_{0}|e| c$ to be one Bohr magneton, $l_{0}$ will have the value, $l_{0}=\hbar / 2 m_{0} c$, and consequently the state production impulsive time $\tau_{0}$ will have the value, $\tau_{0}=l_{0} / c=\hbar / 2 m_{0} c^{2}$.

Thus $\mathbf{B}_{0}$ is the primary magnetic induction vector generated simultaneously with the appearance of the velocity field $\boldsymbol{\beta}$ and the 'electric' dipole moment, $-|e| l_{0} \mathbf{k}$ per dipole. (2.7) and (2.8) lead to the connection, mentioned earlier, between the electrodynamics and the statistics for this system which can be expressed by the relations,

$$
\begin{equation*}
u=-c l_{0} \frac{\partial \ln }{\partial \mathrm{y}} \rho^{(0)} \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
v=-c l_{0} \frac{\partial \ln }{\partial x} \rho^{(\mathbf{0})} \tag{2.10}
\end{equation*}
$$

giving the velocity components in terms of the distribution function $\rho^{(0)}$. These imply that

$$
\begin{equation*}
\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y} \tag{2.11}
\end{equation*}
$$

However, from (2.4), we also have,

$$
\begin{equation*}
\nabla_{A} \bar{\beta}=0, \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\boldsymbol{\beta}}=u \mathbf{e}-v \mathbf{e}^{\prime} \tag{2.13}
\end{equation*}
$$

is the relative monopolar velocity in $E_{2}^{1}$. From (2.4), it also follows that

$$
\begin{equation*}
\frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x} \tag{2.14}
\end{equation*}
$$

(2.11) and (2.14) are the well known Cauchy-Riemann equations which indicate that $u$ and $v$ can be combined together in the form, $u+\sqrt{-1} v$, to produce an analytic function $f(x+\sqrt{-1} y)$, of the complex variable $z=x+\sqrt{-1} y$. Further, from (2.9) and (2.10) it can be seen that $c l_{0} \ln \rho^{(0)}$ can be taken to be the stream function for the relative
monopolar velocity field, $\overline{\boldsymbol{\beta}}$, given by (2.3). The story so far can be summarized in the form of the following theorem and two corollaries about the existence and significance of special state functions.

## "Theorem"

The 'input' disorder associated with the production of a quantum state is equal to $\kappa \alpha_{2}$, where

$$
\begin{equation*}
\alpha_{2}=c l_{0} \ln \rho^{(0)} \tag{2.15}
\end{equation*}
$$

is the stream function for the local relative monopolar motion and is also one member of a pair of conjugate functions $\left(\alpha_{1}, \alpha_{2}\right)$ in the sense of the theory of functions of a complex variable. The other member of the pair, $\alpha_{2}$, is the velocity potential for the induced relative monopolar motion.

## 'Corollary I'

The theorem implies the existence of a 'complex' potential,

$$
\begin{equation*}
\alpha(z, t)=\alpha_{1}(x, y, t)+\sqrt{-1} \alpha_{2}(x, y, t), \tag{2.16}
\end{equation*}
$$

at the time of production $t$, for the relative monopolar flow,

$$
\begin{equation*}
\overline{\boldsymbol{\beta}}=u \mathbf{e}-v \mathbf{e}^{\prime}=\mathbf{p} / m_{0} \tag{2.17}
\end{equation*}
$$

or as indicated by (2.17) for, what is the same thing $p / m_{0}$, the projection of the local momentum into $E_{2}^{1}$ divided by $m_{0}$.

## 'Corollary 2'

By means of the conformal transformation,

$$
\begin{equation*}
\psi(z, t)=\exp \left(\alpha(z, t) / 2 i c l_{0}\right) \tag{2.18}
\end{equation*}
$$

at time $t$, we can infer the existence of an analytic function $\psi(z, t)$ of the complex variable $z$ which can be shown to be the 'wave function' for the system.

In Section 5, it will be shown that a third corollary could be appended to the previous two. This to the effect that $m_{0} \alpha_{1}(x, y, t)$ is equal to minus the classical Lagrangian action $\int_{t_{0}(\text { path })}^{t} L\left(t^{\prime}\right) d t^{\prime}$, taken along a path between times $t_{0}$ and $t$, apart from a possible additive constant, and that $\alpha_{2}$ is the change in disorder or entropy taken along the same path between the same times and also apart from a possible additive
constant. It follows that for this system there is a general connection between Lagrangian action and entropy, essentially expressed by the 'theorem' stated earlier. It is interesting that Miln-Thomson ([5], page 147) remarks on the usefulness of a function of form rather like (2.18) in connection with some types of fluid motion but presumably with no thoughts of quantum-theory in mind! Clearly the $\sqrt{-1}$ in (2.18) plays a critical role in the formalism. The particular conformal transformation (2.18) is that one which 'completely' linearizes the differential statement of this theory in the form of the analytically continued Schrödinger equation for $\psi(z, t)$.

## 3. Natural reference frames

We have so far considered the polarized vacuum system from the point of view of a preassigned Euclidean frame of reference $E_{2}^{1}$ with the given configuration coordinates $(x, y)$. If there is an external potential $V(x, y)$ involved, the frame $E_{2}^{1}$ would usually be chosen, if possible, as that one in which the source or sources of the external field are 'rigidly' fixed at given positions within it. Certainly, such a frame would be a first choice and would be expected to give the simplest view of the system. Normally one would also prefer the reference frame $E_{2}^{1}$ to be a non-rotating 'inertial' frame. Quantum systems are usually, or at least initially, discussed in such frames of reference, where basically the external potential determines the frame. Thus we are motivated to consider how these 'unavoidable' frame based viewpoints might be colouring our ideas about how the 'vacuum' might be expected to behave and, we also seek to determine how the mathematical description of the vacuum should be formulated so as to disentangle mathematical 'irrelevancies' such as geometrical 'rigidity'. It turns out that there is a simple solution to this particular difficulty in the case of the polarized vacuum system. This solution arises because of a fundamental characteristic of the quantum process. As is well known from orthodox quantum theory, changes of energy or 'packets' of energy often occur in the form, $\Delta E=h f$, where $h$ is Planck's constant and $f$ is a frequency. Almost invariably nowadays, we find the same relation written in the form $\Delta E=\hbar \omega$, where $\hbar=h / 2 \pi$ and $\omega$ is an 'angular' frequency. The practical reason for the more common usage of $\hbar$ and $\omega$ rather than $h$ and $f$ is the fact that the former quantities occur more frequently in formulae when they are expressed most simply. The author believes that this is actually a consequence of 'angular' velocities being 'fundamental' to quantum mechanics while not being measures of any rotation rates in ordinary configuration Euclidean three space but rather a measure of local rotation rates in the hyperspaces $E_{3}^{i}(i=1,2,3)$ of the present theory of the vacuum. It is well known that in fluid theory the vorticity $\zeta=\frac{1}{2} \nabla_{A} \beta$ can be regarded as a field of local rotation rates. There is the well known suggestion that, if a small element of a fluid in motion with velocity field $\beta$ were to be frozen suddenly, it would then be found to be rotating with an
angular velocity $\boldsymbol{\Omega}=\frac{1}{2} \nabla_{\Lambda} \boldsymbol{\beta}$ (Miln-Thomson, [5] page 45). Use will be made of these ideas in a moment. However, it is possible to imagine a more 'intrinsic' type of local rotational motion in which a field of local rotation rates is given but which is not necessarily derivable by taking the curl of some velocity field. For example, suppose that rotation rates were associated with each member of our field of primary induced dipoles in an 'intrinsic' way to give an angular velocity field $\boldsymbol{\Omega}$ according to the formula,

$$
\begin{equation*}
\mathbf{\Omega}=\Omega_{0} \rho^{(0)}(x, y, t) \mathbf{k}, \tag{3.1}
\end{equation*}
$$

where $\Omega_{0}$ is a 'fundamental' angular velocity.
We can use the length $l_{0}$, introduced earlier, to define such a fundamental angular velocity by means of the formula, $\Omega_{0}=\tau_{0}^{-1}, l_{0}=c \tau_{0} . \tau_{0}$ is the 'impulse time' used earlier. The $\rho^{(0)}$ in (3.1) was defined in the abstract frame $E_{2}^{1}$ and so we shall interpret $\Omega_{0}$ as being an 'intrinsic' angular velocity field associated with the density of dipole states in $E_{2}^{1}$ and representing a local rotation rate 'relative' to the abstract frame $E_{2}^{1}$. We know from orthodox quantum theory that energies are associated with 'rotation' rates and we also know from relativity that mass is associated with energy according to Einstein's formula. Thus we can express the relation between a local energy change per dipole, $2 m_{0} c^{2}=m_{0} c^{2}-\left(-m_{0} c^{2}\right)$, and the angular velocity $\boldsymbol{\Omega}$ consequent upon the production of the primary dipolar field by the impulse as,

$$
\begin{equation*}
c \rho^{(0)} \mathbf{k}=1_{0} \boldsymbol{\Omega} \tag{3.2}
\end{equation*}
$$

However, the primary rest mass distribution 'vector' $m_{0} c^{2} \rho^{(0)} k$, from (3.2) has been defined via $\rho^{(0)}$ which itself was defined relative to the abstract Euclidean frame $E_{2}^{1}$ and so, as a 'physical' distribution of rest mass, its pedigree is suspect for the 'frame difficulty' reasons discussed earlier. On the other hand, once the quantum state has been generated, there is at our disposal the velocity field, $\boldsymbol{\beta}=u \mathbf{e}+v \mathbf{e}^{\prime}$, and its local angular velocity, $\tilde{\boldsymbol{\Omega}}=\frac{1}{2} \nabla_{\Lambda} \boldsymbol{\beta}$. Thus, if the velocity field $\boldsymbol{\beta}$ represents a single extended but possibly rather 'wobbly' entity, surely the rest mass distribution for such an extended system should be measured 'locally' in whatever frame is attached to the 'particle' locally and is moving and rotating with it. This can be regarded as a generalization of the idea that the rest energy of a 'point' particle is a form of potential energy moving with the particles rest frame to the case of the extended fluid system which does not necessarily have a single unique rest frame. If it is accepted that 'distributed' rest mass 'should' be measured 'relative' to the 'natural frames that is to say, relative to the local frames determined by the angular velocity field $\boldsymbol{\Omega}=\frac{1}{2} \nabla_{A} \boldsymbol{\beta}$ and we are prepared to neglect the relativistic effects associated with high velocities, it is then possible to regard the 'so defined' relative rest mass distribution as giving a good approximation to the rest mass in $E_{3}^{1}$ also. Thus, we shall define the 'physical' or 'relative' restmass distribution, $m_{0} c^{2} \rho_{T}^{(0)}$, for our extended fluid system, by measuring
the 'intrinsic' rotation rate 'relative' to the 'natural' frames determined by $\boldsymbol{\Omega}$. Hence

$$
\begin{equation*}
m_{0} c^{2} \rho_{T}^{(0)} \mathbf{k}=\frac{\hbar}{2}\left(\mathbf{\Omega}_{0}-\boldsymbol{\Omega}\right) \tag{3.3}
\end{equation*}
$$

This being, in fact, an energy 'vector' associated with the intrinsic rotation rates measured relative to the induced assembly of 'natural frames' which are 'locally' rotating with the velocity field of the polarized vacuum. It follows that in changing from the abstract frame $E_{3}^{1}$ definition for the local rest mass distribution to the 'natural' frame definition, $\rho^{(0)}$ becomes $\rho_{T}^{(0)}$ according to the formula,

$$
\begin{equation*}
m_{0} \rho_{T}^{(0)}=m_{0}\left(\rho^{(0)}-\frac{l_{0}}{2 c}\left(\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right)\right), \tag{3.4}
\end{equation*}
$$

from (3.1) and (3.3).
Let us now consider an approximate classical energy $E_{c}$ per dipole which includes the rest mass distribution $m_{0} c^{2} \rho^{(0)}$,

$$
\begin{equation*}
E_{c}=m_{0} c^{2} \rho^{(0)}+K+V_{1} . \tag{3.5}
\end{equation*}
$$

Besides containing the abstract frame rest mass $m_{0} c^{2} \rho^{(0)}$, this is composed of the monopolar kinetic energy, $K=\frac{1}{2} m_{0}\left(u^{2}-v^{2}\right)$, and the external potential energy $V_{1}(x, y)$. It is now natural to define a 'non-rest' energy for the extended system as,

$$
\begin{align*}
E_{Q} & =E_{c}-m_{0} c^{2} \rho_{T}^{(0)} \\
& =K+V+m_{0} c l_{0} \frac{\partial v}{\partial x}=K+V+V_{Q} \tag{3.6}
\end{align*}
$$

by (3.4), (3.5) and the Cauchy-Riemann equation (2.14). $E_{Q}$ is obviously the real part of the local quantum energy, i $\hbar \partial \ln \psi / \partial t$, or alternatively,

$$
E_{Q}=\frac{\partial \alpha_{1}}{\partial t}
$$

by Corollary 1 , to the theorem of Section 2 .

$$
\begin{equation*}
V_{Q}=m_{0} c l_{0} \boldsymbol{\Omega} \cdot \mathbf{k} \tag{3.7}
\end{equation*}
$$

is the additional potential experienced by a quantum particle over and above the prescribed external potential $V(x, y)$ in $E_{2}^{1}$. It is clear from this way of deriving $V_{Q}$ that it arises directly from the choice of the abstract frame $E_{2}^{1}$, to look at the energy of the field, rather than using the 'natural frames'. Apparently, a quantum particle 'sees' its own rest energy from the natural frames, whilst the external observer of the system looking at non-rest energy, is constrained to use the abstract frame. There is no difficulty in showing, on the basis of the structure examined in this article, that the wave function, $\Psi(z, t)$ identified earlier (2.18), satisfies the analytically continued Schrödinger
equation,

$$
\begin{equation*}
i \hbar \frac{\partial \Psi(z, t)}{\partial t}=-\frac{\hbar}{2 m_{0}} \frac{\partial^{2} \psi(z, t)}{\partial z^{2}}+V(z) \psi(z, t) \tag{3.8}
\end{equation*}
$$

and that on the subspace $y=0$, this reduces to the usual one dimensional Schrödinger equation for $\psi(x, t)$. All that is required to arrive at equation (3.8) for $\psi$ is the natural assumption that, once the primary dipoles are impulsively induced, they flow in a conserved manner, apart from the influence of a source term $\Gamma=\rho V_{2} / m_{0} c l_{0}$, arising from the external field,

$$
\begin{equation*}
\frac{\partial \rho}{\partial \mathrm{t}}=-\nabla \cdot\left(\rho \boldsymbol{\beta}^{(c)}\right)+\Gamma \tag{3.9}
\end{equation*}
$$

where $\boldsymbol{\beta}^{(c)}=\frac{1}{2} \boldsymbol{\beta}$ is the dipolar centroidal velocity field (Gilson [1]-[4]). The three dimensional Schrödinger equation 'case' only differs from the work discussed so far in 'complexity' in that it involves the three complex configuration variables $z^{i}(i=1,2,3)$ and therefore to formulate the theory in terms of 'real' velocity fields the six dimensional Euclidean space $E_{6}$ is required. In the next Section, we shall look closer at some more physical pictures of the vacuum process that are contained in this 'alternative' to Schrödinger quantum theory.

## 4. The vector potential $A$

Let us return to the question of the 'impulsive' production of a quantum state from rest. With the impulsive generating force field $\mathbf{F}_{0}$, (2.3), we can associate an 'electrical' vector potential $\mathbf{A}$ according to the formula,

$$
\begin{equation*}
-2|e| \mathbf{A}=\tau_{0} \overline{\mathbf{F}}_{0}=\mathbf{I}_{0} . \tag{4.1}
\end{equation*}
$$

$\overline{\mathbf{F}}_{0}=F_{01} \mathbf{e}-F_{02} \mathbf{e}$ is used in (4.1) rather than $\mathbf{F}_{0}=F_{01} \mathbf{e}+F_{02} \mathbf{e}^{\prime}$ so that $\mathbf{A}$ relates to the velocity field $\boldsymbol{\beta}$ rather than to the relative monopolar velocity field $\overline{\boldsymbol{\beta}}$. Thus we define $\mathbf{A}$ so that an electrical impulse associated with the charge 'change', $-2|e|$, is the same as the mechanical impulse $\overline{\mathbf{I}}_{0}$ associated with the time change $\tau_{0}$. The vector potential $\mathbf{A}$ is generated simultaneously with the velocity field $\boldsymbol{\beta}$. We use $\mathbf{A}$ to define a 'secondary' magnetic induction vector $\widetilde{\mathbf{B}}$, say, according to the formula,

$$
\begin{equation*}
\tilde{\mathbf{B}}=\nabla_{A} \mathbf{A}=-\nabla_{\Lambda} \frac{\tau_{0}}{|e|} \mathbf{F}_{0} \tag{4.2}
\end{equation*}
$$

Using (2.3), this becomes,

$$
\begin{equation*}
\widetilde{\mathbf{B}}=-\frac{m_{0}}{|e|} \boldsymbol{\Omega} \tag{4.3}
\end{equation*}
$$

Thus with the definition (4.1) for $\mathbf{A}$, we can account for a secondary magnetic induction vector $\widetilde{\mathbf{B}}$ derivable from the vorticity of the velocity field $\boldsymbol{\beta}$ and related to $\boldsymbol{\Omega}$ in the same way as magnetic induction in the cyclotron is related to angular velocity. Thus $|\boldsymbol{\Omega}|$ is the Larmor frequency associated with the secondary magnetic induction $\widetilde{\mathbf{B}}$. Using $\widetilde{\mathbf{B}}$ and $\mathbf{A}$, the local quantum energy $E_{Q}(3.6)$ can be expressed in the compact form,

$$
\begin{equation*}
\left(E_{Q}-V_{1}\right) \rho=\mathbf{j} \cdot \mathbf{A}-\mathbf{B}_{0} \cdot \tilde{\mathbf{B}} / \mu_{0}=-V \cdot \mathbf{P}, \quad \text { say } \tag{4.4}
\end{equation*}
$$

$\mathbf{j}$ is given by (2.6) and $\mathbf{B}_{0}$ by (2.8). (4.4) shows up clearly the 'complete' electromagnetic nature of $E_{Q}$ in which even the kinetic energy, $\frac{1}{2} m_{0}\left(u^{2}-v^{2}\right)=\mathbf{j} \cdot \mathbf{A}$, is included as an interaction term between $\mathbf{j}$ and $\mathbf{A}$. The term $\frac{1}{\mu_{0}}\left(\mathbf{B}_{0} \cdot \tilde{\mathbf{B}}\right)$ is clearly an interaction between the primary and secondary magnetic induction effects. In (4.4), the 'secondary' polarization vector $\mathbf{P}$ has been introduced analogously with the Maxwell form $\sigma=$ $-\nabla \cdot \mathbf{P}$. It is not difficult to confirm that $\mathbf{P}$ has the form,

$$
\begin{equation*}
\mathbf{P}=-\lambda|e| \boldsymbol{\beta}^{(c)} \Lambda \mathbf{B}_{0} \tag{4.5}
\end{equation*}
$$

where $\lambda$ is a 'vacuum' elasticity 'constant' with the value, $\lambda=m_{0} / \mu_{0} e^{2}$. It is clear from (4.5) that $\mathbf{P}$ lies in the $(x, y)$ plane and actually results from the polarizing effect of the Lorentz forces which arise from the dipolar centroidal velocity field $\boldsymbol{\beta}^{(c)}=\frac{1}{2} \boldsymbol{\beta}$ and the intrinsic magnetic induction vector $\mathbf{B}_{0}$. We finally remark that $\mathbf{A}$ can be put into the simple form,

$$
\begin{equation*}
\mathbf{A}=-\frac{m_{0}}{|e|} \boldsymbol{\beta}^{(c)} \tag{4.6}
\end{equation*}
$$

which shows its close relation with the dipolar centroidal velocity field $\boldsymbol{\beta}^{(c)}$.

## 5. Hamilton-Lagrange aspects

Let us consider the velocity potential $\alpha_{1}$ given by Eq. (2.5) more closely. The total differential of $\alpha_{1}$ for the $E_{2}^{1}$ subspace and the time coordinate is

$$
\begin{equation*}
d \alpha_{1}=\frac{1}{m_{0}} E_{Q} d t-u d x+v d y \tag{5.1}
\end{equation*}
$$

by (2.4) and (3.6). Thus using (3.6), $d \alpha_{1}$ can be put into the form,

$$
\begin{equation*}
d \alpha_{1}=\left(\frac{u^{2}-v^{2}}{2}+c l_{0} \frac{\partial v}{\partial x}+V_{1} / m_{0}-\frac{u d x}{d t}+\frac{v d y}{d t}\right) d t \tag{5.2}
\end{equation*}
$$

Thus the total change in $\alpha_{1}$ taken along some finite given path starting at time $t_{0}$ from position $\left(x_{0}, y_{0}\right)$ and terminating at some later time $t$ at position $(x, y)$ for a path
specified by $\dot{x}=f, \dot{y}=g$ is,

$$
\begin{equation*}
\alpha_{1}(t)-\alpha_{1}\left(t_{0}\right)=\int_{t_{0}(\text { path) }}^{t}\left(\frac{u^{2}-v^{2}}{2}+c l_{0} \frac{\partial v}{\partial x}+V_{1} / m_{0}-u f+v g\right) d t^{\prime} \tag{5.3}
\end{equation*}
$$

In fact, any path of 'reasonable' behaviour can be used to evaluate the integral (5.3) between the 'events' $\left(x_{0}, y_{0}, t_{0}\right)$ and ( $x, y, t$ ) provided $\alpha_{1}$ is single valued and the two events lie on the path. This follows from the condition,

$$
\begin{equation*}
\oint_{c} d \alpha_{1}=0, \tag{5.4}
\end{equation*}
$$

for any closed contour $C$ in the three-space $\mathbf{R} \equiv(x, y, t)$ containing the two events $\mathbf{R}$ and $\mathbf{R}_{0}$ as 'extreme' events in 'time'. This can be seen from (5.1) because

$$
\begin{equation*}
\frac{d \alpha_{1}}{d s}=\frac{d \mathbf{R}}{d s} \cdot \nabla_{\mathbf{R}} \alpha_{1} \tag{5.5}
\end{equation*}
$$

where $\nabla_{\mathbf{R}}$ is the three space gradient and where $s$ is any suitable parameter on the closed contour $C$. Thus Stoke's theorem can be used to evaluate the contour integral (5.4) and the value zero is obtained. We can make some use of this freedom to choose a path between two 'events'. If we take the special 'classical like' path defined by,

$$
\begin{equation*}
\dot{x}=\boldsymbol{\beta} \cdot \mathbf{e}=u, \quad \dot{y}=\boldsymbol{\beta} \cdot \mathbf{e}^{\prime}=v, \tag{5.6}
\end{equation*}
$$

and provided we choose initial and terminal events which actually lie on this path, then the integral (5.3) reduces to the form,

$$
\begin{gather*}
\begin{aligned}
\alpha_{1}(t)-\alpha_{1}\left(t_{0}\right) & =-\frac{1}{m_{0}} \int_{t_{0}}^{t}\left(K-V_{T}\right) d t^{\prime} \\
=-\varphi / m_{0}, & \text { say } \\
V_{Q} & =m_{0} c l_{0} \frac{\partial v}{\partial x}
\end{aligned} \$ . \$ \text {. } \tag{5.7}
\end{gather*}
$$

is the 'extra' quantum potential and

$$
\begin{equation*}
V_{T}=V_{1}+V_{Q} \tag{5.10}
\end{equation*}
$$

is the total potential experienced by a particle under quantum conditions. (5.8) is, as one might expect, the usual formula for Hamilton's principal function $\varphi$. Thus apart from the additive constant $\alpha_{1}\left(t_{0}\right)$, Hamilton's principal function $\varphi$ and the real part $\alpha_{1}$ of the complex potential $\alpha$ only differ by the factor $-m_{0}$. This conclusion is the source of the third possible corollary to the theorem of Section 2 mentioned earlier. There is no
difficulty in showing that the Hamilton-Jacobi equation,

$$
\begin{equation*}
\frac{\partial \varphi}{\partial \mathrm{t}}+H\left(q_{1}, q_{2}, p_{1}, p_{2}, t\right)=0 \tag{5.11}
\end{equation*}
$$

where $q_{1}=x$ and $q_{2}=y$, and also Hamilton's equations,

$$
\begin{align*}
\dot{p}_{i} & =-\frac{\partial H}{\partial q_{i}} \\
v_{i} & =\frac{\partial H}{\partial p_{i}}, \quad(i=1,2) \tag{5.12}
\end{align*}
$$

hold for this vacuum system. In fact, it is obvious that the $H$ in (5.1) is the real part, $E_{Q}$, of the Schrödinger 'local' energy which is given by (3.6). Let us now consider the total differential of $\alpha_{2}$, the imaginary part of the complex potential $\alpha$ in $E_{2}^{1}$. This is

$$
\begin{equation*}
d \alpha_{2}=\frac{1}{m_{0}} E_{2} d t-\frac{\partial \alpha_{1}}{\partial y} d x+\frac{\partial \alpha_{1}}{\partial x} d y \tag{5.13}
\end{equation*}
$$

We recall the expression (3.6) for $E_{Q}$, the real part of the local quantum energy,

$$
\begin{equation*}
E_{Q}=\frac{m_{0}}{2}\left(u^{2}-v^{2}\right)+m_{0} c l_{0} \frac{\partial v}{\partial x}+V_{1} \tag{5.14}
\end{equation*}
$$

As $E_{Q}$ is the real part of a complex function and $u$ and $v$ are the real and imaginary parts of another complex function, the local quantum momentum divided by $m_{0}$, inspection of (5.14) suggests that the imaginary part $E_{2}$ of the local quantum energy should be taken to be

$$
\begin{equation*}
E_{2}=m_{0} u v-m_{0} c l_{0} \frac{\partial u}{\partial x}+V_{2} \tag{5.15}
\end{equation*}
$$

where $V_{2}$ is the imaginary part of $V(x+i y)$. (5.15) is the correct form for $E_{2}$ as can be confirmed from orthodox quantum theory. If we substitute (5.15) into (5.18), we obtain,

$$
\begin{equation*}
d \alpha_{2}=\left(u v-c l_{0} \frac{\partial u}{\partial x}+V_{2} / m_{0}-\frac{v d x}{d t}-\frac{u d y}{d t}\right) d t \tag{5.16}
\end{equation*}
$$

having used (2.4). We have the same freedom in choosing a path when integrating (5.16) between initial and terminal events as we had in the case of $d \alpha_{1}$ and for the same reasons. Suppose then that we choose initial and terminal events at times $t_{0}$ and $t$ lying on a dipolar centroidal path. This is a path determined by the differential equations, $\dot{x}=u / 2, \dot{y}=v / 2$.

However, if the dipolar motion is such that the dipole state density $\rho$ in $E_{2}^{1}$ is conserved apart from the external field source term $\Gamma$, we can assume that the continuity equation (3.9) holds. Integrating (5.16) along the the dipolar centroidal path,
we obtain,

$$
\begin{equation*}
\alpha_{2}(t)-\alpha_{2}\left(t_{0}\right)=\int_{t_{0}}^{t}\left(-c l_{0} \frac{\partial u}{\partial x}+\frac{V_{2}}{m_{0}}\right) d t^{\prime} \tag{5.17}
\end{equation*}
$$

However, from the continuity equation (3.9), we can calculate the total rate of change of $\ln \rho$ 'following' the centroidal flow,

$$
\begin{equation*}
\left.\frac{d \ln \rho}{d t}\right|_{\beta(c)}=\frac{\partial \ln \rho}{\partial t}+\beta^{(c)} \cdot \nabla \ln \rho=-\frac{\partial u}{\partial x}+\frac{V_{2}}{m_{0} c l_{0}} \tag{5.18}
\end{equation*}
$$

where $\Gamma$ is identified with $\rho V_{2} / m_{0} c l_{0}$ and the Cauchy-Riemann equation (2.16) has been used. (5.18) can be used in the integral (5.17) to give

$$
\begin{equation*}
\alpha_{2}(t)-\alpha_{2}\left(t_{0}\right)=\left.c l_{0} \int_{t_{0}}^{t} \frac{d \ln \rho}{d t}\right|_{\beta(c)} d t^{\prime} \tag{5.19}
\end{equation*}
$$

Thus, after integrating between $t_{0}$ and $t(5.19)$ gives,

$$
\begin{equation*}
\alpha_{2}(t)-\alpha_{2}\left(t_{0}\right)=c l_{0}\left[\ln \rho(x, y, t)-\ln \rho\left(x_{0}, y_{0}, t_{0}\right)\right] \tag{5.20}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\alpha_{2}=c l_{0} \ln \rho(x, y, t)+\mathrm{a} \text { constant } \tag{5.21}
\end{equation*}
$$

and confirms the relation (2.15), $\alpha_{2}=c l_{0} \ln \rho^{(0)}(x, y, t)$, connecting the stream function $\alpha_{2}$ with the dipole state distribution function $\rho^{(0)}(x, y, t)$. The work of this Section also confirms the general consistency of this formalism and its character as being conceptually and structurally part of 'classical' dynamical theory.

This article will be concluded by showing that in terms of local rotations in the hyperspace $E_{3}^{1}$ and relative to the natural frames discussed earlier, in Section 3, Schrödinger quantum theory can be put into a very simple and illuminating form.

## 6. Conclusions

In Section 5, we considered the changes in $\alpha_{1}$ taken along the 'classical like' paths (5.6). Let us now consider changes in $\alpha_{1}$ taken along the dipolar centroidal paths. In this case, we find,

$$
\begin{equation*}
\left.\frac{1}{c l_{0}} \frac{d}{d t}\left(\alpha_{1} \mathbf{k}\right)\right|_{\beta^{(c)}}=\boldsymbol{\Omega}+\left(V_{1} / m_{0} c l_{0}\right) \mathbf{k} \tag{6.1}
\end{equation*}
$$

The unit vector $k=e_{A} \mathbf{e}^{\prime}$ of Section 2 has been introduced into the equation so that $\alpha_{1} k$ can be treated as a vector quantity pointing in a direction perpendicular to the
hyperspace $E_{2}^{1}$. The quantity on the left hand side of (6.1) is an angular velocity calculated following the dipolar centroidal field $\beta^{(c)}$. Let us denote this dipolar angular velocity by

$$
\begin{equation*}
\mathbf{\Omega}_{c}=\frac{1}{c l_{0}} \frac{d}{d t}\left(\alpha_{1} \mathbf{k}\right)_{\boldsymbol{\beta}(\mathrm{c})} . \tag{6.2}
\end{equation*}
$$

Equation (6.1) also contains another angular velocity $V_{1} \mathbf{k} / m_{0} c l_{0}$ which apparently is injected linearly into the flow by the action of the external field $V_{1}$. We shall denote this contribution to the rate of rotation of the dipoles by

$$
\begin{equation*}
\boldsymbol{\Omega}_{e x}=V_{1} \mathbf{k} / m_{0} c l_{0} \tag{6.3}
\end{equation*}
$$

Using these symbols, Eq. (6.1) assumes the simple form,

$$
\begin{equation*}
\boldsymbol{\Omega}_{r}=\boldsymbol{\Omega}_{e x} . \tag{6.4}
\end{equation*}
$$

In terms of

$$
\boldsymbol{\Omega}_{r}=\boldsymbol{\Omega}_{c}-\tilde{\mathbf{\Omega}},
$$

the angular velocity following the dipolar centroidal flow relative to the 'natural frames'.
(6.4) is a vector form for the real part of a differential equation for the complex potential $\alpha$ and as such it expresses most of the physics that is expressed by the usual Schrödinger equation. In fact, the only part of the Schrödinger structure that (6.4) does not contain is the continuity condition (3.9) and even this can be put into a simple form very much like (6.4) but that will not be used in this article. Equation (6.4) is a notably simple statement about the field of mass dipoles which contains the 'essence' of Schrödinger quantum theory. It says that relative to the 'natural frames' the total local angular velocity of the dipolar centroidal fluid 'particles', as they move about, is simply determined by the imposed external 'electromagnetic' local angular velocity function $\boldsymbol{\Omega}_{e x}$. It appears that the external field 'clamps' all the total moving dipolar local rotation rates at a prescribed value relative to the natural frames, whilst all the interesting structure and movement of Schrödinger quantum systems show up in terms of the 'internal' local adjustments of velocity and density which must take place along the dipolar paths to maintain this constraint. The power of the alternative view of quantum mechanics developed in this paper to explain in detail local processes that are taking place behind the usual formulation of that theory is extensive. It is difficult to believe that there could be a simpler expression of quantum theory than equation (6.4). The alternative theory puts the quantum process into an entirely new light with regard to the philosophical question of 'what is a quantum state'. A summary of the answer that has emerged from the preceding work to this important question now follows.

The 'quantum state' is a positive-negative mass fluid, polarized condition of the vacuum, which can be energised into processes of dipolar creation, flow rotation and electrothermodynamical activity over hyperspaces which contain the usual Euclidean three dimensional configuration space. It is particularly interesting that all the
processes involved can be explained in 'classical' terms with local rotations of the dipolar fluid playing a central and significant part. Briefly, Schrödinger quantum theory can be translated into the science of tracking dipolar vortices in the vacuum through hyperspace.
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#### Abstract

This paper describes in some detail the electron bombardment technique used for the study of electrical transport properties in organic semiconductors. A platelet specimen is fitted with electrodes on opposite sides and charge carriers are generated near the top electrode by a short bombarding pulse. Both light and electron pulses have been used for irradiating the crystal specimen and the particular advantages of electron beam excitation are discussed. A steady or pulsed applied field draws one type of carriers across the specimen and the transit time ' $T$ ' is determined by charge integration. This leads directly to the drift mobility. However, in the case of $p-n$ junction solar cells, the samples were bombarded with electron beam under reverse-biased conditions and the lifetime of minority charge carriers was determined from the decay of the concentration of excess minority charge carriers. Lifetime of minority charge carriers in silicon solar cells was found to be $\sim 25 \mu$ s, whereas in silicon specimens the lifetime of charge carriers was $\sim 8 \mu \mathrm{~s}$. Measurement of carrier lifetimes, drift mobilities and carrier yields in organic semiconductors with the electron bombardment technique provides valuable information regarding the generation and recombination mechanisms, and the evaluation of the perfection of organic semiconductors which are to be used later for the fabrication of a variety of devices. Details of a space charge avoidance technique are given.


## 1. Introduction

This paper describes in some detail the electron bombardment technique used for the study of electrical transport properties in organic semiconductors. Both light and electron pulses have been used for irradiating the crystal specimen and the particular advantages of electron beam excitation are discussed (see Section 2). Measurement of carrier lifetimes, drift mobilities and carrier yields in organic semiconductors with the electron bombardment technique provides valuable information regarding the generation and recombination mechanisms, and the

[^7]evaluation of the perfection of organic semiconductors [1-14]. Lifetime of charge carriers $\sim \mu$ s have been measured in organic semiconductors by using the electron bombardment technique (see Sections 1.1, 1.4 and 3). However, this order of magnitude of lifetime of charge carriers in organic semiconductors could not be obtained by using the conventional optical method (see Sections 1.4 and 2).

### 1.1 Basis of experiment

Figure 1 shows a schematic arrangement for the measurement of transit time of holes in a crystal specimen. A platelet like specimen is fitted with electrodes on opposite sides and charge carriers are generated near the top electrode by a short pulse of electrons of energy between 10 and 50 keV . A steady or pulsed applied field draws one


Fig. 1. Schematic arrangement for the measurement of transit time of holes in a crystal specimen
type of carriers across the specimen and the transit time ' $T$ ' is determined by charge integration. This leads directly to the drift mobility. The temperature of the specimen could be increased or decreased if needed (see Section 3, Fig. 4). However, in the case of $p-n$ junction solar cells, the samples were bombarded with electron beam under reverse-biased conditions and the lifetime of minority charge carriers was determined from the decay of the concentration of excess minority charge carriers, that is, the time taken for the excess current to decay to 33 per cent of the peak value was recorded (see Sections 1.4 and 3). The bombarding electron pulses may be envisaged as generating electron-hole pairs in the region penetrated, and the subsequent drift of these carriers as inducing charges on the electrodes. A bias field is essential not only to produce the drift, but also to prevent immediate recombination.

### 1.2 Preparation of specimens

Platelet like $\langle 111\rangle$-oriented silicon specimens cleaved from the crystal boule (intrinsic carrier concentration $\sim 10^{10}$ atoms $\mathrm{cm}^{-3}$, at room temperature) with a diamond wheel had surfaces of $5 \mathrm{~mm} \times 5 \mathrm{~mm}$, and thickness varying between 0.5 -1.2 mm . Surfaces of the specimen were smoothed by lapping with 600 mesh Carborundum $(\mathrm{SiC})$ and double distilled water and subsequently etched in a mixture of acetic acid $\left(\mathrm{CH}_{3} \mathrm{COOH}\right)$, nitric acid $\left(\mathrm{HNO}_{3}\right)$ and hydrofluoric acid (HF) in the ratio $8: 2: 1$, for ten seconds and then finally washed with deionized water.

Specimens were prepared for electron bombardment by evaporating circular metal electrodes, onto each face in turn. The silicon wafers were placed in the vacuum system (pressure $\leq 1333 \cdot 10^{-4} \mathrm{~Pa}\left(10^{-6}\right.$ torr)) for about half an hour prior to evaporation in order to ensure fresh surface by sublimation. Aluminium was then flash evaporated from a 3-strand tungsten helix covered by a radiation shield with a hole 4 mm in diameter, and at a distance of about 125 mm , from the silicon wafer placed on a brass mask. Silicon wafers were then heated at $425^{\circ} \mathrm{C}$ in the vacuum system for half an hour and then allowed to cool down naturally to room temperature in order to ensure good ohmic contacts. However, for preparing $p-n$ junction solar cells, $n$-type $\langle 111\rangle$-oriented silicon wafers (impurity concentration $\sim 10^{16}$ atoms $\mathrm{cm}^{-3}$ of phosphorous at room temperature) with surfaces of $5 \mathrm{~mm} \times 5 \mathrm{~mm}$, and thickness varying between $0.2-0.5 \mathrm{~mm}$, were employed. Aluminium was slowly evaporated onto one side of the $n$-type wafer which was then heated in the vacuum system (pressure $\leq 1333 \cdot 10^{-4} \mathrm{~Pa}\left(10^{-6}\right.$ torr)) for 12 hours and subsequently allowed to cool down gradually to attain room temperature in about 5 hours to form the $p$-type region $\left(p^{+}\right)$ into the $n$-type wafer which also acted as an ohmic contact for the $p$-type region. For the ohmic contact on the opposite face of the $n$-type wafer, aluminium electrode was fitted as explained above in the case of silicon specimens.

### 1.3. Space charge avoidance

The field in which the carriers drift is modified by the charge of the carriers themselves, but provided this field is much less than that on the electrodes due to its geometrical capacitance and the applied voltage, the drifting carriers will not significantly disturb the uniformity of the field. This condition may be expressed [15], as

$$
N e \ll C_{s} V,
$$

where $N$ is the excess number of carriers of one sign present, $e$ is the electronic charge, $C_{s}$ is the capacitance of the crystal specimen and $V$ is the potential difference applied across the crystal. Experimentally, a violation of the above condition may be recognised by an apparent dependence of mobility on the bias voltage and the dose rate [16]. The internal field may further be perturbed if appreciable densities of trapped
carriers are permitted to accumulate, leading again to an apparent field dependent mobility. However, it has to be noted that in high-resistivity materials, such as anthracene, the density of free carriers at all practicable temperatures is very small and such carriers play no role in drift mobility measurements [2,4]. Moreover, precautions such as those discussed in Section 3 are essential to avoid space charge effects. The induced conductivity transient may thus be treated analytically in terms of the drift of a sheet of charge across a parallel plate capacitor in which the field is uniform. In particular, it is well known from elementary electrostatics that when a charge $Q$ moves a distance $\delta x$ towards one of the plate, a charge $\delta q=\frac{Q \cdot \delta x}{L}$ (where $L$ is the plate separation) is transferred around the external circuit from one conducting plate to the other.

When a sheet of free carriers is created by a short bombarding pulse near the bombarded electrode, the induced signals observed, while carriers of one sign are drawn across the bulk of the material and towards the far electrode, are as sketched in Fig. 2.


Fig. 2(a) Ideal charge profile, showing well-defined ramp
(b) Practical charge profile, showing broadening of the drifting sheet caused by finite pulse length, penetration depth, diffusion, and mild trapping
(c) Typical distortion of (a) caused by trapping of carriers in the crystal bulk

Three cases can easily be distinguished:
(i) The depth of penetration (b) is very much smaller than the specimen thickness; the length of the excitation pulse $T_{b}$ is considerably smaller than the time taken by the
sheet of carriers to reach the far electrode; no carriers are lost en route; all the carriers reach the far electrode at the same time, $T$, after the pulse, i.e., ignoring any spread due to diffusion, (see Fig. 2(a)). The mobility of the carriers can then be calculated from $\mu$ $=\frac{L^{2}}{T V}$.
(ii) If the depth of penetration and the length of the excitation pulse are finite, the charge induced on the far electrode will also have a component arising from the flow of carriers to the front (bombarded) electrode. Moreover, the arrival of carriers at the rear surface will no longer appear to be instantaneous, but will extend over a finite time. The uncertainty will in practice be further increased owing to the broadening of the drifting sheet caused by diffusion, non-uniform excitation density in the excited region, the imperfect shape of the exciting pulse, trapping and release of carriers by shallow trap levels (imperfections) and a certain amount of bimolecular recombination in the region of excitation, as it is seen in Fig. 2(b).
(iii) Severe or deep trapping reduces the number of carriers moving in the sheet, and the simple charge ramp in Fig. 2(a) becomes unobservable. In less severe cases trapping in the bulk (see Fig. 2(c)) may also be possible. Delany [17] was able to correct his charge-transit curves in anthracene using the simple analysis of Hecht [18].

### 1.4. Nature of specimen electrodes

The nature of specimen electrodes is of importance but it depends to a large extent on the solid under investigation. The type of drift mobility experiment described here relies on a well defined pulse of generated carriers and any effect which tends appreciably to broaden the sheet of carriers must be avoided (see Section 1.3). This applies particularly to the injection of excess charge from the electrode during and after the transit of the generated (primary) carriers. In an extreme case, such as a CdS crystal or film with an injecting top electrode, the turnover at $T$ in the integrated electron signal will be completely absent [19]. Therefore, ideally, the top electrode should be blocking to the charge carrier under investigation and extracting to that of the opposite sign.

Artificial blocking electrodes have been used in drift mobility work, but the problem is that they normally tend also to impede the extraction of the opposite type of generated carrier. This is likely to produce disturbing polarisation effects and space charge avoidance techniques (see Sections 1.3 and 3) are essential. Spear and Mort [20] have used $0.5 \mu \mathrm{~m}$ Pyrex films as a blocking top electrode on CdS crystals. The incident electron beam penetrated this electrode with negligible loss of energy. There is, however, some uncertainty in this arrangement as to the actual potential which develops across the crystal. Therefore, it is better to avoid the use of artificial blocking layers and, if possible, to find a metallic electrode giving minimum injection. For example, aluminium electrodes, sufficiently thin to transmit the bombarding electrons
without undue absorption, were applied to both surfaces of the anthrancene crystal by evaporation in vacuum [21]. Field and temperature dependence of carrier yield in crystalline anthracene under electron bombardment by Saleh $[4,5]$ showed that in the best anthracene crystals, the electron and hole charge-carrier trappings at 323 K were completely absent and the carrier yields were equal, i.e., equal numbers of electrons and holes were produced by the electron bombardment at the rate of about $580-600 \mathrm{eV}$ per pair. The values for the drift mobilities normal to the basal plane, viz., $\mu_{h}=0.92$ $\pm 0.02 \mathrm{~cm}^{2} \mathrm{~s}^{-1} \mathrm{~V}^{-1}$ and $\mu_{e}=0.38 \pm 0.02 \mathrm{~cm}^{2} \mathrm{~s}^{-1} \mathrm{~V}^{-1}$ and their temperature coefficients agreed well with other published values [2-5, 7-10].

The above observations also indicate that the use of the electron bombardment technique can lead to the evaluation of the perfection of organic semiconductors. Moreover, measurement of lifetime of minority charge carriers in organic semiconductors with the electron bombardment technique can determine the crucial parameters like current gain of bipolar transistors, photovoltaic response of solar cells and so on. In view of this, determination of lifetime may be considered as one of the most crucial parameters in the characterization of semiconductor materials which are to be used later for the fabrication of a variety of devices.

Lifetime can be defined in general as the average time for which a free-charge carrier exists in a given semiconductor before it gets lost by recombination. It may be realized that the value of lifetime in a semiconductor is determined by the actual mechanism involved in the recombination of the free carriers.

Lifetime of the minority charge carriers was measured in silicon solar cells by using the electron bombardment technique (see Sections 1.1, 1.3 and 3), and found to be $\sim 25 \mu \mathrm{~s}$. However, in silicon specimens, lifetime of charge carriers was found to be $\sim 8 \mu$ sy this technique. This order of magnitude of lifetime could not, however, be obtained by using the conventional optical method. The low value of lifetime of charge carriers in the case of electron bombarded silicon is attributed to the introduction of recombination centres by high-energy electron irradiation [22]. However, the influence of electron bombardment on the lifetime of semiconductors is important because many types of semiconductor devices are intended for operation in nuclear reactor or space environments.

## 2. Advantages of electron beam excitation over optical excitation

Both light and electron pulses have been used for irradiating the organic semiconductors (see for instance [1-7, 19, 21, 23]). The main advantages of electron beam excitation over optical excitation are as follows:
(i) Electron beam excitation largely overcomes the problem of absorption in the top electrode which may be a serious one when optical excitation is used in the 'sandwich' cell configuration. A thin evaporated metal electrode may easily absorb
almost all the incident light intensity, particularly in the ultraviolet, while it would practically be transparent to a 10 keV electron beam [1-4, 11, 21].
(ii) There is ample intensity, even with ns pulses, for the generation of a sufficient number of carriers. The design and construction of a suitable high voltage electron gun with magnetic focusing is a relatively easy matter [1-4, 11, 21].
(iii) The depth of the generation region below the top surface of the crystal specimen can be varied within wide limits by means of the accelerating potential $V_{b}$ applied to the electron gun. Ehrenberg and King [24] have investigated experimentally the penetration depths of electrons in polystyrene by measuring the extent of the luminosity on the basis of its density and similarly estimates for the case of anthracene and other organic semiconductors may be made from their data [1, 17, 20].

The main disadvantage for irradiating the solids with electron pulses lies in the fact that the experiment has to be carried out in vacuum, $1333 \cdot 10^{-2} \mathrm{~Pa}\left(10^{-4}\right.$ torr) or better. If the solid under investigation is mounted in the same system, its vapour pressure has to be sufficiently low in the temperature range of interest. However, in the rare gas solids such as solid $\mathrm{Ar}, \mathrm{Kr}$ and Xe vapour pressures of several ten thousand Pa (several hundred torr) occur near the triple point. But this problem can be overcome by growing and investigating the specimen in a small chamber isolated from the main vacuum system [25].

## 3. The bombarding apparatus

Figure 3 shows the schematic diagram of the bombarding apparatus employed for the measurement of lifetime of charge carriers and drift mobility in a crystal specimen. The central feature was the demountable bombarding tube, evacuated to a pressure of about $1333 \cdot 10^{-4} \mathrm{~Pa}\left(10^{-6}\right.$ torr). The E.H.T. supply consisted of an 8 kV , 8 kHz oscillator followed by a 12 -stage Cockroft-Walton voltage multiplier. The output voltage was continuously variable between -5 kV and -100 kV nominally, and was stabilized by feedback.

The electron gun was a directly heated tetrode, in which the earthed specimen chamber constitutes the anode. The apex of the filament (hair-pin shape) was placed within a few mm of the gun modulator aperture. The exact positioning of the filament, which was possible under operating condition, was usually made such that the electron gun had a cut-off voltage of about 16 V . The filament current was derived from a 6 V accumulator via a power transistor in emitter follower configuration. The bias of the modulator could be varied between -36 and 0 V , with respect to the filament. The separation between the grid and the first anode was about 1 mm . The first anode was maintained at a constant +300 V with respect to the filament.

The bistable beam pulse generator [21] produced pulses of total height 16 V and full-width-half-height duration 90 ns . For beam current measurement, the pulser was triggered at 10 kHz ., by a free-running multivibrator; for bombardment experiments, at


Fig. 3. Schematic diagram of the apparatus employed
rates between 0 and 0.28 Hz , by means of the 'dekatron' circuit described by Saleh [21]. The latter supplied trigger pulses for the electron beam and oscilloscope, as well as initiating a reversal of polarity of the specimen bias between successive pulses to minimize space charge accumulation.

The d.c. supplies for the focusing coil and the deflection coils were currentstabilised. Both the Faraday cylinder and the specimen holder in Fig. 4 were coated with a fluorescent deposit to enable the beam position to be observed, and were situated off the axis of the tube so as to avoid any background current from negative ions.

The crystal specimen was sandwiched between the platinum foil and a small brass disc by means of a phosphor bronze spring with P.T.F.E. insulating bush cemented to it with Durofix. The type of mounting employed in the bombarding apparatus is shown in Fig. 4.

Signal detection and measurement was performed by direct connection of the back (unbombarded) electrode of the specimen to the input of the current integrator or


Fig. 4. Specimen mounting with cryostat tube assembly
charge-sensitive amplifier [21]. The time constant of the integrator was about 25 ms , and the sensitivity $8 \times 10^{10} \mathrm{VC}^{-1}$. This allowed measuring induced charge transients as small as $10^{-13} \mathrm{C}$ per pulse using an 85 MHz oscilloscope (Tektronix type 581 with 86 preamplifier). The bombarding dose was measured by deflecting the beam, pulsed at a high repetition rate, into a screened Faraday cage and integrating the current; the sensitivity of this arrangement was $2 \times 10^{-16} \mathrm{C}$ per pulse.

The high sensitivity of the measuring system allowed the use of such low bombarding doses that both thermal damage and space-charge effects were mostly negligible (a typical bombarding pulse contained $1.5 \times 10^{7}$ electrons per $\mathrm{cm}^{2}$ ).

The temperature of the specimen, if needed, (Fig. 4) could be reduced to 272, 195 or 85 K by immersing the copper 'cold finger' in ice, solid $\mathrm{CO}_{2}$ or liquid nitrogen respectively, while the 'Minco thermofoil' heater, which was cemented to the copper cold finger, was used to obtain intermediate or elevated temperatures [21]. The temperature of the specimen can be measured using a chromel-alumel thermocouple connected to a Pye 'Research' potentiometer via chromel and alumel vacuum-tight lead-throughs to an accuracy of $\pm 0.5 \mathrm{~K}$.

The time sequence used in the experimental arrangement shown in Fig. 3 to observe induced signals at the back (unbombarded) electrode in an essentially unpolarised specimen, is illustrated in Fig. 5.


Fig. 5. Switching scheme to neutralise space charge
(a) Beam trigger pulses
(b) C.R.O. trigger pulses
(c) Bias field pulses
(d) Beam current pulses
(e) Observed signals (polarity inverted by integrator)
(a) represents the output of the master trigger unit in the form of short pulses, 3.5 s apart to trigger the ns beam pulse generator.
(b) represents the pulses applied to the oscilloscope time base unit. An extra pulse preceding the beam trigger pulse by about 0.7 s is used to provide base lines for the display.
(c) shows the specimen bias field pulses obtained by the reversing action of two Hg -wetted relays in series at the output of 1 kV stabilised power supply; a continuously variable voltage was obtained from a potentiometer provided with a 50 Hz filter.

The beam pulses (d) occur approximately 2.1 s after each bias reversal, by which time the bias has attained a steady value.
(e) shows the observed signals (not to scale).

## 4. Conclusions

It may be stated that the electron bombardment technique is superior to the conventional optical method and the measurement of lifetime of charge carriers in organic semiconductors with this technique can lead to the evaluation of the perfection of semiconductor materials which are to be used later for the fabrication of a variety of devices.
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## Using eight pseudoparticles the precise procedure of Gupta-Bleuler quantisation is given for the free massless spin 2 field.

As far as it is known, the precise procedure of Gupta-Bleuler quantisation for the free massless spin 2 field has not been given yet. Indeed, already Gupta formulated the procedure a long time ago [1], but he used ad hoc nine pseudoparticles. This is in fact an incomprehensible choice. The potential of the spin 2 field is a symmetric $U^{i j}=U^{j i}$ tensor, and therefore there should obviously be two physical and eight unphysical polarisations. This preciseness has an essential importance in quantum gravity, because in the case of self-interacting gauge fields these pseudoparticles determine the behaviour of ghost particles [2], [3].

This paper gives the precise procedure of quantisation. Of course, the questions that are identical to the case of spin 1 field-opposite sign of commutators, indefinite metric, etc. (for details see, e.g., [4])-are not considered here.

In the Lorentz gauge the equations of the free massless spin 2 field are given by [5]

$$
\begin{equation*}
\square U^{i j}=0 ; \quad 2 U^{i j{ }_{j}}=U^{\prime i} ; \quad U_{i}^{i} \equiv U \tag{1}
\end{equation*}
$$

where an index after a comma denotes partial derivatives, $\square \equiv \partial^{i} \partial_{i}$ and the Latin indices take the values $0,1,2,3$. The indices are moved by the

$$
\eta^{i j}=\eta_{i j} \equiv \operatorname{diag}(1,-1,-1,-1)
$$

Minkowskian metric tensor of flat space-time. We have still the following gauge freedom:

$$
\begin{equation*}
\tilde{U}^{i j}=U^{i j}+V^{(i, j)} ; \quad \square V^{i}=0 \tag{2}
\end{equation*}
$$

[^8]where（ ）denotes symmetrisation without the factor $\frac{1}{2}$ and $V^{i}$ are $C^{3}$ functions of $x^{i}$ coordinates．In momentum space we have
\[

$$
\begin{equation*}
U^{i j}=(2 \pi)^{-\frac{3}{2}} \int \frac{d \mathbf{k}}{\sqrt{2 k_{0}}}\left(\bar{U}^{i j}(\mathbf{k}) e^{i k_{n} x^{n}}+\stackrel{+}{U}^{i j}(\mathbf{k}) e^{-i k_{n} x^{n}}\right) \tag{3}
\end{equation*}
$$

\]

where $k^{i} \equiv\left[k^{0}, \mathbf{k}\right]$ is the wave vector．
In order to introduce the eight pseudopolarisations we shall use the orthonormal $e, f, n, m$ vectors．They fulfil the following relations（see［4］）：

$$
\begin{align*}
& m^{i} m^{j}-e^{i} e^{j}-f^{i} f^{j}-n^{i} n^{j}=\eta^{i j} ; \quad e^{i} e_{i}=f^{i} f_{i}=n^{i} n_{i}=-m^{i} m_{i}=-1 \\
& e^{i} f_{i}=e^{i} n_{i}=e^{i} m_{i}=f^{i} n_{i}=f^{i} m_{i}=n^{i} m_{i}=0 ; \quad k^{i} k_{i}=\left(k^{0}\right)^{2}-|\mathbf{k}|^{2}=0 \\
& k^{i}=k^{0}\left(n^{i}+m^{i}\right) ; \quad e^{i} \equiv[0, \mathbf{e}] ; \quad f^{i} \equiv[0, \mathrm{f}] ; \quad n^{i} \equiv\left[0, \frac{\mathbf{k}}{|\mathbf{k}|}\right] \\
& m^{i} \equiv[1,0,0,0] . \tag{4}
\end{align*}
$$

One may write：

$$
\begin{gather*}
\sqrt{2} \stackrel{士}{U}^{i j}(\mathbf{k})=\stackrel{ \pm}{a}(\mathbf{k})\left(e^{i} e^{j}-f^{i} f^{j}\right)+\stackrel{士}{b}(\mathbf{k}) e^{\left(i f f^{j}\right)}+\stackrel{ \pm}{c}(\mathbf{k}) e^{(i n i)}+\stackrel{ \pm}{d}(\mathbf{k}) e^{i m j)}+ \\
+\stackrel{士}{g}(\mathbf{k}) f^{(i n j)}+\frac{士}{h}(\mathbf{k}) f^{(i m j)}+\stackrel{士}{p}(\mathbf{k})\left(m^{i} m^{j}+n^{i} n^{j}\right)+\stackrel{士}{r}(\mathbf{k}) m^{(i n j)}+ \\
+\frac{\stackrel{士}{u}(\mathbf{k})+\frac{士}{v}(\mathbf{k})}{\sqrt{2}}\left(m^{i} m^{j}-n^{i} n^{j}\right)+\frac{\stackrel{士}{\mathrm{u}}(\mathbf{k})-\stackrel{士}{v}(\mathbf{k})}{\sqrt{2}}\left(e^{i} e^{j}+f^{i} f^{j}\right) \tag{5}
\end{gather*}
$$

One has the conditions

$$
\begin{equation*}
\left(2 \bar{U}^{i j}(\mathbf{k}) k_{j}-k^{i} \bar{U}(\mathbf{k})\right)|\phi\rangle=0 ; \quad\langle\phi|\left(2 \stackrel{+}{U}^{i j}(\mathbf{k}) k_{j}-k^{i} \stackrel{+}{U}(\mathbf{k})\right)=0 \tag{6}
\end{equation*}
$$

where $|\phi\rangle$ is the state vector of Fock space．Hence

$$
\begin{align*}
(\bar{d}(\mathbf{k})-\bar{c}(\mathbf{k}))|\phi\rangle & =(\bar{h}(\mathbf{k})-\bar{g}(\mathbf{k}))|\phi\rangle=(\bar{p}(\mathbf{k})-\bar{r}(\mathbf{k}))|\phi\rangle= \\
& =(\bar{u}(\mathbf{k})-\bar{v}(\mathbf{k}))|\phi\rangle=0 \tag{7}
\end{align*}
$$

and

$$
\begin{array}{r}
\sqrt{2} \bar{U}^{i j}(\mathbf{k})|\phi\rangle=\left(\bar{a}(\mathbf{k})\left(e^{i} e^{j}-f^{i} f^{j}\right)+\bar{b}(\mathbf{k}) e^{(i f j)}+\frac{\bar{c}(\mathbf{k})}{k^{0}} e^{(i k j)}+\right. \\
\left.+\frac{g(\mathbf{k})}{k^{0}} f^{(i k j)}+\frac{\bar{p}(\mathbf{k})}{\left(k^{0}\right)^{2}} k^{i} k^{j}+\frac{u(\mathbf{k})}{\sqrt{2} k^{0}}\left(\left(m^{i}-n^{i}\right) k^{j}+k^{i}\left(m^{j}-n^{j}\right)\right)\right)|\phi\rangle \tag{8}
\end{array}
$$

follows（similar relations hold for conjugates，too）．Denoting

$$
\begin{equation*}
\sqrt{2} k_{0} \stackrel{士}{V}(\mathbf{k})=\stackrel{ \pm}{c}(\mathbf{k}) e^{i}+\stackrel{\ddagger}{g}(\mathbf{k}) f^{i}+\stackrel{士}{p}(\mathbf{k})\left(m^{i}+n^{i}\right)+\frac{\stackrel{士}{u}(\mathbf{k})}{\sqrt{2}}\left(m^{i}-n^{i}\right) \tag{9}
\end{equation*}
$$

one immediately sees that only the polarisations given by operators $\stackrel{ \pm}{a}(\mathbf{k}), \stackrel{ \pm}{b}(\mathbf{k})$ have physical meaning; compare with (2). The commutators are the following:

$$
\begin{gather*}
{[\bar{a}(\mathbf{k}), \stackrel{+}{a}(\mathbf{q})]=[\bar{b}(\mathbf{k}), \stackrel{+}{b}(\mathbf{q})]=[\bar{c}(\mathbf{k}), \stackrel{+}{c}(\mathbf{q})]=-[\bar{d}(\mathbf{k}), \stackrel{+}{d}(\mathbf{q})]=} \\
=[\bar{g}(\mathbf{k}), \stackrel{+}{g}(\mathbf{q})]=-[\bar{h}(\mathbf{k}), \stackrel{+}{h}(\mathbf{q})]=[\bar{p}(\mathbf{k}), \stackrel{+}{p}(\mathbf{q})]=-[\bar{r}(\mathbf{k}), \stackrel{+}{r}(\mathbf{q})]= \\
=[\bar{u}(\mathbf{k}), \stackrel{+}{u}(\mathbf{q})]=-[\bar{v}(\mathbf{k}), \stackrel{+}{v}(\mathbf{q})]=\delta(\mathbf{k}-\mathbf{q}) . \tag{10}
\end{gather*}
$$

A long but straightforward calculation leads to the relation:

$$
\begin{equation*}
2\left[\bar{U}^{i j}(\mathbf{k}), \stackrel{+}{U^{p r}}(\mathbf{q})\right]=\delta(\mathbf{k}-\mathbf{q})\left(\eta^{i p} \eta^{j r}+\eta^{i r} \eta^{j p}-\eta^{i j} \eta^{p r}\right) \tag{11}
\end{equation*}
$$

In order to write down the dynamical invariants we proceed as follows. As Lagrangian one may use

$$
\begin{equation*}
L=\frac{1}{2}: U^{i j, k} U_{i j, k}:-\frac{z}{2}: U^{\prime i} U_{r}: \tag{12}
\end{equation*}
$$

where $z$ is an arbitrary real number; $z \neq \frac{1}{4}$. For any $z$ one obtains $\square U^{i j}=0$. In standard way from (12) one obtains the four-momentum:

$$
\begin{equation*}
P^{i}=\int d \mathbf{k} \cdot k^{i}\left(\stackrel{+}{U}^{j m}(\mathbf{k}) \bar{U}_{j m}(\mathbf{k})-z \stackrel{+}{U}(\mathbf{k}) \bar{U}(\mathbf{k})\right) \tag{13}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\langle\phi| P^{i}|\phi\rangle=\langle\phi| \int d \mathbf{k} \cdot k^{i}(\stackrel{+}{a}(\mathbf{k}) \bar{a}(\mathbf{k})+\stackrel{+}{b}(\mathbf{k}) \bar{b}(\mathbf{k})+2(1-2 z) \stackrel{+}{v}(\mathbf{k}) \bar{v}(\mathbf{k}))|\phi\rangle \tag{14}
\end{equation*}
$$

Thus obviously $z=\frac{1}{2}$ is the right choice in (12).

## Acknowledgement

Thanks are due to Dr. Á. Sebestyén for valuable remarks.

## References

1. S. N. Gupta, Proc. Phys. Soc., 65, 161, 1952.
2. N. N. Bogolyubov, D. V. Shirkov, Kvantoviye polya, Nauka, Moscow, 1980.
3. M. J. Duff, in Quantum Gravity, An Oxford Symp., ed. by C. J. Isham, R. Penrose and D. W. Sciama, Clarendon Press, Oxford, 1975.
4. N. N. Bogolyubov, D. V. Shirkov, Vvedyenyiye v tyeoriyu kvantovanikh poley, Nauka, Moscow, 1973.
5. W. E. Thirring, Annals of Phys., 16, 96, 1961.

# ABSOLUTE ELECTRONIC TRANSITION MOMENT VARIATION IN NO $\gamma$ $\left(A^{2} \Sigma^{+}-X^{2} \Pi_{1 / 2}\right)$ SYSTEM 

V. G. Tulasigeri and V. M. Korwar<br>Department of Physics, Karnatak University<br>Dharwad 580003, India

(Received 18 September 1984)


#### Abstract

Making use of relative electronic transition moment variation $R_{e}$ with internuclear distance $r, R_{e}(r)$, absolute $R_{e}(r)$ values have been evaluated for each band of the $\mathrm{NO} \gamma$ system. Using these values, a linear and a quadratic relation for absolute $R_{e}(r)$ have been given for the entire band system. It has been found that there is constancy of $R_{e}$ in the progression with $v^{\prime}=0$, and in the progressions with $v^{\prime}=1,2$, it has been found to vary with ' $r$ ' and the variation is both linear and quadratic, respectively.


## 1. Introduction

The $\mathrm{NO} \gamma$ system $\left(A^{2} \Sigma^{+}-X^{2} \Sigma_{1 / 2}\right)$ has been the subject of vigorous investigation in recent times, especially with regard to its electronic transition moment variation with internuclear distance. Several workers in the field have studied the usual relative transition moment variation, $\boldsymbol{R}_{e}(r)$ in this band system. Most of them have given linear equations for this variation; only Jain and Sahni [1] have given a quadratic equation. Very recently the present authors [2] have also given their own equations for $R_{e}(r)$ by using two different methods, namely, the usual methods of Nicholls and Jarmain [3] and Turner and Nicholls [4] and the method of regression [5]. The authors [2] give not only the linear relation for $R_{e}(r)$ but also a quadratic relation for it.

Absolute $R_{e}(r)$ is derived in a similar manner as relative $R_{e}(r)$ by the usual method of Nicholls and Jarmain [3], but with the difference that it is now derived using band intensities in definite units (photons/s). In the derivation of 'relative' $R_{e}(r)$, relative intensities are used. Only a few investigators [6-8] have dealt with this 'absolute' $R_{e}(r)$ in some detail. While Jeunehomme [8] using his own life-time determination of the $v^{\prime}$ $=0$ level, computed absolute $R_{e}$ only for the $(0,0)$ band of $\mathrm{NO} \gamma$ system, Navati and Korwar [7] gave only a linear equation for absolute $R_{e}(r)$. Mohlmann et al [6] have derived both relative and absolute $R_{e}$ values and compared by plotting them against $\bar{r}_{v^{\prime}, v^{\prime \prime}}$. They have concluded that $R_{e}$ is independent of $r$. All these investigators [6-8] have only derived linear $R_{e}$. As mentioned in the paper [2] of the present authors the trend of variation was noticed to be nonlinear and an attempt to fit the points to a quadratic equation was made. This was for relative $R_{e}(r)$ variation. In pursuance of this to absolute $R_{e}(r)$ variation, in the present investigation we have studied absolute $R_{e}(r)$ in depth. We have employed two methods in this study.

## 2. Determination of absolute $R_{e}(r)$

The so-called oscillator strengths ( $f$-values) of a band and the absolute $R_{e}(r)$, are connected by the relation

$$
\begin{equation*}
f_{v^{\prime}, v^{\prime \prime}}=\left(8 m c \pi^{2} / 3 h e^{2}\right) G^{\prime} v_{v^{\prime} v^{\prime \prime}} R^{2}\left(r_{v^{\prime}, v^{\prime \prime}}\right) q_{v^{\prime}, v^{\prime \prime}}, \tag{1}
\end{equation*}
$$

where $G^{\prime}$ is the degeneracy of the upper state and all other parameters carry the usual meaning.

So, if one possessed $f$ values, FC factors, wave numbers of bands, one can compute absolute $R_{e}(r)$ by Eq. (1) above. But, the determination of $f$ values is not an easy task, while the other quantities required are easy to obtain. To evaluate oscillator strengths, one has necessarily to study bands in absorption, which, in general, is not as simple as the study in emission. This is clear from the scanty data available of $f$-values for the $\mathrm{NO} \gamma$ system-only four $f$ values for $v^{\prime \prime}=0,1,2$ and 3 are available in the literature [9-12]. But, fortunately, there is an alternative way of computing absolute $R_{e}(r)$ even in the absence of $f$ values. This is possible through the following relation connecting relative $R_{e}(r)$ and life-time ( $\tau$ ) values to $f$ values and to the absolute $R_{e}(r)$ thereof.

$$
\begin{equation*}
f_{v^{\prime}, v^{\prime \prime}}=\left(\frac{m c}{8 \pi^{2} e^{2}}\right)\left(\frac{1}{\tau_{v^{\prime}}}\right)\left(\frac{G^{\prime}}{G^{\prime \prime}}\right) \frac{v_{v^{\prime}, v^{\prime \prime}} q_{v^{\prime}, v^{\prime \prime}} R^{2}\left(r_{v^{\prime}, v^{\prime \prime}}\right)}{\sum_{v^{\prime \prime}} v_{v^{\prime}, v^{\prime \prime}}^{3} q_{v^{\prime}, v^{\prime \prime}} R^{2}\left(r_{v^{\prime}, v^{\prime \prime}}\right)} \tag{2}
\end{equation*}
$$

where $G^{\prime}$ is the degeneracy of the upper state, $G^{\prime \prime}$ is the degeneracy of the lower state and all other parameters carry the usual meaning. As can be seen from Eq. (2), even if one knows one $\tau$ value, say for the initial fixed level in a progression, one could compute $f$ values for all the bands in that progression and hence, absolute $R_{e}$ values for all the bands in the progression.

Many of the band spectroscopists [6, 13-15], have given values up to $v^{\prime}=4$, starting from $v^{\prime}=0$ for the $\mathrm{NO} \gamma$ system, hence for all the different $v^{\prime \prime}$ progressions with $v^{\prime}=0,1,2,3$ and $4 f$ values could be computed, as has been done by us in the present work. We have used 2 sets of $\tau$ values of Mohlmann et al [6] and of Smith et al [13] upto $v^{\prime}=2$ only as absolute intensities in terms of photons/s for bands involving $v^{\prime}=3$ and $v^{\prime}=4$ are not available. Many of the earlier workers have assumed only one $f$ value for the entire band system which is not correct as is clear from Eqs (1) or (2) above, which suggests one $f$ value for each band. Hence, by using available intensities (photons/s) and the wavelengths as given by Mohlmann et al [6] for $v^{\prime}=0,1$ and 2 and by using Eq. (2), we have evaluated the $f$ value for each band in the three progressions of the $\mathrm{NO} \gamma$ system.

Now, the relative $R_{e}(r)$ relations required in the determination of absolute $R_{e}(r)$ have been derived by us by two independent methods (i) procedure of Nicholls and Jarmain [3] (ii) the method of regression [5]. In the present work, RKR FC factors and $r$-centroids of Spindler et al [16] have been used. Molecular constants required for this
and other calculations in this paper are taken from Huber and Herzberg [17]. In the computation of absolute $R_{e}$ values via $f$, while using relations (1) and (2), we have taken for $G^{\prime}=1$ and $G^{\prime \prime}=2$ as given by Mulliken [18].

As mentioned earlier, while the earlier investigators [6-8] have derived only the linear $R_{e}(r)$ equation, we have attempted the quadratic $R_{e}(r)$ relation also. None of the previous workers except Tawde and Tulasigeri [19, 20], one of the present authors, have employed the method of regression [5], for deriving the $R_{e}(r)$ relation. The various 'relative' $\boldsymbol{R}_{e}(r)$ relations under different methods are given in Table I.

Table I
Relative electronic transition moment variation $R_{e}(r)$

| Type <br> of fitting | RKR potential |  |
| :--- | :--- | :--- |
|  | Method of Nicholls and Jarmain | Method of regression |
| Linear fitting | $R_{e}(r)=K(1-0 \cdot 0132 r)$ | $R_{e}(r)=K(1+0 \cdot 4340 r)$ |
| Quadratic fitting | $R_{e}(r)=K\left(1-1 \cdot 7646 r+0 \cdot 8169 r^{2}\right)$ | $R_{e}(r)=K\left(1-1 \cdot 9912 r+0 \cdot 9103 r^{2}\right)$ |

While computing absolute $R_{e}(r)$ values for different bands, we have used both linear and quadratic equations for relative $R_{e}(r)$ under both methods mentioned above. As there are two sets of $\tau$ values, two methods of obtaining relative $R_{e}(r)$ equations, which, in turn, are two in number, we will have eight sets of absolute $R_{e}$ values which have been represented graphically in Figs 1 and 2 progressionwise.

Once the absolute $R_{e}$ 's have been evaluated, they could be represented by appropriate equations for the entire band system. This has been done by us in the present investigation. We have given both linear and quadratic representations to absolute $R_{e}$ data. These are given in Table II.

These equations have been made use of in evaluating individual absolute $R_{e}(r)$ values. If the equations derived (or fitted) are correct, the absolute $R_{e}$ values obtained from them should turn out to be the same (or very nearly so) as the ones used to derive the equations (see Figs 1 and 2). In other words, this ensures self-consistency of the equations. Further, the derived equations could be used to predict $R_{e}$ values of the bands of a given system for which $r$-centroids data are available. This has been done for all the three progressions by representing them graphically in Fig. 3. Graphical representations for both methods (method of Nicholls and Jarmain [3] and method of regression [5]) have been shown in Fig. 3.

A graphical representation of all the above absolute $R_{e}$ values alongside the experimental $R_{e}$ values evaluated by using experimental oscillator strengths of Farmer et al [12] and of Weber et al [9] is shown in Figs 1, 2 and 3.


Fig. 1. Absolute transition moment $R$ versus $\bar{r}_{v^{\prime}, v^{\prime \prime}}$ centroid for the $A^{2} \Sigma^{+}-X^{2} \Pi_{1 / 2}$ transition in NO using RKR Franck-Condon factors [16] by the method of Nicholls and Jarmain [3] employing relative $R_{e}(r)$ equation (Table I). Experimental band intensities [6] Solid curves: Mohlmann's $\tau$ values; dashed curves: Smith's $\tau$ values

- absolute experimental transition moments [9,12]

Note: —_ graphs drawn correct up to the fourth place of decimal

## 3. Results and discussion

Mohlmann et al [6] have concluded that $R_{e}$ is constant for the entire band system. We, in our present work, have found a similar result only with the use of our linear relations for $R_{e}(r)$. So, we can say that when one fits the data to linear equations only, one observes no variation in $R_{e}$ with $r$ for the $\mathrm{NO} \gamma$ systems but, as we fitted the data to quadratic equation also, we could observe that $R_{e}$ is not a constant, but it varies with $r$ for the $\mathrm{NO} \gamma$ system. The present finding that $R_{e}$ is not a constant, finds support from the work of Marr [21] who concluded that it is not correct to assume that $R_{e}$ is independent of $r$.

The quadratic equations obtained by us for $R_{e}(r)$ of the $\mathrm{NO} \gamma$ system show an interesting trend of $R_{e}$. As one observes closely the results of absolute values of $R_{e}$, one


Fig. 2. Absolute transition moment $R$ versus $\bar{r}_{v^{\prime}, v^{\prime \prime}}$ centroid for the $A^{2} \Sigma^{+}-X^{2} \Pi_{1 / 2}$ transition in NO using RKR Franck-Condon factors [16] by the method of regression [5] employing relative $R_{e}(r)$ equations (Table I). Experimental band intensities [6] Solid curves: Mohlmann's $\tau$ values dashed curves:

Smith's $\tau$ values

- absolute experimental transition moments [9, 12]

Note: _- graphs drawn correct up to the fourth place of decimal
finds that there is a particular trend of $R_{e}$ in a particular progression; for instance in the $v^{\prime}=0, v^{\prime \prime}$ progression, the linear term in the $R_{e}$ equations (any of the equations under any method) predominates over the quadratic term, whereas in the $v^{\prime}=1, v^{\prime \prime}$ progression, there is almost linear variation as before but there is a slight quadratic trend as well; for $v^{\prime}=2, v^{\prime \prime}$ progression, the quadratic term in the equation predominates over the linear term. We may say that it has been possible for us to observe such different trends in different progressions only because of our in-depth study of the problem of variation of electronic transition moment. This aspect of the problem has been missed by the earlier investigators.

Another interesting feature found by us with regard to the quadratic variations of $R_{e}$ is that the graphs (Figs 1,2 and 3) depicting these variations in the case of the two methods show opposite curvatures.


Fig. 3. Absolute transition moment $R$ versus $\bar{r}_{v^{\prime}, 0^{\prime \prime}}$ centroid for the $A^{2} \Sigma^{+}-X^{2} \Pi_{1 / 2}$ transition in NO using RKR Franck-Condon factors [16] by the method of Nicholls and Jarmain [3] and the method of regression [5] employing experimental $R_{e}(r)$ equation (Table II). Experimental band intensities [6].
Curve 1: linear equation, Mohlmann's $\tau$ values, method of Nicholls and Jarmain [3]
Curve 2: linear equation, Smith's $\tau$ values, method of regression [5]
Curve 3: linear equation, Mohlmann's values, method of regression [5]
Curve 4: linear equation, Smith's $\tau$ values, method of regression [5]
Curve 5: quadratic equation, Mohlmann's $\tau$ values, method of Nicholls and Jarmain [3]
Curve 6: quadratic equation, Smith's $\tau$ values, method of Nicholls and Jarmain [3]
Curve 7: quadratic equation, Mohlmann's $\tau$ values, method of regression [5]
Curve 8: quadratic equation, Smith's values, method of regression [5]

- absolute experimental transition moments [9, 12]

Note: __ graphs drawn correct up to the fourth place of decimal

In fact, our present work can be extended further to include more and more bands. Even when one has not the complete data on $f$ values, one could predict them by a semi-emphirical computation and extend the work of $R_{e}(r)$. Work in this direction is in progress and will form the subject of yet another paper by us.

Now a word about oscillator strength data. Earlier investigators [22, 23] assumed an effective electronic oscillator strength for the whole $\mathrm{NO} \gamma$ system. But doubts about this assumption were cast by Hebert and Nicholls [24] and also by Nicholls and Stewart [25]. Marr [21] concluded that such an assumption of a single

Table II
Absolute electronic transition moment variation $R_{e}(r)$

| Type <br> of fitting | RKR potential |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Method of Nicholls and Jarmain |  |  |  |  |
|  | Mohlmann $\tau$ values |  | Smith $\tau$ values | Mohlmann $\tau$ values | Smith $\tau$ values |
| Linear fitting | $R_{e}(r)=(0.1337+0.0084 r)$ | $R_{e}(r)=(0.1346+0.0115 r)$ | $\left.R_{e}(r)=0.0906+0.0474 r\right)$ | $R_{e}(r)=(0.0906+0.0514 r)$ |  |
|  | $\left[R_{e}(r)=K(1+0.0625 r)\right]$ | $\left[R_{e}(r)=K(1+0.0855 r)\right]$ | $\left[R_{e}(r)=K(1+0.5227 r)\right]$ | $\left[R_{e}(r)=K(1+0.5669 r)\right]$ |  |
| Quadratic fitting | $R_{c}(r)=(2.5675-4.4905 r+$ | $R_{e}(r)=(2.5886-4.5245 r+$ | $R_{e}(r)=(-1.4699+2.9306 r-$ | $R_{e}(r)=(-1.5669+3.1139 r-$ |  |
|  | $\left.+2.0744 r^{2}\right)$ | $\left.+2.0913 r^{2}\right)$ | $\left.-1.3291 r^{2}\right)$ | $\left.-1.4119 r^{2}\right)$ |  |
|  | $\left[R_{e}(r)=K(1-1.7490 r+\right.$ | $\left[R_{e}(r)=K(1-1.7476 r+\right.$ | $\left[R_{e}(r)=K(1-1.9937 r+\right.$ | $\left[R_{e}(r)=K(1-1.9873 r+\right.$ |  |
|  | $\left.\left.+0.8079 r^{2}\right)\right]$ | $\left.\left.+0.8079 r^{2}\right)\right]$ | $\left.\left.+0.9042 r^{2}\right)\right]$ | $\left.\left.+0.9011 r^{2}\right)\right]$ |  |

Bracketed [ ] relations are the same as the others but for the constant outside the bracket. All the above equations are in the range $1.006 \leqq r \leqq 1.164$

Table III
Comparison of experimental oscillator strength $f$ (upper number) and the absolute $\boldsymbol{R}_{e}$ (lower number) with the computed ones

| Band | Farmer et al | Pery-Thorne et al | Bethke | Weber et al | Present authors |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Method of Nicholls and Jarmain |  |  |  | Method of regression |  |  |  |
|  |  |  |  |  | Mohlmann $\tau_{s}^{\prime}$ |  | Smith $\tau_{s}^{\prime}$ |  | Mohlmann $\tau_{s}^{\prime}$ |  | Smith $\tau_{s}^{\prime}$ |  |
|  |  |  |  |  | Linear | Quadratic | Linear | Quadratic | Linear | Quadratic | Linear | Quadratic |
| $(0,0)$ | $4.01 \pm 0.2$ | $3.64 \pm 0.05$ | $3.99 \pm 0.4$ | $4.1 \pm 0.8$ | 4.09 | 4.12 | 4.38 | 4.41 | 4.18 | 4.07 | 4.47 | 4.36 |
|  | 0.141 | 0.134 | 0.141 | 0.143 | 0.143 | 0.143 | 0.147 | 0.146 | 0.144 | 0.142 | 0.149 | 0.147 |
| $(1,0)$ | $8.09 \pm 0.4$ | - | $7.88 \pm 0.8$ | $8.8 \pm 1.8$ | 8.61 | 8.85 | 8.98 | 9.22 | 8.81 | 8.66 | 9.19 | 9.03 |
|  | 0.136 |  | 0.134 | 0.142 | 0.140 | 0.142 | 0.143 | 0.145 | 0.142 | 0.141 | 0.145 | 0.144 |
| $(2,0)$ | $7.00 \pm 0.4$ | - | $6.73 \pm 0.7$ | 8.1 | 8.70 | 9.48 | 9.34 | 10.17 | 8.90 | 8.39 | 9.55 | 9.00 |
|  | 0.130 |  | 0.128 | $\begin{gathered} (6.7 \pm 1.4)^{*} \\ 0.140 \end{gathered}$ | 0.145 | 0.152 | 0.151 | 0.157 | 0.147 | 0.143 | 0.152 | 0.148 |
| $(3,0)$ | $\begin{gathered} 2.4 \pm 0.4 \\ 0.106 \end{gathered}$ | - | $\begin{gathered} 3.60 \pm 0.4 \\ 0.129 \end{gathered}$ | - | - | - | - | - | - | - | - | - |

* Experimental value. The value of oscillator strength $f$ is to be multiplied by $10^{-4}$.
value of $f$ for the entire system was wrong. In Table III we have listed experimental $f$ values of Farmer et al [9] alongside the theoretical $f$ values computed by us by two methods. Also in the same Table are given absolute $R_{e}$ values calculated by taking experimental and theoretically computed $f$ values in the present work.

When one glances at this Table III and the Figs 1, 2 and 3, the following points of comparison arise:
(1) Our present calculations of $f$ values compare more favourably with the corresponding experimental values of Weber et al [9] than of any other experimental investigator mentioned in Table III. Here we have preferred positive correction factor for experimental $f$ of Weber et al [9] for comparison.
(2) In Fig. 1, with the method of Nicholls and Jarmain [3] the variation of $R_{e}$ is found to be zero whereas in Figs 2 and 3, with the above method and with the method of regression [5] $R_{e}$ increases linearly with $r$ with a slight slope.
(3) With the use of two different sets of $\tau$ values, in Figs 1,2 and 3, it is found that there is a systematic shift of the curves both with linear and quadratic fittings.
(4) Of the two methods employed for determining $f$ and $R_{e}$ values theoretically, the results with the method of regression [5] under both linear and quadratic fitting with Mohlmann's lifetime $\tau$ values turn out to be nearer the corresponding experimental results of Weber et al [9].
(5) But confining our attention only to the method of Nicholls and Jarmain [3] we may observe that Mohlmann's $\tau$ values yield favourable results.
(6) In general, it is found that Smith's $\tau$ values do not yield results comparable with the experimental ones.

All these observations made above can also be seen from Figs 1, 2 and 3.
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> The theory of the GLA $($ graded Lie algebra) SU $(n / n)$ is considered. It turns out that this GLA can be embedded into the GLA SU $(n / n+1)$. As the theory of the GLA SU $(m / n)(m \neq n)$ has been well studied [1-8], we have a complete framework for the GLA SU $(m / n)$.

Recently, there have been many attempts to study the Grand Unification model of strong, weak and electromagnetic interactions in the context of the gauge theory of the supergroup $\operatorname{SU}(m / n)[1-8]$. This formulation has many interesting properties: the reasonable bare Weinberg angle is predicted, Higgs mesons and usual vector mesons are arranged together into an irreducible representation, ....

The supergroup $\mathrm{SU}(m / n)$ is generated by the generators $T_{B}^{A}(A, B=1, \ldots, m+n)$ of the GLA $\operatorname{SU}(m / n)$ satisfying the commutation rule $[7,8]$

$$
\begin{equation*}
\left[T_{A}^{B}, T_{C}^{D}\right]_{(A B, C D)}=\delta_{A}^{D} T_{C}^{B}-(A B, C D) \delta_{C}^{B} T_{A}^{D}, \tag{1}
\end{equation*}
$$

where

$$
\begin{gathered}
(A B \ldots, C D \ldots)=(-1)[(A)+(B)+\ldots][(C)+(D)+\ldots] \\
(A),(B), \ldots= \begin{cases}0 & \text { for even indices } i=1, \ldots, m ; \\
1 & \text { for odd indices } m+\alpha, \alpha=1, \ldots, n .\end{cases}
\end{gathered}
$$

The fundamental representation of these generators are the "supertraceless" hermitic $(m+n) \times(m+n)$ matrices of the following form:

$$
h=\left(\begin{array}{ll}
a & b  \tag{2}\\
b^{+} & d
\end{array}\right) ; \quad \operatorname{Str} h=\operatorname{tr} a-\operatorname{tr} d=0 .
$$

These matrices span a graded vectorspace, which is the direct sum of two vectorspaces $\mathfrak{U}$ and $\mathfrak{B}$.

The elements $u \in \mathfrak{U}$

$$
u=\left(\begin{array}{ll}
a & 0  \tag{3}\\
0 & d
\end{array}\right)
$$

form the Bose sector, and the elements $v \in \mathfrak{B}$

$$
v=\left(\begin{array}{ll}
0 & b  \tag{4}\\
b^{+} & 0
\end{array}\right)
$$

form the Fermi sector of the GLA.

In the original paper of Dao Vong Duc and Nguyen thi Hong [8], the representations of this GLA have been studied on the basis of the generalized GellMann's matrices. Due to the results of that paper the lengthy and complicated calculations of GLAS reduce to be clear and simple. Many important theorems, relations and useful techniques in the theory of Lie algebras can be generalized directly into the theory of GLAS in this representation. The authors have constructed tensor representations, invariant forms, then used them to construct the gauge theory of unified interactions [9], to calculate the relations between the decay amplitudes [10] and to derive the selection rules for the baryon-number non-conserving decays of nucleons [11].

However, this scheme does not work in the case of balanced indices $(m=n)$. Because of the factor $\frac{1}{m-n}$ many important formulas become meaningless, if we take $m=n$. To overcome this trouble we use the following representation:

Bose sector spanned by

$$
G_{a}=\left(\begin{array}{ll}
\lambda_{a}^{(n)} & 0 \\
0 & 0
\end{array}\right)
$$

$a=1, \ldots, n^{2}-1, \lambda_{a}$ denote the usual Gell-Mann's matrices, $l^{(n)}$ is the $n \times n$ unit matrix

$$
\begin{align*}
& F_{a}=\left(\begin{array}{ll}
0 & 0 \\
0 & \lambda_{a}^{(n)}
\end{array}\right), \\
& H=\left(\begin{array}{ll}
l^{(n)} & 0 \\
0 & I^{(n)}
\end{array}\right) . \tag{5}
\end{align*}
$$

Note that $G_{a}$ generate the group $\mathrm{SU}(n)_{G}, F_{a}$ generate the group $\mathrm{SU}(n)_{F}$ and $H$ generates $U(1)_{H}$. So we have the reduction $\mathrm{SU}(n / n) \supset \mathrm{SU}(n) \times \mathrm{SU}(n) \times \mathrm{U}(1)$.

Fermi sector spanned by

$$
\begin{align*}
& S_{i}^{\alpha}=\frac{1}{2} T_{i}^{m+} \alpha \\
& \bar{S}_{\alpha}^{i}=\frac{1}{2} T_{m+\alpha}^{i}=\left(S_{i}^{\alpha}\right)^{+} \tag{6}
\end{align*}
$$

On this basis, the GLA $\operatorname{SU}(n / n)$ has the following form:

$$
\begin{aligned}
& {\left[G_{a}, G_{b}\right]=\mathrm{if}_{a b c} G_{c}} \\
& {\left[F_{a}, F_{b}\right]=\mathrm{if}_{a b c} F_{c}} \\
& {\left[G_{a}, F_{b}\right]=0} \\
& {\left[G_{a}, S_{i}^{\alpha}\right]=\frac{1}{2} S_{i}^{\beta}\left(\lambda_{a}\right)_{\beta}^{\alpha},}
\end{aligned}
$$

$$
\begin{align*}
& {\left[F_{a}, S_{i}^{\alpha}\right]=-\frac{1}{2}\left(\lambda_{a}\right)_{i}^{j} S_{j}^{\alpha}} \\
& \left\{S_{i}^{\alpha}, S_{j}^{\beta}\right\}=0 \\
& \left\{S_{i}^{\alpha}, \bar{S}_{\beta}^{j}\right\}=\frac{1}{4} \delta_{a}^{\beta}\left(\lambda_{a}\right)_{i}^{j} F_{a}+\frac{1}{4} \delta_{i}^{j}\left(\lambda_{a}\right)_{\beta}^{\alpha} G_{a} \\
& {\left[H, S_{i}^{\alpha}\right]=\left[H, G_{a}\right]=\left[H, F_{a}\right]=0} \tag{7}
\end{align*}
$$

We see that $H$ forms the center of the $\operatorname{GLA} \operatorname{SU}(n / n)$ and is called central charge. So the supergroup $\mathrm{SU}(n / n)$ is reductive (i.e. it can be represented as the product of a simple group and an Abelian group), while the supergroup $\mathrm{SU}(m / n)(m \neq n)$ is simple. We do not discuss the case $m=n=1$, because the supergroup $\mathrm{SU}(1 / 1)$ is nilpotent.

Now we try to embed the GLA $\operatorname{SU}(n / n)$ into the GLA $\operatorname{SU}(n / n+1)$, then all the results of the theory of the GLA $\operatorname{SU}(n / n+1)$, which is the special case of the wellconsidered theory of the $\operatorname{GLA} \operatorname{SU}(m / n)(m \neq n)[1-8]$, can be applied automatically for the GLA SU( $n / n$ ).

Using the results of [8], the generators of the GLA $\operatorname{SU}(n / n+1)$ can be represented as follows:

$$
\begin{aligned}
G_{a} & =\left(\begin{array}{ll}
\lambda_{a}^{(n)} & 0 \\
0 & 0
\end{array}\right) \quad a=1, \ldots, n^{2}-1, \\
F_{b} & =\left(\begin{array}{ll}
0 & 0 \\
0 & \lambda_{b}^{(n+1)}
\end{array}\right) \quad b=1, \ldots,(n+1)^{2}-1, \\
H & =\left(\begin{array}{ll}
(n+1) I^{(n)} & 0 \\
0 & n I^{(n+1)}
\end{array}\right)
\end{aligned}
$$

$l^{(k)}$ denotes the $k \times k$ unit matrix,

$$
\begin{align*}
& \left(S_{i}^{\alpha}\right)_{A}^{B}=\delta_{A}^{\alpha} \delta_{i}^{B}, \\
& \left(\bar{S}_{\alpha}^{i}\right)_{A}^{B}=\delta_{A}^{i} \delta_{\alpha}^{B} . \tag{8}
\end{align*}
$$

We choose a new basis involving the generators: $G_{a}\left(a=1, \ldots, n^{2}-1\right), F_{b}(b=1$, $\left.\ldots,(n+1)^{2}-1\right), S_{i}^{\alpha}, \bar{S}_{\alpha}^{i}(i=1, \ldots, n ; \alpha=1, \ldots, n+1)$ and

$$
H^{\prime}=\frac{1}{n+1}\left(H+F_{(n+1)^{2}-1}\right)=\left|\begin{array}{lll}
l^{(n)} & 0 & 0  \tag{9}\\
0 & I^{(n)} & 0 \\
0 & 0 & 0
\end{array}\right| .
$$

On this basis our GLA has the following form:

$$
\left[H^{\prime}, G_{a}\right]=\left[H^{\prime}, F_{b}\right]=\left[H^{\prime}, S_{i}^{\alpha}\right]=\left[H^{\prime}, \bar{S}_{\alpha}^{i}\right]=0
$$

when

$$
\begin{gathered}
a=1, \ldots, n^{2}-1 \\
b=1, \ldots, n^{2}-1 \\
\alpha=1, \ldots, n \\
{\left[H^{\prime}, S_{i}^{n+1}\right]=S_{i}^{n+1}} \\
{\left[H^{\prime}, S_{n+1}^{i}\right]=-\bar{S}_{n+1}^{i},} \\
{\left[H^{\prime}, F_{c}\right]=} \\
\frac{1}{n+1} f_{(n+1)^{2}-1, c}^{k} F_{k} ; \quad c=n^{2}, \ldots,(n+1)^{2}-1,
\end{gathered}
$$

$f$ is the structure constant of the usual Lie algebra $\mathrm{SU}(n+1)$,

$$
\begin{align*}
\left\{S_{i}^{\alpha}, \bar{S}_{\beta}^{j}\right\} & =\frac{1}{4} \delta_{\beta}^{\alpha}\left(\lambda_{a}^{(n+1)}-\frac{2}{n(n+1)} \delta_{a,(n+1)^{2}-1}\right)_{i}^{j} F_{a}+ \\
& +\frac{1}{4} \delta_{i}^{j}\left(\lambda_{p}^{(n)}\right)_{\beta}^{\alpha} G_{p}-\frac{1}{2 n} \delta_{a}^{\beta} \delta_{i}^{j} H^{\prime}, \\
\left\{S_{i}^{\alpha}, S_{j}^{\beta}\right\} & =0, \\
{\left[G_{a}, G_{b}\right] } & =\mathrm{if}_{a b c} G_{c}, \\
{\left[F_{a}, F_{b}\right] } & =\mathrm{if}_{a b c} F_{c}, \\
{\left[G_{a}, S_{i}^{\alpha}\right] } & =\frac{1}{2}\left(\lambda_{a}\right)_{\beta}^{\alpha} S_{i}^{\beta} \\
{\left[F_{a}, S_{i}^{\alpha}\right] } & =-\frac{1}{2}\left(\lambda_{a}\right)_{i}^{j} S_{j}^{\alpha} \tag{10}
\end{align*}
$$

The generators $H^{\prime}, G_{a}, F_{b}\left(a, b=1, \ldots, n^{2}-1\right), S_{i}^{\alpha}, \bar{S}_{\alpha}^{i}(\alpha=1, \ldots, n)$ span the subGLA $\operatorname{SU}(n / n)$ of the GLA $\operatorname{SU}(n / n+1)$. So we have embedded $\operatorname{SU}(n / n)$ into $\mathrm{SU}(n / n+1)$.

In fact, the GLA $\mathrm{SU}(n / n)$ can be embedded into $\mathrm{SU}(n / m)(m>n)$ when replacing $H$ by

$$
H^{\prime}=\left|\begin{array}{lll}
I^{(n)} & 0 & 0  \tag{11}\\
0 & I^{(n)} & 0 \\
0 & 0 & 0^{(m-n)}
\end{array}\right|
$$

With such a new choice of basis, the terms of $\frac{1}{m-n}$ type disappear from the commutation relations as well as in the special case of $m=n+1$ (see the Eq. (10)).

Because of the absence of $\frac{1}{m-n}$ terms, even when the $\operatorname{SU}(m / n)$ symmetry of the model is broken down to the $\operatorname{SU}(n / n)$ one, there is no difficulty as there used to be in the usual choice of basis. So we have a complete framework for the general $\mathrm{SU}(m / n)$ and we can use the results in [8] directly for $\mathrm{SU}(n / n)$.
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#### Abstract

Using a semiempirical LCAO method supported with charge self-consistent procedure applied at $\Gamma$-point, the effective charges on $\mathrm{Na}, \mathrm{N}$ and O atoms for the ferro-electric $\mathrm{NaNO}_{2}$ crystal have been calculated at different temperatures. Assuming a point charge model, the calculated effective charges are used to study the temperature dependence of the spontaneous polarization $\left(P_{s}\right)$ of the crystal and in turn to calculate the piezoelectric-strain constants. A good agreement between the values of the physical quantities calculated in this work and the measured ones is reported. The calculated effective charges are used also to calculate the Madelung potentials for $\mathrm{Na}, \mathrm{N}$ and O atoms in $\mathrm{NaNO}_{2}$ crystal.


## 1. Introduction

Various properties of $\mathrm{NaNO}_{2}$ crystal have been extensively studied since the discovery of its ferroelectric property [1]. It was found that $\mathrm{NaNO}_{2}$ undergoes a first order phase transition from ferroelectric, with space group $C_{2 v}^{20}$, to sinusoidal antiferroelectric phase at the Curie point ( $T_{c} \simeq 163^{\circ} \mathrm{C}$ ), which is followed by a second order transition to the paraelectric phase, with space group $D_{2 h}^{25}$, at the Neel temperature ( $T_{N} \simeq 165^{\circ} \mathrm{C}$ ) [2]. Detailed information about the temperature dependence of the lattice parameters of $\mathrm{NaNO}_{2}$ is measured also by Kucharzyk et al [2]. The piezoelectric constants have been measured by Hamano et al [3], and recently calculated by Kam et al [4]. The band structure has been investigated by Kam et al [4]. and also by Eldib [5], who has shown that the bands, except the high and empty ones have poor dependence on the coordination sphere number. It has been also shown that the filled levels depend slightly on the wave number. The comparison of those results with those of zero approximation and of $\mathrm{NO}_{2}^{-}$[6] indicates that the filled levels may belong to the states of the $\mathrm{NO}_{2}^{-}$group. This conclusion is in agreement with the experimental results given before by Chisler et al [7]. In addition, the calculations given in this work are based on an iterative self-consistent charge procedure. The application of such procedure over the entire Brillouin zone is unpractical due to its high computational time.

Accordingly, one may suggest to iterate on one point in the Brillouin zone. However, choosing the $\Gamma$ point for these calculations leads to a good agreement with the previous results.

In this work, the temperature dependence of the atomic effective charges and spontaneous polarization $\left(P_{s}\right)$ of $\mathrm{NaNO}_{2}$ crystal are calculated. Using the values of $P_{s}$ calculated in this work at different temperatures with the lattice parameters at the corresponding temperatures measured by [2], the piezoelectric-strain constants of $\mathrm{NaNO}_{2}$ are calculated.

## 2. Methods

## i. Effective charges

To obtain the effective charges on ions of a system, the eigenvalues and the corresponding eigenfunctions must be determined first. For this purpose one has to solve the system of equations.

$$
\begin{equation*}
\sum_{j}\left\{H_{i, j}(k)-E_{a}(\mathbf{K}) S_{i, j}(\mathbf{K})\right\} C_{a, j}(\mathbf{K})=0 \tag{1}
\end{equation*}
$$

where (a) denotes different eigenvalues, $\mathbf{K}$ is the wave vector, $i, j$ denote different atomic orbitals, $H_{i, j}(\mathbf{K})$ and $S_{i, j}(\mathbf{K})$ are the Hamiltonian and overlap matrix elements, and $E_{a}(\mathbf{K})$ are the energies (eigenvalues) of the eigenvectors $C_{a, j}(\mathbf{K})$.

The overlap matrix elements are calculated using the equations

$$
\begin{gather*}
S_{i, j}(\mathbf{K})=\sum_{\mathbf{R}^{n}} S_{i, j}\left(\mathbf{R}_{n}\right) \exp \left(i \mathbf{K} \cdot \mathbf{R}_{n}\right),  \tag{2}\\
S_{i, j}\left(\mathbf{R}_{n}\right)=\int \varphi_{i}^{*}(\mathbf{r}) \varphi_{j}\left(\mathbf{r}-\mathbf{R}_{n}-\mathbf{R}_{v v^{\prime}}\right) d \tau, \tag{3}
\end{gather*}
$$

where $\varphi_{i}(\mathbf{r})$ is the atomic wave function, $\mathbf{R}_{v}$ and $R_{v^{\prime}}$ are the coordinate vectors of atoms $v$ and $v^{\prime}$ in the first primitive cell at which $\varphi_{i}$ and $\varphi_{j}$ exist, $\mathbf{R}_{v v^{\prime}}=\mathbf{R}_{v}-\mathbf{R}_{v^{\prime}}$, and $\mathbf{R}_{n}$ is the translation vector.

The orbits used in this work are $3 s$ for Na atom and $2 s, 2 p$ for N and O atoms. The atomic wave functions are assumed to be of Slater type. The overlap integrals are calculated using the well known procedure explained by Mulliken et al [8]. The Hamiltonian matrix element is given by

$$
\begin{equation*}
H_{i, j}(\mathbf{K})=\sum_{\mathbf{R}^{n}} \tilde{H}_{i, j}\left(\mathbf{R}_{n}\right) \exp \left(i \mathbf{K} \cdot \mathbf{R}_{n}\right), \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{H}_{i, j}\left(R_{n}\right)=\int \varphi_{i}^{*}(r) H \varphi_{j}\left(r-R_{n}-R_{v v^{\prime}}\right) d \tau . \tag{5}
\end{equation*}
$$

Neglecting the three center type integrals, it can be seen that

$$
\begin{equation*}
\tilde{H}_{i, j}\left(R_{n}\right)=\int \varphi_{i}^{*}(r)\left\{-\frac{1}{2} \nabla^{2}+V^{v}(r)+V^{v^{\prime}}\left(r-R_{n}-R_{v v^{\prime}}\right)\right\} \varphi_{j}\left(r-R_{n}-R_{v v^{v}}\right) d \tau \tag{6}
\end{equation*}
$$

where $V^{v}(r)$ is the potential due to atom $v$, at which $\varphi_{i}(\mathbf{r})$ exists and $V^{v^{\prime}}\left(\mathbf{r}-\mathbf{R}_{n}-R_{v v}\right)$ is the potential due to atom $v^{\prime}$ at which $\varphi_{j}\left(\mathbf{r}-\mathbf{R}_{n}-\mathbf{R}_{v v^{\prime}}\right)$ exists. Within the approximation given in Eq. (6) and by the analogy with the semiempirical theory in molecules, it is clear that

$$
\begin{equation*}
\tilde{H}_{i, j}\left(\mathbf{R}_{n}\right)=\text { function of }\left(S_{i, j}\left(\mathbf{R}_{n}\right)=F\left(S_{i, j}\left(\mathbf{R}_{n}\right)\right)\right. \tag{7}
\end{equation*}
$$

Keeping this concept in consideration and starting from the molecular semiempirical formula, for example, Cusach's formula [9]

$$
\begin{equation*}
H_{i, j}=\left(2-\left|S_{i, j}\right|\right) S_{i, j}\left(H_{i i}+H_{j j}\right) / 2 \tag{8}
\end{equation*}
$$

one can get for crystals the following formula:

$$
\begin{equation*}
H_{i j}(\mathbf{K})=\sum_{\mathbf{R}^{n}}\left\{\left(2-\left|S_{i j}\left(\mathbf{R}_{n}\right)\right|\right) S_{i j}\left(\mathbf{R}_{n}\right)\left(H_{i i}(q)+H_{j j}(q)\right) / 2\right\} \exp \left(i \mathbf{K} \cdot \mathbf{R}_{n}\right) \tag{9}
\end{equation*}
$$

On substituting from Eq. (2) and (9) in (1), the eigenvalues $E_{a}(\mathbf{K})$ and the coefficients $C_{a, j}(\mathbf{K})$ can be calculated. Using these $C_{a, j}(K)$ and the overlap from Eq. (3) the effective charges $(q)$ can be calculated by means of Mulliken population analysis given by the formula

$$
\begin{equation*}
q_{v}=Z_{v}-\sum_{a=1}^{n} \eta_{a}\left\{\sum_{j}\left|C_{a, j}\right|^{2}+\sum_{i} \sum_{j \neq i} C_{a, i}^{*} C_{a, j} S_{i, j}\right\} \tag{10}
\end{equation*}
$$

where $Z_{v}$ is the number of valence electrons considered from atom $v, n$ is the number of filled eigenfunctions, $\eta_{a}$ is the number of electrons in orbit $a$.

Using a self-consistent iteration procedure, the diagonal matrix elements $H_{i i}(q)$ in Eq. (9) can be corrected using the values of $q$ obtained from Eq. (10). The dependence of $H_{i i}$ on $q$ is assumed to be in the form of a power series

$$
\begin{equation*}
H_{i i}\left(\mathrm{q}_{v}\right)=\sum_{m} A_{m} q^{m}=A_{0}+A_{1} q_{v}+A_{2} q_{v}^{2}+\ldots \tag{11}
\end{equation*}
$$

where $A_{m}$ are atomic orbital constants to be determined using the spectroscopic parameters for ionization energy of neutral and non-neutral atoms [10].

So far, the effect of the charge on the Hamiltonian is considered only for the same site. However, the electrostatic Coulomb potential due to the charges at different lattice sites may also affect the Hamiltonian. The electrostatic potential is obtained by calculating the Madelung potential, $\mu$, from the equation

$$
\begin{equation*}
\mu_{v}=-\left[\sum_{\mathbf{R}^{n}} \frac{q_{v}}{\left|\mathbf{R}_{n}\right|}\right]_{\mathbf{R}_{n} \neq 0}+\left[\sum_{v \neq v^{\prime}} \frac{q_{v^{\prime}}}{\left|\mathbf{R}_{n}+\mathbf{R}_{v v^{\prime}}\right|}\right] . \tag{12}
\end{equation*}
$$

This equation can be calculated numerically as explained by Ziman [11]. The numerical solution for $\mathrm{NaNO}_{2}$ at room temperature, leads to three equations for $\mathrm{Na}, \mathrm{N}$
and O atoms as follows:

$$
\begin{align*}
& \mu_{\mathrm{Na}}=8.25229 \\
& q_{\mathrm{Na}}+0.15464 q_{\mathrm{N}}-1.13094 q_{0}  \tag{13}\\
& \mu_{\mathrm{N}}=0.15464 \\
& q_{\mathrm{Na}}-8.25229 q_{\mathrm{N}}-8.14885 q_{0} \\
& \mu_{\mathrm{O}}=-0.56547 \\
& q_{\mathrm{Na}}-4.07443 q_{\mathrm{N}}+7.89875 q_{0}
\end{align*}
$$

Substituting the values of charges during the iteration procedure, the Madelung potential for each ion can be calculated in each iteration. For example, at $20^{\circ} \mathrm{C}$, the self cunsistent values of the charges are

$$
q_{\mathrm{Na}}=0.78892, \quad q_{\mathrm{N}}=-0.12086 \quad \text { and } \quad q_{0}=-0.33403 .
$$

The corresponding self-consistent values of Madelung potentials at the same temperature obtained from Eq. (13) are

$$
\mu_{\mathrm{Na}}=6.8696, \quad \mu_{\mathrm{N}}=1.8466 \text { and } \mu_{0}=-2.5922(\mathrm{eV})
$$

It must be remarked here that the values of the Hamiltonian for iteration number $m+1$ can be obtained by adding the values of $\mu$ obtained from the iteration number $m$ to the corresponding diagonal matrix elements of the Hamiltonian.

## ii. Spontaneous polarization

According to the structural classification for ferroelectrics [12], sodium nitrite is a member of the twodimensional class, in which polarity reorientation involves atomic displacements in a plane containing the polar axis. In addition $\mathrm{NaNO}_{2}$ is a molecular. crystal. These allow for a calculation of spontaneous polarization in terms of the point charge model in which

$$
\begin{equation*}
P_{s}=1.6 \times 10^{-19} \times V^{-1} \sum_{a} q_{a} r_{a}, \tag{14}
\end{equation*}
$$

where $V$ is the unit cell volume and $r_{a}$ are the atomic coordinates.

## iii. Piezoelectric-strain constants

In the absence of an external electric field, the change in the polarization, $P_{s}$, produced to the lowest order due to the strain $\hat{S}$ can be written as:

$$
\begin{equation*}
\Delta P_{i}=\sum_{l} e_{i l} S_{l} \quad(i=1,2,3 ; l=1,2, \ldots, 6) \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\text { the strain } \hat{S}=\text { elongation/original length, } \tag{16}
\end{equation*}
$$

$e_{i l}$ are the piezoelectric-stress constants which are related to the piezoelectric-strain constants $d_{i n}$ by the equation

$$
e_{i l}=\sum_{n} d_{i n} C_{n l} \quad(n=1,2, \ldots, 6)
$$

or in the matrix form

$$
\begin{equation*}
[e]=[d][c] \tag{17}
\end{equation*}
$$

and $C_{n l}$ are the elastic-stiffness constants.
Multiplying Eq. (17) by $[c]^{-1}$, one obtains

$$
\begin{equation*}
[d]=[e][c]^{-1} \tag{18}
\end{equation*}
$$

## 3. Results and discussion

## i. Effective charges

In order to obtain the parameters we use the atomic coordinates given by Kay and Frazer [13] multiplied by the lattice constants obtained in [2] in the temperature range from $20-163^{\circ} \mathrm{C}$. It must be remarked here, that in this calculation the lattice expansion is the only source of the temperature dependence.

Using Eq. (10) and the self-consistent procedure, the effective charges on atoms have been obtained. The results are shown in Fig. 1. These results show that the charge of sodium atom is divided between nitrogen and the two oxygen atoms (about $42 \%$ for each oxygen and about $16 \%$ for nitrogen atom). However, the three are negatively charged.

It is shown also that the charges of Na and N depend on the temperature more than that of O atoms. This may denote that the $\mathrm{Na}-\mathrm{N}$ bond be affected by temperature easier than the $\mathrm{N}-\mathrm{O}$ bond.

## ii. Spontaneous polarization $\left(P_{s}\right)$

Using Eq. (14) for the point charge model, $P_{s}$ has been calculated. The temperature dependence of $P_{s}$ in the range from $20 \rightarrow \sim 163^{\circ} \mathrm{C}$ is shown in Fig. 2, curve No. 5. The results show that $P_{s}$ depends slightly on the temperature in the mentioned range. At $100^{\circ} \mathrm{C}$ the value of $P_{s}$ equals $8.648 \mu \mathrm{C} \mathrm{cm}^{-2}$. A comparison of the calculated $P_{s}$ due to this work, and the measured and calculated results by other authors is presented also in Fig. 2. It is seen that the results depend on the experimental technique or the method of calculation. The saturation value of $P_{s}$ as measured by Sawada et al [14] is $\sim 9 \mu \mathrm{Ccm}^{-2}$, while the one measured by Buchheit et al [15] is $11.7 \mu \mathrm{C} \mathrm{cm}^{-2}$. Using the free energy principle $P_{s}$ has been calculated by Nomura [16]. The saturation


Fig. 1. Charges on $\mathrm{Na}, \mathrm{N}$ and O atoms as obtained from $\Gamma$-point calculation in $\mathrm{NaNO}_{2}$ crystal


Fig. 2. Spontaneous polarization of $\mathrm{NaNO}_{2}$

1. Measured by polarization reversal method [15]
2. Measured by pyroelectric current method [14]
3. Measured by hysteresis loop method [16]
4. Calculated [16]
5. This work
value of $P_{s}$ is about $5.2 \mu \mathrm{Ccm}^{-2}$, while the value measured by the same author is $\sim 8 \mu \mathrm{C} \mathrm{cm}^{-2}$. It is clear from this comparison that the calculated value of $P_{s}$ due to this work is in good agreement with the experimental values measured by Sawada et al [14], and Nomura [16].

## iii. Piezoelectric-strain constants

Using Eq. (16) the strains at 120,140 and $150^{\circ} \mathrm{C}$, relative to the dimensions at $100^{\circ} \mathrm{C}$, are calculated. The results are given in Table I. The values of $P_{s}$ at $100,120,140$ and $150^{\circ} \mathrm{C}$ and the calculated corresponding strains, which are shown in Table I, are used to construct three equations for the three unknowns of the piezoelectric-stress

Table I
The strain $S$ in the $a, b$ and $c$ directions at 120,140 and $150^{\circ} \mathrm{C}$ relative to the dimensions at $100^{\circ} \mathrm{C}$

| Temperature | $S_{a}$ | $S_{b}$ | $S_{c}$ |
| :---: | :---: | :---: | :---: |
| 120 | 0.0032468 | 0.0017788 | -0.000384 |
| 140 | 0.0074372 | 0.0041144 | -0.001317 |
| 150 | 0.0104121 | 0.0056329 | -0.002258 |

constants, $e_{2, l}$ (from crystal symmetry there is one component of $P_{s}$ parallel to the $b$ axis, thus $e_{i l}$ for $l>3$ or $i \neq 2$ equals zero). A comparison of the results of the $e_{i l}$ values as calculated by Kam et al [4] and due to this work are given in Table II.

Table II

| The piezoelectric-stress constants, in units of $10^{-2} \mathrm{C} / \mathrm{m}^{2}$ |  |  |  |
| :--- | :---: | :---: | :---: |
|  | $e_{2.1}$ | $e_{2.2}$ | $e_{2.3}$ |
| Kam et al [4] | -7.599433 | 7.0566167 | -8.51365 |
| This work | -7.534210 | 4.2239200 | -8.88896 |

Using the data for elastic-stiffness constants, $C_{n l}$ given by Ota et al [17], the piezoelectric-strain constants are calculated. A comparison of the results due to this work, the values calculated by Kam [4] and the experimental results measured by Hamano et al [3] is shown in Table III.

Good agreement between the results of this work and those measured experimentally is reported.

Table III
Experimental and calculated values of the three piezoelectric-strain constants
(units of $10^{-12} \mathrm{C} / \mathrm{N}$ )

|  | Measured [3] | Calculated [4] | This work |
| :---: | :---: | :---: | :---: |
| $d_{2,1}$ | -2.833 | -3.030 | -2.7597 |
| $d_{2,2}$ | 1.667 | 2.183 | 1.6087 |
| $d_{2,3}$ | -1.167 | -1.176 | -1.1960 |

## 4. Conclusion

It must be remarked here that the piezoelectric-strain constants are strongly affected by the value of the spontaneous polarization $\left(P_{s}\right)$. Since $P_{s}$ is a function of the effective charges on atoms, it is important, therefore, to use accurate values of charges when calculating $P_{s}$ and in turn the piezo-electric strain constants. That is why a selfconsistent procedure at $\Gamma$-point is used in this work to determine the values of the effective charges.

The good agreement obtained between the calculated values due to this work and the measured values for spontaneous polarization and the three piezoelectric constants leads to the conclusion that for such crystals, like $\mathrm{NaNO}_{2}$, the $\Gamma$-point calculation is quite enough to give good information about the effective charges on atoms, spontaneous polarization as well as the piezoelectric constants.

Moreover, the semiempirical LCAO treatment supported by charge selfconsistency and the suitable correction for the diagonal elements of the Hamiltonian as applied in this work, proves itself to be suitable for similar studies, however, without the complications of other methods.
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#### Abstract

Energy losses of slow protons in a degenerate electron gas are calculated on the basis of the dielectric theory. The influence of various longitudinal dielectric functions is examined. It is shown that the correlations lead to the decrease of the energy losses in comparison to those stopping power calculations, where only the exchange effects are taken into account. The comparison of the results to the available experimental ones shows a very good agreement.


## Introduction

It is easy to obtain the general formula for the stopping power from the classical equations of Maxwell. In this formula the longitudinal dielectric function plays an essential role. (The transversal dielectric function connected to the Cherenkov part can be neglected in the low bombarding velocity range under examination.) Thus the electronic stopping power depends on the accuracy of the longitudinal function both from the mathematical and physical point of view. The longitudinal dielectric function of an electron gas at absolute zero temperature can be defined as

$$
\begin{equation*}
\varepsilon_{l}=1+Q_{0}\left(1-G Q_{0}\right)^{-1} \tag{1}
\end{equation*}
$$

where $Q_{0}$ is the well known Lindhard polarizability [1], $G$ is the so-called local-field correction. All of these functions depend on frequency $\omega$ and wave vector $\mathbf{k}$. In the original paper of Lindhard $G=0$. This is valid if the one electron radius (the coupling constant) $r_{s}$ is small $\left(r_{s} \ll 1\right)$. In the velocity range of the bombarding proton, where $v \ll v_{F}($ i.e. $\omega \ll 1)$ the dependence of $G(k, \omega)$ on frequency can be neglected in the calculation of $\varepsilon_{l}\left(v_{F}\right.$ denotes the Fermi velocity). Therefore the available most exact $G(k)$ static function seems to be sufficient for the solution of the task. Numerical calculations for the $G$ function were done by Tripathy and Mandal [2] and by Devreese et al [3] considering the exchange corrections. The dielectric function in [2] was presented by solving the equations of motion for the double-time retarded commutator of chargedensity fluctuation operators. In [3] $G(k, \omega)$ was deduced to a sixfold integral obtained from the dynamical-exchange decoupling in the equation of motion for the Wigner distribution function, and from the variational treatment of the resulting integro-
differential equation. Their result $[2,3]$ is a universal function not depending on $r_{s}$. On the other hand $G(k)$ has a very sharp maximum at $k \cong 2 k_{F}\left(G\left(k \cong 2 k_{F}\right) \cong 2\right.$ ). (See curve 1 in Fig. 1) Sayasov [4] performed a calculation exceeding the Lindhard theory in


Fig. 1. Local-field correction functions vs the dimensionless parameter $z$. 1) after Tripathy and Mandal [2] and Devreese et al [3]. 2) after Lantto et al [5] for $r_{s}=1$. 3) for $r_{s}=3$. 4) for $r_{s}=5$
relation to the stopping power applying this correction function. This $G$ is not adequate for strongly correlated electron gases (e.g. for an electron gas of metallic density), because of the ingorance of the correlations. Lantto et al [5] took the correlations into account using the Fermi hypernetted-chain method for the description of the dielectric response with Jastrow variational many-body wave function for the electron fluid. The $G(k)$ function generated by them depends on $r_{s}$, and has no sharp maximum at $k \cong 2 k_{F}\left(G\left(k \cong 2 k_{F}\right) \cong 1\right)$. (See curves 2,3 and 4 in Fig. 1 for $r_{s}=1,3$ and 5 , respectively.) It is useful to note that the resulting $G$ of Ichimaru and Utsumi [6] applying another theoretical physical method agrees to a high degree with that obtained by Lantto et al. The pronounced maximum in Devreese's $G(k)$ seems to be due to exchange contributions. On the other hand, the correlations are known to suppress the exchange effects. And this is deeply involved in the results of the stopping power.

## Formalism

The formula determining the energy loss of a slow proton $\left(v \ll v_{F}\right)$ according to [7] for example is

$$
\begin{equation*}
-d E / d x=2 e^{2} \pi^{-1} \int_{0}^{1} y d y \int_{0}^{\infty} k d k\left|\varepsilon_{l}\right|^{-2} \operatorname{Im} \varepsilon_{l} \tag{2}
\end{equation*}
$$

where $y$ is the cosine of the angle between vectors $\mathbf{k}$ and $\mathbf{v}$. Introducing the well known
notations according to Sayasov for example

$$
\begin{gathered}
z=k / 2 k_{F} \quad \text { dimensionless variable }, \\
\chi^{2}=e^{2} / \pi \hbar v_{F}=v_{0} / \pi v_{F}=\alpha r_{s} / \pi \quad \text { density parameter }
\end{gathered}
$$

( $v_{0}$ is the Bohr velocity, $v_{0}=2.18 \cdot 10^{6} \mathrm{~m} / \mathrm{s}$ ),

$$
\alpha=(4 / 9 \pi)^{1 / 3} \quad \text { scalar factor },
$$

the following formula can be obtained from Eq. (2) considering Eq. (1) and after the integration by $y$

$$
\begin{equation*}
d E / d x=-4 e^{4} m_{e}^{2} v\left(3 \pi \hbar^{3}\right)^{-1} C\left(r_{s}\right), \tag{3}
\end{equation*}
$$

where $C\left(r_{s}\right)$ to be analysed has the form

$$
\begin{equation*}
C\left(r_{s}\right)=\int_{0}^{1} z^{3}\left\{z^{2}-\chi^{2} f_{1}(z)[G(z)-1]\right\}^{-2} d z . \tag{4}
\end{equation*}
$$

$f_{1}(z)$ is $z^{2} / \chi^{2}$ times the real part of the Lindhard polarizability. In the region under examination $\left(v \ll v_{F}\right)$

$$
f_{1}(z)=0.5+0.25(1 / z-z) \ln |(z+1) /(z-1)| .
$$

At the beginning of the following Section some approximative forms for $C\left(r_{s}\right)$ are shown, each being essentially valid in the $r_{s} \ll 1$ range. Then our results are summarized for $C\left(r_{s}\right)$ with the help of $G(k)$ functions considered the best by different authors.

## Analysis of $C\left(r_{s}\right)$

If $G=0$ and $f_{1}=1$ corresponding to the early Mott-Thomas-Fermi screening [8], then

$$
\begin{equation*}
C\left(r_{s}\right)=0.5\left[\ln \left(1+1 / \chi^{2}\right)-\left(1+\chi^{2}\right)^{-1}\right] \tag{5}
\end{equation*}
$$

can result. This is the function used by e.g. Arista and Brandt [9] as the modification of $C\left(r_{s}\right) \sim \ln \left(1 / \chi^{2}\right)$ proposed by Fermi and Teller [10]. Using the collision theory of the stopping power calculation after Sigmund [11], the following formula can be originated from the well known $d E / d x=n v_{F} v m_{e} \sigma_{t r}$ relation after some transformation ( $n$ is the density of the electron gas, $\sigma_{t r}$ is the transport cross section)

$$
\begin{equation*}
d E / d x=-4 e^{4} m_{e}^{2} v\left(3 \pi \hbar^{3}\right)^{-1} C^{\prime}\left(r_{s}\right), \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
C^{\prime}\left(r_{s}\right)=\left(\pi \chi^{2}\right)^{-2} \sum_{l=0}^{\infty}(l+1) \sin ^{2}\left(\delta_{l}-\delta_{l+1}\right) . \tag{7}
\end{equation*}
$$

$\delta_{l}$ is the phase-shift of the electron scattering on the screened proton. As a screened potential Ferrell and Ritchie [12] used a Yukawa type potential, where the screening
was calculated in Thomas-Fermi approximation. $\left(V(x)=\frac{2}{x} \exp (-K x)\right.$ in atomic units, where $\left.K=2\left(\chi^{2}\right)^{-1 / 2} / \pi\right)$. If the scattering is handled in first Born approximation with the above potential, then the following equation results for the sum in Eq. (7)

$$
\begin{equation*}
\sum_{l=0}^{\infty}(l+1) \sin ^{2}\left(\delta_{l}-\delta_{l+1}\right)=0.5\left(\pi \chi^{2}\right)^{2}\left[\ln \left(1+1 / \chi^{2}\right)-\left(1+\chi^{2}\right)^{-1}\right] . \tag{8}
\end{equation*}
$$

That means that $C^{\prime}\left(r_{s}\right)$ is completely the same as in Eq. (5). On the other hand the exact assumption for the application of the Born approximation in the case of a Yukawa potential is

$$
\pi \chi^{2} 2^{-1 / 2}\left[\ln \left(1+1 / \chi^{2}\right)+2 \operatorname{arctg}^{2}\left(\chi^{2}\right)^{-1 / 2}\right]^{1 / 2} \ll 1 .
$$

Therefore the Born approximation is adequate if $v_{F} \gg v_{0}$, which demands $\chi^{2} \ll 1$, and so $r_{s} \ll 1$. If we do not restrict ourselves to the Born approximation when calculating the scattering, the phase shift factors have to be determined by some numerical methods. (See e.g. Calogero [13].) This can be more precise in itself, but the Yukawa potential includes the Thomas-Fermi approach. Therefore the complexity of the physical features of the electron gas must be included in the behaviour of the screened potential if the calculation is done due to the collision theory. Finally, we mention that the application of the $\varepsilon_{l}$ function exceeding the Thomas-Fermi approximation, corresponding essentially to the Hartree-Fock approximation and fulfilling the compressibility rule leads to an unexpected result from the physical viewpoint at higher $r_{s}$ values. In this case, it is easy to show that $f_{1}=\left(1-\chi^{2}\right)^{-1}$ (see e.g. formula 4.2 in [2]), and so from Eq. (4)

$$
\begin{equation*}
C\left(r_{s}\right)=0.5\left[\ln \left(1 / \chi^{2}\right)^{+1}-1+\chi^{2}\right] \tag{9}
\end{equation*}
$$

is obtained. The formal use of Eq. (9) results in a function that has a minimum at $r_{s} \cong 6\left(\chi^{2}=1\right)$. A modified Yukawa potential can be obtained with the above $f_{1}$, and thus $K^{\prime}=K\left(1-\chi^{2}\right)^{-1}$ is the screening factor, which diverges to infinity if $\chi^{2}$ converges to 1 , i.e. $V(x)$ disappears. Thus the particle becomes free with no phase-shift. It is known that in the Hartree-Fock approximation $\chi^{2}=1$ is the stability limit of the electron gas in the jellium model. As $\chi^{2}$ converges to 1 (but $\chi^{2} \neq 1$ ), the screening ( $K^{\prime}$ ) is stronger, and so above $r_{s} \cong 5\left(\chi^{2}=0.83\right)$ the collision theory gives smaller values for $C\left(r_{s}\right)$ than the Lindhard-Winther calculation [14] in spite of the application of the exact phase-shift factors. We can now conclude that an analytical form of sufficient accuracy can be obtained only if $r_{s} \ll 1$. Here Eqs (5), (7) and (9) serve the same result corresponding to the Lindhard-Winther theory. (See curve 1 in Fig. 2, where $\chi^{2} \ll 1$ ).

The results of the numerical evaluation of Eq. (4) with the help of precise $G(k)$ functions are shown in Fig. 2. The result of the Lindhard-Winther theory is also drawn (curve 1). This is corresponding to $G=0$. If we use the $G^{D}$ correction after Devreese et al, the $C\left(r_{s}\right)$ function has a minimum at $\chi^{2}=0.5$ in spite of the calculation of Sayasov [4]. (See curve 3.) As it was shown in the detailed numerical analysis, the sharp maximum of


Fig. 2. $C\left(r_{s}\right)$ functions vs density parameter $\chi^{2}$. 1) from Eq. (4) with $G=0$ after Lindhard and Winther [14]. 2) with $G=G^{L}$ after Lantto et al [5]. 3) with $G=G^{D}$ after Devreese et al [3]. 4) from Eq. (10) using the data of Pines and Nozieres [16] for $r_{s}=1,2,3$ and 4
$G^{D}$ at $k \cong 2 k_{F}$ (i.e. $z \cong 1$ ) influences the $C\left(r_{s}\right)$ functions resulting in 2 or 3 times higher values than the ones from the Lindhard theory. Curve 2 shows the $C\left(r_{s}\right)$ function obtained by the use of $G^{L}$ after Lantto et al, where this local-field correction depends on the $r_{s}$ values. This is a monotonically decreasing curve lying below the one of Sayasov. In the case of metallic densities $\left(\chi^{2}=0.5\right)$ these data are 1.5 or 2 times higher than the Lindhard-Winther ones. At last we mention a parametrical analytical formula for $C\left(r_{s}\right)$, which allows a fast evaluation from the experimental point of view. If we use the Landau theory of Fermi liquids and the $\varepsilon_{l}$ function given by Silin in the frame of this theory [15], we can have the following formula instead of Eq. (4) for the $v \ll v_{F}$ range

$$
\begin{equation*}
C\left(r_{s}\right)=\left(1+F_{1}^{s} / 3\right)\left(1+F_{0}^{s}\right)^{-2} 0.5\left[\ln \left(1+1 \chi_{x}^{2}\right)-\left(1+\chi_{x}^{2}\right)^{-1}\right], \tag{10}
\end{equation*}
$$

where the modified density parameter is

$$
\chi_{x}^{2}=\chi^{2}\left(1+F_{0}^{s}\right)^{-1}\left(1+F_{1}^{s} / 3\right)^{-1}
$$

According to Pines and Nozieres [16] $F_{0}^{s}$ and $F_{1}^{s}$ can be determined from the effective mass formula

$$
m_{e}^{*} / m_{e}=1+F_{1}^{s} / 3
$$

and from the compressibility ratio

$$
\kappa^{0} / \kappa=\left(1+F_{0}^{s}\right)\left(1+F_{1}^{s} / 3\right)^{-1}
$$

where $\kappa^{0}$ and $\kappa$ are the compressibilities of the free and correlated electron gas, respectively. These ratios can be simply counted in the knowledge of the correlation energies. The determination of the correlation energy values gives a somewhat more problematical task, as the dependence of the correlation energy on $r_{s}$ is only approximatively known at higher $r_{s}$ values $[17,18]$. We evaluated Eq. (10) with the data
given by Pines and Nozieres (see also [19]) and we obtained the curve of Fig. 2 denoted by $-\circ$. It can be seen that in the cases of electron gases of metallic density, the $C\left(r_{s}\right)$ function from Eq. (10) agrees well with the function determined from Eq. (4) with the help of $G^{L}$ after Lantto et al.

## Results

Supporting the choice of the $C\left(r_{s}\right)$ function, we compared our results to those of other theories and experiments. As it is stated by Andersen and Ziegler [20], the experimental results in the $v \ll v_{F}$ velocity range under examination are rather insufficient. Investigations under 10 keV bombarding energy were done by Nomura and Kiyono [21], Gott and Telkovskii [22], Arkhipov and Gott [23], and Wilcox [24]. It is worth mentioning that the determination of the so-called average velocity $(\mathbf{v})$ is quite different in the experiments of [21] and of [22 or 23]. Namely, the average velocity defined by Nomura and Kiyono is the double of that in [22] or [23]. Thus, if we suppose that the measurements are exact from every other viewpoint, the $C\left(r_{s}\right)$ value concluded from [22] or [23] has to be double of that from [21]. And really, the measurements give $C\left(r_{s}\right)=0.76$ for gold and silver targets. It is now proved that, considering the $10-15 \%$ experimental error of the measured data, the halves of the results of Gott and Telkovskii give the same as our calculation and the measurement of Nomura and Kiyono. Table I contains the theoretical results and the data of the above

## Table I

Theoretical and experimental results for $C\left(r_{s}\right)$ values calculated and measured on gold target bombarded by slow protons. The origin of the results is detailed in the text

|  | Theory |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1) | 2) | Experiment |  |  |  |  |  |  |
| $C\left(r_{s}\right)$ | 0.45 | 0.45 | 0.61 | 0.26 | 4) | 5) |  | 7) | 8) |

experiments for $C\left(r_{s}\right)$ calculated and measured on gold target $\left(r_{s}=3.01, \chi^{2}=0.5\right)$. In the order of the columns, the following values are shown:

1) Present result calcuiated by Eq. (10) using the data of [16];
2) Present result calculated by Eq. (4) with $G^{L}$ local-field correction after [18];
3) Present result calculated by Eq. (4) and that of Sayasov [4] with $G^{D}$ local-field correction after [3];
4) Result from the Lindhard-Winther theory $(G=0)$ [14];
5) Result from the Lindhard-Scharff-Schiott theory [25];
6) Result calculated by Eq. (7) after Echenique et al [26]. (The screened potential was calculated self-consistently by the density-functional formalism here);
7) Experimental result after [21];
8) Experimental result after [24].

A further important observation can be made from the analysis of the mechanical equation of motion. If we assume a priori the validity of the $m_{p} \ddot{x}=-k \dot{x}$ stopping formula, then the energy of the proton (with mass $m_{p}$, primary energy $E_{0}$ and primary velocity $\mathbf{v}_{0}$ ) vs penetration depth $x$ is the following

$$
E(x)=0.5 m_{p} v_{0}^{2}\left(1-x / x_{M}\right)^{2},
$$

where $x_{M}=m_{p} v_{0} / k$. If we use the notation $\Delta E=E_{0}-E(\Delta x)$ for the total energy loss in the target (with thickness $\Delta x$ ), then

$$
\begin{equation*}
\Delta E / \Delta x=k v_{0}\left(1-\Delta x k / 2 v_{0} m_{p}\right) \tag{11}
\end{equation*}
$$

is obtained for the "measurable" stopping power. If we want to characterize the $d E / d x$ quantity with the primary velocity ambiguously, then $\Delta x / v_{0}$ has to be very small (regarding that $k / 2 m_{p}$ is constant). If this assumption cannot be valid, then $\Delta E / \Delta x$ $\sim v_{0}^{1+s}(s>0)$ will result when comparing two data (of small primary energy) according to Eq. (11). But $d E / d x \sim v_{0}^{1+s}$ is not a neccessary conclusion from this [27]! (For example in the case of a gold target with $\Delta x=59 \mathrm{~nm}$ [27] and $E_{0}=1$ and 2 keV , and $k=7 \cdot 10^{-15} \mathrm{kgs}^{-1}$, then $d E / d x \sim E_{0}^{0.7}$ would be the formal result!)

Finally, let us examine the upper validity limit of the proton energy for Eq. (4) for "slow velocities" including a static $G^{L}$ function. The measured data of Mertens and Krist [28] and Bauer et al [29] are the basis for this reason on gold and copper targets. The theoretical electronic stopping cross section values $\left(S_{e}\right)$ are as follows

$$
\begin{aligned}
& S_{e}^{\mathrm{Au}}=3.5\left(E_{0}\right)^{1 / 2}, \\
& S_{e}^{\mathrm{Cu}}=2.6\left(E_{0}\right)^{1 / 2}
\end{aligned}
$$

where the $d E / d x=n S_{e}$ formula was used, where $n$ is the electron density and $d E / d x$ is obtained from Eq. (10). ( $E_{0}$ should be substituted in keV, then the dimension of $S_{e}$ is $\mathrm{eVcm}^{2} \cdot 10^{-15}$.) Table II contains the theoretical and experimental results for $S_{e}$ (in the

Table II
Theoretical and experimental data for electronic stopping cross section of proton in gold and copper targets in units of $\mathrm{eVcm}^{2} \cdot 10^{-15}\left(E_{0}\right.$ is in keV$)$

| Target | $E_{0}$ | Present theory | Experiment |
| :---: | :---: | :---: | :--- |
| Au | 30 | 19.2 | $22.9[28]$ |
|  | 60 | 27.1 | $28.2[28]$ |
| Cu | 60 | 20.1 | $19.1[29], 21.1[28]$ |

above units). The experimental error is about $\pm 5 \%$. (The target thickness does not play a significant role at higher energies, see Eq. (11).) After a comparison it can be stated that our theoretical results are satisfying as far as some 10 keV . This surprisingly high limit must be due to the fact that the $y v / v_{F}$ variable in the real and imaginary parts of the polarisability function changes the values of the corresponding functions slowly, and especially after the integration of Eq. (4) by $y$.

## Conclusion

The possibilities of the description of the energy loss of a slow proton were examined in the frame of the dielectric theory. A local-field function including exchange and correlation corrections after Lantto et al was used for the determination of the longitudinal dielectric function. This calculation exceeds the original LindhardWinther theory. A parametric function was also deduced applying the Landau theory of Fermi liquids. From this latter equation using the data of Pines and Nozieres the same result could be obtained as from the previous formalism. The results in relation to the $C\left(r_{s}\right)$ function show good agreement with the compared experimental data. A good and a satisfactory agreement was found with the $C\left(r_{s}\right)$ value calculated from the Lindhard-Scharff-Schiott theory and from the density functional formalism used by Echenique et al, respectively.
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#### Abstract

The experimental measurements of the transmitted and the reflected (albedo) components of the capture secondary gamma rays, arising from interaction of reactor neutrons with heat resistant concrete shields have been carried out. This new type of concrete has been prepared from Egyptian ilmenite-limonite ores and has a density $3.44 \mathrm{gm} / \mathrm{cm}^{3}$. The measurements were performed using a collimated beam of reactor neutrons emitted from one of the horizontal channels of the ET-RR-1 reactor.

A single stilbene crystal scintillator applying zero crossover technique for differéntiation between gamma and neutron pulses has been utilized. The measured instrument spectra were transformed to energy spectra. From the measurements it is evident that the albedo capture gamma rays is very small in comparison with the total or the transmitted capture gamma rays.


## 1. Introduction

Reactor shielding is composed of elements with large and small atomic number in the form of heterogeneous compositions and homogeneous mixtures. To shield a stationary nuclear facility two requirements must be realized; minimum cost and small size. In addition to shield transport nuclear facility weight is to be minimized. As a result the hard component of the reactor shielding is generally close to the reactor core due to the high temperature arising in this region. As metal screens are placed close to the reactor core where high neutron fluxes are observed, and consequently intensive secondary gamma radiation is produced.

The principal components of the secondary gamma radiation of a nuclear facility shields are gamma radiation due to the radiative capture of thermal neutrons and gamma radiation due to the inelastic scattering of fast neutrons with the shielding materials. In some cases the secondary gamma radiation completely determines the radiation field behind the reactor shields.

[^9]The knowledge of the secondary gamma radiation characteristics allows an optimal choice of thickness and alternation of layers from the point of view of both the minimum radiation heat generation and the minimum dose of mixed radiation behind the shield. The knowledge of the total capture secondary gamma rays requires the knowledge of the transmitted capture gamma rays and the reflected (albedo) capture gamma-rays. As the angular energy distribution of capture gamma-rays is more or less isotropic [1], it was found satisfactory to measure the capture gamma-rays at an angle ( $70^{\circ}$ and $120^{\circ}$ in our case) and for $\theta>30^{\circ}$ in order to avoid the contribution of primary gamma rays from the reactor core. The problem of generation and penetration of secondary gamma radiation in substances has been investigated mostly for simple geometries [2-7]. There are still many discrepancies between the experimental results and calculations of secondary gamma rays, therefore further measurements are very important for the theoreticians who may calculate this problem in future as a check for the computer code and the cross-section data sets which may be used.

In the present work both the transmitted and reflected (albedo) components of the total and capture secondary gamma rays for heat resistant concrete (ilmenitelimonite concrete) have been investigated.

## 2. Experimental details

A schematic diagram of the experimental layout was shown in Fig. 1. The transmitted and the reflected (albedo) components of capture gamma rays for heat resistant concrete have been investigated. The composition of the ilmenite-limonite concrete was shown in Table I. The decrease of the water content of concrete shield is accompanied by an increase in the neutron relaxation length, i.e. decrease in the shielding effectiveness specially for fast neutrons. The water content of hydrated portland cement decreases as the temperature is raised. The concrete is usually dehydrated completely when heated above $400^{\circ} \mathrm{C}$. However, if concrete is made with aggregates as shown in Table I, it may still retain 25 to $50 \%$ of its water content at this temperature, thus it is of great practical importance for fast neutrons attenuation especially for power reactors, where the temperature in the core is very high and may cause cracks in the biological shield if it is made from ordinary concrete. A cylindrical sample of ilmenite-limonite concrete with 15 cm diameter and 10 cm thick was placed in front of one of the horizontal channels of the ET-RR-1 reactor operated at full power ( 2 MW ). The sample was placed normal to the reactor beam direction (i.e. $\theta_{0}$ $=0^{\circ}$ ) where $\theta_{0}$ is the angle between the beam direction and the normal to the sample under investigation. The detector was placed at an angle of $\theta=70^{\circ}$ for the measurement of the transmitted secondary gamma rays, then at an angle of $\theta=120^{\circ}$ for the measurement of the reflected (albedo) secondary gamma rays, where $\theta$ is the angle between the detector and the normal to the sample. The primary gamma rays contribution at these angles is negligible. The sample and the detector centres were


Fig. 1. The experimental configuration for both transmitted and reflected (albedo) secondary gamma rays
Table I

| Material | Content |  |
| :---: | :---: | :---: |
|  | Aggregate density | Aggregate size |
| Ilmenite ore $\mathrm{Fe} \mathrm{O} . \mathrm{Ti} \mathrm{O}_{2}$ | $722 \mathrm{~kg} / \mathrm{m}^{3}$ <br> $482 \mathrm{~kg} / \mathrm{m}^{3}$ <br> $482 \mathrm{~kg} / \mathrm{m}^{3}$ <br> $241 \mathrm{~kg} / \mathrm{m}^{3}$ | $\begin{array}{r} 40-60 \mathrm{~mm} \\ 20-40 \mathrm{~mm} \\ 10-20 \mathrm{~mm} \\ 5-10 \mathrm{~mm} \end{array}$ |
|  | $1927 \mathrm{~kg} / \mathrm{m}^{3}$ |  |
| Limonite ore ( $\mathrm{Fe}(\mathrm{OH})_{6} \cdot \mathrm{Fe}_{2} \mathrm{O}_{3}$ ) | $415 \mathrm{~kg} / \mathrm{m}^{3}$ |  |
| Portland cement | $350 \mathrm{~kg} / \mathrm{m}^{3}$ |  |
| Water (after drying 28 days) | $121 \mathrm{~kg} / \mathrm{m}^{3}$ |  |

placed in the same horizontal plane with the beam centre. The sample was within the solid angle of the detector collimator. Two spectra were taken for each angle, one with a bare reactor beam and the other by placing a 0.4 mm thick cadmium sheet on the reactor channel (i.e. cadmium filtered beam). A background measurement was taken for each run.

Measurements were performed using a single crystal stilbene scintillator 40 mm diameter and 40 mm length coupled with a 56 AVP photomultiplier and a 1024
multichannel pulse height analyzer (type Omega-1). As the reactor beam is a mixed field of gamma rays and neutrons, so the discrimination against neutron pulses was achieved by using zero crossover technique of pulse shape discrimination. A block diagram of the zero crossover technique is shown in Fig. 2.


Fig. 2. Block diagram of the spectrometer assembly

The anode is operated near earth potential with the photocathode at 1900 V . With this high gain photomultiplier base the amplitude of the current pulse at the anode is not proportional to the amplitude of the scintillation pulse. Current pulses containing the same information as the scintillation pulse (i.e. linear signals) can be obtained from a suitably chosen dynode. The decoupling capacitor and resistor network at this dynode integrate the current pulse to produce a voltage step of rise time
determined by the scintillation decay times. The dynode voltage step is amplified and differentiated twice by means of resistor capacitor networks in the main amplifier to produce a bipolar voltage pulse which passes through zero at a time which depends only on the input pulse shape. The difference in zero crossing times between the anode current pulse (zero time reference marker), and the zero crossing of the doubly differentiated dynode voltage pulse for protons and electrons interacting with the scintillator is of the order of 350 ns . Time to pulse amplitude converters produce output signals of amplitude proportional to the time difference between its two input signals (designated start and stop) for time differences $\leq 1 \mu \mathrm{~s}$. The start signal is derived from the anode current pulse and the stop signal from the edge cross over. The out pulses of the time to pulse amplitude converter are used to open the linear gate for the detected gamma rays. The signals from the linear amplifier are fed to the ADC of the multichannel pulse height analyzer for analysis. The details of the zero crossover technique for pulse shape discrimination are given elsewhere [8, 9]. A boron carbide filter of 1 cm thickness was placed in front of the detector collimator to prevent the occurrence of the 2.23 MeV capture gamma rays produced from the thermal neutrons capture by the hydrogen nuclei of the scintillator. $\mathrm{A} \mathrm{ZnS}(\mathrm{Ag})$ scintillator of 3 cm diameter and 0.5 cm thick coupled with a photomultiplier type ( $\varnothing$ EY-16) was used as a monitor for the control of the reactor power variations. The spectrometer stability and energy scale were checked before each run. The energy width per channel was the same over the whole energy range for the chosen amplifier gain.

The radiative capture secondary gamma ray spectra were obtained by subtracting the gamma ray spectra measured with the cadmium filtered reactor beam from that with bare reactor beam. The instrumental gamma ray spectra were transformed to energy spectra [10].

## 3. Results and discussion

A display of the measured transmitted secondary gamma ray energy spectra for heat resistant concrete at an angle of $\theta=70^{\circ}$ for: (a) bare reactor beam, (b) cadmium filtered reactor beam is shown in Fig. 3. Also a display of the measured reflected (albedo) secondary gamma ray energy spectra for heat resistant concrete at an angle of $\theta=120^{\circ}$ for: (a) bare reactor beam, (b) cadmium filtered reactor beam, is shown in Fig. 4. In case of the reflected (albedo) secondary gamma ray measurements both the neutron beam and the detector face the same side of the concrete sample under investigation. Secondary gamma rays are generated as the result of the radiative capture of thermal neutrons and the inelastic scattering of fast neutrons. As the cadmium filter absorbs neutrons below 0.4 eV , so by subtracting the measured secondary gamma rays for a cadmium filtered reactor beam from that for a bare reactor beam the secondary gamma rays from the capture of thermal neutrons were obtained as in spectra (c) in Figs 3, 4. From those Figures it is evident that the secondary gamma


Fig. 3. The spectra of the transmitted secondary gamma rays from ilmenite-limonite concrete at an angle of $\theta=70^{\circ}$, for: (a) . . bare reactor beam. (b) $\times \times \times$ cadmium filtered reactor beam. (c) $\quad \square 0 \rightarrow$ The difference of (a-b)
peaks coincide quite well with the gamma rays arising from the inelastic scattering and radiative capture of neutrons with concrete constituents. These relations show that the gamma rays energy 0.5 MeV gives the main contribution of secondary gamma rays for ilmenite-limonite concrete barriers. Also the rate of decrease of the secondary gamma flux with increasing the barrier thickness depends on gamma rays energy. This is due to the effects of build-up factor of gamma rays from the degradations of gamma rays of higher energies, and the different rates of removal or absorption of those gamma rays.

From the measurements it is evident that the albedo capture gamma rays are very small in comparison with the total or transmitted capture gamma rays. This may be attributed to the behaviour of the secondary gamma which tends to be peaked in the forward direction (transmitted secondary gamma rays). The reflected (albedo) secondary gamma rays are the result of the interaction of the incident neutrons with the first layers of the sample. As in this geometry the source and the detector were in the same side of the concrete barrier, so the generated secondary gamma rays from the deeper layers of the sample were absorbed during their long path back to the detector,


Fig. 4. The spectra of the reflected secondary gamma rays (albedo component) from ilmenite-limonite concrete at an angle of $\theta=120^{\circ}$, for: (a) ... bare reactor beam. (b) $\times \times \times$ cadmium filtered reactor beam.
(c) $\circ-0 \sim$ The difference of (a-b)
while the transmitted secondary gamma rays are due to the interaction of neutrons with the whole sample thickness, especially the deeper layers which are the nearest to the detector, where most of the high energy neutrons were being thermalized and were strongly liable to undergo capture to produce secondary gamma rays.

From curyes (c) of Figs 3, 4, it can be seen that the transmitted capture gamma rays intensity due to thermal neutrons is higher than the reflected capture gamma ray intensity which may be due to the following:
(a) In the albedo gamma measurements using the cadmium filtered reactor beam as in curve (b) of Fig. 4, the thermal reactor neutrons are captured in the cadmium yielding capture gamma rays which may undergo scattering in the first few layers of the used sample which then may reach the detector causing an increase of the reflected capture secondary gamma ray intensity. Consequently, the intensity of the reflected capture gamma rays due to thermal neutrons decrease as in curve (c) of Fig. 4.
(b) The effect of build-up factor of capture gamma rays may also cause the increase of the transmitted capture gamma rays due to reactor thermal neutrons as in curve (c) of Fig. 3.
(c) Also there is still a probability for thermal neutrons that can reach the stilbene crystal $\left(\mathrm{C}_{14} \mathrm{H}_{12}\right)$ undergoing capture in hydrogen to yield a 2.23 MeV capture gamma ray which increases the transmitted capture gamma rays due to thermal neutrons.
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#### Abstract

An analysis of the MHD Rayleigh problem of a rotating fluid above a plate is carried out, when the magnetic Reynolds number of the flow is small and the magnetic field is fixed on the plate. An exact solution is obtained with the help of the Laplace transform technique. It is found that the effect of the magnetic field increases the primary flow and decreases the secondary flow.


## 1. Introduction

The classical Rayleigh problem for the flow due to the impulsive motion of an infinite plate is important in engineering. Rossow [1] and Chang and Yen [2] studied the hydromagnetic Rayleigh problem, whereas Soundalgekar and Pop [3] studied the same problem in the rotating frame of reference. Soundalgekar and Pop [3] studied the effect of magnetic field on the flow when the magnetic field is fixed relatively the system of reference.

The object of the present paper is to study the hydromagnetic Rayleigh problem, when the magnetic field is fixed on the moving plate and the magnetic Reynolds number of the flow is small. The solution of the problem is obtained with the help of the Laplace transform technique.

## 2. Mathematical analysis

The equation of continuity and the equation of motion along with the Maxwell's equations and Ohm's law for unsteady flow of viscous, incompressible and electrically conducting fluid are:

$$
\begin{equation*}
\nabla \cdot \mathbf{V}=0 \tag{1}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\partial \mathbf{V}}{\partial t^{\prime}}+(\mathbf{V} \cdot \nabla) \mathbf{V}+2 \Omega \bar{z}_{0} \times \mathbf{V}=-\frac{1}{\rho} \nabla P+v \nabla^{2} \mathbf{V}+\frac{1}{\rho} \mathbf{J} \times \mathbf{B},  \tag{2}\\
\nabla \times \mathbf{B}=\mu_{e} \mathbf{J},  \tag{3}\\
\nabla \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t^{\prime}},  \tag{4}\\
\nabla \cdot \mathbf{B}=0,  \tag{5}\\
\mathbf{J}=\sigma(\mathbf{V} \times \mathbf{B}+\mathbf{E}), \tag{6}
\end{gather*}
$$

where $\rho, v, \sigma, \mu_{e}, \mathbf{V}, \mathbf{J}, \mathbf{B}, \mathbf{E}, P, \mathbf{z}_{0}$ and $\Omega$ are respectively the density, the kinematic viscosity, the fluid conductivity, the magnetic permeability, the velocity vector, the current density, the magnetic field, the electric field, the pressure including the centrifugal term, the unit vector along the $z^{\prime}$-axis and the constant angular velocity of the fluid about the $z^{\prime}$-axis.

We consider the unsteady flow generated in a semi-infinitely extended fluid bounded by an infinite flat plate at $z^{\prime}=0$, subjected to a uniform magnetic field density $B_{0}$ which is perpendicular to the plate. Both the fluid and the plate are in a state of solid body rotation with the constant angular velocity $\Omega$ about $z^{\prime}$-axis, which is perpendicular to the plate, and at time $t^{\prime}=0$ the plate is started impulsively with a uniform velocity $U_{0}$ (in the rotating frame of reference) at the direction of the $x^{\prime}$-axis and the velocity field is of the form $\mathbf{V}(u, v, 0)$.

Since the plate is infinite in length all physical quantities will be functions of $z^{\prime}$ and $t^{\prime}$. Then the equation of the conservation of electric change $\nabla \cdot \mathbf{J}=0$ gives $J_{z}$ $=$ constant, where $\mathrm{J} \equiv\left(J_{x}, J_{y}, J_{z}\right)$. This constant is equal to zero $\left(J_{z}=0\right)$ when the plate is electrically non-conducting. Since the magnetic Reynolds number of the flow is small, the induced magnetic field can be neglected in comparison to the applied magnetic field. Hence we can take $\mathbf{B} \equiv\left(0,0, B_{0}\right)$. Also we assume that the electric field is equal to zero.

Since the magnetic field is fixed on the moving plate it will be [4],

$$
J_{x}=\sigma B_{0} v^{\prime}, \quad J_{y}=\sigma B_{0}\left(u^{\prime}-U_{0}\right) .
$$

By taking into account these assumptions Eq. (2) gives:

$$
\begin{align*}
& \frac{\partial u^{\prime}}{\partial t^{\prime}}-2 \Omega v^{\prime}=v \frac{\partial^{2} u^{\prime}}{\partial z^{\prime 2}}-\frac{\sigma B_{0}^{2}}{\rho}\left(u^{\prime}-U_{0}\right)  \tag{7}\\
& \frac{\partial v^{\prime}}{\partial t^{\prime}}+2 \Omega u^{\prime}=v \frac{\partial^{2} u^{\prime}}{\partial z^{\prime 2}}-\frac{\sigma B_{0}^{2}}{\rho} v^{\prime} \tag{8}
\end{align*}
$$

The initial and boundary conditions are:

$$
\text { For } t^{\prime} \leqq 0: u^{\prime}=0, \quad v^{\prime}=0 \quad \text { for all } \quad z^{\prime}
$$

$$
\text { For } \quad t^{\prime}>0:\left\{\begin{array}{lll}
u^{\prime}=U_{0}, & v^{\prime}=0 & \text { at } \quad z^{\prime}=0  \tag{9}\\
u^{\prime} \rightarrow 0, & v^{\prime} \rightarrow 0 & \text { as } \quad z^{\prime} \rightarrow \infty
\end{array}\right.
$$

Introducing the dimensionless variables

$$
\begin{equation*}
z=\frac{z^{\prime} U_{0}}{v}, \quad t=\frac{t^{\prime} U_{0}^{2}}{v}, \quad(u, v)=\left(u^{\prime}, v^{\prime}\right) / U_{0} \tag{10}
\end{equation*}
$$

Eqs (7) and (8) become

$$
\begin{align*}
& \frac{\partial u}{\partial t}-2 K v=\frac{\partial^{2} u}{\partial z^{2}}-M(u-1),  \tag{11}\\
& \frac{\partial v}{\partial t}+2 K u=\frac{\partial^{2} v}{\partial z^{2}}-M v \tag{12}
\end{align*}
$$

where $M=\frac{\sigma B_{0}^{2} v}{\rho U_{0}^{2}}$ is the magnetic parameter and $K=\frac{\Omega v}{U_{0}^{2}}$ is the rotation parameter.
The initial and boundary conditions now become:

$$
\begin{align*}
& \text { For } t \leqq 0: u=0, \\
& \text { For } t>0:\left\{\begin{array}{lll}
u=1, & v=0 & \text { for all } z . \\
u \rightarrow 0, & v \rightarrow 0 & \text { at } z=0, \\
\text { as } z \rightarrow \infty
\end{array}\right. \tag{13}
\end{align*}
$$

It is quite complicated to solve Eq. (11) and (12) under the boundary conditions (13). So in order to simplify the mathematical part, we introduce a complex velocity defined by

$$
\begin{equation*}
q=u+i v \tag{14}
\end{equation*}
$$

which enables us to combine Eqs (11) and (12) into one equation as follows:

$$
\begin{equation*}
\frac{\partial q}{\partial t}+2 K i q=\frac{\partial^{2} q}{\partial z^{2}}-M(q-1) \tag{15}
\end{equation*}
$$

In view of (14), the conditions (13) reduce to:

$$
\begin{align*}
& \text { For } t \leqq 0: q=0 \quad \text { for all } z \\
& \text { For } t>0: \begin{cases}q=1 & \text { at } \quad z=0 \\
q \rightarrow 0 & \text { as } \quad z \rightarrow \infty\end{cases} \tag{16}
\end{align*}
$$

Applying Laplace transform, the solution of the Eq. (15), under the conditions (16), is given by

$$
\begin{align*}
q=\frac{1}{2}\left(1-\frac{M}{m}\right)\left[e^{-z \sqrt{m}}\right. & \left.\operatorname{erfc}\left(\frac{z}{2 \sqrt{t}}-\sqrt{m t}\right)+e^{z \sqrt{m}} \operatorname{erfc}\left(\frac{z}{2 \sqrt{t}}+\sqrt{m t}\right)\right]+ \\
& +\frac{M}{m}\left[1-e^{-m t} \operatorname{erf}\left(\frac{z}{2 \sqrt{t}}\right)\right] \tag{17}
\end{align*}
$$

where $m=M+2 i K$.

The non-dimensional components of shear-stress are given by

$$
\begin{equation*}
\tau_{x}+i \tau_{y}=-\left.\frac{\partial q}{\partial z}\right|_{z=0}=\frac{1}{\sqrt{\pi t}} e^{-m t}+\left(1-\frac{M^{2}}{m}\right) \sqrt{m} \operatorname{erf}(\sqrt{m t}) \tag{18}
\end{equation*}
$$

In Eqs (17) and (18) the complementary error function appears in the complex arguments and therefore to separate them into real and imaginary parts we use the following formula due to Abramowitz [5]

$$
\begin{align*}
& \operatorname{erf}(\alpha+i b)=\operatorname{erf}(\alpha)+\frac{e^{-\alpha^{2}}}{2 \pi \alpha}[1-\cos (2 \alpha b)+i \sin (2 \alpha b)]+ \\
& \quad+\frac{2 e^{-\alpha^{2}}}{\pi} \sum_{\eta=1}^{\infty} \frac{e^{-\eta^{2} / 4}}{\eta^{2}+4 \alpha^{2}}\left[f_{\eta}(\alpha, b)+i g_{\eta}(\alpha, b)\right]+\varepsilon(\alpha, b) \tag{19}
\end{align*}
$$

where

$$
\begin{gathered}
f_{\eta}(\alpha, b)=2 \alpha-2 \alpha \cosh (\eta b) \cos (2 \alpha b)+\eta \sinh (\eta b) \sin (2 \alpha b), \\
g_{\eta}(\alpha, b)=2 \alpha \cosh (\eta b) \sin (2 \alpha b)+\eta \sinh (\eta b) \cos (2 \alpha b)
\end{gathered}
$$

and

$$
|\varepsilon(\alpha, b)| \simeq 10^{-16}|\operatorname{erf}(\alpha+i b)|
$$

## 3. Results and discussion

With the help of Eq. (19) we can take the expressions for the components of velocity and skin friction. For the sake of saving space these expressions are omitted.

In order to discuss the effects of the various parameters on the flow field near the plate, these equations are used for numerical calculations. The primary velocity profiles are plotted in Fig. 1 and the profiles due to secondary flow are shown in Fig. 2. It is seen from these Figures that the primary velocity increases with the magnetic parameter and decreases with the rotation parameter. The secondary velocity decreases when either the magnetic parameter $M$ or the rotation parameter $K$ increases.

The Table I shows the numerical values of the skin friction component $\tau_{x}$ and $\tau_{y}$ at the plate for different values of $t, M$ and $K$. From this Table we conclude that the influence of the rotation parameter increases for both components of skin friction ( $\tau_{x}$ and $\tau_{y}$ ). Further, $\tau_{x}$ decreases and $\tau_{y}$ increases as the magnetic parameter $M$ increases.


Fig. 1. Primary velocity profiles against $z$


Fig. 2. Secondary velocity profiles against $z$

Table I
Numerical values of the skin-friction components

| $t$ | $M$ | $K$ | $\tau_{x}$ | $\tau_{y}$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.2 | 1.0 | 0.5 | 1.0420 | 0.2659 |
|  |  | 1.0 | 1.0695 | 0.5296 |
|  | 2.0 | 0.5 | 0.8553 | 0.2751 |
|  |  | 1.0 | 0.8842 | 0.5480 |
| 0.4 | 1.0 | 0.5 | 0.6252 | 0.3874 |
|  |  | 1.0 | 0.7051 | 0.7618 |
|  | 2.0 | 0.5 | 0.4288 | 0.3989 |
|  |  | 1.0 | 0.5108 | 0.7845 |
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#### Abstract

In the emission spectrum of the ${ }^{12} \mathrm{C}^{18} \mathrm{O}$ isotopic molecule the $0-0,0-1$ and $0-2$ bands of two $E^{1} \Pi-A^{1} \Pi$ and $B^{1} \Sigma^{+}-A^{1} \Pi$ transitions have been photographed at high resolution. After a rotational analysis of bands the following molecular constants have been calculated: (1) the rotational constants $B_{0}$ and $D_{0}$ for the upper $E^{1} \Pi$ and $B^{1} \Sigma^{+}$states and $B_{v}, D_{v}$ for the $A^{1} \Pi$ state, (2) the reduced band origins $c_{0 v}$, for both transitions, (3) the $\Lambda$-doubling constants for the $E^{1} \Pi$ state, (4) the distances between $v=0$ levels in the $E^{1} \Pi, C^{1} \Sigma^{+}$and $A^{1} \Pi$ states. Some molecular constants have been derived from the combinational analysis of bands which belong to the $E^{1} \Pi-A^{1} \Pi$ and $B^{1} \Sigma^{+}-A^{1} \Pi$ and also $E^{1} \Pi-A^{1} \Pi$ and $C^{1} \Sigma^{+}-A^{1} \Pi$ transitions. Strong perturbation of the $A^{1} \Pi$ state by $e^{3} \Sigma^{-}$nearby electronic state, observed in the $0-0$ band of $B^{1} \Sigma^{+}-A^{1} \Pi$ system has also been analysed.


## Introduction

Investigations of the electronic states in isotopic carbon monoxide molecules started in the sixties are systematically extended both to new isotopic molecules and new states. Up to now most explorations and the most precise data have been concerned with the ground state of this molecule. Explorations of this state have been performed so far in almost all molecules which have been produced in combination of the ${ }^{12} \mathrm{C},{ }^{13} \mathrm{C}$ and ${ }^{14} \mathrm{C}$ isotopes with ${ }^{16} \mathrm{O},{ }^{17} \mathrm{O}$ and ${ }^{18} \mathrm{O}$ one, excluding the ${ }^{14} \mathrm{C}^{17} \mathrm{O}$ molecule [1-6].

Studies of the excited electronic states in isotopic molecules have not been performed so extensively as the ground state. Most investigations among excited states are concerned with the $A^{1} \Pi[7-14]$ and $R^{1} \Sigma^{+}$states [10-15]. Less information is concerned with $C^{1} \Sigma^{+}$[15-19] and still less with $E^{1} \Pi$ states [20-21]. Quite fragmentary studies are concerned with other singlet and triplet states [22-25]. But

[^10]even studies of $E^{1} \Pi, B^{1} \Sigma^{+}$and $A^{1} \Pi$ states in ${ }^{12} \mathrm{C}^{18} \mathrm{O}$ molecule performed via analyses of the $E^{1} \Pi-A^{1} \Pi$ and $B^{1} \Sigma^{+}-A^{1} \Pi$ band systems are insufficient. The above analyses have been performed using the spectra obtained using the molecule insufficiently enriched in ${ }^{18} \mathrm{O}$ isotope. They were therefore insufficient for the registration of complete rotational structure of bands and even whole bands.

Therefore, in order to perform the complete rotational analysis and completion of the information about $E^{1} \Pi, B^{1} \Sigma^{+}$and $A^{1} \Pi$ states in this molecule the bands of the $E^{1} \Pi-A^{1} \Pi$ and $B^{1} \Sigma^{+}-A^{1} \Pi$ systems in highly enriched ${ }^{12} \mathrm{C}^{18} \mathrm{O}$ molecule were photographed and analysed.

## Experimental details

The emission spectra of the $B^{1} \Sigma^{+}-A^{1} \Pi$ and $E^{1} \Pi-A^{1} \Pi$ systems were observed from a capillary $\Pi$-type Geissler discharge tube. The tube with one graphite electrode was filled with oxygen enriched with $90 \%{ }^{18} \mathrm{O}$ isotope. Pressure in the lamp was 6 hPa . For obtaining the bands of the $B^{1} \Sigma^{+}-A^{1} \Pi$ i.e. Ångström system the lamp was supplied by an A.C. generator. The voltage and current were about 3 kV and 10 mA , respectively. The lamp for obtaining the $E^{1} \Pi-A^{1} \Pi$ bands was supplied by a 10 kV and 800 kHz A.C. generator. The spectra were photographed in the 5 th, 6 th and 7 th orders by 2 meter plane-grating PGS-2 spectrograph. A reciprocal linear dispersion ranged from 0.06 to $0.09 \mathrm{~nm} / \mathrm{mm}$. The exposure times varied from $10-20 \mathrm{~min}$ for the $\AA$ Angström bands to $6-9 \mathrm{~h}$ for the bands of $E^{1} \Pi-A^{1} \Pi$ system. For wavelength calibrating the Th standard lines [26] obtained from a few orders and spectral regions were used. The precision of the measurements is considered to be $\sim 0.005 \mathrm{~cm}^{-1}$, the absolute wavenumbers may be in error by $0.010-0.020 \mathrm{~cm}^{-1}$, excluding the lines marked by asterisk. Tables I-VI present the wavenumbers of lines for both analysed systems.

## Methods of calculations and results

## A. Rotational constants

The rotational constants of all the analysed states were calculated by means of the $\Delta_{2} F(J)$ rotational term differences. The values of these differences as one can see may be expressed by truncated power series:

$$
\begin{equation*}
\Delta_{2} F_{v}(J)=\sum_{i=0}^{2} a_{i}\left(J+\frac{1}{2}\right)^{2 i+1} \tag{1}
\end{equation*}
$$

where coefficients of these power series have the following relationships to rotational

## Table I

$0-0$ band lines of the $E^{1} \Pi-A^{1} \Pi$ transition in ${ }^{12} \mathrm{C}^{18} \mathrm{O}\left[\mathrm{cm}^{-1}\right]$

| $J$ | $R_{e}$ |  | $R_{f}$ |  | $P_{e}$ |  | $P_{f}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 28 192.665* |  | 28 191.117* |  | 28 172.795* |  | 28172.394 |  |
| 3 | 197.323 |  | 196.944 |  | 171.145* |  | 170.789 |  |
| 4 | 28204.164 |  | 28 203.529* |  | 170.552 |  | 169.966* |  |
| 5 | 211.928 |  | 210.827 |  | 170.789 |  | 169.966 |  |
| 6 | 221.045 |  | 218.957 |  | 172.394 |  | 170.552 |  |
| 7 |  | 220.152* | 227.967 |  |  | 164.081* | 172.194 |  |
| 8 |  | 232.129 | 237.998 |  |  | 168.559 | 174.865 |  |
| 9 |  | 243.448 | 249.471 | 232.129* |  | 172.394 | 178.837 | 161.178* |
| 10 |  | 254.889 | 262.865* | 245.755 |  | 176.379 | 184.807 | 167.673 |
| 11 |  | 266.829 |  | 259.362 |  | 180.861 | 193.339* | 173.887 |
| 12 |  | 279.595 |  | 272.605 |  | 186.142 | 28203.745 | 179.733 |
| 13 |  | 293.556 |  | 285.937 |  | 192.665 |  | 185.618 |
| 14 | 297.646* |  |  | 299.580 | 189.395* |  |  | 191.846 |
| 15 | $28314.420^{*}$ |  |  | $28313.720^{*}$ | 198.612 |  |  | 198.612 |
| 16 | 330.510 |  |  | 328.388 | 28207.348 |  |  | 28 205.866* |
| 17 | 346.619* |  |  | 343.654* | 216.032* |  |  | 213.712 |
| 18 | 363.239* |  |  |  | 225.120 |  |  | 222.255 |
| 19 |  |  |  |  | 234.841 |  |  | 231.176 |
| 20 |  |  |  |  | 245.090 |  |  | 241.262 |

Table II
$0-1$ band lines of the $E^{1} \Pi-A^{1} \Pi$ transition in ${ }^{12} \mathrm{C}^{18} \mathrm{O}\left[\mathrm{cm}^{-1}\right]$

| $J$ | $R_{e}$ |  | $R_{f}$ |  | $P_{e}$ |  | $P_{f}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 26735.546 |  | 26735.546 |  |  |  |  |  |
| 2 | 740.724 |  | 740.724 |  | 26722.099 |  | 26722.099 |  |
| 3 | 746.718 |  | 746.529 |  | 720.523* |  | 720.523 |  |
| 4 | 753.435 |  | 753.094 |  | 719.685* |  | 719.685* |  |
| 5 | 760.840 |  | 760.345 |  | 719.685* |  | 719.490* |  |
| 6 | 768.981 |  | 768.374 |  | 720.346* |  | 720.020 |  |
| 7 | 777.822 |  | 777.061 |  | 721.739 |  | 721.308 |  |
| 8 | 787.451 |  | 786.476 |  | 723.875 |  | 723.288 |  |
| 9 | 797.792 |  | 796.621 |  | 726.741 |  | 725.988 |  |
| 10 | 26808.867 |  | 26807.512 |  | 730.345 |  | 729.478 |  |
| 11 | 820.692 |  | 819.243 |  | 734.708 |  | 733.766 |  |
| 12 | 833.280 |  | 829.512 |  | 739.831 |  | 736.648 |  |
| 13 | 846.755 |  |  | 26843.703 | 745.861 |  |  | 26743.377 |
| 14 | 861.861 |  |  | 857.479 | 753.435 |  |  | 749.759 |
| 15 |  | 26873.970 |  | 871.926 |  | 26.758 .157 |  | 756.823 |
| 16 |  | 889.871 |  | 887.124 |  | 766.597 |  | 764.570 |
| 17 |  | 26906.153 |  | 26903.199 |  | 775.477 |  | 773.257 |
| 18 |  | 923.115 |  | 920.051 |  | 784.948 |  |  |
| 19 |  | 941.056* |  |  |  | 795.139 |  |  |
| 20 |  | 959.957* |  |  |  | 26 806.097* |  |  |

Table III
$0-2$ band lines of the $E^{1} \Pi-A^{1} \Pi$ transition in ${ }^{12} \mathrm{C}^{18} \mathrm{O}\left[\mathrm{cm}^{-1}\right]$

| $J$ | $R_{e}$ | $R_{f}$ | $P_{e}$ | $P_{f}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 25322.678 | 25322.678 |  | 25311.525 |
| 2 | 327.965* | 327.965* | 25 309.078* | 309224* |
| 3 | 334.011 | 333.812 | 307.838* | 307.838* |
| 4 | 340.835 | 340.517 | 307.086* | 307.086* |
| 5 | 348.404* | 347.984* | 307.229* | 307.086* |
| 6 | 356.815 | 356.234 | 308.184 | 307.838* |
| 7 | 365.950 | 365.297 | 309.848 | 309.522 |
| 8 | 375.881* | 25374.726 | 312.280 | 25311.525 |
| 9 | 386.546 | 385.294 | 315.493 | 314.655 |
| 10 | 397.982* | 396.534 | 319.485 | 318.463 |
| 11 | 25410.228 |  | 25408.500 | 324.236 |
| 12 | 423.222 | 421.226 | 329.786 | 328.304 |
| 13 | 436.991 | 434.693 | 336.071 | 334.353 |
| 14 | 451.510 | 448.883 | 343.178 | 341.160 |
| 15 | 466.862 | 463.876 | 351.046 | 348.739* |
| 16 | 482.950 | 479.616 | 359.697 | 357.043 |
| 17 | 499.813 | 496.016* | 369.147 | 366.176 |
| 18 | 25517.479 | 25513.355 | 379.361 | 376.064* |
| 19 | 535.914 | 531.571* | 390.343 | 386.853 |
| 20 | 555.115 | 550.366 | 25402.152 | 398.188* |
| 21 | 575.108 |  | 414.753* |  |

constants:

$$
\begin{align*}
& a_{0}=4 B_{v}-6 D_{v}+\frac{27}{4} H_{v} \\
& a_{1}=-8 D_{v}+34 H_{v}  \tag{2}\\
& a_{2}=12 H_{v}
\end{align*}
$$

The rotational constants were calculated by least-squares procedure described in detail in an earlier paper [17]. Table VII lists the obtained results.

The differences between the rotational constants of both combining states were calculated using $f_{Q}(J), f_{P R}(J)$ and $f_{\overline{P R}}(J)$ Kovács's functions [27]. Average values of these constants calculated in regular regions of respective branches of bands are as follows:
for the $E^{1} \Pi-A^{1} \Pi$ transition

$$
\begin{aligned}
& B_{0(e)}^{E}-B_{0}^{A}= \\
& B_{0(\rho)}^{E}-B_{0}^{A}=(0.340 \pm 0.020) \mathrm{cm}^{-1}, \\
& B_{0(e)}^{E}-B_{1}^{A}=(0.36725 \pm 0.00033) \mathrm{cm}^{-1},
\end{aligned}
$$

Table IV
$0-0$ band lines of the $B^{1} \Sigma^{+}-A^{1} \Pi$ transition in ${ }^{12} \mathrm{C}^{18} \mathrm{O}\left[\mathrm{cm}^{-1}\right]$

| $J$ |  |  | $Q$ |  | $P$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 22173.193 |  | 22165.741 |  |  |  |
| 2 | 178.376* |  | 167.130 |  | 22159.742 |  |
| 3 | 184.188 | , | 169.233 | 22134.348 | 158.223 |  |
| 4 | 190.847 |  | 172.040 | 139.417 | 157.492 |  |
| 5 | 198.478 |  | 175.575 | 145.727 | 157.653 | 22139.914 |
| 6 | 22207.362 |  | 179.915 | 153.227 | 159.130 | 145.380 |
| 7 | 218.350 | 22206.251 | 185.140 | 161.834 | 162.685 | 150.611 |
| 8 |  | 217.921 | 191.371* | 171.336 |  | 154.871 |
| 9 |  | 228.932 | 199.062 | 181.424 |  | 158.463 |
| 10 |  | 240.031 | 22208.668 | 191.548 |  | 162.135* |
| 11 |  | 251.624 | 220.632 | 22201.325 |  | 166.356 |
| 12 |  | 263.993 | 234.817 | 210.788 | 150.611 | 171.336 |
| 13 | 263.993 | 277.547 | 250.994 | 220.305 | 163.876 | 177.462 |
| 14 | 281.198 | 293.025 | 268.813 | 230.132 | 173.715 | 185.560 |
| 15 | 297.488 | 22311.438 | 288.099 | 240.411 | 182.610 | 196.530 |
| 16 | 22313.066 |  |  | 251.243 | 190.847 | 22 210.281* |
| 17 | 328.688 |  |  | 262.655 | 199.062 |  |
| 18 | 344.631 |  |  | 274.697 | 22207.636 |  |
| 19 | 361.138 |  |  | 287.394 | 216.769 |  |
| 20 | 378.249 |  |  | 22300.746 | 226.520 |  |
| 21 | 396.043 |  |  | 314.805 | 236.955 |  |
| 22 | 22414.667 |  |  | 329.712 | 248.186* |  |
| 23 |  |  | 342.864 |  | 260.701 | 255.778 |
| 24 |  | 22452.846 | 360.538 |  |  | 271.728 |
| 25 |  | 473.919 | 377.932 |  |  | 285.473 |
| 26 |  |  | 397.249 |  |  | $22300.143$ |
| 27 |  |  | 22423.640 | 22404.951 | 22307.016 | 320.683 |
| 28 |  |  |  | 428.386 | 324.965 |  |
| 29 |  |  |  | 449.217 | 342.164 |  |
| 30 |  |  |  |  | 360.128 |  |

$$
\begin{aligned}
& B_{0(f)}^{E}-B_{1}^{A}=(0.35561 \pm 0.00057) \mathrm{cm}^{-1}, \\
& B_{0(e)}^{E}-B_{2}^{A}=(0.38610 \pm 0.00001) \mathrm{cm}^{-1}, \\
& B_{0(f)}^{E}-B_{2}^{A}=(0.37557 \pm 0.00012) \mathrm{cm}^{-1},
\end{aligned}
$$

and for the $B^{1} \Sigma^{+}-A^{1} \Pi$ transition

$$
\begin{aligned}
& B_{0}^{B}-B_{0}^{A}=(0.349 \pm 0.010) \mathrm{cm}^{-1}, \\
& B_{0}^{B}-B_{1}^{A}=(0.35189 \pm 0.00016) \mathrm{cm}^{-1}, \\
& B_{0}^{B}-B_{2}^{A}=(0.37065 \pm 0.00006) \mathrm{cm}^{-1} .
\end{aligned}
$$

Table V

| $J$ |  | $R$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 20722.662 |  | 20715.241 |  | 20711.567 |  |
| 2 | 727.778 |  | 716.645 |  | 709.212 |  |
| 3 | 733.602 |  | 718.752 |  | 707.627 |  |
| 4 | 740.117 |  | 721.573 |  | 706.727 |  |
| 5 | 747.345 |  | 725.107* |  | 706.544 |  |
| 6 | 755.274 |  | 729.317 |  | 707.048 |  |
| 7 | 763.906 |  | 734.242 |  | 708.273 |  |
| 8 | 773.242 |  | 739.883 |  | 710.192 |  |
| 9 | 783.289 |  | 746.227 |  | 712.818 |  |
| 10 | 794.023 |  | 753.309 |  | 716.162* |  |
| 11 | 20805.487 |  | 761.236 |  | 720.219 |  |
| 12 | 817.698 |  | 772.133 | 767.687 | 725.009* |  |
| 13 | 830.744 |  |  | $778.044$ | $730.651$ |  |
| 14 | 845.412 | 838.846 |  | 788.027 | 737.918 | 731.364 |
| 15 | 840.086 | 856.995 |  | 798.632 | 725.107 | 742.129 |
| 16 |  | 872.371 |  | 20809.940 |  | 750.128 |
| 17 |  | 888.117 |  | 822.198 |  | 758.482 |
| 18 |  | 20904.476 |  | 833.560 |  | 767.486 |
| 19 |  | 921.503 |  | 847.342 |  | 777.128 |
| 20 |  | 939.212 |  | 861.449 |  | 787.483 |
| 21 |  | 957.608 |  | $876.199$ |  | 798.536* |
| 22 |  | $976.712$ |  | $891.633$ |  | $20810.254$ |
| 23 |  | 996.499 |  | 20907.764 |  | 822.699 |
| 24 |  | 21016.980 |  | 924.599 |  | 835.866 |
| 25 |  | 038.191 |  | 942.153 |  | 849.745 |
| 26 |  | $060.160$ |  | 960.457 |  | $864.381$ |
| 27 |  | 084.155 | $20980.796$ |  |  | 881.064 |
| 28 | $21105.597$ |  | $998.603$ |  | 20895.205 |  |
| 29 | $129.671$ |  | 21019.055 |  | 20911.956 |  |
| 30 |  |  | $040.129$ |  | $929.394$ |  |
| 31 |  |  | $061.923$ |  | $947.490$ |  |
| 32 |  |  | 084.430 |  | 966.305 |  |
| 33 |  |  | 21107.658 |  |  |  |

## B. Band origins

The reduced band origins, i.e. distances between combining vibronic levels were derived using $g_{Q}(J), g_{P R}(J)$ and $g_{\overline{P R}}(J)$ Kovács's functions [27]. The results calculated by this method, details of which were already described previously [18,21] are given in Table VIII.

## Table VI

$0-2$ band lines of the $B^{1} \Sigma^{+}-A^{1} \Pi$ transition in ${ }^{12} \mathrm{C}^{18} \mathrm{O}\left[\mathrm{cm}^{-1}\right]$

| $J$ |  | $R$ |  | $Q$ |  | P |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 19309.742 |  | 19302.335 |  | 19298.606 |  |
| 2 | 314.948 |  | 303.821 |  | 296.384 |  |
| 3 | 320.878 |  | 306.044 |  | 294.899 |  |
| 4 | 327.573 |  | 309.014 |  | 294.160 |  |
| 5 | 335.017* |  | 312.726 |  | 294.160 |  |
| 6 | 343.145* |  | 317.196 |  | 294.899 |  |
| 7 | 352.036 |  | 322.484* |  | 296.384 |  |
| 8 | 361.664 |  |  | 19328.126 | 298.606 |  |
| 9 | 372.043 |  |  | 334.883* | 19301.571 |  |
| 10 | 383.156 |  |  | 342.316 | 305.285 |  |
| 11 | 395.009 |  |  | 350.484 | 309.742 |  |
| 12 | 19407.617 |  |  | 359.381 | 314.948 |  |
| 13 | 420.962 |  |  | 369.036 | 320.878 |  |
| 14 | 435.050 |  |  | 379.440 | 327.573 |  |
| 15 | 449.886 |  |  | 390.569 | 335.010* |  |
| 16 | 465.462* |  |  | 19402.450 | 343.187 |  |
| 17 | 481.797 |  |  | 415.076 | 352.139 |  |
| 18 | 498.850 |  |  | 428.453 | 361.843 |  |
| 19 | 19516.672 |  |  | 442.580 | 372.301 |  |
| 20 | 535.246 |  |  | 457.461 | 383.519 |  |
| 21 | 554.603 |  |  | 473.094 | 395.522 |  |
| 22 | 574.775 |  |  | 489.497 | 19408.340 |  |
| 23 | 595.862 |  |  | 19506.673 | 422.072 |  |
| 24 | 19618.488 |  |  | 524.653 | 437.369 |  |
| 25 |  | 19635.894 |  | 543.483* |  | 19447.431 |
| 26 |  |  | '. | 563.336 |  | 464.962 |
| 27 |  |  |  | 584.865 |  | 481.797 |
| 28 |  |  |  |  |  | 499.298 |
| 29 |  |  |  |  |  | 19 517.442* |

Table VII
Rotational constants of the $E^{1} \Pi, B^{1} \Sigma^{+}$and $A^{1} \Pi$ states in ${ }^{12} \mathrm{C}^{18} \mathrm{O}$ molecule [ $\mathrm{cm}^{-1}$ ]

|  |  | Present results ${ }^{\text {a }}$ | Present results ${ }^{\text {b }}$ | After Kępa et al [20] |
| :---: | :---: | :---: | :---: | :---: |
| $E^{1} \Pi$ | $B_{0(e)}$ | $1.87087(16)^{\text {c }}$ | 1.870803(84) | 1.8697(9) |
|  | $B_{0(f)}$ | 1.85939(24) | 1.85974(18) | 1.85933(33) |
|  | $\mathrm{D}_{0(e)} \cdot 10^{6}$ | $6.50(29)$ | 6.079(66) | 3.5(22) |
|  | $D_{0(f)} \cdot 10^{6}$ | 4.86(47) | 5.32(45) | 5.4(9) |
|  | $q_{0} \cdot 10^{3 \mathrm{~d}}$ | 11.48(29) | 11.07(17) | 10.4(10) |
|  | $q_{0}^{D} \cdot 10^{\text {d }}$ | 1.64 (55) | 0.76(46) | -1.9(14) |

${ }^{\text {a }}$ The constants calculated from $\Delta_{2} F(J)$ differences
${ }^{\text {b }}$ The constants calculated from Jenkins and McKellar method
${ }^{\text {c }}$ The uncertainties in parentheses are one standard deviation expressed in units of the last quoted digit of the coefficient
${ }^{d}$ The $\Lambda$-doubling parameters

Table VII (cont.)

|  | Present results | After Rytel <br> $[11]$ |  |
| :--- | :--- | :--- | :--- |
| $B^{1} \Sigma^{+}$ | $B_{0}$ | $1.855597(69)$ | $1.85533(12)$$D_{0} \cdot 10^{6}$ | | $6.142(65)$ | $6.11(12)$ |
| :--- | :--- | :--- |


|  | Present results | After Rytel <br> $[11]$ | After Janjić <br> et al [16] |  |
| :--- | :--- | :---: | :---: | :---: |
| $A^{1} \Pi$ | $B_{0}$ | $1.5284(37)$ | - | - |
|  | $B_{1}$ | $1.5040(10)$ | - | - |
|  | $1.48516(17)$ | $1.48448(39)$ | $1.48400(7)$ |  |
|  | - | - | - |  |
|  | $5.6(15)$ | - | - |  |
|  | $D_{2} \cdot 10^{6}$ | $7.97(34)$ | 7.2 | - |

${ }^{\text {a }}$ The values recalculated from the $\sigma_{0 v}$-real band origins

Table VIII
Reduced band origins for the $E^{1} \Pi-A^{1} \Pi$ and $B^{1} \Sigma^{+}-A^{1} \Pi$ transitions in ${ }^{12} \mathrm{C}^{18} \mathrm{O}$ molecule $\left[\mathrm{cm}^{-1}\right]$

|  | Present results | After Kępa <br> et al [20] |  |
| :--- | :--- | :--- | :---: |
|  | $c_{00}$ | $28178.01(10)$ | - |
| $E^{1} \Pi-A^{1} \Pi$ | $c_{01}$ | $26727.333(12)$ | $26727.689(18)^{\text {a }}$ |
|  | $c_{02}$ | $25314.840(24)$ | - |


|  |  | Present results | After Rytel <br> $[11]$ |
| :--- | :--- | :--- | :---: |
|  | $c_{00}$ | $22163.504(10)$ | $22163.54(5)^{\mathrm{a}}$ |
| $B^{1} \Sigma^{+}-A^{1} \Pi$ | $c_{01}$ | $20713.0307(42)$ | $20712.93(3)^{\mathrm{a}}$ |
|  | $c_{02}$ | $19300.1051(60)$ | $19300.15(3)^{\mathrm{a}}$ |

${ }^{\text {a }}$ The values recalculated from the $\sigma_{0 v}$-real band origins

## C. Jenkins and McKellar method

Very useful for the calculations of the molecular constants and also for the rotational interpretation of bands was the method of combinations of the lines belonging to the $E^{1} \Pi-A^{1} \Pi$ system bands and respective bands of $B^{1} \Sigma^{+}-A^{1} \Pi$ and $C^{1} \Sigma^{+}-A^{1} \Pi[16]$ systems. Original formulas for this method were described by Jenkins and McKellar [28] and for our purpose should be a little modified as it was described
previously [21]. Results of these calculations by least-squares procedure are presented in Table IX. One can see that because in this method all effects connected with $A^{1} \Pi$ and other perturbing states were eliminated from the calculations, the calculated constants are of better accuracy. Therefore, from the differences of the rotational constants

Table IX
Constants for the $E^{1} \Pi$ state relative to $C^{1} \Sigma^{+}$and $B^{1} \Sigma^{+}$states

|  | Combination of <br> the $E-A$ and $C-A$ <br> transitions | Combination of <br> the $E-A$ and $B-A$ <br> transitions |
| :--- | :---: | :---: |
| $c_{00}^{E X}{ }^{\text {a }}$ | $1012.5418(80)$ | $6014.6984(40)$ |
| $c_{0 X}^{E X(f)}$ | $1012.5618(46)$ | $6014.708(10)$ |
| $B_{0(f)}^{E}-B_{0}^{X}$ | $0.019168(56)$ | $0.015206(48)$ |
| $B_{0(f)}^{E}-B_{0}^{X}$ | $0.00846(12)$ | $0.00414(16)$ |
| $D_{0(e)}^{E}-D_{0}^{X}$ | $2.8(14) \cdot 10^{-7}$ | $-6.3(12) \cdot 10^{-8}$ |
| $D_{0(f)}^{E}-D_{0}^{X}$ | $3.2(20) \cdot 10^{-7}$ | $-8.2(44) \cdot 10^{-7}$ |

[^11]calculated by the Jenkins and McKellar method and from rotational constants of the $B^{1} \Sigma^{+}$state, the constants $B_{0}, D_{0}, q_{0}$ and $q_{0}^{D}$ were recalculated for the $E^{1} \Pi$ state. The results are listed in the second column of Table VII.

## D. Partial analysis of perturbations of the $A^{1} \Pi$ state by $e^{3} \Sigma^{-}$

Of many observed perturbations in $A^{1} \Pi$ state the perturbation of the $v=0$ level by $v=1$ level in $e^{3} \Sigma^{-}$is classified as the strongest and very extensive. The possibility of identification of a considerable number of the pairs of line and "extra line", observed in all three branches has given the opportunity for the analysis of the perturbing state. The $F_{1}(J)$ component of the $e^{3} \Sigma^{-}$state perturbs the $Q(J)$ branch of the $B^{1} \Sigma^{+}-A^{1} \Pi$ transition and $F_{2}(J)$ and $F_{3}(J)$ components of the $e^{3} \Sigma^{-}$state perturb the $P(J)$ and $R(J)$ branches.

The analysis and the calculations of constants are performed by the method of $f_{x}(J)$ and $g_{x}(J)$ functions described by Kovács [27]. For the calculations which are performed for the low rotational quantum number $J$, the following simplified formulas for the respective components of the $e^{3} \Sigma^{-}$state were used [28]:

$$
\begin{align*}
& F_{1}(J)=B_{v} J(J-1)-\lambda \\
& F_{2}(J)=B_{v} J(J+1),  \tag{3}\\
& F_{3}(J)=B_{v}(J+1)(J+2)-\lambda
\end{align*}
$$

where $\lambda$ is the coefficient of the spin-spin interaction.

According to the simple relations which for the ${ }^{3} \Sigma^{-}-1 \Pi$ perturbations were described earlier [29] and by using the above calculated $B_{0}^{A}$ and $c_{00}^{B A}$ values the following constants of the $e^{3} \Sigma^{-}$were computed:

$$
\begin{aligned}
B_{1}^{e} & =1.1962(6) \mathrm{cm}^{-1}, \\
c_{01}^{B e} & =22128.206(42) \mathrm{cm}^{-1}, \\
\lambda^{e} & =0.55 \mathrm{~cm}^{-1},
\end{aligned}
$$

where $c_{01}^{B e}$ is reduced band origin for the yet unobserved $B^{1} \Sigma^{+}-e^{3} \Sigma^{-}$transition.
Table X shows the present and earlier results computed by this method for the ${ }^{12} \mathrm{C}^{16} \mathrm{O},{ }^{13} \mathrm{C}^{16} \mathrm{O}$ and ${ }^{12} \mathrm{C}^{18} \mathrm{O}$ isotopic molecules.

Table X
Molecular constants of the $e^{3} \Sigma^{-}$state derived from analysis of perturbations
[ $\mathrm{cm}^{-1}$ ]

|  | ${ }^{12} \mathrm{C}^{18} \mathrm{O}$ | ${ }^{13} \mathrm{C}^{16} \mathrm{O}$ | ${ }^{12} \mathrm{C}^{16} \mathrm{O}$ |
| :--- | :---: | :---: | :---: |
| $B_{1}^{e}$ | $1.1962(6)^{\mathrm{a}}$ | $1.2032(5)^{\mathrm{b}}$ | $1.2582(3)^{\mathrm{b}}$ |
| $c_{01}^{B_{e}}$ | $22128.206(42)^{\mathrm{a}}$ | $22125.51(36)^{\mathrm{b}}$ | $22113.34(1)^{\mathrm{b}}$ |
| $\lambda^{e}$ | $0.55^{\mathrm{a}}$ | $1.05(8)^{\mathrm{c}}$ <br> $0.94(19)^{\mathrm{b}}$ | $0.84^{\mathrm{d}}$ |

${ }^{\text {a }}$ Present results
${ }^{\text {b }}$ Rytel and Siwiec results [29]
${ }^{\text {c }}$ R. Kępa (unpublished)
${ }^{\text {d }}$ Herzberg et al results $[30,31]$
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#### Abstract

In this paper the necessary and sufficient additions are proposed to extend the validity of the postulate system proposed by Callen to thermodynamic systems with negative absolute temperatures.


## 1. Introduction

In 1956 Ramsey [1] showed that the experimental behaviour of certain systems under certain conditions corresponded to negative temperatures on the Kelvin scale. The possibility of negative absolute temperatures results in different difficulties in the different constructions of classical thermodynamics.

The negative absolute temperatures are impossible by the Planck-Poincaré statement of the second law.

The constructive thermodynamics, developed by Carathéodory [2] and Ehrenfest-Afanassjewa [3], Fényes [4], Gyarmati [5] and Kirschner [6, 7] can be made consistent with the negative Kelvin temperatures.

The axiomatic treatment of classical thermodynamics in the form proposed by Callen [8] is not applicable, as Callen's Postulate III says: "The entropy ... is a monotonically increasing function of the energy", i.e. the positivity of the temperature is postulated.

Our aim is to look for the necessary and sufficient alterations and additions to the postulate system proposed by Callen to extend its validity to thermodynamic systems with the possibility of equilibrium negative absolute temperature states.

In case of systems with positive absolute temperatures, the following postulate system yields the unique entropy function [9]:

Postulate I; There exist particular states (called equilibrium states) of simple systems that, macroscopically, are characterized completely by the internal energy $U$, the volume $V$, and the mole numbers $N_{1}, N_{2}, \ldots N_{r}$ of chemical components (extensive parameters).

Postulate II: There exists a function (called the entropy $S$ ) of the extensive parameters of any composite system, defined for all equilibrium states and having the
following property. The values assumed by the extensive parameters in the absence of an internal constraint are those that maximize the entropy over the manifold of constrained equilibrium states.

Postulate III: The entropy of a composite system is additive over the constituent subsystems. The entropy is continuous and differentiable and is a monotonically increasing function of the energy.

Postulate IV: The entropy of any system vanishes in the state for which

$$
\frac{\partial U}{\partial S}=0
$$

(that is, at the zero of temperature).
Postulate $V$ :

$$
\lim _{U / V \rightarrow \infty} \frac{\partial S}{\partial U}=0
$$

The Callen postulate system in the above form cannot be used in case of limited energy density systems, as Postulate V has no meaning; and Postulate III leads to contradictions in case of negative absolute temperature.

In the following the systems of limited energy density are called special thermodynamic systems, systems with unlimited energy density are called normal systems.

## 2. Special thermodynamic systems

Special systems are necessarily systems whose elements may assume only a finite number of discrete energy levels. Such systems can be realised only as parts of normal systems. To discuss the properties of special systems some definitions are needed.

## 3. Coextensive thermodynamic system

When the properties of a thermodynamic system may be divided into independent groups in such a way that the value of a property belonging to a certain group may be independent of the values of the properties belonging to the remaining groups, each independent group may be considered to define a distinct system. The manifold of these distinct systems is called coextensive thermodynamic system (CTS) [10].

Such a distinction between the subsystems of the total thermodynamic system is possible in the time interval smaller than the relaxation time between the subsystems, so the necessary condition of the existence of CTS is

$$
\tau_{i} \gg \tau_{s}
$$

where $\tau_{i}$ is the relaxation time between the subsystems, and $\tau_{s}$ is the relaxation time within a subsystem.

Nuclear-spin systems are examples of such division. The spin system in pure lithium fluoride is well isolated from the lattice system, as the ratio of spin-lattice to spin-spin relaxation times is large, the spin-lattice relaxation times are as large as 5 min at room temperature whereas the spin-spin relaxation time is less than $10^{-5} \mathrm{~s}$ [11]. Lasers and masers are examples of special systems, too, because of the limited number of discrete energy levels.

The introduction of coextensive thermodynamic systems gave the possibility to define the equilibrium state of the special systems in a time interval smaller than the relaxation time between the subsystems, when the interaction between the special system and the other subsystems of the total system is negligible. Because of the above restrictions the Callen postulates can be applied to the special systems in the following form:

Postulate I': There exist particular states (called equilibrium states) of special systems that, macroscopically, are characterized completely by the internal energy $U$, the volume $V$, and the mole numbers $N_{1}, N_{2}, \ldots N_{r}$ of chemical components (extensive parameters).

Postulate $\mathrm{II}^{\prime}$ : There exists a function (called the potential function $P$ ) of the extensive parameters of the special system, defined for all equilibrium states and having the following property. The values assumed by the extensive parameters in the absence of an internal constraint are those that maximize the potential function $P$ over the manifold of constrained equilibrium states.

Postulate III': The potential function $P$ of a special system is additive over the constituent subsystems. $P$ is continuous and differentiable function of the energy.

Postulate IV': The entropy of any system vanishes in the state for which

$$
\frac{\partial U}{\partial P}=0
$$

(that is at the zero of temperature).
Here we used the word ekaentropies instead of entropy as the postulate system in the above form does not define a unique entropy function, but a function family which contains the entropy, too.

The ekaentropies defined by the above postulate system can be written in the following form:

$$
P=P\left(X_{1}, X_{2}, \ldots X_{n}\right)=\sum_{i}^{n} \Gamma_{i} X_{i}=\sum_{i}^{n-1} \int \Gamma_{i} \rho_{i} d^{3} r=\int p d^{3} r
$$

where $\Gamma_{i}$ is the $i^{\text {th }}$ generalized intensive parameter. Because of the properties of equilibrium state, these generalised intensive parameters can be written as the
functions of entropic intensive parameters $Y_{i}, Y_{i}=\partial S / \partial X_{i}$,

$$
\Gamma_{i}=\Gamma_{i}\left(Y_{1}, Y_{2}, \ldots Y_{n-1}\right)
$$

and

$$
\operatorname{det} \Gamma_{i k}=\operatorname{det}-\frac{\partial \Gamma_{i}}{\partial \mathbf{Y}_{k}} \geq 0
$$

with the above notations the ekaentropies defined by the postulate system are as follows:

$$
p=\sum_{i k l} \iint \Gamma_{i k} s_{k 1} d \rho_{i} d \rho_{l}+\sum_{i} \int \Gamma_{i 0} d \rho_{i}+p_{0},
$$

where the value of $p_{0}$ is fixed by Postulate IV, and

$$
S_{k e}=\frac{\partial^{2} S}{\partial \rho_{i} \partial \rho_{k}}
$$

The Callen postulate system in this form does not yield unique entropy function in case of special systems, as $\Gamma_{i k}$ and $\Gamma_{i 0}$ are not defined.

Nevertheless, if we postulate the existence of the total equilibrium state of coextensive thermodynamic systems consisting of special systems and normal ones, then Postulate III yields that $\Gamma_{i k}=\rho_{i k}$, and it fixes the values of $\Gamma_{i 0}$, too, [9] i.e. the possibility of the equilibrium between the normal systems and special ones ensures the unique entropy function of the special systems, if it is uniquely defined for normal systems.

The Postulate system in the following form defines unique entropy function.

## 4. The extended Callen postulate system

Postulate I*: The total equilibrium state of the coextensive thermodynamic systems is the equilibrium state of the composite system consisting of the subsystems of the coextensive thermodynamic systems.

Postulate I: There exist particular states (called equilibrium states) of simple systems that, macroscopically, are characterized completely by the internal energy $U$, the volume $V$, and the mole numbers $N_{1}, N_{2}, \ldots N_{r}$ of chemical components (extensive parameters).

Postulate II: There exists a function (called the entropy $S$ ) of the extensive parameters of any composite system, defined for all equilibrium states and having the following property. The values assumed by the extensive parameters in the absence of an internal constraint are those that maximize the entropy over the manifold of constrained equilibrium states.

Postulate III: The entropy of a composite system is additive over the constituent subsystems. The entropy is continuous and differentiable function of the extensive
parameters. In case of normal systems the entropy is a monotonically increasing function of the energy.

Postulate IV: The entropy of any system vanishes in the state for which

$$
\frac{\partial U}{\partial S}=0
$$

Postulate V: In case of normal systems

$$
\lim _{U / V \rightarrow \infty} \frac{\partial S}{\partial U}=0
$$
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#### Abstract

In this work the thermodynamics of multicomponent fluids is treated, based on the mechanics of superposed continua. Balances of diffusion's momentum and energy are derived, and possible definitions and balances of internal energy are discussed. An entropy function is given, where the diffusion currents are the dynamic variables, thus the balances of the latter come from mechanical considerations. Constitutive equations of the components' pressure tensor and friction, and of heat conduction are derived, applying the local form of the Gyarmati Principle. The equivalence of Newton's Third Law and Onsager's Reciprocity Relations is shown for diffusion. The equations of motion lead to a system of telegraphist's equations, if viscosities are neglected. The results are compared with those of the "Wave Approach of Thermodynamics", and with the Theory of Dynamic Variables.


## Introduction

It is an interesting problem of the non-equilibrium thermodynamics that the classical constitutive equations of diffusion give an infinite propagation velocity. Hence comes the question: what reasonable assumptions should be made-within the framework of the non-equilibrium thermodynamics-to get rid of this disturbing deficiency of the old theory.

The first systematic answer to this question was Gyarmati's "Wave Approach of Thermodynamics", introducing general inductivities through an extended entropy function, depending-beyond its classical variables-also on the current densities of transport processes [1, 2, 3, 4].

The systems to be described in this way are out of the local equilibrium. The general description of such systems can be carried out by the application of dynamic (or internal) variables, introduced more systematically by Verhás, who derived also balance equations for the dynamic variables [5, 6, 7].

Since in the "Wave Approach" the dynamic variables for diffusion are the current densities of the components, the existence of such balance equations involves the surprising fact that there must be a transport of currents, i.e. a "transport of transport".

It will be shown that both a finite propagation velocity, and the existence of the transport of currents (current of current) can be derived for diffusion, from a rather simple physical picture, by using the methods of classical theory.

In Section 1 we deal with the balance equations of masses, momenta and energies.

In Section 2 the entropy function and the entropy balance are discussed for the present case.

In Section 3 the constitutive equations are derived by the help of the local form of the Principle of Non-Equilibrium Thermodynamics, and the equivalence of Newton's third law and Onsager's reciprocity relations is discussed.

In Section 4 the equations of motion are presented. The analogue of the diffusion equations of the "Wave Approach" is derived as a special case, and semi-hyperbolic equations are obtained by linearisation.

In Section 5 the results are discussed and compared with the Wave Approach, and with the Theory of Dynamic Variables.

## 1. Balance equations

### 1.1 Balances of mass

The balance of the total mass reads $[8,9,10]$

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\operatorname{div}(\rho \mathbf{v})=0 \tag{1.1}
\end{equation*}
$$

where $\rho$ is the density, and $\mathbf{v}$ is the velocity.
In a multicomponent, non-reacting system, the balance of a component's mass is $[8,9,10]$

$$
\begin{equation*}
\frac{\partial \rho_{i}}{\partial t}+\operatorname{div}\left(\rho_{i} \mathbf{v}_{i}\right)=0, \quad i=1,2, \ldots, n \tag{1.2}
\end{equation*}
$$

Here $\rho_{i}$ stands for the mass density of the $i$-th component, and $\mathbf{v}_{i}$ is its velocity.
Since

$$
\begin{equation*}
\sum_{i=1}^{n} \rho_{i}=\rho \tag{1.3}
\end{equation*}
$$

is valid, it follows that

$$
\begin{equation*}
\rho \mathbf{v}=\sum_{i} \rho_{i} \mathbf{v}_{i} \tag{1.4}
\end{equation*}
$$

Now, the diffusion velocities are defined $[8,9,10]$ as

$$
\begin{equation*}
\mathbf{w}_{i}=\mathbf{v}_{i}-\mathbf{v}, \tag{1.5}
\end{equation*}
$$

the diffusion currents as

$$
\begin{equation*}
\mathbf{J}_{i}=\rho_{i} \mathbf{w}_{i} \tag{1.6}
\end{equation*}
$$

the mass fractions as

$$
\begin{equation*}
c_{i}=\frac{\rho_{i}}{\rho} \tag{1.7}
\end{equation*}
$$

and the specific diffusion currents as

$$
\begin{equation*}
\mathbf{j}_{i}=c_{i} \mathbf{w}_{i} \tag{1.8}
\end{equation*}
$$

Because of the above equations

$$
\begin{equation*}
\sum_{i} \mathbf{j}_{i}=0 \tag{1.9}
\end{equation*}
$$

does hold. Finally, the substantial mass balance of a component reads

$$
\begin{equation*}
\rho \frac{d c_{i}}{d t}+\operatorname{div} \mathrm{J}_{i}=0 \tag{1.10}
\end{equation*}
$$

with the derivative taken in a baricentric frame.

### 1.2 Balances of momentum

Chauchy's equation of motion

$$
\begin{equation*}
\rho \frac{d \mathrm{v}}{d t}+\operatorname{Div} \boldsymbol{P}^{c}=\rho \mathbf{F} \tag{1.11}
\end{equation*}
$$

is usually regarded as a momentum balance [8,9]. Here the $\boldsymbol{P}^{\boldsymbol{c}}$ pressure tensor is the negative of the Chauchy stress tensor, and $\mathbf{F}$ is the specific body force. We consider Chauchy's equation separately valid for each component continuum [8, 9, 11]

$$
\begin{equation*}
\rho_{i} \frac{d^{(i)}}{d t} \mathbf{v}_{i}+\operatorname{Div} \boldsymbol{P}_{i}=\rho_{i} \mathbf{F}_{i}^{*}+\rho_{i} \mathbf{F}_{i} \tag{1.12}
\end{equation*}
$$

The $\frac{d^{(i)}}{d t}$ time derivative is taken in a point travelling together with the component considered, i.e.

$$
\begin{equation*}
\frac{d^{(i)}}{d t}=\frac{d}{d t}+\left(\mathbf{w}_{i} \operatorname{grad}\right) \tag{1.13}
\end{equation*}
$$

In (1.12) $\boldsymbol{P}_{\boldsymbol{i}}$ is the pressure tensor of the $i$-th constituent, and the body force is split into an $\mathbf{F}_{i}$ external and an $\mathbf{F}_{i}^{*}$ internal part. Since $\rho_{i} \mathbf{F}_{i}^{*}$ are internal forces

$$
\begin{equation*}
\sum_{i} \rho_{i} \mathbf{F}_{i}^{*}=0 \tag{1.14}
\end{equation*}
$$

The consistency of (1.11) and (1.12) requires, according to Truesdell [11, 8], that

$$
\begin{equation*}
\boldsymbol{P}=\sum_{i}\left[\boldsymbol{P}_{i}+\rho_{i}\left(\mathbf{w}_{i} \circ \mathbf{w}_{i}\right)\right] \tag{1.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho \mathbf{F}=\sum_{i} \rho_{i} \mathbf{F}_{i} \tag{1.16}
\end{equation*}
$$

The symbol " $\circ$ " stands for the diadic product of vectors.
For the sake of convenience, we define a $\boldsymbol{P}$ pressure tensor by

$$
\begin{equation*}
\boldsymbol{P}=\sum_{i} \boldsymbol{P}_{i} \tag{1.17}
\end{equation*}
$$

Let us transform (1.12) into a substantial balance with the help of the identities

$$
\rho \frac{d}{d t}\left(c_{i} \mathbf{v}_{i}\right)=\rho_{i} \frac{d}{d t} \mathbf{v}_{i}+\mathbf{v}_{i} \rho \frac{d c_{i}}{d t},
$$

$$
\operatorname{Div}\left[\rho_{i}\left(\mathbf{v}_{i} \circ \mathbf{w}_{i}\right)\right]=\rho_{i}\left(\mathbf{w}_{i} \operatorname{grad}\right) \mathbf{v}_{i}+\mathbf{v}_{i} \operatorname{div}\left(\rho_{i} \mathbf{w}_{i}\right) .
$$

Making use of (1.10) and (1.13) the substantial balance of a component's momentum reads

$$
\begin{equation*}
\rho \frac{d}{d t}\left(c_{i} \mathbf{v}_{i}\right)+\operatorname{Div}\left[\boldsymbol{P}_{i}+\rho_{i}\left(\mathbf{v}_{i} \circ \mathbf{w}_{i}\right)\right]=\rho_{i} \mathbf{F}_{i}^{*}+\rho_{i} \mathbf{F}_{i} \tag{1.18}
\end{equation*}
$$

This equation shows that the diffusion plays role in the transport of momentum.
According to (1.5) and (1.8) it is seen that the quantity $\mathbf{j}_{i}$ can be regarded as the specific momentum of diffusion. Introducing it into (1.18) we arrive at the balances of diffusion's momentum

$$
\begin{align*}
& \rho \frac{d}{d t} \mathbf{j}_{i}+\operatorname{Div}\left[\boldsymbol{P}_{i}+\rho_{i}\left(\mathbf{w}_{i} \circ \mathbf{w}_{i}\right)\right]= \\
= & \rho_{i} \mathbf{F}_{i}^{*}+\rho_{i} \mathbf{F}_{i}-\rho_{i} \frac{d \mathbf{v}}{d t}-\rho\left(\mathbf{j}_{i} \operatorname{grad}\right) \mathbf{v} \tag{1.19}
\end{align*}
$$

The third term on the r.h.s. is a gravitational force due to the acceleration of the frame of reference, and the last term is also an inertial force arising from the inhomogeneity of the velocity field.

### 1.3 Energy balances

Since the balance equation of the total energy

$$
\begin{equation*}
\rho \frac{d \varepsilon}{d t}+\operatorname{div} \mathbf{J}_{\varepsilon}=0 \tag{1.20}
\end{equation*}
$$

[8] is rather formal, the specific energy $\varepsilon$ is split into three parts

$$
\begin{equation*}
\varepsilon=\varepsilon_{k}+\varphi+u^{*} . \tag{1.21}
\end{equation*}
$$

The sum of the kinetic energies of the components is denoted by $\varepsilon_{k}$, and $\varphi$ is the specific potential energy. The remaining part, $u^{*}$, will be referred to as thermic energy.

Let us examine the

$$
\begin{equation*}
\varepsilon_{k}=\sum_{i} \frac{1}{2} c_{i} v_{i}^{2} \tag{1.22}
\end{equation*}
$$

total kinetic energy. Applying (1.5) and (1.9), it is seen that [8, 10]

$$
\begin{equation*}
\varepsilon_{k}=\frac{1}{2} v^{2}+\sum_{i} \frac{1}{2} c_{i} w_{i}^{2} . \tag{1.23}
\end{equation*}
$$

The first term is the usual expression of the translational kinetic energy $\varepsilon_{t}$, and the second is the kinetic energy $\varepsilon_{d}$ of diffusion [8,10]. Regarding the usual

$$
\begin{equation*}
\varepsilon=\varepsilon_{t}+\varphi+u \tag{1.24}
\end{equation*}
$$

definition of the internal energy $u[8,10]$, it can be seen, that

$$
\begin{equation*}
u=u^{*}+\varepsilon_{d} . \tag{1.25}
\end{equation*}
$$

For $\varepsilon$ is the total energy, and so if the diffusion gives an $\varepsilon_{d}$ contribution to it, then $\varepsilon_{d}$ is necessarily included in the difference of $\varepsilon$ and $\left(\varepsilon_{t}+\varphi\right)$. Thus the usual internal energy $u$, and the $u^{*}$ suggested by De Groot and Mazur are equal if and only if no diffusion takes place [10]. The choice between these quantities depends possibly on the purpose of the description, i.e. to what details we are interested in the structure of motion, and so what kinds of motions are to be taken into account by their average only.

If we multiply (1.18) by $\mathbf{v}_{i}$, then after a short calculation, we get the balance of the $i$-th component's kinetic energy

$$
\begin{gather*}
\rho \frac{d}{d t} \varepsilon_{k, i}+\operatorname{div}\left[\boldsymbol{P}_{i} \mathbf{v}_{i}+\mathbf{w}_{i}\left(\frac{1}{2} \rho_{i} v_{i}^{2}\right)\right]= \\
=\rho_{i} \mathbf{F}_{i}^{*} \mathbf{v}_{i}+\rho_{i} \mathbf{F}_{i} \mathbf{v}_{i}+\boldsymbol{P}_{i}: \operatorname{Grad} \mathbf{v}_{i} \tag{1.26}
\end{gather*}
$$

The colon denotes the internal product of tensors. Summing up the (1.26) balances, we get the balance of total kinetic energy.

$$
\begin{align*}
& \rho \frac{d \varepsilon_{k}}{d t}+\operatorname{div}\left\{\boldsymbol{P} \mathbf{v}+\sum_{i}\left[\boldsymbol{P}_{i} \mathbf{w}_{i}+\rho_{i}\left(\mathbf{w}_{i} \circ \mathbf{w}_{i}\right) \mathbf{v}_{i}+\mathbf{w}_{i}\left(\frac{1}{2} \rho_{i} \mathbf{w}_{i}^{2}\right)\right]\right\}= \\
& =\rho \mathbf{F} \mathbf{v}+\boldsymbol{P}: \operatorname{Grad} \mathbf{v}+\sum_{i}\left[\rho_{i} \mathbf{F}_{i}^{*} \mathbf{w}_{i}+\rho_{i}\left(\mathbf{F}_{i}-\mathbf{F}\right) \mathbf{w}_{i}+\boldsymbol{P}_{i}: \operatorname{Grad} \mathbf{w}_{i}\right] . \tag{1.27}
\end{align*}
$$

This detailed equation clearly illustrates the physical structure of the kinetic energy current and source.

The balance of the translational energy reads [8]

$$
\begin{align*}
& \rho \frac{d \varepsilon_{t}}{d t}+\operatorname{div}\left[P_{v}+\sum_{i} \rho_{i}\left(w_{i} \circ w_{i}\right) v\right]= \\
= & \rho \mathbf{F v}+\boldsymbol{P}: \operatorname{Grad} v+\sum_{i} \rho_{i}\left(w_{i} \circ w_{i}\right): \operatorname{Grad} v_{c} \tag{1.28}
\end{align*}
$$

Subtracting this equation from (1.27), the balance of diffusional energy is obtained

$$
\begin{gather*}
\rho \frac{d \varepsilon_{d}}{d t}+\operatorname{div}\left\{\sum_{i}\left[\mathbb{P}_{i} \mathbf{w}_{i}+w_{i}\left(\frac{1}{2} \rho_{i} \mathbf{w}_{i}^{2}\right)\right]\right\}= \\
=\sum_{i}\left[\rho_{i} \mathbb{F}_{i}^{*} w_{i}+\rho_{i} \mathbb{F}_{i}^{\mathrm{exc}} \mathbf{w}_{i}+\mathbb{P}_{i}: \operatorname{Grad} \mathbf{w}_{i}-\rho_{i}\left(\mathbf{w}_{i} \circ \mathbf{w}_{i}\right): \operatorname{Grad} \mathrm{v}\right] . \tag{1.29}
\end{gather*}
$$

Here $\mathbb{F}_{i}^{\text {exc }}=\mathbb{F}_{i}-\mathbb{F}$, it is the excess external force acting on the $i$-th component, which is zero only in the case of gravitation. The last terms of (1.28) and (1.29) describe an energy exchange between the average flow and diffusion. It is stressed that though $\varepsilon_{d}$ appears as a part of internal energy, it is regarded an inherently reversible energy exchange. Its presence is caused by splitting the motion into translation and diffusion. We mention that (1.29) can be obtained also from (1.19), first constructing the balance of each component's diffusional energy, and then summing them up.

The next term to be discussed in (1.21) is the potential energy. Consistently with the view of superposed continua, we assume that each component has a potential energy $\varphi_{i}$, exactly [8]

$$
\begin{equation*}
\mathbf{F}_{i}=-\operatorname{grad} \varphi_{i} \tag{1.30}
\end{equation*}
$$

Let us restrict our examination to static field, so

$$
\begin{equation*}
\frac{\partial \varphi_{i}}{\partial t}=0 \tag{1.31}
\end{equation*}
$$

The total specific potential energy is

$$
\begin{equation*}
\varphi=\sum_{i} c_{i} \varphi_{i} \tag{1.32}
\end{equation*}
$$

thus

$$
\rho \frac{d \varphi}{d t}=\sum_{i}\left[\varphi_{i} \rho \frac{d c_{i}}{d t}+\rho_{i}(\mathrm{v} \operatorname{grad}) \varphi_{i}\right] .
$$

After substituting from (1.10), a shurt calculation leads to the balance of potential energy

$$
\begin{equation*}
\rho \frac{d \varphi}{d t}+\operatorname{div}\left\{\sum_{i} \rho_{i} \varphi_{i} \mathbf{w}_{i}\right\}=-\sum_{i} \rho_{i} F_{i}^{\mathrm{exc}_{\mathbf{w}}}{ }_{i}-\rho \mathbb{F} \mathbf{v} \tag{1.33}
\end{equation*}
$$

Last, but not least, let us consider the thermic and the internal energy. With regard to the above energy balances, their balance equations in the present case read

$$
\begin{gather*}
\rho \frac{d u^{*}}{d t}+\operatorname{div} \mathbf{J}_{*}=\sigma_{u^{*}},  \tag{1.34}\\
\rho \frac{d u}{d t}+\operatorname{div} \mathbf{J}_{q}=\sigma_{u}, \tag{1.35}
\end{gather*}
$$

with

$$
\begin{gather*}
\sigma_{u^{*}}=-\sum_{i}\left(\rho_{i} \mathbf{F}_{i}^{*} \mathbf{w}_{i}+\boldsymbol{P}_{i}: \operatorname{Grad} w_{i}\right)-\boldsymbol{P}: \operatorname{Grad} \mathbf{v},  \tag{1.36}\\
\sigma_{u}=\sum_{i} \rho_{i} \mathbb{F}_{i}^{\operatorname{exc}} \mathbf{w}_{i}-\boldsymbol{P}: \operatorname{Grad} v-\sum_{i} \rho_{i}\left(\mathbf{w}_{i} \circ \mathbf{w}_{i}\right): \operatorname{Grad} \mathbf{v},  \tag{1.37}\\
\mathbf{J}_{q}=\mathbf{J}_{*}+\sum_{i}\left[\boldsymbol{P}_{\mathbf{w}_{i}}+\mathbf{w}_{i}\left(\frac{1}{2} \rho_{i} w_{i}^{2}\right)\right] . \tag{1.38}
\end{gather*}
$$

Examining the last three equations it appears that, though $\sigma_{u}$ and $\mathbf{J}_{q}$ are defined as heat source and heat current [8], the quantities $\sigma_{\mu^{*}}$ and $\mathbf{J}_{*}$ stand much nearer to our physical picture of these. We have the firm conviction that $u^{*}$ is also much more useful than $u$ in the description of these processes. Nevertheless, the central role of the internal energy might be preserved, if its structure, or inner dynamism is taken into account somehow. This is what pushes the Theory of Dynamic Variables into prominence.

## 2. The entropy

### 2.1 The entropy function

The entropy of a multicomponent system usually depends on the internal energy, on the concentrations, on the mass density, and, if it is not in the state of local equilibrium, then-according to Verhás-also on some kind of $\xi_{i}$ dynamic variables [5]

$$
\begin{equation*}
s=s\left(u, \rho, c_{1}, \ldots, c_{n}, \xi_{1}, \ldots, \xi_{n}\right) . \tag{2.1}
\end{equation*}
$$

In this work we suppose, that the entropy depends on the thermic energy, on the density, and on the concentrations so, as if the system would be in equilibrium

$$
\begin{equation*}
s=s\left(u^{*}, \rho, c_{1}, \ldots, c_{n}\right) \tag{2.2}
\end{equation*}
$$

This hypothesis is consistent with (2.1), being a special case of that one. For (2.2) is equivalent to

$$
\begin{equation*}
s=s\left(u-\sum_{i} \frac{1}{2 c_{i}} j_{i}^{2}, \rho, c_{1}, \ldots, c_{n}\right) \tag{2.2}
\end{equation*}
$$

Comparing this with (2.1)

$$
\begin{equation*}
\xi_{i}=\mathbf{j}_{i} \tag{2.3}
\end{equation*}
$$

is evident. By consequence, with hypothesis (2.2) we have specified the dynamic variables for a case of diffusion, and have given the dependence of the entropy on them.

Moreover, the balances of these dynamical variables are also at hand. They are the (1.19) momentum balances. Comparing (1.19) to the phenomenological balance given by Verhás [5]

$$
\begin{equation*}
\rho \frac{d}{d t} \xi_{i}+\operatorname{Div} \boldsymbol{J}_{\xi_{i}}=\sigma_{\xi_{i}} \tag{2.4}
\end{equation*}
$$

it is seen that

$$
\begin{gather*}
\boldsymbol{J}_{\xi_{i}}=\boldsymbol{P}_{i}+\rho\left(\xi_{i} \circ \mathbf{w}_{i}\right) \\
\boldsymbol{\sigma}_{\xi_{i}}=\rho_{i}\left(\mathbf{F}_{i}^{*}+\mathbf{F}_{i}-\frac{d v}{d t}\right)-\rho\left(\xi_{i} \mathrm{grad}\right) \mathbf{v} \tag{2.5}
\end{gather*}
$$

according to our hypothesis.

### 2.2 The entropy production

We shall need the $\sigma$ entropy production for the derivation of the constitutive equations, so let us first calculate the substantial time derivative of the entropy (2.1). Using the corresponding balances it reads

$$
\begin{aligned}
& \rho \frac{d s}{d t}=\frac{1}{T}\left(\sigma_{u}-\operatorname{div} J_{q}\right)-\sum_{i} \frac{\partial s}{\partial c_{i}} \operatorname{div} \boldsymbol{J}_{i}- \\
& -\rho^{2} \frac{\partial s}{\partial \rho} \operatorname{div} \mathbf{v}-\sum_{i} \frac{\partial s}{\partial \xi_{i}}\left(\boldsymbol{\sigma}_{\xi_{i}}-\operatorname{Div} \boldsymbol{J}_{\xi_{i}}\right)
\end{aligned}
$$

By a simple transformation and rearrengement we get the entropy balance [5]

$$
\begin{align*}
& \rho \frac{d s}{d t}+\operatorname{div}\left[\frac{1}{T} \mathbf{J}_{q}+\sum_{i}\left(\frac{\partial s}{\partial c_{i}} \mathbf{J}_{i}+\frac{\partial s}{\partial \xi_{i}} \boldsymbol{J}_{\xi_{i}}\right)\right]= \\
& =\mathbf{J}_{q} \operatorname{grad} \frac{1}{T}+\frac{1}{T} \sigma_{u}-\rho^{2} \frac{\partial s}{\partial \rho} \operatorname{div} \mathbf{v}+ \\
& +\sum_{i}\left[\mathbf{J}_{i} \operatorname{grad} \frac{\partial s}{\partial c_{i}}+\boldsymbol{J}_{\xi_{i}}: \operatorname{Grad} \frac{\partial s}{\partial \xi_{i}}+\frac{\partial s}{\partial \xi_{i}} \boldsymbol{\sigma}_{\xi_{i}}\right] \tag{2.6}
\end{align*}
$$

The expression in the divergence is the entropy current, and the r.h.s. is the entropy production. The derivatives of entropy (2.2) are the following [8, 10]

$$
\begin{gather*}
\left(\frac{\partial s}{\partial c_{i}}\right)_{u}=\left(\frac{\partial s}{\partial c_{i}}\right)_{u^{*}}+\left(\frac{\partial s}{\partial u^{*}}\right)_{c}\left(\frac{\partial u^{*}}{\partial c_{i}}\right)_{u}=\frac{1}{T}\left(\frac{1}{2} w_{i}^{2}-\mu_{i}\right)  \tag{2.7}\\
-\rho^{2} \frac{\partial \mathrm{~s}}{\partial \rho}=\frac{\partial \mathrm{s}}{\partial \rho^{-1}}=\frac{1}{T} p^{e}  \tag{2.8}\\
\frac{\partial s}{\partial \xi_{i}}=-\frac{1}{c_{i} T} \xi_{i}=-\frac{1}{T} \mathbf{w}_{i} \tag{2.9}
\end{gather*}
$$

Here the $\mu_{i}$-s are the chemical potentials, $p^{e}$ is the equilibrium pressure, and $T$ is the absolute temperature. The entropy production, after substituting from (1.6), (1.37), (2.5), (2.3), reads

$$
\begin{gather*}
\sigma=\mathbf{J}_{q} \operatorname{grad} \frac{1}{T}+\frac{1}{T}\left[\sum_{i} \rho_{i} \mathbf{F}_{i} \mathbf{w}_{i}-\boldsymbol{P} . \operatorname{Grad} \mathbf{v}-\sum_{i} \rho_{i}\left(\mathbf{w}_{i} \circ \mathbf{w}_{i}\right): \operatorname{Grad} \mathbf{v}\right]+ \\
+\frac{p^{e}}{T} \operatorname{div} \mathbf{v}+\sum_{i}\left\{\rho_{i} \mathbf{w}_{i} \operatorname{grad}\left(\frac{\mathbf{w}_{i}^{2}}{2 T}-\frac{\mu_{i}}{T}\right)-\left[\boldsymbol{P}_{i}: \operatorname{Grad}\left(\frac{\mathbf{w}_{i}}{T}\right)+\rho_{i}\left(\mathbf{w}_{i} \circ \mathbf{w}_{i}\right): \operatorname{Grad}\left(\frac{\mathbf{w}_{i}}{T}\right)\right]-\right. \\
\left.\left.-\frac{\mathbf{w}_{i}}{T} \rho_{i}\left(\mathbf{F}_{i}^{*}+\mathbf{F}_{i}-\frac{d}{d t} \mathbf{v}\right)+\rho_{i} \frac{\mathbf{w}_{i}}{T}\left(\mathbf{w}_{i} \operatorname{grad}\right) \mathbf{v}\right\}\right\} . \tag{2.10}
\end{gather*}
$$

Then, after a long but elementary calculation

$$
\begin{align*}
\sigma=\left[\mathbf{J}_{q}\right. & \left.-\sum_{i}\left(\mathbf{P}_{i} \mathbf{w}_{i}+\mathbf{w}_{i} \frac{\rho_{i} \mathbf{w}_{i}^{2}}{2}\right)\right] \operatorname{grad} \frac{1}{T}-\frac{1}{T} \boldsymbol{P}: \operatorname{Grad} \mathbf{v}+\frac{p^{e}}{T} \operatorname{div} \mathbf{v}+ \\
& +\sum_{i}\left\{\rho_{i} \mathbf{w}_{i}\left[\operatorname{grad}\left(-\frac{\mu_{i}}{T}\right)-\frac{1}{T} F_{i}^{*}\right]-\frac{1}{T} \boldsymbol{P}_{i}: \operatorname{Grad} \mathbf{w}_{i}\right\} . \tag{2.11}
\end{align*}
$$

The current in the first bracket is the $\mathbf{J}_{*}$ current of thermic energy. To separate the isotropic part of stress, let $p_{i}$ denote the third of the trace of $\boldsymbol{P}_{i}$, i.e.

$$
p_{i}=\frac{1}{3} \sum_{\alpha=1}^{3}\left\{\boldsymbol{P}_{i}\right\}_{\alpha \alpha}
$$

and let

$$
p=\sum_{i} p_{i}
$$

If-for simplicity's sake - each $\boldsymbol{P}_{i}$ is assumed to be symmetric, and the symmetric and zero trace part of a tensor is denoted by $s$ and 0 superscripts, then

$$
\sigma=\mathbf{J}_{*} \operatorname{grad} \frac{1}{T}-\frac{1}{T}\left(p-p^{e}\right) \operatorname{div} \mathbf{v}-\frac{1}{T} \boldsymbol{P}^{0}: \operatorname{Grad} \mathbf{v}^{0 s}-
$$

$$
\begin{equation*}
-\sum_{i}\left\{\frac{1}{T} \boldsymbol{P}_{i}^{0}: \operatorname{Grad} w_{i}^{0 s}+\frac{p_{i}}{T} \operatorname{div} \mathbf{w}_{i}+\rho_{i} \mathbf{w}_{i}\left[\mathbf{F}_{i}^{*}+\operatorname{grad}\left(\frac{\mu_{i}}{T}\right)\right]\right\} \tag{2.12}
\end{equation*}
$$

This expression can already be used for calculations, yet it is more expedient to consider the $\mathbf{v}_{i}$ component velocities as variables, since they are independent, in contrary to the $w_{i}$. So we apply (1.2), (1.3), (1.4), (1.5), and also

$$
w_{i}=\mathbf{v}_{i}-\sum_{i} c_{k} \mathbb{v}_{k}=\sum_{k} c_{k}\left(\mathbf{v}_{i}-\mathbf{v}_{k}\right)
$$

and using the notation

$$
\begin{equation*}
\mathbf{Y}_{i}=\frac{1}{T} \rho_{i} \mathbb{F}_{i}^{*}+\rho_{i} \operatorname{grad}\left(\frac{\mu_{i}}{T}\right)-\frac{p^{e}}{T} \operatorname{grad} c_{i} \tag{2.13}
\end{equation*}
$$

the last term of (2.12) reads

$$
\begin{equation*}
\sum_{i, k}\left(\mathbf{v}_{i}-\mathbf{v}_{k}\right) c_{k} Y_{i}=\sum_{i, k} \mathbf{w}_{i}\left(c_{k} \mathbf{Y}_{i}-c_{i} \mathbf{Y}_{k}\right)=\sum_{i} \mathbf{v}_{i}\left(\mathbf{Y}_{i}-c_{i} \sum_{k} \mathbf{Y}_{k}\right) . \tag{2.14}
\end{equation*}
$$

So, finally

$$
\begin{align*}
\sigma & =\mathbb{J}_{*} \operatorname{grad}\left(\frac{1}{T}\right)-\sum_{i}\left[\frac{1}{T} P_{i}^{0}: \operatorname{Grad} v_{i}^{0 s}+\frac{1}{T}\left(p_{i}-c_{i} p^{e}\right) \operatorname{div} v_{i}+\right. \\
& \left.+v_{i}\left(\frac{1}{T} \rho_{i} F_{i}^{*}+\rho_{i} \operatorname{grad} \frac{\mu_{i}}{T}-c_{i} \sum_{\hbar} \rho_{k} \operatorname{grad} \frac{\mu_{k}}{T}-\frac{p^{e}}{T} \operatorname{grad} c_{i}\right)\right] \tag{2.15}
\end{align*}
$$

is the form of $\sigma$ we shall use from now on.
We have to emphasize that the $p_{i}$ component pressures are not identical to the well-known partial pressures. The $p_{i}$ component pressure is connected, per definitionem, to the transport of the momentum of the $i$-th component, while the partial pressure is connected to the transport of momentum by the (molecules of the) $i$-th component.

The expression (2.15) can be obtained in a much more straightforward way from the (2.2) form of the entropy function-i.e. choosing $u^{*}$ as independent variable, and so applying the corresponding $(1.34)$ balance-,yet it is hoped that the above calculations give a better insight into the nature of the basic hypothesis. For example it shows that such a system is out of the local equilibrium, while the entropy function itself is the equilibrium one.

## 3. The constitutive equations

Here we are going to derive the constitutive equations, from the (2.15) form of the entropy production, with the help of the Variational Principle of Non-Equilibrium Thermodynamics. The local form of the Gyarmati Principle states [8]

$$
\begin{equation*}
\sigma-(\Phi+\Psi)=\max . \tag{3.1}
\end{equation*}
$$

Here $\Phi$ and $\Psi$ are positive definite, homogeneous quadratic functions-local dissipation potentials. The $\Psi$ is a function of the $\alpha$-type, and $\Phi$ is a function of the $\beta$ or rate type variables [8].

We are going to vary with respect to the $\beta$-type variables only, that in this case are

$$
\begin{array}{ll}
\mathbf{X}_{i}^{t}=\operatorname{Grad} \mathbf{v}_{i}^{0 s}, & X_{i}^{s}=\operatorname{div} \mathbf{v},  \tag{3.2}\\
\mathbf{X}_{i}^{v}=\mathbf{v}_{i}, & \mathbf{X}_{q}^{v}=\mathbf{J}_{*} .
\end{array}
$$

Thus, in the linear isotropic case $[8,10]$

$$
\begin{equation*}
\Phi=\frac{1}{2} \sum_{i, k}\left(R_{i k}^{t} \boldsymbol{X}_{i}^{t} \cdot \mathbf{X}_{k}^{t}+R_{i k}^{s} X_{i}^{s} X_{k}^{s}+R_{i k}^{v} \mathbf{X}_{i}^{v} \mathbf{X}_{k}^{v}+2 R_{i q}^{v} \mathbf{X}_{i}^{v} \mathbf{X}_{q}^{v}+R_{q q}^{v} \mathbf{X}_{q}^{v 2}\right) . \tag{3.3}
\end{equation*}
$$

Here, of course, $R_{i k}=R_{k i}$ and $R_{i q}=R_{q i}$. The $\Phi$ depending on the $v_{i}$-s is not automatically Galilei invariant. For this invariance

$$
\begin{equation*}
\Phi\left(\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{n}\right)=\Phi\left(\mathbf{v}_{1}+\mathbf{u}, \mathbf{v}_{2}+\mathbf{u}, \ldots, \mathbf{v}_{n}+\mathbf{u}\right) \tag{3.4}
\end{equation*}
$$

is necessary, with arbitrary, constant $u$ vector. This requirement is satisfied only if

$$
\begin{equation*}
\sum_{i} R_{i k}^{v}=0, \quad \sum_{i} R_{i q}^{v}=0 . \tag{3.5}
\end{equation*}
$$

For the extremum (3.1)

$$
\begin{equation*}
\delta[\sigma-(\Phi+\Psi)]_{J}=0 \tag{3.6}
\end{equation*}
$$

is necessary [8]. The variations of $\mathbf{v}_{i}, \mathbf{J}_{*}$ and of the derivatives of $\mathbf{v}_{i}$ are independent (locally) and arbitrary, and $\delta \Psi=0$ automatically, thus (3.6) holds only if the

$$
\begin{gather*}
-\left(\frac{1}{T} \rho_{i} \mathbb{F}_{i}^{*}+\rho_{i} \operatorname{grad} \frac{\mu_{i}}{T}-c_{i} \sum_{k} \rho_{k} \operatorname{grad} \frac{\mu_{k}}{T}-\frac{p^{e}}{T} \operatorname{grad} c_{i}\right)= \\
=\sum_{k} R_{i k}^{v} \mathbf{v}_{k}+R_{i q}^{v} \mathbf{J}_{*},  \tag{3.7}\\
-\frac{1}{T} \boldsymbol{P}_{i}^{0}=\sum_{k} R_{i k}^{t} \operatorname{Grad} \mathbf{v}_{k}^{0 s},  \tag{3.8}\\
-\frac{1}{T}\left(p_{i}-c_{i} p^{e}\right)=\sum_{k} R_{i k}^{s} \operatorname{div} \mathbf{v}_{k}  \tag{3.9}\\
\operatorname{grad} \frac{1}{T}=R_{q q}^{v} \mathbf{J}_{*}+\sum_{k} R_{q k}^{v} \mathbf{v}_{k} \tag{3.10}
\end{gather*}
$$

constitutive equations are valid.

To shed more light on the meaning of (3.7), we make use of (3.5) and write

$$
\begin{gather*}
-\left(\frac{1}{T} \rho_{i} \mathbf{F}_{i}^{*}+\rho_{i} \operatorname{grad} \frac{\mu_{i}}{T}-c_{i} \sum_{k} \rho_{k} \operatorname{grad} \frac{\mu_{k}}{T}-\frac{p^{e}}{T} \operatorname{grad} c_{i}\right)= \\
=\sum_{k} R_{i k}^{v}\left(\mathbf{v}_{k}-\mathbf{v}_{i}\right)+R_{i q}^{v} \mathbf{J}_{*} \tag{3.11}
\end{gather*}
$$

The velocity dependent terms on the r.h.s. describe the friction of the components on each other. Thus it is seen that the Onsager Reciprocity Relations for diffusion, together with the requirement of the Galilei invariance, are equivalent to Newton's third law (on action and reaction). The terms on the l.h.s. are also to be interpreted as forces, and-if necessary-they also can be split to parts, representing the pairwise antisymmetric interaction of the components. Such a splitting is that in (2.14), i.e. $\left(c_{k} \mathbf{Y}_{i}-c_{i} \mathbf{Y}_{k}\right)$. It is also seen that the role of the $R_{i i}^{v}$ diagonal coefficients is secondary. The $R_{i k}^{v}$-s are usually called friction, drag, or diffusion coefficients. [9, 12, 13, $14,20,21,22]$.

The Eqs (3.8) and (3.9) attribute viscosity and second or volume viscosity to each component in the mixture, and show that the momentum of one component can be transported by any of the others.

Equation (3.10) is the usual one for heat conduction in a multicomponent system.

## 4. The equations of motion

The equations (3.7), (3.8), (3.9) and (3.10), together with the corresponding (1.10), (1.18) and (1.34) balances, can be assumed to be a complete system of differential equations, describing the motion of a multicomponent, non-reacting fluid.

Inserting the pressure tensors and the internal forces from (3.8), (3.9) and (3.7) into the (1.18) balances, we get the equations of motion, which, by making use of (3.10) to substitute $\mathbf{J}_{*}$, read

$$
\begin{align*}
\rho \frac{d}{d t}\left(c_{i} \mathbf{v}_{i}\right)= & \operatorname{Div}\left\{-\rho_{i}\left(\mathbf{v}_{i} \circ \mathbf{w}_{i}\right)+\sum_{k}\left[R_{i k}^{t *} \operatorname{Grad} v_{k}^{o s}+\left(R_{i k}^{s *} \operatorname{div} v_{k}-c_{i} p^{e}\right) \delta\right]\right\}+ \\
& +\sum_{k}\left[\left(R_{i k}^{v *}+\frac{R_{i q}^{v *} R_{q k}^{v}}{R_{q q}^{v *}}\right)\left(\mathbf{v}_{i}-\mathbf{v}_{k}\right)-\frac{R_{i q}^{v *}}{R_{q q}^{v *}} \operatorname{grad}\left(\frac{1}{T}\right)-\right. \\
& \left.-T\left(c_{k} \rho_{i} \operatorname{grad} \frac{\mu_{i}}{T}-c_{i} \rho_{k} \operatorname{grad} \frac{\mu_{k}}{T}\right)\right]+p^{e} \operatorname{grad} c_{i}+\rho_{i} \mathbf{F}_{i} \tag{4.1}
\end{align*}
$$

where $R^{*}=T R$, and $\delta$ is the unit tensor.
Let us examine (4.1) in some special cases. First, we consider an isotherm system, where no heaı conduction occurs. Let us neglect the $R_{i q}^{v}$ thermal diffusion coefficients, and assume the $R_{i k}^{s *}$ and $R_{i k}^{t *}$ viscosities and the $R_{i k}^{v *}$ friction coefficients constant. In this
case

$$
\begin{gather*}
\rho_{i} \frac{\partial \mathbf{v}_{i}}{\partial t}+\rho_{i}\left(\mathbf{v}_{i} \operatorname{grad}\right) \mathbf{v}_{i}=\sum_{k}\left[\frac{1}{2} R_{i k}^{t *} \Delta \mathbf{v}_{k}+\left(\frac{1}{6} R_{i k}^{t *}+R_{i k}^{s *}\right) \cdot \operatorname{grad} \operatorname{div} v_{k}+R_{i k}^{v *}\left(v_{i}-v_{k}\right)-\right. \\
\left.-\left(c_{k} \rho_{i} \operatorname{grad} \mu_{i}-c_{i} \rho_{k} \operatorname{grad} \mu_{k}\right)\right]-c_{i} \operatorname{grad} p^{e}+\rho_{i} F_{i} . \tag{4.2}
\end{gather*}
$$

The analogy to the Navier-Stokes equation is clear, but beyond the usual terms there is a viscous coupling between the equations, and there are simple friction terms, too.

Neglecting the viscous effects in (4.2)

$$
\begin{equation*}
\rho_{i} \frac{d^{(i)}}{d t} v_{i}+\sum_{k} R_{i k}^{v *} \mathbf{v}_{k}=-\left(\rho_{i} \operatorname{grad} \mu_{i}-\mathrm{c}_{i} \sum_{k} \rho_{k} \operatorname{grad} \mu_{k}\right)-c_{i} \operatorname{grad} p^{e}+\rho_{i} \mathbf{F}_{i} \tag{4.3}
\end{equation*}
$$

is obtained. These equations are analogous to those in Gyarmati's Wave Approach [1]. To obtain equations explicitly for diffusion currents, it is better to use the (1.19) balance, that-after the same neglections-gives

$$
\begin{gather*}
\rho \frac{\mathrm{d}}{\mathrm{dt}} \mathbf{j}_{i}+\operatorname{Div}\left[\frac{\rho}{c_{i}}\left(\mathbf{j}_{i} \circ \mathbf{j}_{i}\right)\right]+\sum_{k} R_{i k}^{v *} \frac{1}{c_{k}} \mathbf{j}_{k}=-\left(\rho_{i} \operatorname{grad} \mu_{i}-c_{i} \sum_{k} \rho_{k} \operatorname{grad} \mu_{k}\right)- \\
-c_{i} \operatorname{grad} p^{e}+\rho_{i} \mathbf{F}_{i}-\rho_{i} \frac{d}{d t} \mathbf{v}-\rho\left(\mathbf{j}_{i} \operatorname{grad}\right) \mathbf{v} . \tag{4.4}
\end{gather*}
$$

Omitting the second order term on the l.h.s., we are looking at another analogue of the Wave Approach. The (4.4) system of equations considers the effects of the average motion too, thus it can be useful for immediate practical applications.

Let us return to Eq. (4.2). Its character is perhaps more accentuated in the linearised form. Let us assume that the $\mathbf{v}_{\boldsymbol{i}}$ component velocities are small, that no external force occurs, and introduce the notation

$$
-\alpha_{i k}=\rho_{i} \frac{\partial \mu_{i}}{\partial \rho_{k}}-c_{i} \sum_{T} \rho_{l} \frac{\partial \mu_{l}}{\partial \rho_{k}}+c_{i} \frac{\partial p^{e}}{\partial \rho_{k}} .
$$

Considering the $\alpha_{i k}-s$ constant, and neglecting the second order terms of the derivatives of $\rho_{k}$ and $\mathbf{v}_{k}$, then taking the divergence of both sides of (4.2), we apply the approximate of the (1.2) balance, i.e.

$$
-\frac{1}{\rho_{i}} \frac{\partial \rho_{i}}{\partial t}=\operatorname{div} \mathbf{v}_{i} .
$$

In other words: restricting our examinations to small oscillations around an equilibrium state, we obtain

$$
\begin{equation*}
\frac{\partial^{2} \rho_{i}}{\partial \mathrm{t}^{2}}=\sum_{k}\left(b_{i k} \Delta \frac{\partial \rho_{k}}{\partial t}-d_{i k} \frac{\partial \rho_{k}}{\partial t}+a_{i k} \Delta \rho_{k}\right), \tag{4.5}
\end{equation*}
$$

with

$$
\begin{gathered}
b_{i k}=\frac{1}{\rho_{k}}\left(\frac{2}{3} R_{i k}^{t *}+R_{i k}^{s *}\right) \\
d_{i k}=\frac{1}{\rho_{k}} R_{i k}^{v *}, \quad a_{i k}=\frac{1}{\rho_{k}} \alpha_{i k}
\end{gathered}
$$

If the $b_{i k}-s$ are zero, this is a system of telegraphist's equations describing damped diffusional waves.

## 5. Conclusions

We started off from considering a mixture to be a superposition of several continua or an N -body $[8,11,15,19]$. By the use of correct balance equations-i.e. not neglecting the momentum and the kinetic energy of diffusion [8,10]-the consistent application of the Onsager-Gyarmati theory leads to new equations of diffusion and flow.

These equations, beyond the wave behaviour, show viscous effects even on the diffusion level of motion. The stress caused by the diffusion's momentum transport is also considered. The cross effects of the classical approach of diffusion proved to be arising from the friction of the components on one another. Thus, for diffusion, the equivalence of the Onsager Relations and Newton's third law is proven.

The classical diffusion equations come from the assumption

$$
\begin{equation*}
\rho_{i} \mathbf{F}_{i}^{*}+\rho_{i} \mathbf{F}_{i}=0 \tag{5.1}
\end{equation*}
$$

This, using (3.7), reads

$$
\begin{align*}
\sum_{k} R_{i k}^{v} \mathbf{w}_{k}+R_{i q}^{v} \mathbf{J}_{*}= & c_{i}\left[\rho \operatorname{grad}\left(-\frac{\mu_{i}}{T}\right)+\sum_{k} \rho_{k} \operatorname{grad} \frac{\mu_{k}}{T}\right]+ \\
& +\frac{p^{e}}{T} \operatorname{grad} c_{i}+\rho_{i} \mathbf{F}_{i} \tag{5.2}
\end{align*}
$$

The connection of this theory to the Wave Approach [1] can be also easily shown. When the diffusion currents are small, the entropy function (2.2) can be approximated by the first two terms of its Taylor series-according to its first argument - in the vicinity of $u$

$$
\begin{equation*}
s=s\left(u, \rho, c_{k}\right)-\frac{1}{T} \sum_{i} \frac{1}{2 c_{i}} j_{i}^{2} \tag{5.3}
\end{equation*}
$$

This is the same entropy function used implicitly in the Wave Approach [1]

$$
\begin{equation*}
s=s_{0}\left(u, \rho, c_{k}\right)-\frac{1}{2} \sum_{i, k} m_{i k} \mathbf{J}_{i} \mathbf{J}_{k} \tag{5.4}
\end{equation*}
$$

if

$$
\begin{equation*}
\rho T m_{i k}=\left(\rho_{i} \rho_{k}\right)^{-1 / 2} \delta_{i k} \tag{5.5}
\end{equation*}
$$

Here $\delta_{i k}$ is the Kronecker delta.
In our case the inductivity matrix $m_{i k}$ is diagonal, owing to two reasons. First, because we did not choose the variables at random. The mixing of the components by a linear transformation leads to a non-diagonal inductivity matrix. The second, and more essential cause of the diagonality is the assumption that $\rho_{i} \mathbf{v}_{i}$ is the momentum of a component, which is a very crude specialization of the general case.

The results can be obtained in several ways. One is the re-defining of the internal energy by changing $u$ for $u^{*}$. An other way-which we followed, in the hope of deeper understanding-is the introduction of dynamic variables. It is not done in the widest generality, as done by Verhás [5,16], but we have chosen the specific diffusion currents to be the dynamic variables, thus remaining consistent also with the idea of the entropy depending only on the thermic part of the energy.

In this way the balances of dynamic variables are gained, not from general considerations [5], but from the mechanical description of the mixture. The constitutive equations of the current $\boldsymbol{J}_{\xi_{i}}$ and source $\sigma_{\xi_{i}}$ of the dynamic variables were obtained by the applied procedure-as suspected by Verhás [5]-and they read

$$
\begin{gather*}
\boldsymbol{J}_{\xi i}=\rho_{i}\left(\mathbf{w}_{i \cdot} \cdot \mathbf{w}_{i}\right)-\sum_{k}\left[R_{i k}^{t *} \operatorname{Grad} \mathbf{v}_{k}^{o s}+\left(R_{i k}^{s *} \operatorname{div} \mathbf{v}_{k}-c_{i} p^{e}\right) \delta\right],  \tag{5.6}\\
\boldsymbol{\sigma}_{\xi i}=\sum_{k}\left[R_{i k}^{v *} \mathbf{w}_{k}+R_{i q}^{v *} \mathbf{J}_{*}+T\left(c_{k} \rho_{i} \operatorname{grad} \frac{\mu}{T}-c_{i} \rho_{k} \operatorname{grad} \frac{\mu_{k}}{T}\right)\right]- \\
-p^{e} \operatorname{grad} c_{i}-\rho_{i}\left(\mathbf{F}_{i}-\frac{d \mathbf{v}}{d t}\right)+\rho_{i}\left(\mathbf{w}_{i} \operatorname{grad}\right) \mathbf{v} . \tag{5.7}
\end{gather*}
$$

Though our results can be interpreted as a special case of the Theory of Dynamical Variables [5], our considerations find their firm base in the mechanics of continua and in the classical thermodynamics, standing somewhere between the general (and somewhat formal) theories [1,5] and the direct physicochemical analysis of the matter. Thus, it is hoped, and expected not without any basis, that they can give the link between them, giving a tool even for the practical application of both.
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#### Abstract

The decay of ${ }^{160} \mathrm{~Tb}(72.2 \mathrm{~d})$ to ${ }^{160} \mathrm{Dy}$ has been studied using H. P. Ge and H. P. Ge-NaI(Tl) coincidence spectrometers. Angular correlation measurements have been made to estimate the spins and parities of some levels as well as the mixing ratios of their gamma transitions.

Forty gamma transitions have been observed having energies in the range from 86.79 to 1312.14 keV . Five of these transitions are found to be new and have energies $97.64,110.13,121.71$, 189.72 and 202.78 keV . Our angular correlation measurements together with those from conversion electron studies permit the assignment of $3^{-}, 2^{-}, 3^{+}, 4^{+}$and $2^{+}$spins for the levels at 1386.44 , $1264.73,1049.09,283.32$ and 86.78 keV , respectively. Also the multipolarities of the 121.71 and 1102.62 keV transitions were found as M1 + E2 for the former and E1 + M2 for the latter. Their mixing ratios were estimated and compared with the corresponding values derived from internal conversion studies. The levels from this and previous work are compared with those calculated with the rotation-vibration model which is obtained by Faessler and Greiner.


## 1. Introduction

The decay scheme of ${ }^{160} \mathrm{~Tb}$ is one of the most thoroughly investigated in the region of deformed nuclei. This nucleus has been studied early by Nathan [1] and Ofer [2]. Arns et al [3] were able to detect a new level at 1.2 MeV . Ewan et al [4] established the six levels with their $J^{\pi}$ values as in Arns et al except the level at 1200 keV . In addition to these states two states of $1.2865 \mathrm{MeV}\left(3^{-}\right)$and $1.3582 \mathrm{MeV}\left(2^{-}\right)$were detected. Also an additional level at 1550 keV was reported by Michaelis [5].

A gamma-gamma angular correlation has been applied by Gupta et al [6] to determine the spin sequences and multipolarities of some transitions. The coincidence and directional correlation measurements coupled with the internal conversion and earlier $\gamma$-ray studies mentioned above have led to many spin and parity assignments to the levels of ${ }^{160} \mathrm{Dy}$ [7]. The gamma spectrum of ${ }^{160} \mathrm{~Tb}$ was measured by Gunther et al [8] and the low lying negative parity states have been interpreted in this work as
members of two strongly mixed rotational bands. The coincidence studies of Ludington et al [9] employing to $\mathrm{Ge}(\mathrm{Li})$ detectors have led to a decay scheme which is essentially that given by previous investigators with the addition of levels at 1155.8, 1288.7 and 1535.2 keV . The level at 1155.8 keV has been identified as the $4^{+}$member of the gamma-vibrational band.

Although there is general agreement between the results of these authors, still there are some ambiguities noticed concerning few transitions, energy levels and spinparity assignments. Accordingly, it was felt advisable to reinvestigate the energy level of ${ }^{160}$ Dy through the study of single, coincidence and angular correlation with better techniques. It is hoped by such work to settle the previously reported discrepancies and to achieve a more reliable decay scheme. Another goal was to extend the comparison of the experimentally observed energy levels to those predicted with the rotationvibration model of Faessler and Greiner [10].

## 2. Experimental procedure and results

A 2 mg of pure ${ }^{159} \mathrm{~Tb}$ has been irradiated in the A.R.E. Reactor. The gamma-ray transitions associated with the decay of ${ }^{160} \mathrm{~Tb}$ into ${ }^{160} \mathrm{Dy}$ have been investigated using a hyper pure Ge detector (coaxial type, 40.9 mm diameter and 39.5 mm length with total active volume 46.3 cc ) coupled with an FET-preamplifier, spectroscopy amplifier and a 4096 multichannel analyzer with appropriate outputs to tellitype $\mathrm{X}-\mathrm{Y}$ plotter or tape-recorder. The window to detector distance is 5 mm . The resolution of the detector was checked to be 2.5 keV for the 1.33 MeV line of ${ }^{60} \mathrm{Co}$. All the used equipments were of ORTEC type.

The gamma-gamma coincidence measurements have been carried out using a H. P. $\mathrm{Ge}-\mathrm{NaI}(\mathrm{Tl})$ spectrometer provided with a fast-slow coincidence circuit which has been explained in details in [11]. The time resolution of the fast-slow coincidence circuit was about 30 ns , while that of slow coincidence was about $1.1 \mu \mathrm{~s}$.

The correlation data were collected using a directional correlation table with the H.P. Ge detector as the fixed detector and a 3-in by $3-\mathrm{in} \mathrm{NaI}(\mathrm{Tl})$ detector as the moving detector. The H.P. Ge detector has a photopeak-to-Compton ratio 54:1.

## A. Gamma-ray single and coincidence spectra

Measurement of each spectrum has been performed by placing the source at 7 cm from the H.P. Ge detector. Since the gamma energies emitted from the decay of ${ }^{160} \mathrm{~Tb}$ are extending up to about 1550 keV , the spectrum was measured to cover the whole energy range with reasonable resolution as shown in Fig. 1. In order to determine the energy per channel an ennergy calibration has been carried out using available standard sources together with a suitably calibrated pulser.


Table I
Energy and intensity values for transitions in ${ }^{160} \mathrm{Dy}$ following $\beta$-decay of ${ }^{160} \mathrm{~Tb}$

| Present work |  | McAdams [13] |  | Keller [12] |  | Ludington [9] |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E \gamma$ | $\boldsymbol{I} \gamma$ | $E \gamma$ | $I \gamma$ | $E \gamma$ | $I \gamma$ | $E \gamma$ | $I \gamma$ |
| $86.79 \pm 0.08$ | 13.400(2) | 86.788 | 13 | 86.798 | 14.000 | 86.788 | 13.700 |
| $93.92 \pm 0.03$ | 0.066(20) | 93.936 | 0.054 |  |  | 93.919 | 0.067 |
| $97.64 \pm 0.04$ | 0.021(3) |  |  |  |  |  |  |
| $110.13 \pm 0.07$ | 0.052(15) |  |  |  |  |  |  |
| $121.71 \pm 0.09$ | $0.061(17)$ |  |  |  |  |  |  |
| $176.49 \pm 0.04$ | $0.0041(10)$ |  |  |  |  | 176.49 | 0.047 |
| $189.72 \pm 0.06$ | $0.033(4)$ |  |  |  |  |  |  |
| $197.04 \pm 0.08$ | $5.210(40)$ | 197.036 | 5.22 | 197.036 | 5.16 | 197.035 | 5.22 |
| $202.78 \pm 0.08$ | 0.003(1) |  |  |  |  |  |  |
| $215.64 \pm 0.05$ | 4.0 (1) | 215.653 | 4 | 215.6418 | 3.91 | 215.646 | 3.93 |
| $230.57 \pm 0.08$ | $0.078(8)$ | $230.602$ | $0.082$ | 230.6410 | $0.062$ | $230.628$ | $0.071$ |
| $237.60 \pm 0.09$ | $0.011(3)$ | 237.820 | 0.012 |  |  | 237.688 | 0.007 |
| $243.06 \pm 0.05$ | 0.021(4) | 243.020 | 0.021 |  |  | 242.500 | 0.004 |
| $246.34 \pm 0.09$ | 0.027(4) | 246.410 | 0.026 |  |  | 246.489 | 0.018 |
| $298.58 \pm 0.03$ | 27.0(8) | 298.566 | 27 | 298.5790 | 27 | 298.582 | 27.100 |
| $309.56 \pm 0.04$ | 0.922(13) | 309.573 | 0.918 | 309.5640 | 0.82 | 309.557 | 0.90 |
| $337.35 \pm 0.05$ | $0.36(7)$ | 337.306 | 0.355 | 337.3470 | 0.34 | 237.324 | 0.33 |
| $349.84 \pm 0.01$ | $0.017(1)$ | 349.690 | 0.018 |  |  | 349.940 | 0.014 |
| $379.27 \pm 0.02$ | 0.015(2) | 379.250 | 0.017 |  |  | 379.449 | 0.014 |
| $392.49 \pm 0.03$ | $1.41(10)$ | $392.489$ | 1.4 | 392.4940 | 1.36 | 392.514 | 1.36 |
| $432.78 \pm 0.01$ | 0.022(6) | 432.660 | 0.024 |  |  | 432.700 | 0.013 |
| $486.01 \pm 0.05$ | 0.087(10) | 485.950 | 0.088 | 486.1650 | 0.096 | 486.075 | 0.08 |
| $682.33 \pm 0.02$ | $0.625(80)$ | 682.329 | 0.617 | 682.2980 | 0.537 | 682.000 | 0.545 |
| $765.27 \pm 0.04$ | $2.11(20)$ | 765.298 | 2.16 | 765.2600 | 1.93 | 766.000 | $2.03$ |
| $872.05 \pm 0.02$ | 0.194(30) | 872.030 | 0.207 | 872.1200 | 0.285 | 872.000 | 0.174 |
| $879.36 \pm 0.02$ | 30.000 | 879.367 | 30 | 879.3500 | 30 | 879.000 | 30 |
| $962.30 \pm 0.06$ | 9.66(20) | 962.359 | 9.42 | 962.0000 | 10 | 962.000 | 10.2 |
| $966.15 \pm 0.01$ | 24.80(7) | 966.165 | 24.8 | 966.1580 | 25.5 | 966.000 | 24.7 |
| $1002.87 \pm 0.03$ | $1.01(3)$ | 1002.893 | 1.02 | 1002.8730 | 1.01 | 1003.00 | 0.98 |
| $1004.98 \pm 0.04$ | 0.10(2) |  |  |  |  | 1005.00 | 0.10 |
| $1069.08 \pm 0.09$ | 0.112(20) | 1069.073 | 0.104 | 1069.1130 | 0.113 | 1069.00 | 0.076 |
| $1102.62 \pm 0.08$ | $0.562(40)$ | 1102.587 | 0.557 | 1102.6120 | 0.561 | 1103.00 | 0.5 |
| $1115.11 \pm 0.01$ | 1.52 (14) | 1115.117 | 1.48 | 1115.122 | 1.52 | 1115.000 | 1.5 |
| $1197.94 \pm 0.04$ | 15.2(6) | 1177.952 | 15 | 1175.923 | 15.9 | 1178.000 | 14.8 |
| $1199.90 \pm 0.07$ | 2.47(20) | 1199.886 | 2.37 | 1199.896 | 2.48 | 1200.000 | 2.24 |
| $1251.32 \pm 0.06$ | 0.097 | 1251.268 | 0.1 | 1251.340 | 0.096 | 1251.000 | 0.094 |
| $1271.86 \pm 0.02$ | 7.82 (60) | 1271.875 | 7.48 | 1271.873 | 7.81 | 1272.000 | 7.40 |
| $1285.58 \pm 0.04$ | $0.012(7)$ | 1285.580 | 0.015 |  |  | 1286.100 | 0.011 |
| $1299.65 \pm 0.06$ | 0.004(1) | 1299.310 | 0.006 |  |  | 1300.000 | 0.005 |
| $1312.14 \pm 0.06$ | 2.91 (20) | 1312.120 | 2.87 | 1312.000 | 3 | 1312.000 | 2.79 |

To determine the relative intensities of the gamma-transitions the trapezoid method was applied to estimate the area of each photopeak, then corrected for the detector efficiency and normalized to the electron intensities of Ewan et al [4]. Averages of the experimental and theoretical $\alpha_{K}$-values were used along with the electron results of Ewan et al and Ludington et al [9].

Table I indicates that the best normalization procedure is to take the intensity in per cent per disintegration for the 879.36 keV transition as 30.0 which is used as normalization standard [9, 12].

The gamma-gamma coincidence data are shown in Table II. The real coincidences are represented in Figs 2a, 2b, 2c, 2d, 2e and 2f. The coincidence measurements with the same conditions (peak in gate and time) were repeated several times during a year.

Table II
H. P. $\mathrm{Ge}-\mathrm{NaI}(\mathrm{Tl})$ coincidence results

| Gate region | $E[\mathrm{keV}]$ in gate | $E[\mathrm{keV}]$ in coincidence |
| :---: | :---: | :---: |
| 80-180 | 86.79, 93.92, 176.49 | $\begin{array}{lllll} 197.04, & 215.64, & 298.58, & 879.36, & 962.30, \\ 1069.08, & 1177.94, & 1194.90, & 1271.96, & 1299.65, \\ 1312.14 \end{array}$ |
| 169-218 | 197.04, 215.64 | 86.79, 93.92, 121.71, 682.33, 765.27, 872.05, 962.30, 1002.87, 1004.98, 1102.62, 1115.11, 1251.32 |
| 262-313 | 298.58, 309.56 | $93.42,176.49,682.33,765.27,879.36,962.30,966.15$ |
| 350-420 | 392.49 | $966.15,879.36,682.33,176.49$ |
| 826-921 | 872.05, 879.36 | $\begin{aligned} & 86.79,189.72,202.78,230.57,243.06,298.58,392.49 \\ & 432.78 \end{aligned}$ |
| 920-1010 | $962.30,966.15,1002.87,1004.98$ | $86.79,97.64,110.13,197.04,215.64,237.60,298.58$, $309.59,337.60,392.49,349.84,432.78,486.01$ |

The analysis of the observed gamma transitions and gamma-gamma coincidence has revealed 40 gamma transitions attributed to the decay of ${ }^{160} \mathrm{~Tb}$. All these transitions are observed in the single spectrum and are detected also in the gammagamma coincidence. Five new gamma transitions at 97.64, 110.13, 121.71, 189.72 and 202.78 keV are observed. Thirty three transitions are in excellent agreement with the previously reported data (McAdams [13]). The 1004.98 and 176.492 keV transitions are in agreement with the reported data of Ludington et al [9]. The gamma-ray transitions identified and confirmed in the present studies of the single and gammagamma coincidence spectra of the decay of ${ }^{160} \mathrm{~Tb}$ are fitted in a proposed level structure of ${ }^{160} \mathrm{Dy}$ as shown in Fig. 3.


Fig. 2a. Coincidence spectra for gate $(80-180 \mathrm{keV})$




Fig. 2c. Coincidence spectra for gate (262-313 keV)
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Fig. 2e. Coincidence spectra for gate $(826-921 \mathrm{keV})$


Fig. 2f. Coincidence spectra for gate $(920-1010 \mathrm{keV})$


Fig. 3. Decay scheme of ${ }^{160} \mathrm{~Tb}$

## B. Directional correlation data

The directional correlation of the $\gamma$-ray cascades (121.71-215.64) and (1102.62197.04) were measured. The coincidence spectra were measured at angles of $90^{\circ}, 120^{\circ}$, $150^{\circ}$ and $180^{\circ}$ subtended between the two detectors. The values of angular correlation coefficients are given in Table III together with the determined mixing ratios where the correlation function is given by $W(\theta)=1+A_{22} P_{2}(\cos \theta)+A_{44} P_{4}(\cos \theta)$. The results were corrected for finite solid angle of the detectors. The random coincidences were measured and subtracted. The data were analyzed by means of Arns-Wiedenbeck [14] plots and are shown in Figs 4 and 5.


Fig. 4. Parametric plot of $A_{2}^{(1)}, Q_{2}$ against $\delta$ for $3^{-}(1,2) 2^{-}(1)_{3}^{+}$cascade $\left(E_{\gamma}=121.71 \mathrm{keV}\right)$

$$
3^{-}(1,2) \quad 4^{+}(2) \quad 2^{+}
$$



Fig. 5. Parametric plot of $A_{22}, A_{44}$ against $\delta$ for $3^{-}(1,2) 4^{+}(2) 2^{+}$cascade $\left(E_{\gamma}=1102.62 \mathrm{keV}\right)$

## Table III

Directional angular correlation results

| Gate energy [keV] | Display energy [keV] | Experimental coefficient |  |
| :---: | :---: | :---: | :---: |
|  |  | $A_{22}$ | $A_{44}$ |
| 215.637 | 121.71 | $0.072 \pm 0.01$ | $0.001 \pm 0.001$ |
| 197.04 | 1102.62 | $0.0336 \pm 0.02$ | $-0.007 \pm 0.003$ |
| Energy and $I^{\pi}$ initial state | Energy and $I^{\pi}$ final state | Mixing ratio $\delta$ | Multipolarity |
| $1386.44 \quad 3^{-}$ | $1264.732^{-}$ | $0.403+0.1$ | $M I+(13.9 \pm 4) \% E 2$ |
| $1386.44 \quad 3^{-}$ | $383.824^{+}$ | $0.2+0.014$ | $E 1+(3.8 \pm 0.8) \%$ M 2 |

Table IV
The multipolarities of the 121.71 and 1102.62 keV transitions derived from the internal conversion measurements [9,15] and theoretical conversion coefficients [16]

| Display energy | Mixing ratio | Multipolarity |
| :---: | :---: | :---: |
| 121.71 | $0.5 \pm 0.15$ | $M 1+(20 \pm 5) \% E 2$ |
| 1102.62 | $0.17 \pm 0.015$ | $E 1+(2 \pm 0.2) \% M 2$ |

Table V
The energy levels deduced in the present work including spin-parity assignments together with those reported by other authors

| Present work |  | McAdams [13] |  | Keller [12] |  | Ludington [9] |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Level in keV | $J^{\text {x }}$ | Level in keV | $J^{\pi}$ | Level in keV | $J^{\pi}$ | Level in keV | $J^{\pi}$ |
| 86.79 | $2^{+}$ | 86.78800 | $2^{+}$ | 86.80 | $2^{+}$ | 86.788 | $2^{+}$ |
| 283.82 | $4^{+}$ | 283.82300 | $4^{+}$ | 283.83 | $4^{+}$ | 283.820 | $4^{+}$ |
| 266.15 | $2^{+}$ | 966.15200 | $2^{+}$ | 966.15 | $2^{+}$ | 966.200 | $2^{+}$ |
| 1049.09 | $3^{+}$ | 1049.0900 | $3^{+}$ | 1049.08 | $3^{+}$ | 1049.000 | $3+$ |
| 1155.87 | $\left(4^{+}\right)$ | 1155.8700 | $(4)^{+}$ | 1155.86 | $4^{+}$ | 1155.800 | $4^{+}$ |
| 1264.73 | $2^{-}$ | 1264.7270 | $2^{-}$ | 1264.73 | $2^{-}$ | 1264.700 | $2^{-}$ |
| 1285.58 | $1^{-}$ | 1285.5800 | $1^{-}$ | - | - | - | - |
| 1286.69 | $3^{-}$ | 1286.6900 | $3^{-}$ | 1286.70 | $3-$ | 1286.800 | $3-$ |
| 1288.80 | $5^{+}$ | 1288.8000 | $5^{+}$ | - | - | 1288.800 | $\left(5^{+}\right)$ |
| 1358.69 | $2^{-}$ | 1358.6480 | $2^{-}$ | 1358.65 | $2^{-}$ | 1358.700 | $2^{-}$ |
| 1386.44 | $3^{-}$ | 1386.4400 | (3) ${ }^{-}$ | 1386.45 | $4^{-}$ | 1386.500 | $4^{-}$ |
| 1398.93 | $3^{-}$ | 1398.9300 | $3^{-}$ | 1398.96 | $3-$ | 1399.000 | $3-$ |
| 1535.14 | $(4)^{-}$ | 1535.1400 | (4) ${ }^{-}$ | 1535.21 | $4^{-}$ | 1535.200 | ? |

Table IV shows the multipolarities of the 121.71 and 1102.62 keV transitions derived from the internal conversion measurements $[9,15]$ and the theoretical conversion coefficients [16]. These results are compatible with the present angular correlation results.

Table V represents the energy levels deduced in the present work including spinparity assignments together with those reported by other authors for comparison.

## 3. Discussion and conclusion

In this Section we integrate our results into a level scheme which is shown in Fig. 3. The main contribution of the present work is the investigation of the five new gamma transitions mentioned before and the establishment of $3^{-}$spin-parity assignment for the 1386.44 keV level by $\gamma-\gamma$ directional correlation technique. In addition we have calculated the rotational-vibrational structure, using the results of the rotation-vibration model proposed by Faessler and Greiner [10, 17]. The expression for the eigenvalues of the Hamiltonian if properly symmetrized is

$$
\begin{aligned}
& E_{I K n_{2} n_{0}}=\left(n_{0}+1 / 2\right) E_{\beta}+\left(2 n_{2}+1 / 2 K+1\right) E_{\gamma}+\left(I(I+1)-K^{2}\right) 1 / 2 \varepsilon, \\
& I=\left\{\begin{array}{ll}
0,2,4 & \text { for } K \\
K, K+1 & \text { for } K \neq 0
\end{array} \quad n_{0}, n_{2}=0,1,2, \ldots,\right.
\end{aligned}
$$

where

$$
\begin{gathered}
E_{\beta}=\hbar\left(\frac{C_{0}}{B}\right)^{1 / 2}, \quad E_{\gamma}=\hbar\left(\frac{C_{2}}{B}\right)^{1 / 2}, \quad \varepsilon=\frac{\hbar^{2}}{\varphi_{0}}=\frac{h^{2}}{3 B \beta_{0}^{2}} \\
\varphi_{0}=3 B \beta_{0}^{2}
\end{gathered}
$$

$K$ is the projection of angular momentum along the symmetry axis, $n_{0}, n_{2}$ characterize the vibrational quantum numbers and $\varepsilon$ is the moment of inertia.

The typical band structure of the deformed nucleus ${ }^{160} \mathrm{Dy}$ is shown in Fig. 6 together with our experimental results for comparison. The ground state band is given by $|1000\rangle$. The $\beta$-vibrational band is given by $|1001\rangle$ and lies at energy $E_{\beta}$ above the ground state which is in ${ }^{160} \mathrm{Dy}$ about 1600 keV . The $\gamma$-vibrational band is described by $|1200\rangle$. This state is called a $\gamma$-vibration even though $n_{2}=0$. Indeed the energy of $|2200\rangle$ is $E_{\gamma}+\varepsilon$ above the ground state. Higher $\gamma$-bands $|1400\rangle$ are also shown in Fig. 6. This study indicates that the rotational-vibrational model can give the correct ordering of the low energy levels but still there are some ambiguities when we extrapolate to higher energies.


Fig. 6. Experimental energy levels of ${ }^{160} \mathrm{Dy}$ compared with the predictions of the rotational vibrational model
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#### Abstract

The impact-parameter dependence of the secondary electron production in collisions of heavy charged particles with atoms and the energy distribution of delta-electrons are studied using a statistical model of an atom and the binary encounter approximation. As a result of this model the analytical expressions, describing inelastic scattering of heavy charged particles by a statistical atom have been derived.


## 1. Introduction

This paper deals with the so-called binary encounter approximation which is widely used for describing inelastic collisions of charged particles by atoms [1]. The classical binary encounter approximation is based on the assumption that the dominant process in atomic collisions is a direct interaction between an incident particle and an electron. An energy exchange arises in this process as a result of the elastic Coulomb interaction between an incident particle and a bound electron. In this consideration the binary encounter model is equivalent to the first Born approximation. In the Born approximation the assumption is that the interaction of the incident particle with the atom is weak and can be treated as a perturbation. Hydrogenic wave functions are usually used for describing the initial state of an atom. The binary encounter approximation treats the interaction between the incident particle and the bound electron exactly in the sense that the bound electrons are viewed as free particles with the defined velocity distribution function. The study of the innershell vacancy production is more simple and exact in both the first Born approximation and binary encounter model. It is connected with the fact that inner shells may be described exactly by the hydrogenic wave function, obtained for the Coulomb field. The screening effects are more significant for the states with large quantum numbers. Therefore, more real wave functions must be used for outer electrons in an atom. This procedure is the most difficult for the Born approximation. The initial state of an atom is defined by the electron speed distribution in the binary encounter approximation. Since the calculation of speed distribution does not depend on the description of the inelastic collision process the binary encounter approximation is the most simple and
universal. But a choice of orbitals for the calculation of the speed distribution by means of the Fourier transformation is more difficult for outer electrons in atoms with a large atomic number $\boldsymbol{Z}$.

In this paper the Thomas-Fermi method is used for the study of the delta electron emission in collisions of heavy charged particles with atoms. Though the idea of this work is very simple it is first discussed in this article.

## 2. The calculation method

In the binary encounter approximation the energy distribution of secondary electrons ejected in collisions of heavy charged particles with atoms is given by

$$
\begin{equation*}
\frac{d \sigma}{d W}=\sum_{i} N_{i} \int_{0}^{\infty} \sigma_{\Delta E} f_{i}(v) d v \tag{1}
\end{equation*}
$$

where $W$ is the energy of an ejected electron, $E$ is the energy of an atomic electron, $N_{i}$ is the number of atomic electrons in the $i$-th subshell of the target atom and $f_{i}(v)$ is the corresponding electron speed distribution. The electron speed distribution must be normalized to unity. The sum goes over all occupied states. $\sigma_{\Delta E}$ denotes the differential cross section for an elastic energy transfer $\Delta E$ between the projectile with the velocity $v_{1}$, the mass $m_{1}$, the kinetic energy $T_{1}$ and the target electrons with an initial velocity $v$, the mass $m$, kinetic energy $T$. In the well-known approximation [2] the distribution function $f_{i}(v)$ is defined by the module square of a wave function in the momentum representation.

For the Coulomb interaction between an incident particle and an atomic electron the appropriate expressions for $\sigma_{\Delta E}$ have been developed by Garcia [3] and Gerjuoy [4]. In the case with $m_{1} \gg m$ these expressions can be written as follows:
for

$$
\begin{align*}
& \sigma_{\Delta E}=\sigma_{1}=\frac{\pi e^{4} m_{1}}{m T_{1} \Delta E^{3}}\left(\Delta E+\frac{4}{3} T\right) \\
& -E \leq \Delta E \leq 4 \frac{m}{m_{1}} T_{1}-4\left(\frac{m}{m_{1}} T_{1} T\right)^{1 / 2} \tag{2}
\end{align*}
$$

and
for

$$
\begin{gathered}
\sigma_{\Delta E}=\sigma_{2}=\frac{\pi e^{4} m_{1}}{m T_{1} \Delta E^{3}} \frac{T}{6}\left\{\left(\frac{4 m T_{1}}{m_{1} T}\right)^{3 / 2}+\left[1-\left(\frac{\Delta E}{T}+1\right)^{1 / 2}\right]^{3}\right\} \\
4 \frac{m}{m_{1}} T_{1}-4\left(\frac{m}{m_{1}} T_{1} T\right)^{1 / 2} \leq \Delta E \leq 4 \frac{m}{m_{1}} T_{1}+4\left(\frac{m}{m_{1}} T_{1} T\right)^{1 / 2} .
\end{gathered}
$$

In the statistical model of an atom it is assumed that the potential energy $-e U(r)$ of an electron varies slowly with the radial coordinate $r$ and that at each point of the phase
space the system can be treated as a uniform gas of electrons with the density of state $1 /(2 \pi \hbar)^{3}$. It means that the differential cross section for the delta-electron emission can be written in the binary encounter approximation as

$$
\begin{equation*}
\frac{d \sigma}{d W}=\frac{1}{\pi^{2} \hbar^{3}} \iint \sigma_{\Delta E}(r, p) p^{2} d p d V \tag{3}
\end{equation*}
$$

Formally, this expression follows from Eq. (1) for the system of electrons with the grand energy state density. In such an approach the number of electrons with energies between $E$ and $E+d E$ and velocities between $v$ and $v+d v$ coincides with the number of electrons in the corresponding phase volume element and is equal to

$$
\begin{equation*}
d N=\frac{1}{\pi^{2} \hbar^{3}} p^{2} d p d V \tag{4}
\end{equation*}
$$

It is assumed that a relationship between the electron energy $E$ and its radial coordinate $r$ has been established in Eqs (2) and (3). In atoms with a large atomic number the wavelength of most electrons is much less than an atomic size. In this case the semiclassical approximation

$$
\begin{equation*}
E=\frac{p^{2}}{2 m}-\frac{Z e^{2}}{r} \varphi(x) \tag{5}
\end{equation*}
$$

is valid. Here, $\varphi(x)$ is the Thomas-Fermi screening function, $x=r Z^{1 / 3} / b$; $b=(3 \pi / 4)^{2 / 3} \hbar^{2} / 2 m e^{2}$.

Suppose the kinetic energy of an incident particle is so large that a classical trajectory of the incident particle is a straight-line. This assumption is also valid for incident particles with low energies but at great impact parameters $l$. Let $z$ be the axis of a fixed system of cylindrical coordinates with a radius vector equal to an impact parameter $l$. It is useful to choose the $z$-axis parallel to the rectilinear trajectory of the incident particle. Taking into account that $r^{2}=z^{2}+l^{2}$ the spatial volume element $d V$ may be written

$$
\begin{equation*}
d V=4 \pi \frac{r d r}{\left(r^{2}-l^{2}\right)^{1 / 2}} l d l \tag{6}
\end{equation*}
$$

Let us now compare the expression (3) for the delta-electron spectrum with the classical definition of the scattering probability density $d P / d W$ [5]:

$$
\begin{equation*}
\frac{d \sigma}{d W}=2 \pi \int_{0}^{\infty} \frac{d}{d W} P(W, l) l d l \tag{7}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\frac{d P}{d W}=\frac{2}{\pi^{2} \hbar^{3}} \int_{l 0}^{\infty} \int_{\Delta E}(r, p) p^{2} d p \frac{r d r}{\left(r^{2}-l^{2}\right)^{1 / 2}} \tag{8}
\end{equation*}
$$

To calculate the integral over $p$ in Eq. (8) it is necessary to solve the system of inequalities in (2). Let us define the dimensionless variables given by

$$
\begin{gathered}
\kappa=b /\left(e^{2} Z^{4 / 3}\right) ; \quad \varepsilon=-E \kappa \\
k^{2}=\kappa p^{2} / 2 m ; \quad t=m T_{1} \kappa / m_{1} \\
\eta=W \kappa ; \quad \rho=l Z^{1 / 3} / b
\end{gathered}
$$

In these notations Eq. (5) can be written

$$
\begin{equation*}
k^{2}+\varepsilon=\varphi(x) / x \tag{9}
\end{equation*}
$$

and the system of conditions (2)

$$
\begin{equation*}
\frac{\varphi(x)}{x}+\eta \leq\left(2 t^{1 / 2}-k\right)^{2} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(2 t^{1 / 2}-k\right)^{2} \leq \frac{\varphi(x)}{x}+\eta \leq\left(2 t^{1 / 2}+k\right)^{2} \tag{11}
\end{equation*}
$$

respectively.
Electrons are bound in an initial state, hence

$$
\begin{equation*}
\frac{\varphi(x)}{x}-k^{2} \geq 0 \tag{12}
\end{equation*}
$$

The joint solution of inequalities (10) and (12) is

$$
\left\{\begin{array}{l}
0 \leq k \leq 2 t^{1 / 2}-(\eta+\varphi(x) / x)^{1 / 2}  \tag{13}\\
0 \leq k \leq(\varphi(x) / x)^{1 / 2}
\end{array}\right.
$$

and corresponds to the region BCD in Fig. 1a, where $x_{1}$ is the solution of the equation

$$
\begin{equation*}
\frac{\varphi\left(x_{1}\right)}{x_{1}}=\frac{(4 t-\eta)^{2}}{16 t} \tag{14}
\end{equation*}
$$

and $x_{0}$ is the solution of the equation

$$
\begin{equation*}
\frac{\varphi\left(x_{0}\right)}{x_{0}}=4 t-\eta \tag{15}
\end{equation*}
$$

The joint solution of inequalities (11) and (12) is

$$
\begin{equation*}
\left|(\varphi(x) / x+\eta)^{1 / 2}-2 t^{1 / 2}\right| \leq k \leq(\varphi(x) / x)^{1 / 2} \tag{16}
\end{equation*}
$$

and corresponds to the region ABCE in Fig. 1a.
The system of conditions (13) has no solution at $4 t<\eta$. In this case the condition (16) is

$$
\begin{equation*}
(\varphi(x) / x+\eta)^{1 / 2}-2 t^{1 / 2} \leq k \leq(\varphi(x) / x)^{1 / 2} \tag{17}
\end{equation*}
$$



Fig. 1. Integration region in the $k$, $x$ plane. Lines EC and BC are plots of relationships $k=(\varphi / x)^{1 / 2}$ and $k=2 t^{1 / 2}-(\eta+\rho / x)^{1 / 2}$, respectively. Lines AB and FC are the relationship $k=(\eta+\varphi / x)^{1 / 2}-2 t^{1 / 2}$

The region corresponding to the inequality (17) at $4 t<\eta$ is shown in Fig. 1b by the curvilinear triangle FCE. Hence,

$$
\begin{equation*}
\int_{0}^{\infty} \sigma_{\Delta E} p^{2} d p=\int_{B C D} \sigma_{1} p^{2} d p+\int_{A B C E} \sigma_{2} p^{2} d p ; \quad 4 t \geq \eta \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} \sigma_{\Delta E} p^{2} d p=\int_{F C E} \sigma_{2} p^{2} d p ; \quad \text { if } \quad 4 t<\eta . \tag{19}
\end{equation*}
$$

Substituting for $\sigma_{1}$ and $\sigma_{2}$ from Eqs (2) and integrating over $p$ one obtains

$$
\begin{align*}
\frac{d P}{d W}= & \frac{1}{\pi}\left(\frac{3 \pi}{4}\right)^{5 / 3} \frac{Z_{1}^{2}}{Z^{7 / 3}} \frac{\hbar^{2}}{m e^{4}} \frac{1}{t}\left\{\int_{\rho}^{\infty} \frac{\varphi^{3 / 2} d x}{3 \eta^{2}\left[x\left(x^{2}-\rho^{2}\right)\right]^{1 / 2}}+\right. \\
+\int_{\rho}^{x_{1}} & {\left[\frac{4 t^{3 / 2}-2 a(\varphi / x)^{3 / 2}+(\varphi / x+\eta)^{1 / 2}(\eta-2 \varphi / x)}{12 \eta^{2}}-\right.} \\
& \left.\left.-\frac{1}{16\left((\varphi / x+\eta)^{1 / 2}-t^{1 / 2}\right)}\right] \frac{x d x}{\left(x^{2}-\rho^{2}\right)^{1 / 2}}\right\} \tag{20}
\end{align*}
$$

where $a=1$ at $4 t \geq \eta$ and $a=-1$ if $4 t<\eta$. Integrals in Eq. (20) must be equal to zero at $4 t<\eta$ and $\rho>x_{1}$, respectively.

The expression (20) is a general solution of the task. The electron production, corresponding to impact parameters $l$ from $l_{1}$ to $l_{2}$, may be found from

$$
\begin{equation*}
\frac{d \sigma_{12}}{d W}=2 \pi \int_{l_{1}}^{l_{2}} \frac{d P}{d W} l d l . \tag{21}
\end{equation*}
$$

## 3. Results and discussion

Let us introduce the notation

$$
\begin{equation*}
\frac{d P}{d W}=\left(\frac{3 \pi}{4}\right)^{2 / 3} \frac{\hbar^{2}}{2 m e^{4} Z^{4 / 3}} \frac{d P}{d \eta} \tag{22}
\end{equation*}
$$

thus at $\rho>x_{1}$ as well as at large energies of the projectile

$$
\begin{equation*}
t \eta^{2} \frac{Z}{Z_{1}^{2}} \frac{d P}{d \eta}=\frac{1}{2} \int_{\rho}^{\infty} \frac{\varphi^{3 / 2} d x}{\left[x\left(x^{2}-\rho^{2}\right)\right]^{1 / 2}} \tag{23}
\end{equation*}
$$

Evidently, this expression is a scaling law and describes an asymptotic behaviour of the value $d P / d W$ at large impact parameters. As an example of the results of calculation Figs 2 and 3 show an impact-parameter dependence of the delta-electron spectrum. The main result of this calculation is the following. The secondary electron production does not depend practically on the impact parameter at small $\rho$. The impact-parameter dependence of $d P / d \eta$ is identical to the scaling law (23) at large $\rho$. This is demonstrated in Fig. 2. Collisions with large impact parameters play a basic role at small energies of the incident particle and secondary electrons. This is connected with the fact that this range of energies corresponds to atomic electrons localized at great distances from the nucleus. The energy of outer electrons is very small, therefore its emission is more effective.

Unfortunately, there is no possibility to test these results of the calculation experimentally. Therefore, to test this method one can use the following procedure. Let us calculate the energy distribution of secondary electrons ejected in collision of heavy


Fig. 2. Impact-parameter dependence of the secondary electron production for various projectile energies. The solid curve is the scaling law


Fig. 3. Impact-parameter dependence of the secondary electron production for various delta-electron energies
charged particles using Eqs (7) and (19). By substituting Eq. (19) into Eq. (7) and interchanging the order of integration and taking account of [6]

$$
\begin{equation*}
\int_{0}^{\infty} \varphi^{3 / 2} x^{1 / 2} d x=1 \tag{24}
\end{equation*}
$$

one can obtain

$$
\begin{gather*}
\frac{d \sigma}{d \eta}=\left(\frac{3 \pi}{4}\right)^{7 / 3} \frac{\hbar^{4}}{m^{2} e^{4}} \frac{Z_{1}^{2}}{Z^{5 / 3}} \frac{1}{t}\left\{\frac{1}{3 \eta^{2}}+\right. \\
+\int_{0}^{x_{1}}\left[\frac{4 t^{3 / 2} x^{2}-2 a \varphi \varphi^{3 / 2} x^{1 / 2}+(\varphi+\eta x)^{1 / 2}(\eta x-2 \varphi) x^{1 / 2}}{12 \eta^{2}}-\right. \\
\left.\left.-\frac{x^{5 / 2}}{16\left((\varphi+\eta x)^{1 / 2}-(t x)^{1 / 2}\right)}\right] d x\right\} \tag{25}
\end{gather*}
$$

The integral in Eq. (25) has a very small value at large energies of the incident particle. The first term in Eq. (25) is the well-known Livingston-Bethe formula [7]. In the usual notations it is

$$
\begin{equation*}
\frac{d \sigma}{d W}=\frac{2 \pi e^{4}}{m v_{1}^{2}} \frac{Z_{1}^{2}}{W^{2}} Z \tag{26}
\end{equation*}
$$

But it is known [8] that the expression (26) is valid in a very limited range of energies of the incident particle and secondary electrons. The validity range of Eq. (25) is more wide. Therefore, one can conclude that the expression (25) is the generalization of the Livingston-Bethe formula and the first term in Eq. (20) is the semiclassical impactparameter expansion of Eq. (26).

Typical results of the differential cross section for the delta-electron emission are shown in Fig. 4. It should be noted that these correspond fully to known theoretical [8] and experimental [9] results.


Fig. 4. Energy distribution of delta-electrons for various incident particle energies

## 4. Conclusion

This method of calculation is a high-energy formulation, in the sense that it is expected to be valid only for the secondary particle energies much larger than the maximum electron energy (or the minimum binding energy) for a given atom.

All results of this work were obtained for the Thomas-Fermi screening function. Any radially non-restricted model of an atom may be used for the calculation of $d P / d W$ or $d \sigma / d W$ using Eqs (20) and (25), respectively.

There is a number of problems connected with a successful application of this method of calculation. One problem is the study of the secondary electron emission accompanying the collisions of channelled heavy charged particles moving in a crystal. The bremsstrahlung from secondary electrons ejected in collisions of heavy particles with atoms can be studied effectively using this model.

[^12]
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#### Abstract

In Parts I and II the inelastic mean free path of electrons has been determined from their elastic scattering measured by elastic peak electron spectroscopy. The simple theoretical model based on the Thomas-Fermi-Dirac (TFD) atomic potential has been extended to higher kinetic energies. The $\sigma_{\text {eff }}$ effective and $\sigma_{T}$ total elastic scattering cross sections have been calculated for $Z=2-50$ atomic number and $E=5-40 \mathrm{keV}$ kinetic energy range. The $\sigma_{\text {eff }}$ values deduced from Riley's results are similar and agree within a factor of 2 . The elastic differential cross sections determining also the angular distribution of elastic scattering are discussed for the TFD, screened Rutherford, Fink and Riley models. The application of elastic scattering is promising for scanning electron and Auger microscopy and for thin film in depth analysis using REELS and EPES. Some possibilities are briefly treated.


## Introduction

In Part I of this work [1] a simplified method has been described for determining the inelastic mean free path (IMFP) by evaluating EPES experimental data [2] with Eqs (4-6) in [1]. The effective scattering cross sections have been tabulated in [1] for the $Z=2-50$ atomic number and $E=1-3 \mathrm{keV}$ kinetic energy range.

Very recently elastic scattering came in the focus of interest for scanning electron microscopy. A number of new works have been published in this field by Niedrig [3], Seiler [4], Reimer [5], Hoffmann et al [6], dealing also with the differential scattering cross sections $\frac{d \sigma(\Theta)}{d \Omega}$ and considering previously published tabulated data of Riley et al [7].

[^13]As shown in [1] the probability of electron elastic scattering $P_{e}$ is:

$$
\begin{equation*}
P_{e}=\lambda N_{A} \sigma_{\mathrm{eff}}, \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
\sigma_{\mathrm{eff}}=2 \pi \int_{\pi / 2}^{\pi} \frac{d \sigma(\Theta)}{d \Omega} \frac{\sin \Theta}{1-\sec \Theta} d \Theta \tag{2}
\end{equation*}
$$

denoting by $\Theta$ the scattering angle and by $N_{A}$ the density of atoms in the solid.
In this paper $\sigma_{\text {eff }}$ calculations based on the Thomas-Fermi-Dirac potential model are extended to the $E=5-40 \mathrm{keV}$ kinetic energy range useful for electron microscopy. $\frac{d \sigma(\Theta)}{d \Omega}$ has been calculated for angular corrections in EPES experimental work and electron microscopy applications. The total elastic scattering cross sections $\sigma_{T}$ have been calculated with TFD model.

In this Part III the same notations are used as in Part I [1].

## 1. The effective backscattering cross sections for the $E=5-40 \mathrm{keV}$ range

The $\sigma_{\text {eff }}$ elastic backscattering cross sections have been calculated for the $Z=2-$ 50 atomic number range using the Thomas-Fermi-Dirac (TFD) atomic potential model as described in [1]. Our extended $\sigma_{\text {eff }}$ data versus $Z$ are presented in Figs 1 and 2.

For comparing our $\sigma_{\text {eff }}$ data with those deduced from Riley's work some results are recollected in Table I. In Riley's paper [7] tabulated $\frac{d \sigma(\Theta)}{d \Omega}$ results have been published for a number of elements and some selected $E$ kinetic energy values. To determine $\lambda$ by EPES, $\frac{d \sigma(\Theta)}{d \Omega}$ values are needed in the $\Theta=90-180^{\circ}$ range. The steps in Riley's Tables are $\Delta \Theta=10^{\circ}$ in this range.

In Table I $\sigma_{\text {eff }}$ is given also for Ta and Au using Riley's data missing in [1] since the first Born approximation is valid below $Z<50$ [8].

Comparing the $\sigma_{\text {eff }}$ data of Table I with those in [1] calculated with the TFD etc. models, they agree within a factor $0.5-0.86$ and they exhibit similar variations with $Z$ and $E$.

## 2. Differential elastic scattering cross-sections

In the literature abundant data are available on the differential elastic crosssections [5], [7], Fink [9], Ichimura [10]. Ichimura et al used the partial plane wave expansion method and for some elements they compared results with the screened Rutherford cross sections without indicating the screening factor. The various electron


Fig. 1. The variation of $\sigma_{\text {eff }}$ with atomic number $Z$ in the $5-15 \mathrm{keV}$ kinetic energy range


Fig. 2. The variation of $\sigma_{\text {eff }}$ with atomic number $Z$ in the $20-40 \mathrm{keV}$ kinetic energy range

Table I
The effective elastic backscattering cross sections calculated with Riley's data: for some elements: $\sigma_{\text {eff }}\left[10^{-18} \mathrm{~cm}^{2}\right]$

| $Z$ | Kinetic energy of electrons in keV |  |  |  |  |
| ---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 4 | 8 | 16 |
|  | 0.1736 | 0.04118 |  |  |  |
|  | 0.3188 | 0.07568 | 0.01788 | 0.004259 | 0.001024 |
|  | 0.9544 | 0.2177 | 0.05046 | 0.011886 | 0.002824 |
|  | 1.12305 | 0.2570 |  |  |  |
| 26 | 3.7056 | 1.0034 | 0.2403 | 0.05483 | 0.012766 |
| 29 | 4.5523 | 1.2735 | 0.3104 | 0.07109 | 0.01643 |
| 42 | 7.0836 | 2.5299 | 0.6969 | 0.1705 | 0.03996 |
| 47 | 7.8817 | 2.9891 |  |  |  |
| 73 | 11.341 | 5.1951 |  |  |  |
| 79 | 11.1495 | 5.61959 |  |  |  |

scattering models supply considerable differences in $\frac{d \sigma(\Theta)}{d \Omega}$ for very low angle scattering ( $\Theta \cong 0$, forward scattering).

Some of our $\frac{d \sigma(\Theta)}{d \Omega}$ results calculated with the TFD model are presented in Table II for $Z=8$ and $29, E=1$ and 2 keV kinetic energy. They are compared with the screened Rutherford cross sections (screening factor $=1$ ) using the Wentzel formula cited by Niedrig [11]. In Table II comparison is made with the Mott factor R [5] denoting the ratio of cross section TFD/screened Rutherford.

To determine the IMFP by EPES, electron spectrometers are used. Experimental data have been reported using CMA [8] or retarding field analyser (RFA) [12-13]. The CMA is collecting electrons under $\Theta=138^{\circ}$ scattering angle with $\Delta \alpha=7^{\circ}$ opening whereas the retarding field analyser is integrating electrons scattered within $\alpha=180^{\circ}-\Theta, \alpha=6$ to $52^{\circ}$.

The distribution of electrons scattered at angle $\alpha N_{e n}(\alpha, Z)$ is determined by [1], [13], [16]

$$
\begin{equation*}
N_{e n}(\alpha, Z) \sim \frac{d \sigma(\alpha, Z)}{d \Omega} \frac{\sin \alpha}{1+\sec \alpha} \Delta \alpha . \tag{3}
\end{equation*}
$$

$\Delta \alpha$ is the angular opening of the spectrometer.
In Figs 3-5 the normalized $N_{e n}(\alpha, Z)$ distributions are plotted versus $\alpha$ for the TFD, Fink and Riley differential scattering cross sections and compared with the Lambertian distribution. $\alpha=42^{\circ}(\mathrm{CMA})$ and the integration limits $\alpha=6^{\circ}$ and $52^{\circ}$ (RFA) [12-13] are marked in the Figures. They are needed for evaluating experimental data.

Comparing Figs 3-5 remarkable differences can be found among the three models. Using the TFD model (Fig. 5) the angular distribution of backscattered


Fig. 3. The normalized angular dependence $N_{e n}(\alpha, Z)$ of elastically scattered electrons, based on the TFD model. The upper curves present comparison of O and Mo resp. with Ga on enlarged scale. Kinetic energy 1.5 keV


Fig. 4. The angular dependence of $N_{e n}(\alpha, Z)$ for $\mathrm{O}, \mathrm{Ga}$ and Mo based on Fink's data. Kinetic energy 1.5 keV
electrons hardly differs. On the upper part of Fig. $5 N_{e n}(\alpha, Z)$ are compared for $Z=8,31$ and 42 , resp. In the backscattered angular range max. $\pm 2 \%$ deviations occur.

In Fig. $5 N_{e n}(\alpha, 79)$ is presented for Au. The shift of the maximum toward low $\alpha$ has been mentioned in [12, 13], however, the extreme low value at $\alpha=42^{\circ}$ is

Table II
The differential elastic scattering cross sections in $10^{-16} \mathrm{~cm}^{2} / \mathrm{sr}$ units for Al and Cu , calculated with the TFD model and for comparison the corresponding Mott factors ( $X=1$ )

| Angle | Al 1 keV |  | Cu 1 keV |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\frac{d \sigma(\Theta)}{d \Omega}$ | $R$ | $\frac{d \sigma(\Theta)}{d \Omega}$ | $R$ |
|  |  |  |  |  |
| 0 | $0.1664+2$ | 2.68 | $0.4942+2$ | 4.66 |
| 5 | $0.1047+2$ | 2.05 | $0.3203+2$ | 3.39 |
| 10 | $0.4129+1$ | 1.31 | $0.1342+2$ | 1.94 |
| 15 | $0.1666+1$ | 0.976 | $0.5763+1$ | 1.274 |
| 20 | $0.7707+0$ | 0.843 | $0.2817+1$ | $1.00$ |
| 25 | $0.4033+0$ | 0.793 | $0.1543+1$ | 0.880 |
| 30 | $0.2320+0$ | 0.779 | $0.9205+0$ | 0.829 |
| 35 | $0.1434+0$ | 0.781 | $0.5858+0$ | 0.806 |
| 40 | $0.9380-1$ | 0.789 | $0.3919+0$ | 0.799 |
| 45 | $0.6420-1$ | 0.801 | $0.2730+0$ | 0.798 |
| 50 | $0.4557-1$ | 0.811 | $0.1968+0$ | 0.802 |
| 55 | $0.3342-1$ | 0.822 | $0.1461+0$ | 0.807 |
| 60 | $0.2519-1$ | 0.831 | $0.1112+0$ | 0.812 |
| 65 | $0.1946-1$ | 0.840 | $0.8660-1$ | 0.818 |
| 70 | 0.1535-1 | 0.848 | 0.6882-1 | 0.823 |
| 75 | 0.1235-1 | 0.855 | $0.5569-1$ | 0.829 |
| 80 | $0.1011-1$ | 0.862 | $0.4582-1$ | 0.834 |
| 85 | $0.8408-2$ | 0.867 | $0.3829-1$ | 0.839 |
| 90 | $0.7096-2$ | 0.872 | $0.3244-1$ | 0.843 |
| 95 | $0.6071-2$ | 0.877 | $0.2785-1$ | 0.847 |
| 100 | $0.5260-2$ | 0.881 | $0.2420-1$ | 0.851 |
| 105 | $0.4610-2$ | 0.885 | $0.2127-1$ | 0.854 |
| 110 | $0.4086-2$ | 0.888 | $0.1890-1$ | 0.858 |
| 115 | $0.3659-2$ | 0.891 | $0.1696-1$ | 0.860 |
| 120 | $0.3310-2$ | 0.894 | $0.1537-1$ | 0.863 |
| 125 | $0.3022-2$ | 0.896 | $0.1406-1$ | 0.865 |
| 130 | $0.2785-2$ | 0.898 | $0.1298-1$ | 0.868 |
| 135 | $0.2589-2$ | 0.909 | 0.1208-1 | 0.870 |
| 140 | $0.2427-2$ | 0.902 | $0.1134-1$ | 0.872 |
| 145 | $0.2294-2$ | 0.903 | $0.1072-1$ | 0.873 |
| 150 | $0.2185-2$ | 0.904 | $0.1022-1$ | 0.874 |
| 155 | 0.20975-2 | 0.905 | $0.9823-2$ | 0.875 |
| 160 | $0.2029-2$ | 0.906 | $0.9508-2$ | 0.876 |
| 165 | $0.1979-2$ | 0.907 | $0.9271-2$ | 0.877 |
| 170 | $0.1942-2$ | 0.907 | $0.9106-1$ | 0.877 |
| 175 | $0.1921-2$ | 0.907 | 0.9008-2 | 0.878 |
| 180 | 0.1914 -2 | 0.907 | 0.8977 -2 | 0.878 |

Table II (cont.)

| Angle $\Theta^{0}$ | Al 2 keV |  | Cu 2 keV |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\frac{d \sigma(\Theta)}{d \Omega}$ | $R$ | $\frac{d \sigma(\Theta)}{d \Omega}$ | $R$ |
| 0 | $0.1664+2$ | 2.68 | $0.4942+2$ | 4.66 |
| 5 | $0.7242+1$ | 1.29 | $0.2269+2$ | 2.68 |
| 10 | $0.1923+1$ | 1.01 | $0.6585+1$ | 1.35 |
| 15 | $0.6465+0$ | 0.825 | $0.2393+1$ | 0.960 |
| 20 | $0.2735+0$ | 0.781 | $0.1074+1$ | 0.841 |
| 25 | $0.1353+0$ | 0.782 | $0.5546+0$ | 0.805 |
| 30 | $0.7463-1$ | 0.795 | $0.3154+0$ | 0.798 |
| 35 | $0.4459-1$ | 0.812 | $0.1928+0$ | 0.802 |
| 40 | 0.2835-1 | 0.827 | $0.1247+0$ | 0.810 |
| 45 | $0.1896-1$ | 0.841 | $0.8444-1$ | 0.818 |
| 50 | $0.1321-1$ | 0.853 | $0.5946-1$ | 0.826 |
| 55 | $0.9537-1$ | 0.863 | $0.4329-1$ | 0.835 |
| 60 | $0.7096-2$ | 0.872 | $0.3244-1$ | 0.843 |
| 65 | $0.5422-2$ | 0.880 | 0.2493-1 | 0.850 |
| 70 | $0.4240-2$ | 0.887 | $0.1960-1$ | 0.857 |
| 75 | $0.3385-2$ | 0.893 | $0.1572-1$ | 0.863 |
| 80 | $0.2754-2$ | 0.898 | $0.1283-1$ | 0.868 |
| 85 | $0.2278-2$ | 0.903 | 0.1065-1 | 0.873 |
| 90 | $0.1914-2$ | 0.907 | $0.8977-2$ | 0.878 |
| 95 | $0.1631-2$ | 0.911 | $0.7670-2$ | 0.882 |
| 100 | $0.1408-2$ | 0.914 | $0.6638-2$ | 0.886 |
| 105 | 0.1231-2 | 0.918 | $0.5814-2$ | 0.889 |
| 110 | 0.1088-2 | 0.920 | $0.5150-2$ | 0.893 |
| 115 | $0.9722-3$ | 0.923 | $0.4610-2$ | 0.895 |
| 120 | $0.8778-3$ | 0.925 | $0.4168-2$ | 0.898 |
| 125 | 0.8002-2 | 0.927 | $0.3805-2$ | 0.900 |
| 130 | $0.7363-3$ | 0.929 | $0.3505-2$ | 0.902 |
| 135 | $0.6836-3$ | 0.930 | $0.3258-2$ | 0.905 |
| 140 | $0.6401-3$ | 0.931 | $0.3053-2$ | 0.906 |
| 145 | $0.6044-3$ | 0.933 | $0.2885-2$ | 0.908 |
| 150 | $0.5753-3$ | 0.934 | 0.2748 -2 | 0.909 |
| 155 | $0.5520-3$ | 0.934 | $0.2638-2$ | 0.910 |
| 160 | $0.5337-3$ | 0.935 | $0.2552-2$ | 0.911 |
| 165 | 0.5195-3 | 0.936 | $0.2487-2$ | 0.911 |
| 170 | 0.5104-3 | 0.936 | $0.2442-2$ | 0.912 |
| 175 | $0.5046-3$ | 0.936 | $0.2416-2$ | 0.912 |
| 180 | $0.5029-3$ | 0.436 | $0.2407-2$ | 0.912 |



Fig. 5. The angular dependence of $N_{\text {en }}(\alpha, Z)$ based on Riley's data for $\mathrm{O}, \mathrm{Al}, \mathrm{Cu}$ and Au. Kinetic energy 2 keV
contradictory to experimental results $[2,8,12,13]$. On the other hand, for low atomic numbers $(Z \leq 15)$ the angular distributions are very similar for the TFD and Riley models.

For elastic peak electron spectroscopy the $\alpha=0-90^{\circ}$ angular range is used. The angular distribution of elastic scattering, however, is very important in Monte Carlo analysis of scattering processes (Shimizu et al [14], Fitting [15]). Very recently a Monte Carlo analysis for multiple elastic scattering has been elaborated using the TFD model [16] and supplying a more accurate approach for determining $\lambda$.

## 3. The total elastic scattering cross section

Integrating $d \sigma(\Theta) / d \Omega$ supplies the total elastic scattering cross sections $\sigma_{T}$, an important physical parameter needed also for Monte Carlo analysis [14-16]. In the recent literature several papers have been published containing $\sigma_{T}$ data [5, 7, 17]. They are more or less different, like $d \sigma(\Theta) / d \Omega$, corresponding to the model used in calculations. $\sigma_{T}$ has been calculated for selected elements and kinetic energies. In this work $\sigma_{T}$ has been calculated for $Z=2-50$ atomic number and $E=1-15 \mathrm{keV}$ kinetir energy range using the Hartree-Fock, Thomas-Fermi and Thomas-Fermi-Dirac atomic potential models [1]. Some results are presented in Fig. 6 for C, O, Al, Ti, Ge, $\mathrm{Cu}, \mathrm{Mo}$, etc.

Regarding our recent results, $\sigma_{T}$ calculated with the Hartree-Fock or 'ThomasFermi models are somewhat larger than those deduced by the TFD model. Our $\sigma_{T}$ data


Fig. 6. The dependence of $\sigma_{T}$ on the kinetic energy, based on the TFD model
are higher than Ichimura's or Riley's results. For low atomic numbers $Z \leq 13$ they are quite close. $\sigma_{T}$ cross sections are approaching with increasing kinetic energy for all the models. Our $\sigma_{T}$ results exhibit similar character for the total $Z=2-50$ range like the corresponding $\sigma_{\text {eff }}$ data presented in detail in [1].

## 4. Applications of elastic electron scattering in thin film studies

Niedrig [3] and Seiler [4] discussed applications of elastic peak electron spectroscopy to scanning electron microscopy (SEM) in their lectures presented at EUREM'84. Beside of many details of applications the image contrast can be improved considerably in this way. For this purpose the effective elastic scattering cross sections have been calculated by extending the kinetic energy range up to 40 keV as discussed in paragraph 1 of this paper. The angular distribution of elastic scattering is determined by the differential cross sections being very important also in SEM and treated in Section 2 of this paper. Conventional scanning electron microscopes are not supplied with an electron spectrometer. Scanning Auger microscopes are confined to
the $E \leq 2-3 \mathrm{keV}$ energy range. A double pass CMA operating up to 20 keV has been described by Varga et al [18].

Beside topographic surface studies, the depth profiling of thin films is very important and needed in electron microprobe analysis. Recently Pouchou [19] developed EPMA for in-depth profiling thin films by scanning the primary energy and analysing X-ray (or soft X-ray) emission peaks. By this method a wide range of film thickness can be analysed. The depth resolution is determined and limited by the total wide range of impinging electrons.

A much better depth resolution can be achieved by ion milling generally used in thin film in-depth profiling, its depth resolution, however, is determined and limited by ion beam effects and artifacts.

Presently the best depth resolution in thin film analysis is obtained by angular resolved X-ray photoelectron spectroscopy (ARXPS). The range of analysis is determined by the X-ray source (in practice using Mg or Al anodes) making 3-4 nm. Similar good depth resolution can be expected of elastic electron scattering. EPES can be used for non destructive depth profiling of thin films by scanning the primary energy. A two components system (e.g. oxide on a metal or semiconductor) can be studied in this way. As shown in [2] the information depth of EPES makes $\lambda$ for a CMA type spectrometer. A similar possibility is offered by REELS (EELS in reflection mode) applying plasmon or core level loss peaks [20, 21].
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#### Abstract

The influence of the Grand Unification scale on the thermal history of the early Universe is discussed. Above $M \simeq 6.8 \cdot 10^{15} \mathrm{GeV}$ the irreversibilities seem to be too strong to ignore them, and the usual calculations lose their validity. Therefore at such scale parameters the low upper bound yielded by observations for the monopole/entropy ratio is not neccessarily a counterevidence against the minimal $\mathrm{SU}(5) \mathrm{GUT}$.


To describe the very early Universe one needs a theory with definite predictions at energies much higher than the observed particle masses. This is the case in Grand Unified Theories (GUTs). Such theories contain a mass scale parameter $M$, much higher than the experimentally accessible energies, so it cannot be directly measured. If $M$ is taken as a free parameter, it seems that any choice for it leads to some problem. If $M$ is too low, the proton lifetime is too short (except for sophisticated models where it is absolutely stable [1]). At medium values the monopole problem appears: the massive monopoles created in the symmetry breaking phase transition tend to survive and to dominate the present Universe, leading to unacceptable dynamical consequences [25]. Finally, for too high $M$ values the predictions of the present form of the theory cease to be definite [2].

Perhaps the most direct contradiction between theory and observation is represented by the monopole dominance. Various mechanisms have been suggested for avoiding this problem, as inflation [6-8], multiple phase transition [9], colors for monopoles [10], exponential suppression by a Boltzmann factor [11], etc. It has also been observed that one can at least choose among the above problems. Namely, extreme values of $M$ may eliminate the monopole problem in some sense [2, 12], because the recent predictions for the surviving monopole number are not valid if
a) $M<10^{10} \mathrm{GeV}$, when the annihilation rate is high enough, or if
b) $M>3 \cdot 10^{17} \mathrm{GeV}$, when the monopole mass is above the Planck mass. Then the calculations would need a full and well elaborated quantum gravity theory, which is not at reach.
In Case b) there is no prediction for the surviving monopole number, so, according to the presumption of innocence, there is no evidence against GUT. Nevertheless, the critical value for $M$ seems to be improbably high [2, 12].

Here we are going to show a lower value for $M$, above which the validity of the recent calculations is not well founded. Namely, the effects of some irreversible processes increase with $M$ [13] so that for some higher values of $M$ they are to be taken into account, but from a critical value $M=M_{\text {crit }} \simeq 10^{16} \mathrm{GeV}$ there is no more guarantee whatsoever that the only technically accessible formalism for their calculation-the linear perturbation technique-still yields realistic results. In addition to this, calculations performed above $\boldsymbol{M}_{\text {crit }}$ lead to violation of the dominant energy condition [14] which may also be a signal that the model may have been used beyond the limits of its applicability. Since a more general proper inequilibrium treatment seems to be not at reach, so, from a technical viewpoint, we arrive at a limit above which the recent calculations are no more reliable. While such a value may still be too high compared to the extrapolations of low energy observations, it is definitely more conceivable than the quantum limit $M=3 \cdot 10^{17} \mathrm{GeV}$, so this technical upper limit deserves some attention.

Assume that the matter is a charge-symmetric fluid (which seems to be true for the very early Universe), and that the linear transport laws are valid. Then, for a parabolic Robertson-Walker Universe, the evolution is governed by the equations [13]

$$
\begin{align*}
\ddot{R} & =-\frac{4 \pi}{3 m_{\mathrm{Pl}}^{2}}\left(\rho+3 p-9 \zeta \frac{\dot{R}}{R}\right) R \\
\dot{R}^{2} & =\frac{8 \pi}{3 m_{\mathrm{Pl}}^{2}} \rho R^{2}  \tag{1}\\
p & =p(T) \\
\zeta & =\zeta(T) \\
\rho & =T p_{T}-p
\end{align*}
$$

where $m_{\mathrm{Pl}}$ stands for the Planck mass, $1.22 \cdot 10^{19} \mathrm{GeV}, p$ is the pressure, $\rho$ is the energy density, $\zeta$ is the bulk viscosity coefficient, and the lower index denotes derivation; $\hbar=c$ $=k_{B}=1$. By eliminating the scale factor $R$ of the Universe, hence one gets an equation for the thermal history as follows [13]:

$$
\begin{equation*}
p_{T T} T \dot{T}=-3\left\{T p_{T} \frac{1}{m_{\mathrm{Pl}}} \sqrt{\frac{8 \pi}{3}\left(T p_{T}-p\right)}-8 \pi \frac{\zeta}{m_{\mathrm{Pl}}^{2}}\left(T p_{T}-p\right)\right\} . \tag{2}
\end{equation*}
$$

If the second term on the right hand side is not negligible, then the influence of the bulk viscosity is serious. If the second term dominates the first one, the temperature is increasing during expansion, and at the same time Eq. (1) shows that $\rho+P<0$ (where $P$ $=p-3 \zeta \dot{R} / R$ is the isotropic stress), so the dominant energy condition [14] is violated, too. An approximate balance of the two terms would lead to inflation [13], thus eliminating the monopole dominance [6].

Simple GUTs contain a single mass scale parameter, therefore the ratio of the two terms is a function of $M$ alone at the phase transition temperature, but the correct evaluation of Eq. (2) is still technically impossible. Let us assume a radiationdominated approximation [6] for $p$ :

$$
\begin{equation*}
p(T)=\frac{\pi^{2}}{90} N T^{4} \tag{3}
\end{equation*}
$$

where $N \simeq 160$ in minimal GUT. Assume, too, that the symmetry breaking phase transition is of first order. Then the transition temperature $T_{\mathrm{tr}}$, the massive boson (leptoquark) mass $m$ and the scale parameter $M$ are in the same order of magnitude, the numerical factors depend on the actual model (for further discussions see e.g. [1] and [15]). As a model-independent estimation here we take

$$
\begin{equation*}
T_{\mathrm{tr}}=m=M \tag{4}
\end{equation*}
$$

If $T_{\mathrm{tr}}$ and $m$ are in the same order of magnitude, the bulk viscosity is substantial. Namely, in a gas of point particles a bulk viscosity appears [16] which is maximal at $T \sim m$. If the cross section is $\sigma \sim \alpha^{2} / T^{2}$, then, neglecting numerical factors of order of 1 , depending on the details of the differential cross section, the maximal value of $\zeta$ is

$$
\begin{equation*}
\zeta \simeq m^{3} / \alpha^{2} . \tag{5}
\end{equation*}
$$

Then, accepting the approximate equalities (3-5), just after the phase transition Eq. (2) yields

$$
\begin{gather*}
(\dot{T})_{T_{\mathrm{tr}}-0} \simeq-2 \pi m_{\mathrm{Pl}}^{2} x^{3}\left(\sqrt{\frac{N \pi}{45}}-\frac{3}{\alpha^{2}} x\right), \\
x=\frac{M}{m_{\mathrm{Pl}}} \tag{6}
\end{gather*}
$$

So the critical value separating cooling and heating is $x=5.5 \cdot 10^{-4}$, that is, $M=6.8 \cdot 10^{15} \mathrm{GeV}$. Thus, when $M$ is several times $10^{15} \mathrm{GeV}$, the irreversibilities are not negligible, the entropy is growing. Such an effect may lead to a low present monopole/proton ratio. Above $M=6.8 \cdot 10^{15} \mathrm{GeV}$ the linear approximation of momentum transfer leads to a reheated Universe going back to the symmetric phase.

Since the phase transition has obviously been finished, accepting the linear transport laws one could conclude that $M \leqslant 6.8 \cdot 10^{15} \mathrm{GeV}$. However, the applicability of the linear laws seems awkward at this $M$ value. First, $M>6.8 \cdot 10^{15} \mathrm{GeV}$ would
violate the energy positivity. While energy positivity is a principle rather than an established law [14] there are no evidences that $\rho+P<0$ violates fundamental laws, and such states can sometimes be produced by seemingly innocent transport laws (cf. Sol. VIII in [17]), on the other hand, $\rho+P<0$ states are sufficiently exotic to be sceptical about them. Second, the actual form of the isotropic stress in Eq. (1) is a power expansion in the deformation velocity tensor, and at the critical point the second term of the expansion is already greater than the first one.

Thus one should check the validity of the linear laws. They belong to nearequilibrium thermodynamics. This latter formalism is not self-consistent if the changes (e.g. in momentum distribution) are not moderate between two subsequent collisions. This, following the idea in [18] leads to an order of magnitude unequality

$$
\begin{equation*}
\frac{\left(s R^{3}\right)}{\left(s R^{3}\right)} \leqslant \frac{1}{\tau} . \tag{7}
\end{equation*}
$$

Now, calculating the entropy density $s$ from Eq. (3) and estimating the collision time as $\tau \sim(n \sigma)^{-1} \simeq(\alpha / \pi)^{2} N T$, one obtains that the two sides of inequality (7) are equal at $M=3.2 \cdot 10^{15} \mathrm{GeV}$ [19], which is in the same order of magnitude as the critical value of $\boldsymbol{M}$. Therefore the result is not decisive: it seems that if $M=6.8 \cdot 10^{15} \mathrm{GeV}$, the actual state is not necessarily far from equilibrium, but it is not necessarily near either. In any case, at $M=6.8 \cdot 10^{15} \mathrm{GeV}$ the irreversibilities are strong and important in the system, thus their neglection invalidates the usual calculations.

Because of the strong simplifications this calculation is scarcely more than a dimensional analysis. As such, it can, however, be used to formulate the following conclusions. Having so far no proper nonperturbative treatment of the momentum transfer processes in a GUT continuum near to the phase transition, the upper limit for $\boldsymbol{M}$, until which the recent calculations are reliable, is determined by the breakdown of the linear transport formalism. As far as this value can be estimated, it is in the same order of magnitude as the critical value $M=6.8 \cdot 10^{15} \mathrm{GeV}$, where the linear laws lead to the breakdown of the energy positivity. With such a high scale parameter two alternative conclusions would be possible: if the linear laws are still approximately valid, the entropy growth drives an inflation eliminating the monopole dominance; if the linear laws are not valid, one cannot make definite predictions without manufacturing nonperturbative techniques for the nonequilibrium thermodynamics of the GUT continuum (which may be quite as complicated technically as quantum gravity).

This technical upper limit lies well below $M \simeq 3 \cdot 10^{17} \mathrm{GeV}$, where the unknown quantum corrections are expected to become large. Of course, the troubles between $6.8 \cdot 10^{15} \mathrm{GeV}$ and $3 \cdot 10^{17} \mathrm{GeV}$ arise from less august source than those above $3 \cdot 10^{17} \mathrm{GeV}$. Nevertheless, from a higher (and still unoccupied) viewpoint the difference is not absolute but of degree, and in both cases the problems are technical. Namely, in the final and well elaborated unification of gravity and field theories both problems would be somehow solved.
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#### Abstract

Thermal properties of the normal Fermi liquid are studied including nonlinear corrections to the Landau kinetic theory. It is established that the effective mass formula is temperature invariant. The expressions for the most important thermal quantities are obtained with accuracy up to $T^{3}$ order. The corrections obtained include the additional external parameters being essential to the nonlinear approach.


## 1. Introduction

The purpose of the present paper is to rediscuss the thermal properties of the normal Fermi liquid including nonlinear corrections to the Landau theory (cf. [1][4]). The nonlinear generalization of the Landau theory is based on some quasiparticle-effective-interaction extensions which are introduced in [5]. In this paper we have obtained formulae for such characteristics of the normal Fermi liquid as heat capacity, entropy, compressibility and pressure. New parameters analogous with Landau amplitudes, i.e. the derivatives of Landau's $f_{P P^{\prime}}$ interaction function with respect to lengths of momentum vectors and the same for the additional interaction function $g_{P P^{\prime} P^{\prime \prime}}$ (cf. [5]), enter all the obtained formulae.

Our results are equivalent in the lowest order with respect to temperature to the previous calculations performed originally by Landau in the linear approximation (cf. [1]-[2]). Heat capacity of the normal Fermi liquid was considered also by Richards (cf. [11]), in the framework of the linear theory. His results, analogous, however, with the respective ones from the present paper, were calculated in an inconsistent way due to exceeding the accuracy of the linear approach. Our predictions concerning the hydrodynamic sound velocity are, in the limit $T=0$, in a good agreement with the respective ones in the original theory (cf. [3]-[4]).

Let us emphasize that we do not consider an influence of collective excitations of the system on the thermal characteristics, even though it is well known that some

[^14]singular contributions are connected with the coupling of quasiparticles with the collective excitations. For the entropy of the system such a term is of the type $T^{3} \ln T$. That problem was previously examined for the scattering of quasiparticles with a small energy and momentum transfer by Amit et al (cf. [6]-[8]), and recently for spin fluctuations by Pethick et al (cf. [9]-[10]).

All corrections obtained in the present paper are rather small in comparison with the non-analytic terms mentioned above which play the major role for the lowest temperatures. Nevertheless, it seems that the recent development of the experiment in the topic of normal $\mathrm{He}^{3}$ (cf. [13]-[14]) needs inclusion of more precise, nonlinear analytical-type corrections to the thermal characteristics of this system.

## 2. Thermodynamics of the normal Fermi liquid

In this part of the paper we discuss the thermodynamics of the normal Fermi liquid in the framework of the nonlinear Landau theory proposed in [5].

Let us briefly recall the main assumptions of that approach. It is based on the Landau idea that the ground state and lowlying excited states of Fermi liquid exactly correspond with the respective states of Fermi gas, which makes an introduction of the distribution function of quasiparticles $n_{P}$ possible (cf. [1]-[4]). For the ground state it is assumed that as for Fermi gas: $n_{P}^{0}=1-\vartheta\left(\varepsilon_{P}-\mu_{0}\right), \mu_{0}$ is the chemical potential at $T=0$ and $\varepsilon_{P}$ is the quasiparticle energy. The energy of the system is a functional with respect to $\delta n_{P}=n_{P}-n_{P}^{0}$ (cf. [5]):

$$
\begin{equation*}
\varepsilon E=\sum_{P}\left(\tilde{\varepsilon}_{P}-\mu_{0}\right) \delta n_{P}, \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\varepsilon}_{P}=\varepsilon_{P}^{0}+\sum_{P^{\prime}} f_{P^{\prime}} \delta n_{P^{\prime}}+\sum_{P^{\prime} P^{\prime \prime}} g_{P P^{\prime} P^{\prime \prime}} \delta n_{P^{\prime}} \delta n_{P^{\prime \prime}} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{P}^{0}=\mu_{0}+v_{F}\left(|P|-P_{F}\right)+\alpha\left(|P|-P_{F}\right)^{2}, \tag{3}
\end{equation*}
$$

$P_{F}$ is the Fermi momentum, $v_{F}=P_{F} / m^{*}$ is the Fermi velocity, $m^{*}$ is the effective mass, $\alpha$ is an additional parameter introduced in order to include the nonlinear correction to $\varepsilon_{P}^{0}, f_{P P^{\prime}}$ is the obvious Landau function. The function $g_{P P^{\prime} p^{\prime \prime}}$ is the kernel of the introduced nonlinear term into the energy expansion. We have assumed that for shortrange forces:

$$
f_{P P^{\prime}}\left(x, x^{\prime}\right) \sim \delta\left(x-x^{\prime}\right), \quad g_{P P^{\prime} P^{\prime \prime}}\left(x, x^{\prime}, x^{\prime \prime}\right) \sim \delta\left(x-x^{\prime}\right) \delta\left(x-x^{\prime \prime}\right) .
$$

In order to be consistent with that accuracy, the effective interaction functions $f$ and $g$ do not depend only on the angles (i.e. on $\hat{P} \circ \hat{P}^{\prime}$ ), but should be also the functions of magnitudes of the momentum vectors. Further via the Landau kinetic equation together with the gauge invariance, one can obtain the following formulae for the
effective mass $m^{*}$ and $\alpha$ (cf. [5]):

$$
\begin{gather*}
m^{*}=m\left(1+\left.\frac{1}{3} F_{1}\right|_{|P|=\left|P^{\prime}\right|=P_{F}}\right),  \tag{4}\\
\alpha=\frac{1}{2}\left(\frac{1}{m}+\left.\frac{P_{F}^{2}}{9 m^{* 2}} N_{0} G_{110}\right|_{|P|=\left|P^{\prime}\right|=\left|P^{\prime \prime}\right|=P_{F}}\right), \tag{5}
\end{gather*}
$$

where $m$ is the bare mass of the particle, $N_{0}$ is the density of states on Fermi surface, $F_{1}$ is the spin symmetric part of the first Lengendre amplitude of $f_{P P}$, multiplied by $N_{0}$ and

$$
\left.G_{110}\right|_{|P|=P^{\prime}\left|=\left|P^{י^{\prime \prime}}\right|=P_{F}\right.}=-\left.\frac{3 m^{*}}{P_{F} N_{0}} \frac{\partial F_{1}}{\partial|P|}\right|_{|P|=\left|P^{\prime}\right|=P_{F}}
$$

where indices of $G$ correspond to a special choice of an angular representation for $g_{P P^{\prime} P^{\prime \prime}}$ (for details cf. [5]).

Now we pay our attention to static thermal properties of the system described in the above manner. The quasiparticle distribution function $n_{P}$ can be found from the maximum entropy principle. The entropy of the system can be written in the standard form (cf. [1]):

$$
\begin{equation*}
S=-\sum_{P}\left\{n_{P} \ln n_{P}+\left(1-n_{P}\right) \ln \left(1-n_{P}\right)\right\} \tag{6}
\end{equation*}
$$

Taking the additional conditions into account:

$$
\begin{equation*}
\delta E=\sum_{P}\left(\tilde{\varepsilon}_{P}-\mu_{0}\right) \delta n_{P}=0 \quad \text { and } \quad \delta N=\sum_{P} \delta n_{P}=0 \tag{7}
\end{equation*}
$$

we obtain the well-known formula for the distribution function:

$$
\begin{equation*}
\tilde{n}_{P}^{0}=\left(\exp \left(\frac{\tilde{\varepsilon}_{P}-\mu}{T}\right)+1\right)^{-1} \tag{8}
\end{equation*}
$$

where $\mu$ is the chemical potential at temperature T. Note that Eq. (8) does not give the explicit form of $\tilde{n}_{P}^{0}$ because $\tilde{\varepsilon}_{P}$ also depends on $\tilde{n}_{P}^{0}$. The formula (8) describes the equilibrium distribution function for $T \neq 0$. In the kinetic equation, however, $\delta n_{P}$ is a deviation of the quasiparticle distribution $n_{P}$ from the ground state

$$
n_{P}^{0}=1-\vartheta\left(\varepsilon_{P}-\mu_{0}\right)
$$

i.e.:

$$
\delta n_{P}=n_{P}-n_{P}^{0}
$$

For a nonequilibrium state for $T \neq 0$ we can write:

$$
\delta \tilde{n}_{P}=n_{P}-\tilde{n}_{P}^{0}=\delta n_{P}+\left(n_{P}^{0} \div \tilde{n}_{P}^{0}\right)
$$

It is easy to notice that (cf. [15]):

$$
\sum_{P}\left(\tilde{n}_{P}^{0}-n_{P}^{0}\right)=0, \quad \sum_{P} P\left(\tilde{n}_{P}^{0}-n_{P}^{0}\right)=0
$$

and

$$
\sum_{P} J\left[\delta n_{P}\right]=0, \quad \sum_{P} P J\left[\delta n_{P}\right]=0
$$

where $J\left[\delta n_{p}\right]$ is the collision integral. Hence the temperature does not influence a derivation of the formulae for $m^{*}$ and $\alpha$ performed in [5]. In the Landau-type theory the functions $f_{P P^{\prime}}$ and $g_{P P^{\prime} P^{\prime \prime}}$ are external parameters and we assume them to be independent of temperature. If we write now:

$$
\begin{equation*}
\tilde{\varepsilon}_{P}(T)=\varepsilon_{P}^{0}+\delta \varepsilon_{P}(T) \tag{10}
\end{equation*}
$$

where $\varepsilon_{P}^{0}$ is given by Eq. (3) (and is temperature independent) then $\delta \varepsilon_{P}(T)$ is defined by Eqs (2) - (3).

Let us emphasize that the small parameter of this theory:

$$
\begin{equation*}
\psi=\frac{\sum_{P}\left|\delta n_{P}\right|}{\sum_{P} n_{P}} \tag{11}
\end{equation*}
$$

can be written as $\psi=6 \ln 2 \frac{m^{*}}{P_{F}^{2}} T+O\left(T^{2}\right)$. The expansion of the energy given by formula (2) includes the terms of order up to $\psi^{3}$. Thus, the assumed accuracy with respect to the temperature is $T^{3}$.

The average number of quasiparticles in the normal Fermi liquid is defined as:

$$
\begin{equation*}
\langle N\rangle=\sum_{P} n_{P} \tag{12}
\end{equation*}
$$

We will use the standard formula for the pressure:

$$
\begin{equation*}
P=-\frac{T}{V} \sum_{P} \ln \left(1-n_{P}\right) \tag{13}
\end{equation*}
$$

Note that in our approximation the Fermi liquid is treated as a Fermi gas of quasiparticles with assumed dispersion $\tilde{\varepsilon}_{P}$ (cf. [1]-[4], [11]).

Let us consider the problem of performing the integration with respect to momentum in formulae (6) and (12)-(13). They have the general form $\sum_{P} K\left[\tilde{n}_{P}^{0}\right]$, where $K$ is the functional with respect to $\tilde{n}_{P}^{0}$. For this purpose we apply the procedure used by Richards (cf. [11]) which consists in a development of $K\left[\tilde{n}_{P}^{0}\right]$ into a power series with
respect to $\delta \varepsilon_{\mathbf{P}}(T)$. We can write:

$$
\begin{gather*}
\sum_{P} K\left[\tilde{n}^{0}\left(\tilde{\varepsilon}_{P}\right)\right]=V \int_{\lambda}^{+\infty} d \varepsilon \rho(\varepsilon) \int \frac{d \Omega}{4 \pi}\left\{K\left[\tilde{n}^{0}(\varepsilon)\right]+\right. \\
\left.+\left(\frac{\partial}{\partial \varepsilon} K\left[\tilde{n}^{0}(\varepsilon)\right]\right) \delta \varepsilon(\varepsilon)+\frac{1}{2}\left(\frac{\partial^{2}}{\partial \varepsilon^{2}} K\left[\tilde{n}^{0}(\varepsilon)\right]\right) \delta \varepsilon^{2}(\varepsilon)+\ldots\right\}, \tag{14}
\end{gather*}
$$

where

$$
\lambda=\varepsilon^{0}(P=0)
$$

and

$$
\rho(\varepsilon)=\frac{P^{2}}{\pi^{2} \hbar^{3}} \frac{d|P|}{d \varepsilon_{P}^{0}} .
$$

Taking into account the definition of the entropy (cf. Eq. (6)) we have:

$$
\begin{align*}
S & =-V \int_{\lambda}^{+\infty} d \varepsilon \rho(\varepsilon)\left\{\tilde{n}^{0}(\varepsilon) \ln \tilde{n}^{0}(\varepsilon)+\left(1-\tilde{n}^{0}(\varepsilon)\right) \ln \left(1-\tilde{n}^{0}(\varepsilon)\right)-\right. \\
& \left.-\frac{\varepsilon-\mu}{T} \tilde{n}^{0 \prime}(\varepsilon) \delta \tilde{\varepsilon}(\varepsilon)-\frac{1}{2}\left(\frac{\varepsilon-\mu}{T} \tilde{n}^{0 \prime \prime}(\varepsilon)+\frac{1}{T} \tilde{n}^{0 \prime}(\varepsilon)\right) \delta \tilde{\varepsilon}^{2}(\varepsilon)+\ldots\right\}= \\
& =\frac{V}{T} \int_{\lambda}^{+\infty} d \varepsilon\left\{\rho(\varepsilon)(\varepsilon-\mu)+R(\varepsilon)-\rho(\varepsilon) \delta \tilde{\varepsilon}(\varepsilon)-(\varepsilon-\mu) \frac{\partial}{\partial \varepsilon}(\rho(\varepsilon) \delta \tilde{\varepsilon}(\varepsilon))-\right. \\
& \left.-\frac{1}{2} \frac{\partial}{\partial \varepsilon}\left(\rho(\varepsilon) \delta \tilde{\varepsilon}^{2}(\varepsilon)\right)+\frac{1}{2} \frac{\partial^{2}}{\partial \varepsilon^{2}}\left((\varepsilon-\mu) \rho(\varepsilon) \delta \tilde{\varepsilon}^{2}(\varepsilon)\right)+\ldots\right\} \tilde{n}^{0}(\varepsilon), \tag{15}
\end{align*}
$$

where

$$
R(\varepsilon)=\int_{\lambda}^{\varepsilon} \rho\left(\varepsilon^{\prime}\right) d \varepsilon^{\prime}, \quad \delta \tilde{\varepsilon}(\varepsilon)=\int \frac{d \Omega}{4 \pi} \delta \varepsilon(\varepsilon)
$$

The integral in the above equation (and similar in the present paper) can be calculated using the so-called Sommerfeld method (cf. [12]). This is plausible by virtue of inequality $\mu \gg T$. Thus we can write as follows:

$$
\begin{align*}
\langle N\rangle & =V\left\{R(\mu)+c_{2} T^{2} \rho^{\prime}(\mu)+c_{4} T^{4} \rho^{\prime \prime \prime}(\mu)-\rho(\mu) \delta \tilde{\varepsilon}(\mu)-\right. \\
& \left.-\left.c_{2} T^{2} \frac{\partial^{2}}{\partial \varepsilon^{2}}(\rho(\varepsilon) \delta \tilde{\varepsilon}(\varepsilon))\right|_{\varepsilon=\mu}+\left.\frac{1}{2} \frac{\partial}{\partial \varepsilon}\left(\rho(\varepsilon) \delta \tilde{\varepsilon}^{2}(\varepsilon)\right)\right|_{\varepsilon=\mu}\right\},  \tag{16}\\
P & =\left\{\int_{\lambda}^{\mu} R(\varepsilon) d \varepsilon+c_{2} T^{2} \rho(\mu)+c_{4} T^{4} \rho^{\prime \prime}(\mu)-\int_{\lambda}^{\mu} \rho(\varepsilon) \delta \tilde{\varepsilon}(\varepsilon) d \varepsilon-\right.
\end{align*}
$$

$$
\begin{align*}
& \left.-\left.c_{2} T^{2} \frac{\partial}{\partial \varepsilon}(\rho(\varepsilon) \delta \tilde{\varepsilon}(\varepsilon))\right|_{\varepsilon=\mu}+\frac{1}{2} \rho(\mu) \delta \tilde{\varepsilon}^{2}(\mu)\right\},  \tag{17}\\
S & =V\left\{2 c_{2} T \rho(\mu)+4 c_{4} T^{3} \rho^{\prime \prime}(\mu)-\left.2 c_{2} T \frac{\partial}{\partial \varepsilon}(\rho(\varepsilon) \delta \tilde{\varepsilon}(\varepsilon))\right|_{\varepsilon=\mu}+\right. \\
& \left.+\left.c_{2} T \frac{\partial^{2}}{\partial \varepsilon^{2}}\left(\rho(\varepsilon) \delta \tilde{\varepsilon}^{2}(\varepsilon)\right)\right|_{\varepsilon=\mu}\right\}, \tag{18}
\end{align*}
$$

where $c_{2}, c_{4}$ are constants: $c_{2}=\frac{\pi^{2}}{6}, c_{4}=\frac{7 \pi^{4}}{360}$ and

$$
\rho^{\prime}(\mu)=\left.\frac{\partial}{\partial \varepsilon} \rho(\varepsilon)\right|_{\varepsilon=\mu}, \quad \rho^{\prime \prime}(\mu)=\left.\frac{\partial^{2}}{\partial \varepsilon^{2}} \rho(\varepsilon)\right|_{\varepsilon=\mu}, \quad \text { etc. }
$$

Let us further assume that the average number of the quasiparticles $\langle N\rangle$ is equal to that at the zeroth temperature:

$$
\langle N(T)\rangle=\langle N(T=0)\rangle=V R\left(\mu_{0}\right)
$$

Taking this assumption and Eq. (16) into account we can find the dependence of the chemical potential $\mu$ on temperature which has the form:

$$
\begin{equation*}
\mu-\mu_{0}=a T^{2}+O\left(T^{4}\right) \tag{19}
\end{equation*}
$$

Note that we have omitted terms of higher order than $T^{3}$, which is consistent with the assumed accuracy. For the coefficient $a$ we have the formula:

$$
\begin{equation*}
a=\left(1-z_{0}\left(\mu_{0}\right)\right)^{-1}\left(y_{2}\left(\mu_{0}\right)-c_{2} \frac{\rho^{\prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)}\right) \tag{20}
\end{equation*}
$$

where

$$
\delta \tilde{\varepsilon}(\varepsilon)=y_{2}(\varepsilon) T^{2}, \quad \frac{\partial}{\partial \mu} \delta \tilde{\varepsilon}(\varepsilon)=z_{0}(\varepsilon)+z_{2}(\varepsilon) T^{2}
$$

The temperature dependence of $\delta \tilde{\varepsilon}(\varepsilon), \frac{\partial}{\partial \mu} \delta \tilde{\varepsilon}(\varepsilon)$ and the higher-order derivatives of $\delta \tilde{\varepsilon}$ follows from its definition (cf. Eq. (10)). Note that by virtue of the functional dependence of $\delta \tilde{\varepsilon}$ on $\delta n_{P}$ in our system the equality:

$$
\left.\left(\frac{\partial}{\partial \mu} \delta \tilde{\varepsilon}(\varepsilon)\right)\right|_{\varepsilon=\mu}=\frac{\partial}{\partial \mu} \delta \tilde{\varepsilon}(\mu)
$$

(i.e. $\left.z_{0}(\mu)=y_{2}^{\prime}(\mu)\right)$ may not be satisfied in general.

In order to calculate the thermal properties of our system first we should determine $\delta \tilde{\varepsilon}(\varepsilon)$ and its derivatives in terms of $f$ and $g$ amplitudes and microscopic parameters $P_{F}, v_{F}, m$. By direct calculation we obtain a system of the coupled equations for $\delta \tilde{\varepsilon}(\varepsilon), \frac{\partial}{\partial \mu} \delta \tilde{\varepsilon}(\varepsilon), \frac{\partial}{\partial T} \delta \tilde{\varepsilon}(\varepsilon), \frac{\partial^{2}}{\partial \mu \partial T} \delta \tilde{\varepsilon}(\varepsilon)$ and $\frac{\partial^{2}}{\partial \mu^{2}} \delta \tilde{\varepsilon}(\varepsilon)$. The explicit forms
of the solutions of this system are presented in Appendix A. Note that only zeroth amplitudes enter those formulae, i.e.

$$
\left.F_{0}\right|_{|P|=\left|P^{\prime}\right|=P F},\left.\quad \frac{\partial F_{0}}{\partial|P|}\right|_{|P|=\left|P^{\prime}\right|=P F}, \ldots
$$

and

$$
\left.G_{000}\right|_{|P|=\left|P^{\prime}\right|=\left|P^{\prime \prime}\right|=P^{F}},\left.\quad \frac{\partial G_{000}}{\partial|P|}\right|_{|P|=\left|P^{\prime}\right|=\left|P^{\prime \prime}\right|=P^{F}}, \ldots .
$$

By virtue of those results the coefficient $a$ can be rewritten in the form:

$$
\begin{equation*}
a=c_{2}\left(F^{\prime}-\frac{\rho^{\prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)}\right) \tag{21}
\end{equation*}
$$

with $F^{\prime}$ defined in Appendix A (cf. Eq. (A8)).
Using Eqs (16)-(18) and (A1)-(A7) one can find the temperature dependences of derivatives of the entropy $S$, of the pressure $P$ and of the average number of quasiparticles $\langle N\rangle$ with respect to temperature $T$, to the chemical potential $\mu$ and to the system volume $V$. The explicit forms thereof are presented in Appendix B. The derivatives mentioned above are calculated at the constant chemical potential $\mu$. It is easy to change them into the representation with $\langle N\rangle=$ const. using the formula:

$$
\begin{equation*}
\left(\frac{\partial X}{\partial Y}\right)_{\langle N\rangle}=\left(\frac{\partial X}{\partial Y}\right)_{\mu}-\left(\frac{\partial X}{\partial Y}\right)_{Y}\left(\frac{\partial\langle N\rangle}{\partial Y}\right)_{\mu}\left(\frac{\partial\langle N\rangle}{\partial \mu}\right)_{Y}^{-1} . \tag{22}
\end{equation*}
$$

Thus we obtain:

$$
\begin{align*}
c_{v} & =T\left(\frac{\partial S}{\partial T}\right)_{V,\langle N\rangle}=V\left\{2 c_{2} \rho\left(\mu_{0}\right) T+\left(12 c_{4} \rho^{\prime \prime}\left(\mu_{0}\right)-\right.\right. \\
& \left.\left.-6 c_{2}^{2}\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{2} \rho^{-1}\left(\mu_{0}\right)-6 c_{2}^{2} \rho\left(\mu_{0}\right) F_{12}^{\prime \prime}\right) T^{3}\right\},  \tag{23}\\
c_{P} & =T\left(\frac{\partial S}{\partial T}\right)_{P,\langle N\rangle}=c_{V}+4 c_{2}^{2} \rho\left(\mu_{0}\right) R^{-1}\left(\mu_{0}\right) \times \\
& \times K\left(\mu_{0}\right) L\left(\mu_{0}\right) M\left(\mu_{0}\right) V T^{3},  \tag{24}\\
\gamma & =\frac{c_{P}}{c_{V}}=1+2 c_{2} R^{-1}\left(\mu_{0}\right) K\left(\mu_{0}\right) L\left(\mu_{0}\right) M\left(\mu_{0}\right) T^{2},  \tag{25}\\
\alpha & =\frac{1}{V}\left(\frac{\partial V}{\partial T}\right)_{P,\langle N\rangle}=2 c_{2} \rho\left(\mu_{0}\right) R^{-1}\left(\mu_{0}\right) K\left(\mu_{0}\right) \times \\
& \times M\left(\mu_{0}\right) T+O\left(T^{3}\right),  \tag{26}\\
\kappa_{T} & =-\frac{1}{V}\left(\frac{\partial V}{\partial P}\right)_{T,\langle N\rangle}=\rho\left(\mu_{0}\right) R^{-1}\left(\mu_{0}\right) K\left(\mu_{0}\right)+
\end{align*}
$$

$$
\begin{align*}
& +c_{2} R^{-1}\left(\mu_{0}\right) K^{2}\left(\mu_{0}\right)\left\{( \mu _ { 0 } ) \left(\rho^{\prime \prime}\left(\mu_{0}\right)-\rho\left(\mu_{0}\right) F_{12}^{\prime \prime}-\right.\right. \\
& -2 \rho\left(\mu_{0}\right) F_{11}^{\prime \prime}+2 \rho\left(\mu_{0}\right) F^{\prime 2}-2 \rho\left(\mu_{0}\right) F^{\prime}-\frac{\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{2}}{\rho\left(\mu_{0}\right)}- \\
& \left.-2 \rho^{2}\left(\mu_{0}\right) G^{\prime}\right)+\rho^{2}\left(\mu_{0}\right) F^{\prime}+\left(\rho^{\prime}\left(\mu_{0}\right)-2 \rho\left(\mu_{0}\right) F^{\prime}\right) \times \\
& \times \int_{\lambda}^{\mu_{0}} \rho(\varepsilon) F^{\prime}(\varepsilon) d \varepsilon+\rho\left(\mu_{0}\right) \int_{\lambda}^{\mu_{0}} \rho(\varepsilon) F_{11}^{\prime \prime}(\varepsilon) d \varepsilon+ \\
& \left.+2 \rho^{2}\left(\mu_{0}\right) \int_{\lambda}^{\mu_{0}} \rho(\varepsilon) G^{\prime}(\varepsilon) d \varepsilon\right\} T^{2},  \tag{27}\\
& \beta=\frac{1}{P}\left(\frac{\partial P}{\partial T}\right)_{V,\langle N\rangle}=2 c_{2}\left(\int_{\lambda}^{\mu_{0}} R(\varepsilon) d \varepsilon\right)^{-1} L\left(\mu_{0}\right) T+O\left(T^{3}\right) \tag{28}
\end{align*}
$$

where $c_{V}, c_{P}$ are heat capacities at a constant volume and constant pressure, respectively, $\kappa_{T}$ is the isothermal compressibility, $\alpha$ is the isobaric expansion coefficient and $\beta$ is the isochoric coefficient of pressure. Amplitudes $F, F^{\prime}, F_{11}^{\prime \prime}, F_{12}^{\prime \prime}, G, G^{\prime}$ are defined in Appendix A. The $K, L, M$ functions are defined in Appendix B (cf. Eqs (B11)(B13)): Note that $O\left(T^{3}\right)$ corrections to $\alpha$ and $\beta$ are not explicitly written owing to a very spacious form. Let us note that the term proportional to $T^{3}$ in heat capacity $c_{v}$ is analogous with that obtained by Richards (cf. [11]). Note also that the leading term in the adiabatic compressibility $\kappa_{s}=\kappa_{T} \cdot \gamma$ agrees with the previous results given in paper [1] if we substitute $F_{0}^{s}$ by the renormalized amplitude $\left(F-R^{-1}\left(\mu_{0}\right) \int_{\lambda}^{\mu_{0}} \rho(\varepsilon) F(\varepsilon) d \varepsilon\right)$. Hence, the previously established formula for a velocity of the hydrodynamic sound (cf. [1]-[4]) holds in our theory in the limit $T=0$, with the redefined above zeroth symmetric Landau amplitude $f_{p p}$,

Let us underline that the additional terms in thermal characteristics of the normal Fermi liquid appearing due to nonlinear corrections allow us to consider temperature-dependent Landau parameters which is sufficient to fit the experimental data. In the linear theory case such an operation has not been possible; owing to the too small number of external parameters (usually one) it has been necessary to assume them to be temperature dependent in order to compare them with the experiment.

## Appendix A

In this Appendix the expressions for $\delta \tilde{\varepsilon}$ and for its derivatives are presented in a form of power series with respect to temperature. Let us write with the demanded accuracy:

$$
\begin{equation*}
\delta \tilde{\varepsilon}(\varepsilon)=y_{2}(\varepsilon) T^{2}=\frac{c_{2}}{(1+F)}\left(F^{\prime}(\varepsilon)+F F^{\prime}(\varepsilon)-F^{\prime} F(\varepsilon)+\frac{\rho^{\prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)} F(\varepsilon)\right) T^{2} \tag{A1}
\end{equation*}
$$

For the derivatives of $\delta \tilde{\varepsilon}$ we have:

$$
\begin{gather*}
\frac{\partial}{\partial \mu} \delta \tilde{\varepsilon}(\varepsilon)=z_{0}(\varepsilon)+z_{2}(\varepsilon) T^{2} \\
\frac{\partial^{2}}{\partial \mu^{2}} \delta \tilde{\varepsilon}(\varepsilon)=w_{0}(\varepsilon)+O\left(T^{2}\right) \\
\frac{\partial}{\partial T} \delta \tilde{\varepsilon}(\varepsilon)=\lambda_{1}(\varepsilon) T+O\left(T^{3}\right) \\
\frac{\partial^{2}}{\partial \mu \partial T} \delta \tilde{\varepsilon}(\varepsilon)=\varphi_{1}(\varepsilon) T+O\left(T^{3}\right) \tag{A2}
\end{gather*}
$$

where

$$
\begin{gather*}
z_{0}(\varepsilon)=(1+F)^{-1} F(\varepsilon),  \tag{A3}\\
z_{2}(\varepsilon)=c_{2}\left\{( 1 + F ) ^ { - 1 } \left(F_{11}^{\prime \prime}(\varepsilon)-2 F^{\prime} F^{\prime}(\varepsilon)+\frac{\rho^{\prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)} F^{\prime}(\varepsilon)+\right.\right. \\
\left.+2 \rho\left(\mu_{0}\right) G^{\prime}(\varepsilon)\right)+(1+F)^{-2}\left(2 F^{\prime 2} F(\varepsilon)-F^{\prime} F^{\prime}(\varepsilon)-2 F_{11}^{\prime \prime} F(\varepsilon)-\right. \\
-F_{12}^{\prime \prime} F(\varepsilon)+\frac{\rho^{\prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)}\left(F^{\prime}(\varepsilon)-2 F^{\prime} F(\varepsilon)\right)+\frac{\rho^{\prime \prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)} F(\varepsilon)+2 \rho^{\prime}\left(\mu_{0}\right) \times \\
\left.\times G(\varepsilon)-2 \rho\left(\mu_{0}\right) F^{\prime} G(\varepsilon)-2 \rho\left(\mu_{0}\right) G^{\prime} F(\varepsilon)\right)+(1+F)^{-3} \times \\
\times\left(3 F^{2} F(\varepsilon)-\left(\rho^{\prime}\left(\mu_{0}\right) \rho\left(\mu_{0}\right)\right)^{2} F F(\varepsilon)-4 \frac{\rho^{\prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)} F^{\prime} F(\varepsilon)-\right. \\
\left.\left.-2 \rho^{\prime}\left(\mu_{0}\right) G F(\varepsilon)+2 \rho\left(\mu_{0}\right) G F^{\prime} F(\varepsilon)\right)\right\},  \tag{A4}\\
w_{0}(\varepsilon)=(1+F)^{-2}\left(F^{\prime}(\varepsilon)+2 \rho\left(\mu_{0}\right) G(\varepsilon)\right)+(1+F)^{-3} \times \\
\times\left(\frac{P^{\prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)} F(\varepsilon)-3 F^{\prime} F(\varepsilon)-2 \rho\left(\mu_{0}\right) G F(\varepsilon)\right),  \tag{A5}\\
\lambda_{1}(\varepsilon)=2 y_{2}(\varepsilon),  \tag{A6}\\
\varphi_{1}(\varepsilon)=2 z_{2}(\varepsilon)+4 c_{2} F^{2}\left(\rho\left(\mu_{0}\right) F^{\prime}-\rho^{\prime}\left(\mu_{0}\right)\right) \times \\
\times(G(\varepsilon)+F G(\varepsilon)-G F(\varepsilon)) . \tag{A7}
\end{gather*}
$$

In the above formulae we have introduced the following extra symbols:

$$
\begin{equation*}
F\left(\varepsilon, \varepsilon^{\prime}\right)=\rho\left(\mu_{0}\right) \int \frac{d \Omega^{\prime}}{4 \pi} f_{p p^{\prime}} \tag{A8}
\end{equation*}
$$

which is the zeroth spin-symmetric Landau amplitude $F_{0}^{\mathrm{s}}$,

$$
\begin{aligned}
F(\varepsilon) & =F\left(\varepsilon, \mu_{0}\right), & F^{\prime}(\varepsilon) & =\frac{\partial}{\partial \varepsilon} F(\varepsilon), \\
F_{11}^{\prime \prime}(\varepsilon) & =\frac{\partial^{2}}{\partial \varepsilon^{2}} F(\varepsilon), & F_{12}^{\prime \prime}(\varepsilon) & =\left.\frac{\partial^{2}}{\partial \varepsilon \partial \varepsilon^{\prime}} F\left(\varepsilon, \varepsilon^{\prime}\right)\right|_{\varepsilon^{\prime}=\mu_{0}}, \\
F & =F\left(\mu_{0}\right), & F^{\prime} & =F^{\prime}\left(\mu_{0}\right), \\
F_{11}^{\prime \prime} & =F_{11}^{\prime \prime}\left(\mu_{0}\right), & F_{12}^{\prime \prime} & =F_{12}^{\prime \prime}\left(\mu_{0}\right)
\end{aligned}
$$

and analogously for the $g_{P P^{\prime} P^{\prime \prime}}$ function:

$$
\begin{equation*}
G\left(\varepsilon, \varepsilon^{\prime}, \varepsilon^{\prime \prime}\right)=\rho\left(\mu_{0}\right) \int \frac{d \Omega^{\prime}}{4 \pi} \int \frac{d \Omega^{\prime \prime}}{4 \pi} g_{P P^{\prime} P^{\prime \prime}} \tag{A9}
\end{equation*}
$$

which is the $G_{000}$ amplitude defined in paper [5],

$$
\begin{aligned}
G(\varepsilon) & =G\left(\varepsilon, \mu_{0}, \mu_{0}\right), & G^{\prime}(\varepsilon) & =\frac{\partial}{\partial \varepsilon} G(\varepsilon), \\
G & =G\left(\mu_{0}\right), & G^{\prime} & =G^{\prime}\left(\mu_{0}\right) .
\end{aligned}
$$

Taking the definition of $\varepsilon_{P}^{0}$ into account (cf. Eq. (3)) we have calculated the $R(\varepsilon)$ function and its derivatives at the point $\varepsilon=\mu_{0}$. They have the following forms:

$$
\begin{align*}
& R\left(\mu_{0}\right)=\frac{P_{F}^{3}-}{3 \pi^{2} \hbar^{3}}, \quad \int_{\lambda}^{\mu_{0}} R(\varepsilon) d \varepsilon=\frac{P_{F}^{4} V}{12 \pi^{2} \hbar^{3}} \\
& \rho\left(\mu_{0}\right)=\frac{P_{F} m^{*} V}{\pi^{2} \hbar^{3}}, \quad \rho^{\prime}\left(\mu_{0}\right)=\frac{2 m^{* 2} V}{P_{F} \pi^{2} \hbar^{3}}\left(1-\alpha m^{*}\right) \\
& \rho^{\prime \prime}\left(\mu_{0}\right)=\frac{2 m^{* 3} V}{P_{F}^{3} \pi^{2} \hbar^{3}}\left(1-6 \alpha m^{*}+6 \alpha^{2} m^{* 2}\right) \\
& \rho^{\prime \prime \prime}\left(\mu_{0}\right)=-\frac{24 m^{* 5} \alpha V}{P_{F}^{5} \pi^{2} \hbar^{3}}\left(1-5 \alpha m^{*}+5 \alpha^{2} m^{* 2}\right) \tag{A10}
\end{align*}
$$

## Appendix B

In this Appendix we give the formulae for the derivatives of macroscopic parameters of the system:

$$
\left(\frac{\partial S}{\partial T}\right)_{\mu, V}=V\left\{2 c_{2} \rho\left(\mu_{0}\right)+\left(12 c_{4} \rho^{\prime \prime}\left(\mu_{0}\right)-2 c_{2}^{2} \frac{\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{2}}{\rho\left(\mu_{0}\right)}-\right.\right.
$$

$$
\begin{align*}
& -6 c_{2}^{2} \rho\left(\mu_{0}\right) F_{12}^{\prime \prime}+4 c_{2}^{2}(1+F)^{-1}\left(\rho\left(\mu_{0}\right) F^{\prime 2}-2 \rho^{\prime}\left(\mu_{0}\right) F^{\prime}-\right. \\
& \left.\left.\left.-\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{2} \rho^{-1}\left(\mu_{0}\right) F\right)\right) T^{2}\right\},  \tag{B1}\\
& \left(\frac{\partial S}{\partial V}\right)_{T, \mu}=\left\{2 c_{2} \rho\left(\mu_{0}\right) T+\left(4 c_{4} \rho^{\prime \prime}\left(\mu_{0}\right)-2 c_{2}^{2} \frac{\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{2}}{\rho\left(\mu_{0}\right)}-2 c_{2}^{2} \rho\left(\mu_{0}\right) F_{12}^{\prime \prime}\right) T^{3}\right\},  \tag{B2}\\
& \left(\frac{\partial S}{\partial \mu}\right)_{T, V}=V\left\{2 c_{2}(1+F)^{-1}\left(\rho^{\prime}\left(\mu_{0}\right)-\rho\left(\mu_{0}\right) F^{\prime}\right) T+\right. \\
& +4\left[c_{4} \rho^{\prime \prime \prime}\left(\mu_{0}\right)-c_{4}(1+F)^{-1}\left(\rho^{\prime \prime \prime}\left(\mu_{0}\right)+3 \rho^{\prime \prime}\left(\mu_{0}\right) F^{\prime}+\right.\right. \\
& \left.+3 \rho^{\prime}\left(\mu_{0}\right) F_{11}^{\prime \prime}+\rho\left(\mu_{0}\right) F_{111}^{\prime \prime \prime}\right)-c_{2}^{2} \frac{\rho^{\prime}\left(\mu_{0}\right) \rho^{\prime \prime}\left(\mu_{0}\right)}{2 \rho\left(\mu_{0}\right)}-\frac{1}{2} c_{2}^{2} \times \\
& \times(1+F)^{-1}\left(2 \rho\left(\mu_{0}\right) F_{112}^{\prime \prime \prime}+2 \rho^{2}\left(\mu_{0}\right) G_{12}^{\prime \prime}+2 \rho^{\prime}\left(\mu_{0}\right) F_{12}^{\prime \prime}-\right. \\
& -4 \rho\left(\mu_{0}\right) F^{\prime} F_{12}^{\prime \prime}-2 \rho_{F^{\prime}}^{\prime \prime}-\frac{\rho^{\prime}\left(\mu_{0}\right) \rho^{\prime \prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)} F- \\
& \left.-3 \frac{\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{2}}{\rho\left(\mu_{0}\right)} F^{\prime}\right)-\frac{1}{2} c_{2}^{2}(1+F)^{-2}\left(\rho^{\prime}\left(\mu_{0}\right) F_{12}^{\prime \prime}+2 \rho^{\prime}\left(\mu_{0}\right) F_{11}^{\prime \prime}+\right. \\
& +\rho^{\prime}\left(\mu_{0}\right) F^{\prime}-4 \rho^{\prime}\left(\mu_{0}\right) F^{\prime 2}+2 \rho\left(\mu_{0}\right) F^{3}+\frac{\rho^{\prime}\left(\mu_{0}\right) \rho^{\prime \prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)} F- \\
& -\frac{\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{3}}{\left(\rho\left(\mu_{0}\right)\right)^{2}} F+\frac{\left(\rho\left(\mu_{0}\right)\right)^{2}}{\rho\left(\mu_{0}\right)} F^{\prime}+2 \rho^{\prime}\left(\mu_{0}\right) \rho\left(\mu_{0}\right) G^{\prime}- \\
& \left.\left.\left.-2 \rho^{2}\left(\mu_{0}\right) G^{\prime} F^{\prime}-2 \rho\left(\mu_{0}\right) F^{\prime} F_{11}^{\prime \prime}-\rho\left(\mu_{0}\right) F^{\prime} F_{12}^{\prime \prime}\right)\right] T^{3}\right\},  \tag{B3}\\
& \left(\frac{\partial\langle N\rangle}{\partial V}\right)_{T, \mu}=R\left(\mu_{0}\right),  \tag{B4}\\
& \left(\frac{\partial\langle N\rangle}{\partial \mu}\right)_{T, V}=V(1+F)^{-1}\left\{\rho\left(\mu_{0}\right)+c_{2}(1+F)^{-1}\left(\rho^{\prime \prime}\left(\mu_{0}\right)-\right.\right. \\
& -\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{2} \rho^{-1}\left(\mu_{0}\right)-\rho\left(\mu_{0}\right) F_{12}^{\prime \prime}-2 \rho\left(\mu_{0}\right) F_{11}^{\prime \prime}+2 \rho\left(\mu_{0}\right) F^{12}- \\
& \left.\left.-2 \rho^{\prime}\left(\mu_{0}\right) F^{\prime}-2 \rho^{2}\left(\mu_{0}\right) G^{\prime}\right) T^{2}\right\},  \tag{B5}\\
& \left(\frac{\partial\langle N\rangle}{\partial T}\right)_{V, \mu}=V\left\{2 c_{2}(1+F)^{-1}\left(\rho^{\prime}\left(\mu_{0}\right)-\rho\left(\mu_{0}\right) F^{\prime}\right) T+\right.
\end{align*}
$$

$$
\begin{align*}
& +4\left[c_{4} \rho^{\prime \prime \prime}\left(\mu_{0}\right)-c_{4}(1+F)^{-1}\left(\rho^{\prime \prime \prime}\left(\mu_{0}\right)\right) F+3 \rho^{\prime \prime}\left(\mu_{0}\right) F^{\prime}+\right. \\
& \left.+3 \rho^{\prime}\left(\mu_{0}\right) F_{11}^{\prime \prime}+\rho\left(\mu_{0}\right) F_{111}^{\prime \prime \prime}\right)+c_{2}^{2}(1+F)^{-1}\left(\rho^{\prime}\left(\mu_{0}\right) F_{11}^{\prime \prime}+\right. \\
& +2 \rho\left(\mu_{0}\right) \rho^{\prime}\left(\mu_{0}\right) F^{\prime} G-\rho^{\prime 2}\left(\mu_{0}\right) G+\frac{3\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{2}}{2 \rho\left(\mu_{0}\right)} F^{\prime}-\rho\left(\mu_{0}\right) F_{112}^{\prime \prime \prime}+ \\
& +2 \rho\left(\mu_{0}\right) F^{\prime} F_{12}^{\prime \prime}-\rho^{\prime}\left(\mu_{0}\right) F_{12}^{\prime \prime}-\rho\left(\mu_{0}\right) \rho^{\prime}\left(\mu_{0}\right) \boldsymbol{G}^{\prime}-2 \rho^{\prime}\left(\mu_{0}\right) \rho\left(\mu_{0}\right) \times \\
& \left.\times G F^{\prime}-2 \rho^{2}\left(\mu_{0}\right) G_{12}^{\prime \prime}\right)+\frac{1}{2} c_{2}^{2}(1+F)^{-2}\left(6 \rho\left(\mu_{0}\right) F^{\prime 3}-\right. \\
& -\rho^{\prime \prime}\left(\mu_{0}\right) F^{\prime}-\rho^{\prime}\left(\mu_{0}\right) F_{12}^{\prime \prime}-2 \rho^{\prime}\left(\mu_{0}\right) F_{11}^{\prime \prime}+4 \rho^{\prime}\left(\mu_{0}\right) F^{2}+ \\
& +\frac{\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{3}}{\left(\rho\left(\mu_{0}\right)\right)^{2}} F-2 \frac{\rho^{\prime}\left(\mu_{0}\right) \rho^{\prime \prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)} F-\frac{\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{2}}{\rho\left(\mu_{0}\right)} F^{\prime}- \\
& -\frac{\rho^{\prime}\left(\mu_{0}\right) \rho^{\prime \prime}\left(\mu_{0}\right)}{\left(\mu_{0}\right)}+2 \rho\left(\mu_{0}\right) F^{\prime} F_{11}^{\prime \prime}+\rho\left(\mu_{0}\right) F^{\prime} F_{12}^{\prime \prime}+2 \rho^{2}\left(\mu_{0}\right) G^{\prime} F^{\prime}- \\
& \left.\left.\left.-2 \rho\left(\mu_{0}\right) \rho^{\prime}\left(\mu_{0}\right) G^{\prime}\right)-\frac{1}{2} c_{2}^{2}(1+F)^{-3} \rho^{\prime}\left(\mu_{0}\right) F^{12}\right] T^{3}\right\},  \tag{B6}\\
& P=\int_{\lambda}^{\mu_{0}} R(\varepsilon) d \varepsilon+c_{2} M\left(\mu_{0}\right) T^{2},  \tag{B7}\\
& \left(\frac{\partial P}{\partial V}\right)_{T, \mu}=0,  \tag{B8}\\
& \left(\frac{\partial P}{\partial T}\right)_{V, \mu}=2 c_{2}\left[\rho\left(\mu_{0}\right)-\int_{\lambda}^{\mu_{0}} \rho(\varepsilon) F^{\prime}(\varepsilon) d \varepsilon+(1+F)^{-1} \times\right. \\
& \left.\times\left(F^{\prime}-\frac{\rho^{\prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)} \int_{\lambda}^{\mu_{0}} \rho(\varepsilon) F(\varepsilon) d \varepsilon\right)\right] T+O\left(T^{3}\right),  \tag{B9}\\
& \left(\frac{\partial P}{\partial \mu}\right)_{V, T}=\left\{(1+F)^{-1} K^{-1}\left(\mu_{0}\right)+c_{2}\left[-(1+F)^{-1} \times\right.\right. \\
& \times \rho\left(\mu_{0}\right) F^{\prime}-(1+F)^{-2}\left(\rho^{\prime \prime}\left(\mu_{0}\right)-\rho\left(\mu_{0}\right)\left(F_{12}^{\prime \prime}+2 F_{11}^{\prime \prime}\right)+2 \rho\left(\mu_{0}\right) \times\right. \\
& \left.\times F^{\prime 2}-2 \rho^{\prime}\left(\mu_{0}\right) F^{\prime}-2 \rho^{2}\left(\mu_{0}\right) G^{\prime}-\frac{\left(\rho^{\prime}\left(\mu_{0}\right)\right)^{2}}{\rho\left(\mu_{0}\right)}\right) \int_{\lambda}^{\mu_{0}} \rho(\varepsilon) F(\varepsilon) d \varepsilon+
\end{align*}
$$

$$
\begin{gather*}
+(1+F)^{-3}\left(\int_{\lambda}^{\mu_{0}} \rho(\varepsilon) F_{11}^{\prime \prime}(\varepsilon) d \varepsilon+2 \rho\left(\mu_{0}\right) \int_{\lambda}^{\mu} \rho(\varepsilon) G^{\prime}(\varepsilon) d \varepsilon+\right. \\
\left.\left.\left.+\left(\frac{\rho^{\prime}\left(\mu_{0}\right)}{\rho\left(\mu_{0}\right)}-2 F^{\prime}\right) \int_{\lambda}^{\mu} \rho(\varepsilon) F^{\prime}(\varepsilon) d \varepsilon\right)\right] T^{2}\right\}  \tag{B10}\\
K(\varepsilon)=\left(R(\varepsilon)(1+F)-\int_{\lambda}^{\varepsilon} \rho\left(\varepsilon^{\prime}\right) F\left(\varepsilon^{\prime}\right) d \varepsilon^{\prime}\right)^{-1}  \tag{B11}\\
L(\varepsilon)=\rho(\varepsilon)+R(\varepsilon) F^{\prime}-R(\varepsilon) \rho^{\prime}(\varepsilon) \rho^{-1}(\varepsilon)  \tag{B12}\\
M(\varepsilon)=L(\varepsilon)-\int_{\lambda}^{\varepsilon} \rho\left(\varepsilon^{\prime}\right) F^{\prime}\left(\varepsilon^{\prime}\right) d \varepsilon^{\prime} \tag{B13}
\end{gather*}
$$
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A complete vibrational analvsis has been carried out for some $\mathrm{XY}_{2} \mathrm{Z}_{2}$ type molecules using a revised set of symmetry coordinates and a set of molecular constants, viz. kinetic constants, potential constants, compliance constants, vibrational mean amplitudes, Coriolis coupling constants, and centrifugal distortion constants have been reported in the present investigation for the first time. The values of the major potential constants evaluated in the present work are in good agreement with the literature values.

## Introduction

Several investigations [1-10] have been carried out for this type of molecules in the recent years. But most of the works are based on the symmetry coordinates given by Davis et al [1]. According to him, the symmetry coordinates $R_{1}$ and $R_{2}$ of $A_{1}$ species correspond to symmetric $\mathrm{X}-\mathrm{Y}$ and $\mathrm{X}-\mathrm{Z}$ stretching combinations of the whole system. But the frequencies assigned for these molecules in the $A_{1}$ species, in earlier work correspond to individual $\mathbf{X}-\mathbf{Y}\left[v_{s}(\mathbf{X Y})\right]$ and $\mathbf{X}-\mathbf{Z}\left[v_{S}(\mathbf{X Z})\right]$ stretchings. Hence the symmetry coordinates are modified in the present investigation, i.e. in this paper, for the $A_{1}$ vibration, it was found expedient to use a new set of symmetry coordinates in order to get $F$ matrix elements easier to use. The above considerations have been applied to evaluate the force constants of dihalogermanes of the $\mathrm{XY}_{2} \mathrm{Z}_{2}$ type, which have not been studied completely so far. Using the present set of potential constants, the other molecular constants, viz. compliance constants, vibrational mean amplitudes, Coriolis coupling constants and centrifugal distortion constants have been evaluated and they are reported for these molecules for the first time.

[^15]
## Theoretical considerations

The $\mathrm{XY}_{2} \mathrm{Z}_{2}$ type molecules belong to the symmetry $C_{2 v}$ and hence the vibrational modes are classified as $\Gamma=4 A_{1}+A_{2}+2 B_{1}+2 B_{2}$. All the vibrations are Raman active. The only mode forbidden in the infrared is $A_{2}$ type. The structure and nomenclature of the parameters of the molecular type are shown in Fig. 1.


Fig. 1

The symmetry coordinates for $A_{2}, B_{1}$ and $B_{2}$ vibration types were the same as those obtained by Davis [1] and they are not given here. For the $A_{1}$ type, the following symmetry coordinates have been constructed:

$$
\begin{aligned}
A_{1} \text { type: } R_{1} & =\frac{1}{\sqrt{2}}\left(\Delta d_{1}+\Delta d_{2}\right) \\
R_{2} & =\frac{1}{\sqrt{2}}(\Delta \beta-\Delta \alpha) \\
R_{3} & =\frac{1}{\sqrt{2}}\left(\Delta D_{1}+\Delta D_{2}\right), \\
R_{4} & =\frac{1}{\sqrt{12}}\left[\Delta \gamma_{1}+\Delta \gamma_{2}+\Delta \gamma_{3}+\Delta \gamma_{4}-2(\Delta \alpha+\Delta \beta)\right], \\
R^{\prime} & =\frac{1}{\sqrt{6}}\left[\Delta \alpha+\Delta \beta+\Delta \gamma_{1}+\Delta \gamma_{2}+\Delta \gamma_{3}+\Delta \gamma_{4}\right] \equiv 0,
\end{aligned}
$$

where $\Delta d$ 's change in $\mathrm{X}-\mathrm{Y}$ bond distances; $\Delta D$ 's change in $\mathrm{X}-\mathrm{Z}$ bond distances; $\Delta \alpha$ 's change in $\mathrm{Y}_{1} \hat{\mathrm{x}} \mathrm{Y}_{2}$ interbond angles; $\Delta \beta$ 's change in $\mathrm{Z}_{1} \hat{\mathrm{x}} \mathbf{Z}_{2}$ interbond angles; $\Delta \gamma$ 's change in $Y \hat{x} Z$ interbond angles.

The most general quadratic potential energy function has been considered and the $F$ matrix elements have been obtained:
$A_{1}$ species:

$$
\begin{aligned}
& F_{11}=f_{d}+f_{d d}, \\
& F_{22}=\frac{1}{2}\left(d^{2} f_{\alpha}+D^{2} f_{\beta}-2 d D f_{\alpha \beta}\right), \\
& F_{33}=f_{D}+f_{D D}, \\
& F_{44}=\frac{1}{3}\left[d^{2} f_{\alpha}+D^{2} f_{\beta}+2 D d f_{\alpha \beta}-6 \sqrt{d D}\left(d f_{d \gamma}+D f_{\beta \gamma}\right)\right. \\
& \left.+D d\left(f_{\gamma}+f_{\gamma \gamma}+f_{\gamma \gamma}^{\prime}+f_{\gamma \gamma}^{\prime \prime}\right)\right], \\
& F_{12}=-d f_{d \alpha}+D f_{d \beta}, \\
& F_{13}=2 f_{d D}, \\
& F_{14}=\sqrt{2 / 3}\left[-d f_{d \alpha}-D f_{d \beta}+\sqrt{d D}\left(f_{d \gamma}+f_{d \gamma}^{\prime}\right)\right], \\
& F_{23}=-d f_{D \alpha}+D f_{D \beta}, \\
& F_{24}=\frac{1}{\sqrt{6}}\left[d^{2} f_{\alpha}-D^{2} f_{\beta}-2 \sqrt{d D}\left(d f_{\alpha \gamma}-D f_{\beta \gamma}\right)\right], \\
& F_{34}=\sqrt{2 / 3}\left[-d f_{D \alpha}-D f_{D \beta}+\sqrt{D d}\left(f_{D \gamma}+f_{D \gamma}^{\prime}\right)\right] .
\end{aligned}
$$

$A_{2}$ species:

$$
F_{55}=d D\left(f_{\gamma}-f_{y \gamma}+f_{\gamma \gamma}^{\prime}-f_{\gamma \gamma}^{\prime \prime}\right) .
$$

$B_{1}$ species:

$$
\begin{aligned}
& F_{66}=f_{d}-f_{d d}, \\
& F_{77}=\operatorname{Dd}\left(f_{\gamma}+f_{\gamma \gamma}-f_{\gamma \gamma}^{\prime}-f_{\gamma \gamma}^{\prime \prime}\right), \\
& F_{67}=-\sqrt{2 D d}\left(f_{d \gamma}-f_{d \gamma}^{\prime}\right) .
\end{aligned}
$$

$B_{2}$ species:

$$
\begin{aligned}
& F_{88}=f_{D}-f_{D D}, \\
& F_{99}=D d\left(f_{\gamma}-f_{\gamma \gamma}-f_{\gamma \gamma}^{\prime}+f_{\gamma \gamma}^{\prime \prime}\right) \\
& F_{89}=-\sqrt{2 D d}\left(f_{D \gamma}-f_{D \gamma}^{\prime}\right)
\end{aligned}
$$

The elements of the kinetic energy matrix $G$ obtained, using Wilson's [11] expression are given below $A_{1}$ type:

$$
\begin{aligned}
& G_{11}= 2 C_{\omega}^{2} \mu_{\mathrm{X}}+\mu_{\mathrm{Y}}, \\
& G_{22}=(2 A-2 C)^{2} \mu_{\mathrm{X}}+\frac{1}{d^{2}} \mu_{\mathrm{Y}}+\left(2 B^{2}+2 C^{2}\right) \mu_{\mathrm{Z}}, \\
& G_{33}= 2 C_{\omega}^{2} \mu_{\mathrm{X}}+\mu_{\mathrm{Z}}, \\
& G_{44}= {\left[\frac{E(D-d)}{d D}+F-G\right]^{2} \mu_{\mathrm{X}}+2\left[\left(H-\frac{I}{d}\right)^{2}+\left(\frac{G}{2}-\frac{E}{2 d}\right)^{2}\right] \mu_{\mathrm{Y}} } \\
&+2\left[\left(\frac{I}{D}-J\right)^{2}+\left(\frac{E}{2 D}-\frac{F}{2}\right)^{2}\right] \mu_{\mathrm{Z}} \\
& G_{12}=(2 A-2 C) \sqrt{2} C_{\omega} \mu_{\mathrm{X}}, \\
& G_{13}=-2 C_{\omega}^{2} \mu_{\mathrm{X}}, \\
& G_{14}= {\left[\frac{E(D-d)}{d D}+F-G\right] \sqrt{2} C_{\omega} \mu_{\mathrm{X}}+\sqrt{2}\left[\left(\frac{I}{d}-H\right) S_{\omega}-\left(\frac{G}{2}-\frac{E}{2 d}\right) C_{\omega}\right] \mu_{\mathrm{Y}}, } \\
& G_{23}=-(2 A-2 C) \sqrt{2} C_{\omega} \mu_{\mathrm{X}}+\left[\sqrt{2} B S_{\omega}+\sqrt{2} C S_{\omega}\right] \mu_{\mathrm{Z}}, \\
& G_{24}=(2 A-2 C)\left.+\frac{E(D-d)}{d D}+F-G\right] \mu_{\mathrm{X}} \\
&+\left[\sqrt{2} C_{\frac{\omega}{d}}^{d}\left(H-\frac{I}{d}\right)-2 A\left(\frac{G}{2}-\frac{E}{2 d}\right)\right] \mu_{\mathrm{Y}} \\
&+\left[\sqrt{2 B}\left(\frac{I}{D}-J\right)+2 C\left(\frac{E}{2 D}-\frac{F}{2}\right)\right] \mu_{\mathrm{Z}} \\
&\left.G_{34}\left(\frac{I}{D}-J\right)+\sqrt{2} C_{\omega}\left(\frac{E}{2 D}-\frac{F}{2}\right)\right] \mu_{\mathrm{Z}}
\end{aligned}
$$

$A_{2}$ type:

$$
G_{55}=4 K^{2} \mu_{\mathrm{Y}}+4 L^{2} \mu_{\mathrm{Z}}
$$

$B_{1}$ type:

$$
G_{66}=2 S_{\omega}^{2} \mu_{\mathrm{X}}+\mu_{\mathrm{Y}}
$$

$$
\begin{aligned}
& G_{77}=\left(2 L-2 K C_{\gamma}\right)^{2} \mu_{\mathrm{X}}+\left[2 K^{2} C_{\gamma}^{2}+\frac{2 M^{2}}{d^{2}}\right] \mu_{\mathrm{Y}}+2 L^{2} \mu_{\mathrm{Z}} \\
& G_{67}=\left(2 L-2 K C_{\gamma}\right) \sqrt{2} S_{\omega} \mu_{\mathrm{X}}-\sqrt{ } 2\left[K C_{\gamma} S_{\omega}+\frac{M C_{\omega}}{d}\right] \mu_{\mathrm{Y}}
\end{aligned}
$$

$B_{2}$ type:

$$
\begin{aligned}
& G_{88}=2 S_{\omega}^{2} \mu_{\mathrm{X}}+\mu_{\mathrm{Z}} \\
& G_{99}=\left(2 L C_{\gamma}-2 K\right)^{2} \mu_{\mathrm{X}}+2 K^{2} \mu_{\mathrm{Y}}+\left[2 L^{2} C_{\gamma}^{2}+\frac{M^{2}}{D^{2}}\right] \mu_{\mathrm{Z}} \\
& G_{89}=-\sqrt{2} S_{\omega}\left(2 L C_{\gamma}-2 K\right) \mu_{\mathrm{X}}-\sqrt{2}\left[L C_{\gamma} S_{\omega}+\frac{M C_{\omega}}{D}\right] \mu_{\mathrm{Z}}
\end{aligned}
$$

where $\quad A=\frac{S_{\omega}}{\sqrt{2} d}$,

$$
B=\frac{S_{\omega}\left(C_{\beta}+1\right)}{\sqrt{2} D S_{\beta}}
$$

$$
C=\frac{C_{\omega}\left(C_{\beta}-1\right)}{\sqrt{2} D S_{\beta}}
$$

$$
E=\frac{4 C_{\omega}}{\sqrt{12}}\left[\frac{1+C_{\gamma}}{S_{\gamma}}\right], \quad K=\frac{S_{\omega}}{d S_{\gamma}}
$$

$$
F=\frac{4 C_{\omega}}{\sqrt{12}}=\left[\frac{C_{\beta}-1}{D S_{\beta}}\right], \quad L=\frac{S_{\omega}}{D S_{\gamma}}
$$

$$
G=\frac{4 C_{\omega}}{\sqrt{12}}\left[\frac{C_{\gamma}-1}{d S_{\alpha}}\right]
$$

$$
\begin{aligned}
H & =\frac{2 S_{\omega}}{\sqrt{12}}\left[\frac{C_{\alpha}+1}{d S_{\alpha}}\right] \\
I & =\frac{2 S_{\omega}}{\sqrt{12}}\left[\frac{C_{\gamma}}{S_{\gamma}}\right] \\
J & =\frac{2 S_{\omega}}{\sqrt{12}}\left[\frac{1+C_{\beta}}{D S_{\beta}}\right], \\
K & =\frac{S_{\omega}}{d S_{\gamma}} \\
L & =\frac{S_{\omega}}{D S_{\gamma}} \\
M & =\frac{C_{\omega}\left(C_{\gamma}+1\right)}{S_{\gamma}}
\end{aligned}
$$

$\mu$ corresponds to the reciprocal mass of the respective atoms; $S_{\omega}=\sin \alpha / 2 ; C_{\omega}=\cos \alpha / 2$; $S_{\gamma}=\sin \gamma ; C_{\gamma}=\cos \gamma ; S_{\beta}=\sin \beta$ and, $C_{\beta}=\cos \beta$.

The secular equations involving symmetric potential energy constants have been solved using the method of kinetic constants. The study of kinetic constants provides the required number of additional data through the symmetry kinetic constants [1215]. This method has been utilized to solve the vibrational problems of $4 \times 4$, and $2 \times 2$ orders of $\mathrm{XY}_{2} \mathrm{Z}_{2}$ type molecules.

The compliance constants are also determined for the molecules under investigation by the Decius method [16]. The mean square amplitude elements are obtained using Cyvin's relation [17], $\Sigma=L \Delta L^{\prime}$, where $L$ is the normal coordinate transformation matrix and hence the vibrational mean amplitudes for bonded and nonbonded distances at 298.16 K are evaluated.

The Coriolis vibration-rotation constants $\zeta^{\alpha}(\alpha=\mathrm{X}, \mathrm{Y}, \mathrm{Z})$ in this type of molecules arise from the couplings

$$
\begin{array}{ll}
A_{1} \times A_{2}(\mathrm{Z} \text { axis }) ; & A_{1} \times B_{1}(\mathrm{Y} \text { axis }) \\
A_{1} \times B_{2}(\mathrm{X} \text { axis }) ; & A_{2} \times B_{1}(\mathrm{X} \text { axis }) \\
A_{2} \times B_{2}(\mathrm{Y} \text { axis }) & \text { and } \quad B_{1} \times B_{2}(\mathrm{Z} \text { axis })
\end{array}
$$

The Coriolis matrix elements* $C_{i j}^{\alpha}(\alpha=\mathbf{X}, \mathbf{Y}, \mathbf{Z})$ are obtained by the vector method of Meal and Polo [18] and zeta matrix elements are evaluated from the relation $\zeta^{\alpha}=L^{-1} C^{\alpha}\left(L^{\prime}\right)^{-1}$ making use of the kinetic constants.

The centrifugal distortion constants are evaluated using Cyvin's reformulated theory [19]. The nonvanishing $T_{\alpha \beta, S}$ elements in terms of the symmetry coordinates are given below:

$$
\begin{aligned}
& T_{\mathbf{X X}, S_{1}}=\sqrt{8} d C_{\omega}^{2}, \\
& T_{\mathbf{Y Y}, S_{1}}=\sqrt{8} d, \\
& T_{\mathbf{Z Z}, S_{1}}=\sqrt{8} d S_{\omega}^{2} \\
& T_{\mathbf{X X}, S_{1}}=4 C_{\omega}(d A+C D)+4 D B S_{\omega}, \\
& T_{\mathbf{Y Y}, S_{2}}=4 C_{\omega}(d A+C D)-\sqrt{2} S_{\alpha}, \\
& T_{\mathbf{Z Z}, S_{2}}=4 B D S_{\omega}-\sqrt{2} S_{\alpha}, \\
& T_{\mathbf{X X}, S_{3}}=\sqrt{8} D \\
& T_{\mathbf{Y Y}, S_{3}}=\sqrt{8} D C_{\omega}^{2}, \\
& T_{\mathbf{Z Z}, S_{3}}=\sqrt{8} D S_{\omega}^{2}, \\
& T_{\mathbf{X X}, S_{4}}=4 C_{\omega}\left[D\left(\frac{E}{2 D}-\frac{F}{2}\right)-d\left(\frac{G}{2}-\frac{E}{2 d}\right)\right]+4 S_{\omega} D\left(\frac{I}{D}-J\right), \\
& T_{\mathbf{Y Y}, S_{4}}=4 C_{\omega}\left[D\left(\frac{E}{2 D}-\frac{F}{2}\right)-d\left(\frac{G}{2}-\frac{E}{2 d}\right)\right]-4 S_{\omega} d\left(H-\frac{I}{d}\right), \\
& T_{\mathbf{Z Z}, S_{4}}=4 S_{\omega}\left[D\left(\frac{I}{D}-J\right)-d\left(H-\frac{I}{d}\right)\right], \\
& T_{\mathbf{X Y}, S_{5}}=-\sqrt{8} L D S_{\omega}, \\
& T_{\mathbf{Z X}, S_{6}}=\frac{d S_{\alpha}}{\sqrt{2}},
\end{aligned}
$$

* $C$ matrix elements are available from the authors on request.

$$
\begin{aligned}
& T_{\mathrm{ZX}, S_{7}}=-2 C_{\omega}\left[K d C_{\gamma}+L D\right] \\
& T_{\mathrm{YZ}, s_{8}}=\frac{D S_{\alpha}}{\sqrt{2}} \\
& T_{\mathrm{YZ}, s_{9}}=-2 C_{\omega}\left[K d+L D C_{\gamma}\right]
\end{aligned}
$$

## Results and discussion

The structural parameters and vibrational frequencies for the molecules studied in this investigation are taken from [8,9] and they are presented here in Table I. The kinetic constants and potential constants of these molecules are given in Tables II and III, respectively. The molecular kinetic constants exhibit the following trends.

Table I
The molecular parameters and the vibrational frequencies $\left[\mathrm{cm}^{-1}\right]$ of dihalogermanes

| Molecule | $\begin{gathered} v_{1} \\ \mathrm{X}-\mathrm{Y} \text { str } \end{gathered}$ | $X Y_{2}{ }_{2} \text { bend }$ | $\begin{gathered} v_{3} \\ \mathrm{X}-\mathrm{Z} \text { str } \end{gathered}$ | $\mathrm{XZ}_{2}$ bend | $v_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{GeH}_{2} \mathrm{~F}_{2}$ | 2154.5 | 860 | 720 | 270.4 | 664 |
| $\mathrm{GeH}_{2} \mathrm{Cl}_{2}$ | 2132.0 | 840 | 404 | 163.0 | 648 |
| $\mathrm{GeH}_{2} \mathrm{Br}_{2}$ | 2114.0 | 826 | 285 | 105.0 | 640 |
| $\mathrm{GeH}_{2} \mathrm{I}_{2}$ | 2038.0 | 788 | 220 | 96.0 | 628 |
| $\mathrm{X} \mathrm{Y}^{\mathrm{V}_{6}}$ | $v_{7}$ | $\nu_{8}$ | $\nu_{9}$ | $d[\mathrm{~nm}]$ | $D[\mathrm{~nm}]$ |
| $\mathrm{X}-\mathrm{Y}$ antisym | wagging | $\mathrm{X}-\mathrm{Z}$ antisym | rocking | ( $\mathrm{X}-\mathrm{Y}$ ) | ( $\mathrm{X}-\mathrm{Z}$ ) |
| 2174.4 | 596 | 720 | 813.5 | 0.15 | 0.17 |
| 2155.0 | 533 | 420 | 772.0 | 0.15 | 0.213 |
| 2144.0 | 496 | 311 | 739.0 | 0.15 | 0.23 |
| 2078.0 | 474 | 255 | 692.0 | 0.15 | 0.25 |

All the bond angles are tetrahedral angles.

With the increasing mass of the $\mathbf{Z}$ atom, the major stretching constant $k_{D}$ increases while the stretching constant $k_{d}(\mathrm{Ge}-\mathrm{H})$ remains constant. On the other hand, the bending constants $k_{\alpha}, k_{\beta}, k_{\gamma}$ increase, with the increasing mass of the Z atom. The bond-angle interaction kinetic constants $k_{d \beta}, k_{D \alpha}, k_{D \gamma}, k_{D_{\gamma}}^{\prime}$ and angle-angle interaction kinetic constants $k_{\alpha \beta}, k_{\beta \gamma}$ are negative for all the cases studied here.

The following observations may be made from Table III:

1. The $\mathrm{X}-\mathrm{Y}(\mathrm{Ge}-\mathrm{H})$ stretching potential constants $f_{d}$ almost constant in all the cases studied here.

Table II

| Mol. <br> Symbol | $\mathrm{GeH}_{2} \mathrm{~F}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Cl}_{2}$ | GeH2 $\mathrm{Br}_{2}$ | $\mathrm{GeH}_{2} \mathrm{I}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $k_{\text {d }}$ | 0.1655 | 0.1656 | 0.1657 | 0.1658 |
| $k_{\text {d }}$ | 2.5894 | 4.2417 | 7.7882 | 10.9561 |
| $k_{\alpha}$ | 0.0610 | 0.0735 | 0.0998 | 0.1364 |
| $k_{B}$ | 0.8160 | 1.2923 | 2.3093 | 3.2494 |
| $k_{y}$ | 0.1286 | 0.1456 | 0.1994 | 0.2574 |
| $k_{\text {dd }}$ | 0.0009 | 0.0010 | 0.0011 | 0.0012 |
| $k_{\text {D }}$ | 0.2138 | 0.6256 | 0.2550 | 4.3767 |
| $k_{d D}$ | 0.0093 | 0.0135 | 0.0195 | 0.0228 |
| $k_{\text {da }}$ | 0.0030 | 0.0048 | 0.0068 | 0.0082 |
| $-k_{d \beta}$ | 0.0109 | 0.0154 | 0.2120 | 0.0239 |
| $k_{\text {dy }}$ | 0.0051 | 0.0060 | 0.0075 | 0.0082 |
| $k_{\text {dy }}$ | $-0.0007$ | 0.0011 | 0.0029 | 0.0040 |
| $-k_{\text {Da }}$ | 0.0575 | 0.1673 | 0.5313 | 1.0269 |
| $k_{\text {D }}$ | 0.2070 | 0.5351 | 1.6602 | 3.0032 |
| $-k_{D_{\gamma}}$ | 0.0241 | 0.1013 | 0.3732 | 0.7326 |
| $-k_{D_{y}}$ | 0.0591 | 0.1473 | 0.4402 | 0.8082 |
| $-k_{\alpha \beta}$ | 0.2185 | 0.4264 | 0.8111 | 1.2612 |
| $k^{\alpha \gamma}$ | 0.0438 | 0.1116 | 0.2344 | 0.3806 |
| $-k_{\beta \gamma}$ | 0.1659 | 0.2955 | 0.5489 | 0.8045 |
| $k^{\nu \gamma}$ | 0.0580 | 0.0881 | 0.1456 | 0.2076 |
| $k_{r y}^{\prime \prime}$ | $-0.0372$ | 0.0031 | 0.0639 | 0.1312 |
| $k_{y \gamma}^{\prime \prime}$ | -0.0139 | 0.0218 | 0.0815 | 0.1476 |

2. The $\mathbf{X}-\mathbf{Z}$ stretching potential constants $f_{D}$ and bending force constants $f_{\beta}, f_{\gamma}$ as well as most of the interaction constants decrease with the decreasing electronegativity of the substituent halogen atom.
3. The bond-bond interaction force constant $f_{d d}$, the bond angle interaction force constants $f_{d \beta}, f_{d \gamma}^{\prime}, f_{D \alpha}, f_{D \gamma}^{\prime}$ and angle-angle interaction force constants $f_{\alpha \beta}, f_{\beta \gamma}, f_{\gamma \gamma}^{\prime}$ and $f_{\gamma \gamma}^{\prime \prime}$ are uniquely negative for all these cases studied here.
4. The fact that the force constant $f_{D}$ is higher than $f_{d}$ in $\mathrm{GeH}_{2} \mathrm{~F}_{2}$ suggests that the $\mathrm{Ge}-\mathrm{F}$ bond is much stronger than the $\mathrm{Ge}-\mathrm{H}$ bond. The same trend for $\mathrm{Ge}-\mathrm{Cl}$ bond is also noticed in $\mathrm{GeH}_{2} \mathrm{Cl}_{2}$ molecule. It may also be added that $\mathrm{Ge}-\mathrm{Br}$ and $\mathrm{Ge}-\mathrm{I}$ bond strengths are weaker than $\mathrm{Ge}-\mathrm{H}$ bond in $\mathrm{GeH}_{2} \mathrm{Br}_{2}$ and $\mathrm{GeH}_{2} \mathrm{I}_{2}$ molecules, respectively.
5. Drake has already reported potential constants for some molecules of this type. But most of the interaction constants have been neglected by him. Here all the interaction constants are reported for the first time. The major stretching force constants $f_{d}, f_{D}$ values agree quite well with earlier works [8,9].
6. All the general quadratic potential constants for the molecules under study are available here for the first time.

The compliance constants for the molecules under study are given in Table IV. These constants are invariant to the choice of coordinate defining the force field and

Table III
Potential constants [ $10^{2} \mathrm{Nm}^{-1}$ ]

| Mol. <br> Symbol | $\mathrm{GeH}_{2} \mathrm{~F}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Cl}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Br}_{2}$ | $\mathrm{GeH}_{2} \mathrm{I}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $f_{d}$ | 2.7428 | 2.6915 | 2.6537 | 2.4797 |
|  | $(2.7440)$ | $(2.6900)$ | $(2.6600)$ | $(2.4830)$ |
|  | $(2.7620)$ | $(2.6904)$ | $(2.6750)$ | $(2.5350)$ |
| $f_{D}$ | 4.4608 | 2.8876 | 2.2165 | 1.5122 |
|  | $(4.8130)$ | $(2.7310)$ | $(2.1180)$ | $(1.5230)$ |
|  | $(4.5860)$ | $(2.7313)$ | $(2.1760)$ | $(1.5310)$ |
| $f_{\alpha}$ | 0.2723 | 0.1919 | 0.2051 | 0.1896 |
| $f_{B}$ | 0.4114 | 0.2135 | 0.1759 | 0.1729 |
| $f_{\gamma}$ | 0.1572 | 0.1130 | 0.0954 | 0.0823 |
| $-f_{d d}$ | 0.2147 | 0.0169 | 0.0271 | 0.0386 |
| $f_{D D}$ | 0.0912 | 0.6243 | 0.3177 | -0.0058 |
| $f_{d D}$ | 0.0151 | 0.0098 | 0.0049 | 0.0022 |
| $f_{d \alpha}$ | 0.0057 | 0.0030 | 0.0022 | 0.0016 |
| $-f_{d \beta}$ | 0.0072 | 0.0032 | 0.0021 | 0.0016 |
| $f_{d \gamma}$ | 0.0042 | 0.0028 | 0.0022 | 0.0019 |
| $-f_{d \gamma}^{\prime}$ | 0.0031 | 0.0021 | 0.0018 | 0.0015 |
| $-f_{D \alpha}^{\prime}$ | 0.2142 | 0.3065 | 0.3488 | 0.2313 |
| $f_{D \beta}$ | 0.2295 | 0.2552 | 0.2789 | 0.2168 |
| $f_{D \gamma}$ | 0.0214 | 0.0027 | -0.0044 | -0.0165 |
| $-f_{D \gamma}^{\prime}$ | 0.0430 | 0.0261 | 0.0274 | 0.0339 |
| $-f_{\alpha \beta}^{\prime}$ | 0.2830 | 0.1704 | 0.1634 | 0.1523 |
| $f_{\alpha \gamma}$ | 0.0114 | 0.0105 | 0.0092 | 0.0124 |
| $-f_{\beta \gamma}$ | 0.0430 | 0.0279 | 0.0215 | 0.0263 |
| $f_{\gamma \gamma}$ | 0.0102 | 0.0044 | 0.0012 | 0.0041 |
| $-f_{\gamma \gamma}^{\prime}$ | 0.1026 | 0.0720 | 0.0595 | 0.0468 |
| $-f_{\gamma \gamma}^{\prime \prime}$ | 0.0296 | 0.0210 | 0.0179 | 0.0153 |

Values in parentheses refer to literature values [8, 9].
they may be used as a measure of the bond strengths and interactions instead of potential constant as pointed out by Decius [16] and Jones [20]. It may also be noted that the compliance constants exhibit trends opposite to that of the force constants.

The vibrational mean square amplitude for the bonded and nonbonded distances evaluated at 298.16 K are presented in Table V . The values of mean amplitude for bonded and nonbonded distance deviations are given in Table VI. From the Table, it may be observed that these constants are independent of the bond order, and depend only on the mass of the atom. The $\mathrm{Ge}-\mathrm{H}$ mean amplitude of vibration remains the same in all cases. Also, the mean amplitude of vibrations for $\mathrm{Ge}-\mathrm{F}, \mathrm{Ge}-\mathrm{Cl}$, $\mathrm{Ge}-\mathrm{Br}$ and $\mathrm{Ge}-\mathrm{I}$ bonds in these molecules increases as one goes from lower to the higher member of the halogen group. These values of the mean amplitudes are useful in defining the non-rigid model of the molecules, in the determination of the complete harmonic force field and also in verifying the mean amplitude of vibration obtained experimentally from electron diffraction investigations. Since electron diffraction data are not available a direct comparison is not made in the present investigation.

Table IV
Compliance constants $\left[10^{-2} \mathrm{mN}^{-1}\right]$

| Mol. Symbol | $\mathrm{GeH}_{2} \mathrm{~F}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Cl}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Br}_{2}$ | $\mathrm{GeH}_{2} \mathrm{I}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $n_{d}$ | 0.3962 | 0.3716 | 0.3769 | 0.4034 |
| $n_{D}$ | 0.2339 | 0.4165 | 0.6280 | 0.8826 |
| $n_{\alpha}$ | 1.0012 | 1.5898 | 1.8168 | 1.5123 |
| $n_{\beta}$ | 0.2726 | 0.1924 | 0.2101 | 0.1456 |
| $n^{\prime}$ | 0.9313 | 0.8081 | 0.7936 | 0.7487 |
| $n_{d d}$ | 0.0335 | 0.0024 | 0.0038 | 0.0063 |
| $n_{\text {D }}$ | 0.0031 | -0.0274 | 0.0992 | 0.2214 |
| $-n_{d D}$ | 0.0020 | 0.0021 | 0.0024 | 0.0020 |
| $-n_{d x}$ | 0.0029 | 0.0035 | 0.0035 | 0.0018 |
| $n_{\text {d }}$ | 0.0019 | 0.0011 | 0.0011 | 0.0009 |
| $n_{\text {dy }}$ | 0.0019 | 0.0018 | 0.0016 | 0.0013 |
| $-n_{d \gamma}^{\prime}$ | 0.0016 | 0.0009 | 0.0009 | 0.0011 |
| $n_{\text {D }}$ | 0.0574 | 0.2193 | 0.3968 | 0.3042 |
| $-n_{\text {D }}$ | 0.0189 | 0.0324 | 0.0827 | 0.1323 |
| $-n_{D_{\gamma}}$ | 0.0048 | 0.0238 | 0.0415 | 0.0022 |
| $-n_{D_{y}}^{\prime}$ | 0.0217 | 0.0489 | 0.0675 | 0.0302 |
| $n_{\alpha \beta}$ | 0.2576 | 0.2076 | 0.1924 | 0.1099 |
| $-n_{\alpha \gamma}$ | 0.3037 | 0.3954 | 0.4264 | 0.3282 |
| $-n_{\beta \gamma}$ | 0.1330 | 0.1009 | 0.1039 | 0.0683 |
| $-n_{y \gamma}$ | 0.4611 | 0.3492 | 0.3158 | 0.3379 |
| $n_{r y}^{\prime}$ | 0.3221 | 0.2668 | 0.2418 | 0.1839 |
| $-n_{y \gamma}^{\prime \prime}$ | 0.3654 | 0.2736 | 0.2466 | 0.2523 |

The Coriolis coupling constants evaluated in this work are reported in Table VII. The Coriolis coupling coefficients give a measure of the extension of the infrared band contours. The coupling coefficients between the degenerate modes are found to be very useful in the high resolution studies on the perpendicular bonding. The high values of constants $\left|\zeta_{15}^{\mathrm{Z}}\right|, \zeta_{26}^{\mathrm{Y}}, \zeta_{17}^{\mathrm{Y}},\left|\zeta_{48}^{\mathrm{X}}\right|, \zeta_{29}^{\mathrm{X}}$, $\zeta_{57}^{\mathrm{X}},\left|\zeta_{69}^{\mathrm{Z}}\right|$ suggests the heavy mixing of the corresponding vibrational modes. Further the $\zeta$-values are found to obey the following sum rules,

$$
\begin{aligned}
& \left(\zeta_{18}^{\mathrm{X}}\right)^{2}+\left(\zeta_{28}^{\mathrm{X}}\right)^{2}+\left(\zeta_{38}^{\mathrm{X}}\right)^{2}+\left(\zeta_{48}^{\mathrm{X}}\right)^{2}=1, \\
& \left(\zeta_{19}^{\mathrm{X}}\right)^{2}+\left(\zeta_{29}^{\mathrm{X}}\right)^{2}+\left(\zeta_{39}^{\mathrm{X}}\right)^{2}+\left(\zeta_{49}^{\mathrm{X}}\right)^{2}=1, \\
& \left(\zeta_{16}^{\mathrm{Y}}\right)^{2}+\left(\zeta_{26}^{\mathrm{Y}}\right)^{2}+\left(\zeta_{36}^{\mathrm{Y}}\right)^{2}+\left(\zeta_{46}^{\mathrm{Y}}\right)^{2}=1, \\
& \left(\zeta_{17}^{\mathrm{Y}}\right)^{2}+\left(\zeta_{27}^{\mathrm{Y}}\right)^{2}+\left(\zeta_{37}^{\mathrm{Y}}\right)^{2}+\left(\zeta_{47}^{\mathrm{Y}}\right)^{2}=1, \\
& \left(\zeta_{15}^{\mathrm{Z}}\right)^{2}+\left(\zeta_{25}^{\mathrm{Z}}\right)^{2}+\left(\zeta_{35}^{\mathrm{Z}}\right)^{2}+\left(\zeta_{45}^{\mathrm{Z}}\right)^{2}=1 .
\end{aligned}
$$

The centrifugal distortion constants of these molecules are listed in Table VIII. The centrifugal distortion constants $D_{J}, D_{K}, D_{J K}$ decrease with the decreasing electronegativity of the substituent halogen atom. These constants are found to be in the expected range.

Table V
Bonded and nonbonded mean square amplitudes of vibration $\left[10^{\prime}(\mathrm{pm})^{2}\right]$ at $298 \cdot 16 \mathrm{~K}$

| Mol. <br> Symbol | $\mathrm{GeH}_{2} \mathrm{~F}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Cl}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Br}_{2}$ | $\mathrm{GeH}_{2} \mathbf{I}_{2}$ |
| :---: | ---: | ---: | ---: | ---: |
| $\sigma_{d}(x-y)$ | 7.8336 | 7.9103 | 7.9643 | 8.2396 |
| $\sigma_{D}(x-z)$ | 1.6443 | 2.2288 | 2.3729 | 2.8895 |
| $\sigma_{\alpha}$ | 9.1711 | 10.7420 | 11.1493 | 10.3357 |
| $\sigma_{\beta}$ | 1.1505 | 0.7523 | 0.7836 | 0.4822 |
| $\sigma_{\gamma}$ | 6.7382 | 5.5914 | 5.3979 | 5.1127 |
| $\sigma_{d \alpha}$ | 0.0009 | 0.0070 | 0.0204 | 0.0432 |
| $-\sigma_{D D}$ | 0.1162 | 0.2110 | 0.2468 | 0.2380 |
| $-\sigma_{d D}$ | 0.0356 | 0.0376 | 0.0380 | 0.0375 |
| $-\sigma_{d \alpha}$ | 0.0484 | 0.0529 | 0.0510 | 0.0429 |
| $\sigma_{d \beta}$ | 0.0348 | 0.0227 | 0.0197 | 0.0169 |
| $-\sigma_{d \gamma}$ | 0.0355 | 0.0246 | 0.0224 | 0.0221 |
| $\sigma_{d \gamma}$ | 0.0397 | 0.0333 | 0.0308 | 0.0278 |
| $\sigma_{D \alpha}$ | 0.2141 | 0.9671 | 1.0653 | 0.7474 |
| $-\sigma_{D \beta}$ | 0.1131 | 0.1643 | 0.2409 | 0.3179 |
| $-\sigma_{D \gamma}$ | 0.1489 | 0.3844 | 0.4970 | 0.5189 |
| $\sigma_{D \gamma}^{\prime}$ | 0.1085 | 0.0765 | 0.2160 | 0.4347 |
| $\sigma_{\alpha \beta}^{\prime}$ | 0.7799 | 0.6871 | 0.7820 | 0.4376 |
| $-\sigma_{\alpha \gamma}$ | 2.3613 | 2.4583 | 2.4930 | 2.1427 |
| $-\sigma_{\beta \gamma}$ | 0.4893 | 0.3683 | 0.4005 | 0.2404 |
| $-\sigma_{\gamma \gamma}$ | 3.6670 | 2.9037 | 2.7156 | 2.7448 |
| $\sigma_{y \gamma}^{\prime}$ | 2.0693 | 1.6236 | 1.4193 | 1.1028 |
| $-\sigma_{\gamma \gamma}^{\prime \prime}$ | 2.4016 | 1.8095 | 1.5924 | 1.5007 |
| $\sigma_{p}(\mathrm{Y} \ldots \mathrm{Y})$ | 26.8824 | 29.7925 | 30.6888 | 32.0768 |
| $\sigma_{q}(\mathrm{Z} \ldots \mathrm{Z})$ | 6.1196 | 9.1338 | 11.1347 | 12.0341 |
| $\sigma_{\gamma}(\mathrm{Y} \ldots \mathrm{Z})$ | 28.4211 | 33.0545 | 35.0892 | 37.7937 |

Table VI
Bonded and nonbonded mean amplitudes of vibration $\left[10^{2}(\mathrm{pm})\right]$ at 298.16 K

| Mol. <br> Symbol | $\mathrm{GeH}_{2} \mathrm{~F}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Cl}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Br}_{2}$ | $\mathrm{GeH}_{2} \mathrm{I}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| Bonded <br> $L_{d}$ <br> $(\mathrm{X}-\mathrm{Y})$ <br> $L_{D}$ <br> $(\mathrm{X}-\mathrm{Z})$ <br> Nonbonded <br> $l_{p}$ | 0.0885 | 0.0889 | 0.0892 | 0.0908 |
| $(\mathrm{Y} \ldots \mathrm{Y})$ | 0.1640 | 0.1726 | 0.1752 | 0.1791 |
| $\mathbf{I}_{q}$ <br> $(\mathrm{Z} \ldots \mathrm{Z})$ <br> $l_{r}$ | 0.0782 | 0.0956 | 0.1055 | 0.1097 |
| $(\mathrm{Y} \ldots \mathrm{Z})$ | 0.1686 | 0.1818 | 0.1873 | 0.1944 |

Table VII
Coriolis coupling constants

| Couplings | Elements | $\mathrm{GeH}_{2} \mathrm{~F}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Cl}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Br}_{2}$ | $\mathrm{GeH}_{2} \mathrm{I}_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{1} \times A_{2}$ | $-\zeta_{15}^{\mathrm{z}}$ | 0.7969 | 0.8077 | 0.8110 | 0.8079 |
|  | $\zeta_{25}^{2}$ | 0.6032 | 0.5829 | 0.5817 | 0.5761 |
|  | $-\zeta_{35}^{\text {Z }}$ | -0.0321 | 0.0890 | 0.0629 | 0.0162 |
|  | $\zeta_{45}^{\text {Z }}$ | 0.0010 | 0.0022 | -0.0102 | 0.0027 |
| $A_{1} \times B_{1}$ | $\zeta_{16}^{Y}$ | 0.0120 | 0.0521 | 0.0120 | 0.0473 |
|  | $\zeta_{26}^{Y}$ | 0.9558 | 0.9465 | 0.9777 | 0.9940 |
|  | $-\zeta_{36}^{\mathrm{Y}}$ | 0.1951 | 0.2901 | 0.1857 | 0.0793 |
|  | $\zeta_{46}^{\mathrm{Y}}$ | 0.2208 | 0.1428 | 0.0998 | 0.0777 |
|  | $\zeta_{17}{ }^{\text {¢ }}$ | 0.9220 | 0.9627 | 0.9767 | 0.9826 |
|  | - $\zeta_{27}^{Y}$ | -0.0031 | 0.0393 | 0.0294 | 0.0072 |
|  | $-\zeta_{37}^{\mathrm{Y}}$ | 0.2557 | 0.1840 | 0.1631 | 0.1521 |
|  | $-\zeta_{47}^{Y}$ | 0.2897 | 0.1923 | 0.1338 | 0.1038 |
| $A_{1} \times B_{2}$ | $\zeta_{18}^{\text {¢ }}$ | 0.0477 | 0.0587 | 0.0725 | 0.0804 |
|  | $\zeta_{28}^{\mathrm{X}}$ | 0.2398 | 0.1217 | 0.0936 | 0.1232 |
|  | $-\zeta_{38}^{\mathrm{x}}$ | 0.2299 | 0.3392 | 0.5028 | 0.6033 |
|  | $-\zeta_{48}^{\mathrm{x}}$ | 0.9381 | 0.9186 | 0.8357 | 0.7605 |
|  | $-\zeta_{19}^{\mathrm{X}}$ | $0.5757$ | $0.5771$ | $0.5768$ | 0.5820 |
|  | $\zeta_{29}{ }^{\text {X }}$ | 0.7259 | 0.6955 | 0.7786 | 0.7999 |
|  | $-\zeta_{39}^{\mathrm{x}}$ | 0.2555 | 0.2597 | 0.1298 | 0.0106 |
|  | $\zeta_{54}$ | 0.2766 | 0.2310 | 0.2090 | 0.1885 |
| $A_{2} \times B_{1}$ | $-\zeta_{56}^{\mathrm{X}}$ | 0.5607 | 0.5681 | 0.5706 | 0.5714 |
|  | $\zeta_{57}$ | 0.7412 | 0.7841 | 0.7989 | 0.8047 |
| $A_{2} \times B_{2}$ | $\zeta_{58}^{\gamma}$ | 0.0992 | 0.0537 | 0.0273 | 0.0170 |
|  | $-\zeta_{59}$ | 0.0291 | 0.0133 | 0.0067 | 0.0041 |
| $B_{1} \times B_{2}$ | $-\zeta_{68}^{2}$ | 0.0675 | 0.0831 | 0.1024 | 0.1115 |
|  | $-\zeta_{69}^{2}$ | 0.8113 | 0.8137 | 0.8128 | 0.8032 |
|  | $\zeta_{78}^{2}$ | 0.0621 | 0.0522 | $0.1462$ | $0.1781$ |
|  | $-\zeta_{79}^{2}$ | 0.5513 | 0.5748 | 0.5960 | 0.6056 |

Table VIII
Centrifugal distortion constants [MHz]

| Mol. <br> Symbol | $\mathrm{GeH}_{2} \mathrm{~F}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Cl}_{2}$ | $\mathrm{GeH}_{2} \mathrm{Br}_{2}$ | $\mathrm{GeH}_{2} \mathrm{I}_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| $D_{J}$ | 0.0584 | 0.0184 | 0.0101 | 0.0055 |
| $D_{K}$ | 0.0885 | 0.0242 | 0.0115 | 0.0058 |
| $-D_{J K}$ | 0.1380 | 0.0414 | 0.0214 | 0.0113 |

## Conclusion

A new attempt has been made to evaluate all the molecular constants of dihalogermanes of $\mathrm{XY}_{2} \mathrm{Z}_{2}$ type using a revised set of symmetry coordinates. The molecular constants evaluated by the new procedure seem to be reasonable and the systematic set of molecular constants is available in the present work. The vibrational mean amplitude, Coriolis coupling constants and centrifugal distortion constants of $\mathrm{GeH}_{2} \mathrm{X}_{2}(\mathrm{X}=\mathrm{F}, \mathrm{Cl}, \mathrm{Br}$ and I) molecules, are available here for the first time. There are, to the author's knowledge, no experimental data available for these molecules, for the comparison of values of the mean amplitude, Coriolis coupling constants, and centrifugal distortion constants.
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#### Abstract

A comparison has been given between the algebraic expressions of the line strengths of the branches and the results of the numerical diagonalization computer method applied to the ${ }^{5} \Sigma$ ${ }^{5} \Pi$ (int) transition of the CrO molecule. Moreover, explicit algebraic expressions are obtained for the line strengths in the ${ }^{5} \Pi-{ }^{5} \Pi$ transitions where both ${ }^{5} \Pi$ states may belong to the coupling case intermediate between Hund's cases (a) and (b).


## 1. Introduction

In the CrO molecule the $(2,0),(1,0),(0,0),(0,1)$ and $(0,2)$ bands of the $A^{5} \Pi-X^{5} \Pi$ transition have been observed and analysed rotationally by Ninomiya [1] and Hocking et al [2]. In general, the theoretical investigations of intensities in electronic bands provide the experimental researchers with some guidance in case of an analysis of a new kind. In the case of the ${ }^{5} \Pi_{-}^{5} \Pi$ transition the intensity treatments carried out till now are restricted to the line strengths of the limiting case transitions, namely of the ${ }^{5} \Pi(a)-{ }^{5} \Pi(a),{ }^{5} \Pi(a)-{ }^{5} \Pi(b)$ and ${ }^{5} \Pi(b)-{ }^{5} \Pi(b)$ transitions [3], [4], [5], [6]. Recently, a number of quintet transitions containing ${ }^{5} \Pi$ states in the spectra of NdO [7] and CrO [8] molecules have been observed and analyzed. The detailed theoretical investigations of the $\Lambda$-type doublets of these ${ }^{5} \Pi$ states show that the formulas valid not only for pure limiting cases but also in the neighbourhood of limiting cases [9] are not satisfactory in all cases for the interpretation of the observed values [7]. Therefore to interpret the $\Lambda$ type doublings observed on the ${ }^{5} \Pi$ states of the NdO molecule, algebraic expressions have been produced for the quintet term formulae, for the transition matrix elements and for the $\Lambda$-type doublet formulae in the coupling case intermediate between Hund's cases (a) and (b), i.e. valid for any value of the coupling constant $Y$ [10]. Applying these intermediate case formulas of the $\Lambda$-doublets to the $X^{5} \Pi$ state of the CrO molecule excellent agreement has been obtained between the observed and calculated values [11].

In the case of the ${ }^{5} \Sigma-{ }^{5} \Pi$ transition observed in the spectrum of the CrO molecule, however, not only the wavenumbers but also the intensities of the lines of the branches have been measured. Owing to this, no wonder that the intensity formulas given to the limiting case transitions, namely to the ${ }^{5} \Sigma(b)-{ }^{5} \Pi(a)$ transition fail [8].

Having the explicit form of the ${ }^{5} \Pi$ transformation matrix elements valid for any value of the coupling constant algebraic expressions have been produced for the line strengths of the branches of the ${ }^{5} \Sigma-{ }^{5} \Pi$ transition where the ${ }^{5} \Pi$ state may belong to the coupling case intermediate between Hund's cases (a) and (b) [12]. Using these formulas it has been possible to eliminate all discrepancies mentioned by Cheung et al [8] but, unfortunately, due to the small number and approximative character of the observed values (about $\pm 5 \%- \pm 15 \%$ error limit) the agreement between the observed and calculated values was only moderate [12]. In the same issue of the same periodical Sassenberg et al published a paper [13] in which they have reexamined the intensities observed previously, giving them with about $1 \%$ error limit and applying a numerical diagonalization computer method of the Hamiltonian matrices to the calculation of the line intensities. A detailed comparison of the observed and calculated intensities for $J=20$ is given in the $\left(I^{\text {obs }}\right)$ second and $\left(I_{S}^{\text {calc }}\right)$ third column of Table I. The values given in Table I are not the line strengths themselves but the intensities measured in arbitrary units, which are, of course, proportional to these. The detailed theoretical investigations show that previous expectations [8], [13] were not fulfilled: the observed anomalies are not due to the perturbation of a ${ }^{5} \Sigma$ term (the effect of this, if any, is smaller than $1 \%$ which is the uncertainties in the experimental intensities) but to the fact that the ${ }^{5} \Pi$ term belongs to the intermediate case between Hund's cases (a) and (b). The agreement between the observed and calculated values can be regarded as fairly good, only this numerical computer method cannot be used by other workers and there is no substitute for the algebraic method if accurate numbers are wanted. Using the algebraic expressions of the line strengths given in the paper [12] for the new reexamined observed intensities we get the values in the fourth $\left(I_{K}^{\text {calc }}\right)$ column of Table I. The root mean square of the deviations for the theoretical values given by Sassenberg et al [13] is $0.44 \mathrm{~cm}^{-1}$ and for the values of algebraic expressions given by us [12] it is $0.49 \mathrm{~cm}^{-1}$. It is remarkable that the algebraic formulas contain only one single constant, $Y$, and give results almost as good as the much more complicated numerical computer method containing more than one single constant.

As can be seen thus the $X^{5} \Pi$ state of the CrO molecule ( $Y^{\prime \prime}=120,56 \mathrm{~cm}^{-1}$ [8]) belongs to the intermediate case already at $J=20$. Because the value of the coupling constant $Y^{\prime}$ of the upper ${ }^{5} \Pi$ state is nearly the same [2] it is obvious that the $A^{5} \Pi-X^{5} \Pi$ transition is a ${ }^{5} \Pi$ (int) $-{ }^{5} \Pi$ (int) transition already at the lower rotational quantum numbers. This is the reason for producing the algebraic expressions of the line strengths of a ${ }^{5} \Pi$ (int) $-{ }^{5} \Pi$ (int) transition. The aim of the present paper is to derive such formulae for the intensity distribution.

## 2. Intensity distribution for ${ }^{5} \Pi^{\prime}$ (int)- ${ }^{5} \Pi^{\prime \prime}$ (int) transition

As is known, in case of the thermal equilibrium the intensity of the lines of emission bands can be given by the following expression [4]:

Table I
A comparison of the observed and calculated relative line intensities for the $A^{5} \Sigma-X^{5} \Pi$ (int) $(0,0)$ band for $J=20$

| Branches | $I^{\text {obs }}$ | $I_{S}^{\text {calc }}$ | $I_{K}^{\text {calc }}$ | Branches | $I^{\text {obs }}$ | $I_{S}^{\text {calc }}$ | $I_{\text {K }}^{\text {calc }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{1}$ | 2.6 | 2.4 | 2.4 | ${ }^{N} P_{35}$ | 5.5 | 4.9 | 4.7 |
| $Q_{1}$ | 5.0 | 5.1 | 5.4 | ${ }^{o} Q_{35}$ | 7.5 | 7.5 | 7.4 |
| $R_{1}$ | 3.0 | 2.8 | 3.0 | ${ }^{P}{ }^{\text {R }}$ 35 | 2.7 | 2.9 | 2.9 |
| ${ }^{o} \mathrm{P}_{12}$ | 5.5 | 5.3 | 4.9 | ${ }^{T} Q_{41}$ | 2.8 | 2.5 | 2.3 |
| ${ }^{P} Q_{12}$ | 10.7 | 10.4 | 10.0 | ${ }^{R} P_{42}$ | 3.6 | 3.5 | 3.7 |
| ${ }^{Q} R_{12}$ | 4.8 | 5.1 | 5.1 | ${ }^{s} Q_{42}$ | 7.5 | 7.5 | 8.2 |
| ${ }^{N} \mathrm{P}_{13}$ | 4.5 | 4.5 | 4.2 | ${ }^{T} R_{42}$ | 4.4 | 4.1 | 4.6 |
| ${ }^{0} Q_{13}$ | 8.3 | 8.0 | 7.6 | ${ }^{R} Q_{43}$ | 3.5 | 3.3 | 3.9 |
| ${ }^{P} R_{13}$ | 3.5 | 3.5 | 3.5 | ${ }^{s} R_{43}$ | 2.5 | 1.6 | 2.0 |
| ${ }^{2} \mathrm{P}_{21}$ | 4.0 | 4.4 | 4.5 | $Q_{4}$ | 1.4 | 1.4 | 1.5 |
| ${ }^{R} Q_{21}$ | 10.0 | 10.0 | 10.4 | ${ }^{0}{ }_{P}{ }_{45}$ | 6.2 | 6.0 | 6.0 |
| ${ }^{s} R_{21}$ | 5.8 | 5.6 | 6.0 | ${ }^{P} Q_{45}$ | 11.0 | 9.4 | 9.8 |
| $Q_{2}$ | 1.9 | 1.4 | 1.3 | ${ }^{2} R_{45}$ | 3.2 | 3.8 | 4.1 |
| ${ }^{o}{ }^{\text {P }}$ 2 ${ }_{23}$ | 3.0 | 2.0 | 1.8 | ${ }^{T} Q_{52}$ | 3.0 | 2.3 | 2.5 |
| ${ }^{P} Q_{23}$ | 3.5 | 3.6 | 3.5 | ${ }^{R} P_{53}$ | 3.8 | 3.5 | 3.8 |
| ${ }^{N} \mathrm{P}_{24}$ | 4.8 | 4.8 | 4.6 | ${ }^{s} Q_{53}$ | 7.0 | 7.1 | 7.9 |
| ${ }^{o} Q_{24}$ | 8.0 | 8.0 | 7.8 | ${ }^{T} R_{53}$ | 3.8 | 3.6 | 4.1 |
| ${ }^{P}{ }^{R} R_{24}$ | 3.0 | 3.3 | 3.3 | ${ }^{Q} P_{54}$ | 4.8 | 5.0 | 5.6 |
| ${ }^{R} P_{31}$ | 3.0 | 3.2 | 3.0 | ${ }^{R} Q_{54}$ | 10.0 | 9.1 | 10.5 |
| ${ }^{s} Q_{R}{ }_{\text {P1 }}$ | 7.4 | 7.4 | 7.4 | ${ }^{s} R_{\text {R4 }}$ | 4.8 | 4.2 | 4.9 |
| ${ }^{T} R_{31}$ | 4.2 | 4.3 | 4.4 | $P_{5}$ | 2.7 | 2.7 | 3.1 |
| ${ }^{R} Q_{32}$ | 4.0 | 3.5 | 4.1 | $Q_{5}$ | 4.9 | 4.4 | 5.2 |
| ${ }_{o}^{Q_{3}}$ | 3.4 | 3.0 | 3.0 |  |  |  |  |
| ${ }^{o} P_{34}$ | 1.8 | 2.0 | 1.9 | $I_{S}(\mathrm{RMS})=0.44 \mathrm{~cm}^{-1}$ |  |  |  |
| ${ }^{P} Q_{34}$ | 4.0 | 3.5 | 3.3 | $I_{K}(\mathrm{RMS})=0.49 \mathrm{~cm}^{-1}$ |  |  |  |

$$
\begin{equation*}
I_{J^{\prime \prime} N^{\prime \prime}}^{J^{\prime} N^{\prime}}=G S_{N^{\prime} N^{\prime \prime}}^{J^{\prime} J^{\prime \prime}} \exp \left(-\frac{h c F_{J^{\prime}}}{k T}\right) \tag{1}
\end{equation*}
$$

where $G$ can be regarded as constant to a good approximation within a particular band and $S_{N^{\prime} N^{\prime \prime}}^{J^{\prime \prime \prime}}$, is the line strength. In the case of intermediate case transition the form of $S_{N_{N} N^{\prime \prime}}^{J^{\prime \prime \prime}}$ will be [4]

$$
\begin{equation*}
S_{N^{\prime} N^{\prime \prime}}^{J^{\prime} J^{\prime \prime}}=\left|\sum_{\Sigma=-S}^{+S} S_{A^{\prime}+\Sigma, N^{\prime}}^{J^{\prime}} \sqrt{S_{J^{\prime}, A^{\prime \prime}+\Sigma}^{J^{\prime}, A^{\prime}+\Sigma}} S_{A^{\prime \prime}+\Sigma, N^{\prime \prime}}^{J^{\prime \prime}}\right|^{2} \tag{2}
\end{equation*}
$$

where $S_{J^{\prime}, A^{\prime}}^{J^{\prime}+\Sigma}+\Sigma$ is the line strength where both the upper and lower electronic states may belong to Hund's case (a), i.e. the so-called Hönl-London factor and $S_{A^{\prime}+\Sigma, N^{\prime}}^{J^{\prime}}$ and $S_{A^{\prime \prime}+\Sigma, N^{\prime \prime}}^{J^{\prime \prime}}$ are the transformation matrix elements for the ${ }^{5} \Pi$ states given by [10]. These line strength formulae are listed in Table II in a quite condensed form where $\binom{i, N^{\prime}}{k, N^{\prime \prime}}$ $=(1, J-2),(2, J-1),(3, J),(4, J+1),(5, J+2)$. The values of the numerical coefficients
$a_{i k}^{(s)}$ will be given in matrix form

$$
\mathbf{a}^{(s)}=\left(\begin{array}{cccc}
a_{11}^{(s)} & \cdot & \cdot & \cdot  \tag{3a}\\
\cdot & & a_{15}^{(s)} \\
\cdot & & & \cdot \\
\cdot & & & \cdot \\
a_{51}^{(s)} & \cdot & \cdot & \cdot \\
a_{55}^{(s)}
\end{array}\right)
$$

where $s=1,2,3,4,5,6$. The explicit form of these will be

$$
\left.\begin{array}{ll}
\mathbf{a}^{(1)}=\left(\begin{array}{rrrrr}
1 & 1 & 3 & 1 & 1 \\
1 & 1 & 3 & 1 & 1 \\
3 & 3 & 1 & 3 & 3 \\
1 & 1 & 3 & 1 & 1 \\
1 & 1 & 3 & 1 & 1
\end{array}\right) ; & \mathbf{a}^{(2)}=\left(\begin{array}{rrrrr}
1 & 2 & 1 & 2 & 1 \\
2 & 4 & 2 & 4 & 2 \\
1 & 2 & 3 & 2 & 1 \\
2 & 4 & 2 & 4 & 2 \\
1 & 2 & 1 & 2 & 1
\end{array}\right) ; \\
\mathbf{a}^{(3)}=\left(\begin{array}{rrrrr}
1 & 1 & 1 & 1 & -1 \\
1 & 1 & 1 & 1 & -1 \\
1 & 1 & 3 & 1 & -1 \\
1 & 1 & 1 & 1 & -1 \\
-1 & -1 & -1 & -1 & 1
\end{array}\right) ; & \mathbf{a}^{(4)}=\left(\begin{array}{rrrrr}
3 & 3 & -1 & 3 & 3 \\
3 & 3 & -1 & 3 & 3 \\
-1 & -1 & 1 & -1 & -1 \\
3 & 3 & -1 & 3 & 3 \\
3 & 3 & -1 & 3 & 3
\end{array}\right) ;  \tag{3b}\\
\mathbf{a}^{(5)}=\left(\begin{array}{rrrrr}
1 & 2 & -1 & 2 & 1 \\
2 & 4 & -2 & 4 & 2 \\
-1 & -2 & 3 & -2 & -1 \\
2 & 4 & -2 & 4 & 2 \\
1 & 2 & -1 & 2 & 1
\end{array}\right) ; & \mathbf{a}^{(6)}=\left(\begin{array}{rrrr}
-1 & 1 & -1 & -1 \\
-1 & 1 & -1 & 1 \\
1 & -1 & 3 & -1
\end{array}\right) \\
-1 \\
-1 & 1
\end{array}\right),
$$

Furthermore*

$$
\begin{array}{ll}
A_{5}^{1}(J)=u^{ \pm}(J) \mp 4 \tau(J) ; & B_{5}^{1}(J)=u^{\mp}(J) \mp 2 \tau(J) \\
A_{4}^{2}(J)=Y-8 \pm u^{ \pm}(J)+2 \tau(J) ; & B_{4}^{2}(J)=Y+4 \mp u^{\mp}(J)-4 \tau(J)  \tag{4}\\
A_{3}(J)=Y-6+3 \tau(J) ; & B_{3}(J)=Y+2-3 \tau(J)
\end{array}
$$

[^16]where
\[

$$
\begin{gather*}
\tau(J)=\frac{4 J(J+1)}{(Y-2)^{2}+4 J(J+1)} \\
u^{ \pm}(J)=\sqrt{(Y-2+\tau(J))^{2}+4 J(J+1)} \pm(Y-2+\tau(J)) \tag{5}
\end{gather*}
$$
\]

and

$$
\begin{gather*}
C_{N}(J)=2(J-1)(J+2)\left[f_{N}(J)\right]^{2} L_{N}(J)+M_{N}\left[f_{N}(J)\right]^{2}\left[g_{N}(J)\right]^{2}+ \\
+2 J(J+1)\left[g_{N}(J)\right]^{2} N_{N}(J), \tag{6}
\end{gather*}
$$

where

$$
\begin{align*}
f_{J \mp 2}(J) & =\mp[Y-4+4(\tau)] u^{\mp}(J)+2 J(J+1)-\frac{2}{3} \tau(J)[Y+4-4 \tau(J)], \\
g_{J \mp 2}(J) & =\mp[Y-4 \tau(J)] u^{ \pm}(J)-2[J(J+1)+2]-\frac{4}{3} \tau(J)[Y-8+8 \tau(J)], \\
f_{J \mp 1}(J) & =\mp[Y-2 \tau(J)] u^{\mp}(J)-\frac{4}{3} \tau(J)[Y+4-4 \tau(J)],  \tag{7}\\
g_{J \mp 1}(J) & =\mp[Y-4+2 \tau(J)] u^{ \pm}(J)-\frac{2}{3} \tau(J)[Y-8+2 \tau(J)]-8, \\
f_{J}(J) & =B_{3}(J)[Y-6 \tau(J)]-2 J(J+1), \\
g_{J}(J) & =A_{3}(J)[Y-4+6 \tau(J)]-2(J-2)(J+3)
\end{align*}
$$

and

$$
\begin{align*}
& L_{N}(J)=\frac{3}{M_{N}}\left\{\left[A_{i}(J)\right]^{2}+b_{i}(J-2)(J+3)\right\},  \tag{8}\\
& N_{N}(J)=\frac{3}{M_{N}}\left\{\left[B_{i}(J)\right]^{2}+b_{i} J(J+1)\right\},
\end{align*}
$$

where

$$
\begin{gather*}
(N, i)=(J-2,1),(J-1,2),(J, 3),(J+1,4),(J+2,5), \\
M_{J-2}=M_{J-1}=M_{J+1}=M_{J+2}=3 ; \quad M_{J}=1 ;  \tag{9}\\
b_{1}=b_{3}=b_{5}=1 ; \quad b_{2}=b_{4}=4 .
\end{gather*}
$$

In the expressions $A_{i}, B_{i}, f_{N}, g_{N}, C_{N}, \tau, u^{ \pm}$related to the upper state denoted by one prime ( ${ }^{5} \Pi^{\prime}$ ) for the line strengths of $P$ and $R$ branches, $J-1$ and $J+1$ are to be substituted for the $J$ value, respectively. Substituting successively all values of $i, k$ and $N^{\prime}, N^{\prime \prime}$ we get the line strengths of all the possible 75 branches. In Table II both ${ }^{5} \Pi$ terms were assumed to be normal. In the case of inverted terms for the transition ${ }^{5} \Pi_{i}^{\prime}($ int $)-{ }^{5} \Pi_{n}^{\prime \prime}$ (int) the first indices $1,2, \ldots, 5$ in the denotation of the branches should be replaced by the indices $5,4, \ldots, 1$. For ${ }^{5} \Pi_{n}^{\prime}($ int $)-{ }^{5} \Pi_{i}^{\prime \prime}($ int $)$ this applies to the second indices and, finally, for ${ }^{5} \Pi_{i}^{\prime}$ (int) ${ }^{5} \Pi_{i}^{\prime \prime}$ (int) this applies to both indices.

## Table II

Line strengths for ${ }^{5} \Pi$ (int)- ${ }^{5} \Pi$ (int) transitions

| Branches | Line strengths |
| :---: | :---: |
| ${ }^{5} \Pi^{\prime}-5 \Pi^{\prime \prime}$ | ${ }^{5} \Pi^{\prime}$ (int)-5 $\Pi^{\prime \prime}$ (int) |
| $P_{i k}(J)$ | $\frac{a_{i k}^{(1)}(J-1)(J+1)}{J C_{N^{\prime}}^{\prime}(J-1) C_{N^{\prime}}^{\prime \prime}(J)}\left\{2(J-2)(J+2)\left[a_{i k}^{(2)}(J-3)(J+3)+a_{i k}^{(3)} A_{i}^{\prime}(J-1) A_{k}^{\prime \prime}(J)\right] f_{N^{\prime}}^{\prime}(J-1) f_{N^{\prime \prime}}^{\prime \prime}(J)+\right.$ |
| $Q_{i k}(J)$ | $\begin{aligned} & \left.+a_{i k}^{(4)} f_{N^{\prime}}^{\prime}(J-1) f_{N^{\prime}}^{\prime \prime}(J) g_{N^{\prime}}^{\prime}(J-1) g_{N^{\prime \prime}}^{\prime \prime}(J)+2 J^{2}\left[a_{i k}^{(5)}(J-1)(J+1)+a_{i k}^{(6)} B_{i}^{\prime}(J-1) B_{k}^{\prime \prime}(J)\right] g_{N^{\prime}}^{\prime}(J-1) g_{N^{\prime \prime}}^{\prime \prime}(J)\right\}^{2} \\ & \frac{a_{i k}^{(1)}(2 J+1)}{J(J+1) C_{N^{\prime}}^{\prime}(J) C_{N^{\prime \prime}}^{\prime \prime}(J)}\left\{2(J-1)(J+2)\left[3 a_{i k}^{(2)}(J-2)(J+3)+2 a_{i k}^{(3)} A_{i}^{\prime}(J) A_{k}^{\prime \prime}(J)\right] f_{N^{\prime}}^{\prime}(J) f_{N^{\prime \prime}}^{\prime \prime}(J)+\right. \end{aligned}$ |
|  | $\left.+a_{i k}^{(4)} f_{N^{\prime}}^{\prime}(J) f_{N^{\prime}}^{\prime \prime}(J) g_{N^{\prime}}^{\prime}(J) g_{N^{\prime \prime}}^{\prime \prime}(J)-2 J^{2}(J+1)^{2} a_{i k}^{(5)} g_{N^{\prime}}^{\prime}(J) g_{N^{\prime \prime}}^{\prime \prime}(J)\right\}^{2}$ |
| $R_{i k}(J)$ | $\frac{a_{i k}^{(1)} J(J+2)}{(J+1) C_{N^{\prime}}^{\prime}(J+1) C_{N^{\prime \prime}}^{\prime \prime}(J)}\left\{2(J-1)(J+3)\left[a_{i k}^{(2)}(J-2)(J+4)+a_{i k}^{(3)} A_{i}^{\prime}(J+1) A_{k}^{\prime \prime}(J)\right] f_{N^{\prime}}^{\prime}(J+1) f_{N^{\prime \prime}}^{\prime \prime}(J)+\right.$ |
|  | $\left.+a_{i k}^{(4)} f_{N^{\prime}}^{\prime}(J+1) f_{N^{\prime \prime}}^{\prime \prime}(J) g_{N^{\prime}}^{\prime}(J+1) g_{N^{\prime \prime}}^{\prime \prime}(J)+2(J+1)^{2}\left[a_{i k}^{(5)} J(J+2)+a_{i k}^{(6)} B_{i}^{\prime}(J+1) B_{k}^{\prime \prime}(J)\right] g_{N^{\prime}}^{\prime}(J+1) g_{N^{\prime \prime}}^{\prime \prime}(J)\right\}^{2}$ |

The substitution of $Y^{\prime}=Y^{\prime \prime} \rightarrow \infty$ yields the simple formulas of the ${ }^{5} \Pi(a)-{ }^{5} \Pi(a)$ transition and $Y^{\prime}=Y^{\prime \prime}=0$ the formulas of the ${ }^{5} \Pi(b)^{5} \Pi(b)$ transition [3], [4]. Finally, if one $Y \rightarrow \infty$ and the other is equal to zero we obtain the formulas of the ${ }^{5} \Pi(a)-{ }^{5} \Pi(b)$ transition given in [6].

The theoretical formulas contain only two constants, the coupling constant $Y^{\prime}$ of the upper state and the coupling constant $Y^{\prime \prime}$ of the lower state.
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## SHORT COMMUNICATION

# THE LORENTZ TIME TRANSFORMATIONS INCOMPATIBLE WITH EINSTEIN'S AND LORENTZ'S THEORIES AND EXPERIMENTS 

Józef Wilczyński*<br>Wroclaw, Poland

(Received in revised form 10 August 1984)

Let us take two internal reference frames $S$ and $S^{\prime}$; frame $S^{\prime}$ is assumed to be moving with speed $v$ relative to frame $S$. Note that frame $S$ is preferred and frame $S^{\prime}$ is moving in the Lorentz-type theory ( $\mathrm{L}-\mathrm{tT}$ ), but in Einstein's special theory of relativity (STR) the former is "stationary" and the latter is "moving". The relativistic effects are absent in frame $S$ for both theories, but they exist or are to exist in frame $S^{\prime}$ as long as frame $S^{\prime}$ is moving relative to frame $S$ in $\mathrm{L}-\mathrm{tT}$ and as long as frame $S^{\prime}$ is taken (treated) to be "moving" relative to "stationary" frame $S$ in STR. Such kinematical states of motion of the two frames are kept in our considerations. Let us remind of the fact that in STR the relativistic effects exist or arise in the "moving" frame only when they are considered or observed or compared or measured from or/and in the "stationary" frame. Our considerations within the framework of STR will be made as if we are in frame $S$. In a given region of space there can be only one preferred frame and infinitely many "stationary" frames but only one of them can coincide with this preferred frame.

In frames $S$ and $S^{\prime}$ there exist coordinate systems, respectively, $S(O, x, t)$ and $S^{\prime}\left(O^{\prime}, x^{\prime}, t^{\prime}\right) ; O\left(O^{\prime}\right)$ is the origin of system, $x\left(x^{\prime}\right)$ is the coordinate parallel to speed $v$, and $t\left(t^{\prime}\right)$ is the time. The Lorentz transformations for a one-dimensional space, in STR and $\mathrm{L}-\mathrm{tT}$, are

$$
\begin{align*}
x^{\prime} & =\gamma(x-v t)  \tag{1a}\\
t^{\prime} & =\gamma\left(t-v x / c^{2}\right)  \tag{1b}\\
x & =\gamma\left(x^{\prime}+v t^{\prime}\right)  \tag{2a}\\
t & =\gamma\left(t^{\prime}+v x^{\prime} / c^{2}\right) \tag{2b}
\end{align*}
$$

[^17]where $\gamma=1 /\left(1-v^{2} / c^{2}\right)^{1 / 2}$. The above formulas reduce to
\[

$$
\begin{align*}
x^{\prime} & =-\gamma v t  \tag{3a}\\
t^{\prime} & =\gamma t  \tag{3b}\\
x & =\gamma v t^{\prime}  \tag{4a}\\
t & =\gamma t^{\prime} \tag{4b}
\end{align*}
$$
\]

when the origins coincide at the moment $t=t^{\prime}=0$. What do formulas (3a) and (3b) tell us? In frame $S$, after time $t=t_{1}$, the origin $O^{\prime}$ will be at the distance $x_{1}=v t_{1}$ from the origin $O$. Whereas in frame $S^{\prime}$, according to (3a), the distance between $O$ and $O^{\prime}$ is $x^{\prime}=$ $-\gamma v t_{1}=-\gamma x_{1}$. This means that $\left|x_{1}^{\prime}\right|>\left|x_{1}\right|$. It ought to be just so if there exists length contraction in frame $S^{\prime}$ : the distance between $O$ and $O^{\prime}$ is the same for both frames but it must have a greater value in the moving ("moving") frame $S^{\prime}$ than in the preferred ("stationary") frame $S$ if identical measures are used to scale the coordinates in both systems. But the case is the same with times. In formulas (1b) and (3b) we have also the length of time (but not the time units) as that in formulas (1a) and (3a): to time $t$ in $S$ corresponds time $t^{\prime}$ in $S^{\prime}$. Here, similarly, we have in (3b): $t_{1}^{\prime}=\gamma t_{1}$, and $t_{1}^{\prime}>t_{1}$ if identical clocks are used in both frames. Analogously to the explanation of formula (3a), it follows from formula (3b) that the time flows faster in $S^{\prime}$ than in $S$ ! We think another explanation cannot exist when one relies on formulas (3a) and (3b).

The time length, when measured with the help of clocks, is connected with the clock rate, that is, with the frequency of "ticks" $v$ or period $T=1 / v$. The greater the frequency the faster goes the clock (the faster "moves the hand on the clock face") and the faster flows the time, and vice versa. Following the above we receive from formula (3b) that the clock frequency is greater in $S^{\prime}$ than in $S$ ! But what do the relativists tell us and what do the experiments give?

In the light of existing experiments the relativists assume as a fact free of discussion that the frequency of the "moving" clock undergoes relativistic decrease. It is the so-called quadratic (transverse) Doppler effect defined as

$$
\begin{equation*}
v^{\prime}=v / \gamma \tag{5}
\end{equation*}
$$

This effect is always to be negative in STR, that is to say $v^{\prime}<v$; thus flowing the time $t^{\prime}$ in frame $S^{\prime}$ is slower than flowing the time $t$ in frame $S$. We have therefore the divergence between what gives formula (3b) and what give experiments confirming formula (5). The conclusion, the time relations in formulas $(1 b-4 b)$ are contradictory to experiments.

In reality, however, almost in all the existing experiments the sign of the relativistic change of the frequency of the atomic clocks is not consistent with the prediction of STR. Only the experiments in which the "stationary" frame is at rest on the Earth's surface confirm formula (5); we have here, e.g. the experiments with moving emitting ions [1], and when the absorber is in the centre of a rotating disk in the rotor
experiments [2]. But in the temperature-dependent experiments [3, 4] we have the transition from the negative to the positive (or vice versa) quadratic Doppler effect in the same experiment when the temperature either of the absorber or of the emitter is changing! In the rotor experiments (if to explain within the framework of STR) the positive effects $\left(v^{\prime}>v\right)$ are received when the absorber is further from the disk centre than the emitter placed in the centre $[5,6]$. Instead, when emitter $E$ and absorber $A$ both are at the opposite edges of a rotor, the effect is null [7, 8], although the relative speed between $E$ and $A$ is then doubled. Let us remember, in STR, the "stationary" frame must be the frame in which the comparison (observation, measurement) of the frequency of the clock resting in another "moving" frame (usually with the help of the photons or gamma rays coming from that other frame or emitted by a source at rest in that other frame) with the frequency of the clock resting in this frame takes place. This means that the frame attached to the absorber and the absorber itself must be "stationary" ones (!) in the rotor experiments; the process of comparison takes place inside the absorber through absorption of gamma rays.

Note that the formulas derived (or taken), in STR and $L-t$ T, for the experiments basing on the Mössbauer effect differ from each other. In both derivations the speeds related to the laboratory are taken. In STR the relativistic change of frequency must be a function of the relative speed $v=v_{E}-v_{A}$ between emitter and absorber, where $v_{A}$ and $v_{E}$ are the absorber's and emitter's speeds, respectively, relative to the laboratory; we have assumed that both $v_{A}$ and $v_{E} \ll c$, then the relativistic velocity addition formula gives $v=v_{E}-v_{A}$. But in $\mathrm{L}-\mathrm{tT}$, each relativistic effect is related only and exclusively to the preferred frame, that is, is a function only and exclusively of the absolute speed between moving and preferred frames. In the theory of preferred frame all the relativistic effects are absolute ones but not relative (as in STR) and can have the positive as well as negative or even null sign; these effects as physical ones do not depend on the relative speeds between the moving frames. Besides, the preferred frame cannot move relative to any other frame (in a given region of space). Thus we have that the relativistic frequency change is proportional to the square of the relative speed $v$ in STR and to the difference of the squares of the speeds $v_{A}$ and $v_{E}$ in $\mathrm{L}-\mathrm{tT}$, and

$$
\begin{equation*}
D_{\mathrm{Lor}}^{ \pm}=\left|\frac{v_{A}^{2}-v_{E}^{2}}{2 c^{2}}\right|>\frac{\left(v_{A}-v_{E}\right)^{2}}{2 c^{2}}=\frac{v^{2}}{2 c^{2}}=D_{\mathrm{Ein}} \tag{6}
\end{equation*}
$$

where terms $D_{\mathrm{Lor}}^{ \pm}$and $D_{\text {Ein }}$ are equal to the relative frequency difference $\left(v_{E}-v_{A}\right) / v_{A}$, respectively, in both theories. In the rotor experiments the investigators make use of both left and right hand side terms of inequality (6). Of course, this is of no importance if either $v_{A}=0$ or $v_{E}=0$ is taken in these experiments. But the left hand side term in (6) follows also from the general theory of relativity (GTR) when the pseudogravitational field is introduced. However, the results in the temperature-dependent experiments are proportional to the difference of the squares of the speeds related to the laboratory (!) and cannot be explained by GTR [20].

Thus one cannot state which side of inequality (6) finds its confirmation in the results received in the existing rotor experiments. It would be possible if either the emitter or the absorber were half way to the edge instead of in the centre (see Fig. 1). In Fig. 1 terms $D_{\text {Lor }}^{ \pm}$and $D_{\text {Ein }}$ from (6) are shown graphically. The maximum absolute difference between these terms, $\Delta D^{ \pm}=D_{\mathrm{Lor}}^{ \pm}-D_{\mathrm{Ein}}$, is when the emitter is half way to the edge and the absorber at the edge ( $D_{\text {Lor }}^{+}$and $\Delta D^{+}$) or vice versa ( $D_{\text {Lor }}^{-}$and $\left.\left|\Delta D^{-}\right|\right)$. Thus, these experiments could confirm either $\mathrm{L}-\mathrm{tT}$ and GTR or STR, this time also with the help of the value of this effect. We claim that these experiments modified in this way will deny STR.

Both the signs of the relativistic effect and the dependence on the difference of the squares of the speeds in the temperature-dependent experiments, the positive effect when the absorber is at the edge of a rotor, and the lack of this effect when the emitter and the absorber are at the opposite edges of a rotor, all these three groups of experiments do not confirm STR but suggest that a preferred frame exists. Such a frame, in these experiments, seems to be attached to the Earth's surface (in the first


Fig. 1. Graphical representation of inequality (6).

$$
\Delta D^{+}=D_{\mathrm{Lor}}^{+}-D_{\mathrm{Ein}} ; \Delta D^{-}=D_{\mathrm{Lor}}^{-}-D_{\mathrm{Ein}} ;\left|\Delta D^{-}\right|=D_{\mathrm{Lor}}^{-}+D_{\mathrm{Ein}} .
$$

Emitter for $D^{+}$(absorber for $D^{-}$) at distance $r=1$ and absorber (emitter) changes its position from

$$
r=0 \text { to } r=1
$$

approximation at least). But in such a situation one can put a question whether the Lorentz transformations are useful in the theory of preferred frame, especially for the transformations between two moving frames? The Lorentz transformations could be correct between the preferred and the moving frames but for the consequence of formula (3b). Besides, these transformations give the two-way symmetry (necessary in STR!), but in the theory of preferred frame there can exist only the one-way symmetry. (One cannot accept that the preferred frame moves relative to the moving frame, and that in this preferred frame there exists a relativistic effect). Concluding, the Lorentz transformations cannot be carried out in the theory of preferred frame especially when two frames are taken as moving relative to this preferred frame.

The $t$ and $t^{\prime}$ in formulas (1b), (2b), (3b), and (4b) cannot be the periods of clocks if they denote the length of time in terms $v t$ and $v t^{\prime}$ in formulas (1a), (2a), (3a), and (4a). In formulas $(1 \mathrm{~b}-4 \mathrm{~b})$ there are terms $v x / c^{2}$ or $v x^{\prime} / c^{2}$. These terms are to be connected $[9,10]$ with the assumption that the light velocity is isotropic in every inertial reference frame. But in the theory of preferred frame (of Lorentz-type) the one-way light velocity is isotropic only in one frame, in the preferred frame.

The isotropy of light velocity in every inertial reference frame must exist in STR, it is the Einstein second postulate. But is this postulate true? Let us consider Einstein's train-embankment thought experiment [11] but complemented. When the lightning strikes simultaneously at points $A$ and $B$ in the "stationary" embankment $S$ (or at $A^{\prime}$


Fig. 2. Flashes $a$ and $b$ coming from $A$ and $B$, and flashes $a^{\prime}$ and $b^{\prime}$ coming from $A^{\prime}$ and $B^{\prime}$ (coinciding with $A$ and $B$, respectively, at a moment of striking), ought to reflect perpendicularly relative to speed $v$ from mirrors, respectively, $S M, R M, S M^{\prime}$ and $R M^{\prime}$ at suitable orientations of the mirrors
and $B^{\prime}$ in the "moving" trains $\left.S^{\prime}\right)$, the points $M(A M=B M)$ in $S$ and $M^{\prime}\left(A^{\prime} M^{\prime}=B^{\prime} M^{\prime}\right)$ in $S^{\prime}$ coincide. The flashes coming to $M\left(M^{\prime}\right)$ reflect perpendicularly to speed $v$ of $S^{\prime}$ and fall on the semi-transparent mirror $S M\left(S M^{\prime}\right)$ at rest in $S\left(\right.$ in $\left.S^{\prime}\right)$; note that using such a mirror has been proposed by Einstein himself [11]. One part of each flash reflects again perpendicularly relative to speed $v$ and can be observed (registered) by the rows of observers in $S$ ( $R$-observers) as well as in $S^{\prime}$ ( $R^{\prime}$-observers). The second part transits through $S M\left(S M^{\prime}\right)$, reflects also perpendicularly relative to speed $v$ from mirror $R M\left(R M^{\prime}\right)$ at rest in $S$ (in $S^{\prime}$ ), and can be observed by the (same) rows of observers at rest in $S$ ( $R$-observers) as well as in $S^{\prime}$ ( $R^{\prime}$-observers). In STR, the $R$-observers must say that the simultaneity exists in $M$ and therefore cannot exist in $M^{\prime}$ !, and the $R^{\prime}$-observers (for which frame $S^{\prime}$ becomes the "stationary" frame!) must say that the simultaneity existsin $M^{\prime}$ and therefore cannot exist in $M$ !; the simultaneity ought to be observed at $M$ by $R$ and at $M^{\prime}$ by $R^{\prime}$. But what follows from our thought experiment in Fig. 2? If there exists the simultaneity at $M$ (as in Fig. 2) of the flashes coming from $A$ and $B$ or from $A^{\prime}$ and $B^{\prime}$, it will be observed in $S$ as well as in $S^{\prime}$ !. Then the simultaneity cannot exist in $M^{\prime}$ (as it is in Fig. 2), but this absence of simultaneity must be observed also in $S^{\prime}$ as well as in $S$ !. The conclusion is that the simultaneity, if any, can exist only in one frame in a given region of space; this frame is called the preferred frame. It follows from Fig. 2 that the $R^{\prime}$ observers cannot say that the flashes have come simultaneously to $M^{\prime}$ in the train (as a "stationary" for them) if the $R$-observers say that they have observed the simultaneity at $M$, and vice versa. But, if the embankment and the train were moving relative to any preferred frame (that is, in which the light velocity is isotropic), the two groups of observers should see the simultaneity neither at $M$ nor at $M^{\prime}$.

To claim that the light velocity is isotropic in every inertial reference frame (the gravitational field is excluded here), according to STR, is a logical and physical nonsense. Then one would assume that: 1) each inertial reference frame, even imaginary one!, should have its own ether, 2) the source, in the act of emission of a single photon or gamma ray observed then in every frame, should emit an infinitely great number of the "twin" rays to "serve" all possible (natural, artificial, imaginary) frames, 3) the "twin" rays should have different initial velocities relative to their own source, 4) each of these "twins" enters and propagates only in this frame in which its velocity will be isotropic, and 5) such a "twin" ought to be visible only in the "stationary" frame.

In the light of the above and based on the relativistic time dilation of a moving clock confirmed in experiments, the experiments considered herein suggest the formula

$$
\begin{equation*}
t=t_{1}^{\prime} /\left(1-V_{1}^{2} / c^{2}\right)^{1 / 2}=t_{2}^{\prime} /\left(1-V_{2}^{2} / c^{2}\right)^{1 / 2}=t_{i}^{\prime} /\left(1-V_{i}^{2} / c^{2}\right)^{1 / 2} \tag{7}
\end{equation*}
$$

for the length of time instead of formulas (1b) and (2b); $t$ is the time length in the preferred frame, and subscripts 1,2 and $i$ at the absolute speed $V$ and time $t^{\prime}$ refer to different moving frames-clocks. Note that we have in (7) only the one-way symmetry between: $S_{1}^{\prime}$ and $S, S_{2}^{\prime}$ and $S, S_{1}^{\prime}$ and $S_{2}^{\prime}$, and so on. And just so it ought to be in the theory of preferred frame.

A separate question is, to what the preferred frame is attached. This "what" must be material since the photons are material and if the photons need any ether (or physical space or whatever to "transport" photon energies or for photons to have the same observed velocities in vacuum, that is, in space without medium). Keeping the above in mind, would each frame, even imaginary one, have its own material ether? No, it can be but only in a, say, religion-like theory. The theories (except STR) being held in esteem assume usually that the Earth is moving relative to such an ether. But why is not the Earth to possess its own ether the density of which is predominant relative to the density of the ethers belonging to the other celestial bodies, in the space inside the Earth and surrounding its surface? This predominance, in the case of the Earth, diminishes with the distance from the surface. The ether can be a "shadow" of gravitational field, if not this field itself, with the same properties [12]. Then the "stationary" frame in STR attached to the Earth's surface will at the same time be the preferred frame in $\mathrm{L}-\mathrm{tT}$; then the two theories predict the same results. But these results should be different (divergent) if the laboratory (with the "stationary" frame-clock resting in it) is moving relative to (or on) the Earth's surface, or when the emitter and the absorber are moving relative to the Earth's surface. On assuming such an ether to exist one must admit that not all necessary experiments have been performed to confirm or refute STR and its postulates.

Is it possible to distinguish experimentally between GTR and $\mathrm{L}-\mathrm{tT}$ when using the rotors? Is it possible to state experimentally whether the laboratory is moving or not relative to an ether? The rotor experiments (with a single disk) that have been performed till now, and even if the emitter (absorber) were half way to the edge, cannot distinguish between GTR and L-tT. Some physicists (see, e.g., [13]) claim that the absolute motion of the Earth cannot be tested with the help of rotor experiments. But the two distinctions can be realized with the help of the second variant of Dos Santos' proposal [14]: two rotors, one over the other, with the coinciding axes. Here, the pseudogravitational field cannot exist along the direction of radiation being perpendicular to the planes of disks rotating in parallel (one with absorber and the other with emitter). The speeds of the disks ought to be equal, various and different, in the same and opposite directions. Then, if the left hand side of (6) is confirmed, what we expect, the equivalence principle of GTR will have to be rejected. Here, also the objection [13] concerning a single rotor cannot be valid, and the Earth's speed $V$ relative to an ether can be found. Then $V_{A}=V+v_{A}$ and $V_{E}=V+v_{E}$, and

$$
\begin{equation*}
\frac{V_{A}^{2}-V_{E}^{2}}{2 c^{2}}=\frac{v_{A}^{2}-v_{E}^{2}}{2 c^{2}}+\frac{2 V\left(v_{A}-v_{E}\right)}{2 c^{2}} \tag{8}
\end{equation*}
$$

where $V_{A}$ and $V_{E}$ are the speeds, respectively, of the absorber and emitter relative to the preferred frame relative to which the Earth's laboratory is to be moving. We predict the confirmation of (8) but with $V=0$ (that is to say as in the temperature-dependent experiments and according to our model of ether). But somebody can say that Dos Santos' proposal has been refuted [15, 16]. However, as we have shown [17], the proofs
of these papers on the one hand are not performed within the framework of STR, and, on the other, even in using the same methods of derivation it is easy to show that the angle $\varphi$ [16] (and $\theta_{\text {abs }}$ [15]) of the emitted signal, measured in the laboratory frame, cannot be equal to $270^{\circ}$ ! for any value of $v_{E} \neq 0$ if the experimental facts (showers of cosmic rays, headlight radiation in synchrotrons, annihilations in flight, Marinov's "wired photocells on a rotating disk" experiment [18]) are taken into account. Note that based on these experiments, if the signal subtends an angle $\varphi^{\prime \prime}=270^{\circ}$, measured in emitter's frame, with the direction of emitter's speed $v_{E}$ but when $v_{E}=0$ (that is, when the emitter's and the laboratory's frames are identical), this angle must be unchanged in the emitter's frame for any value of $v_{E}$, but it is angle $\varphi$ that must depend on the value of $v_{E}$; then even the authors' proofs cannot give null results. Marinov's objection [19] does not refer [17] to the second variant of Dos Santos' proposal.
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