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A NOTE ON THE FERROMAGNETIC LATTICE GAS:
STUDY OF THE METASTABLE STATE

C. PALMIERT*
Institute of Theoretical Physics, 80125 Napoli, Italy

(Received 19 May 1983)

The Bethe—Peierls approximation is applied to a ferromagnetic lattice gas to study the
behaviour of the system in the metastable region. The values of the critical indices y above and below
T. are calculated

The Bethe—Peierls approximation in the simple form given by Domb [ 1] gives
straightforward results for the calculations of the thermodynamics quantities such as
the spontaneous magnetization, the internal energy etc. and the critical behaviour in
the ferromagnetic Ising model or lattice gas.

Here we study the ferromagnetic lattice gas with the Bethe—Peierls approxi-
mation, assuming translational invariance, and discuss the metastable behaviour for
different values of thc magnetic field H.

Since, as it is well known [2], the Bethe—Peierls approximation gives exact
results on the Bethe lattice, some of our results on the nature of the transition along the
ferromagnetic critical line can be compared with Eggarter [3], Miiller—Hartmann and
Zittarz [4], paying attention to the fact that these authors do not neglect the surface
effects. Finally since we have an explicit form for the susceptibility we can study its
critical behaviour for T> T, and T< T, around the critical point. We find for T> T,
(H=0) the results given in [1] for the critical index y; that is in this region y=1.
Furthermore we find y also below T, that is ' =1(T<T,, H=0). This result is in
agreement with that of Katzura and Takizawa [5] and is expected in terms of Fischer’s
conjecture.

Let our system be described by the lattice gas Hamiltonian

—pfxk=K nn;+Axn;, (1)
)
. : 1 N :
where n;=1 if site i is occupied, 0 otherwise, f= T K is the nearest neighbour
B

K ‘
coupling constant related to the Ising coupling constant K, by K, = i A is the

* Istituto Nazionale di Fisica Nucleare-Sezione di Napoli.
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4 C. PALMIERI

chemical potential related to the Ising magnetic field H and the coordination number ¢

=0+1by —2H=4+ % K. Positive and negative values of K correspond respectively

to ferromagnetic and antiferromagnetic coupling. The sum Z is over nearest
>
neighbours.
As it is well known in the Bethe—Peierls approximation Hamiltonian (1) is
studied on a reduced lattice. For the ferromagnetic case K > 0 it is sufficient to consider

an elementary cluster of a central site and its nearest neighbours on which acts the

oA

Fig. 1. Reduced lattice for 6 =2

auxiliary field 4’ (Fig. 1). The derivation of the susceptibility and of the critical line for
the susceptibility is straightforward. For the cluster of Fig. 1 the partition function is

Zz[]+ed']a+l+ed[l+ed’+l(]a+l. (2)

If p and p’ denote respectively the densities (or magnetization per site) on the central
site and on its nearest neighbours, the translational invariance p=p’, i.e.
T

—InZ=
a+laiA'n P

’

implies
T [1+e*]°

i ‘3’

therefore we can write

L : eV (1+e¥*k%)
- 1 A"+ K n'+l= : < ; . 4
G ek ik (I+e)+er(1+e” K “)

From (4) the auxiliary field 4’ can be given as a function of p, i.e.

G —2p)+/(1—-2p)* +4eX(1—p)p :

5 (5)
The susceptibility can be easily evaluated by means of Eqs (3) and (5)
d dp dA’
-t - (©)

A=04 T i an

Acta Physica Hungarica 57, 1985



A NOTE ON THE FERROMAGNETIC LATTICE GAS 5

We obtain
1™ +eA+K l+e*
X= P(1-P) -/ eA+K--mmmv - r~ U]
=2 e 1+eA

which diverges along the line

dA

dA =0, 8

therefore the critical line for the susceptibility is:

da
Peri.= T 112 /14 ((p yo|.gx ©)

Fig. 2is a plot of two of these lines in the (p, T/TJ plane. The value p= —is reached at

the Curie point Kcsuch that
<+ 1
eK12= a1 (10,
Eqg. (8) represents the spinoidal and describes the critical behaviour of metastable
states.
Eq. (9) can be studied in the (H, T) plane giving:

pH- (r+ \)eK+(a-\)tg a (o+\)e ~ . (<r-1)ty
~ x 2 k2

%o |

Q

._<|

Fig. 2. Two spinoidal lines for =3 and a= 11 in the (p, T/T¢

Ada Physica Hungarica 57, 1985



6 C. PALMIERI

Fig. 3. The spinoidal unes for 6=3, 6=35, o= 11 in the plane of the reduced variables (H/H,, T/T;)

where
g=(1—-e ®[e—1) —(a+1)%"].
In Fig. 3 we have plotted the critical lines in the (H/H,, T/T,) plane for 6 =3, 5, 11.
Let us now investigate on the character of the singularity along the spinoidal
critical line for different values of the magnetic field H. To do this we have done a
computer calculation of Eq. (3) written as

p=e"2"%, (12)
where
¢=ed’+l(/2 (]3)
and
e X2y
= ——— 14
* 14+e K2 %

come from considering the density written in the following useful form, i.e.

(44
p= iTes (15)
One can see that in the H =0 case Eq. (12) has a unique solution for T> T at ¢ =1, and
three solutions for T< T,. The susceptibility given by Eq. (7) can be evaluated for each
solution.
Figure 4 shows the values of the magnetization m=2p —1 in the H =0 case. We
find that y is positive on the solid line and negative on the dashed line, which therefore

Acta Physica Hungarica 57, 1985



A NOTE ON THE FERROMAGNETIC LATTICE GAS 7

represents an unphysical solution: m , and m _ denote the spontaneous magnetizations.
At T, x is obviously divergent. For H <0and T< T,(H) there are always three solutions.
In Fig. 5 a) and b) the magnetizations are plotted for the following values of the
magnetic field H/K = —0.1 and H/K = —0.05. In both cases the dashed line represents
the unphysical magnetization; m _ is stable, m, is unstable and represents a residual

Fig. 4. The magnetization at H=0. On the dashed line y <0, while on the solid line x>0; at Ty = co.
m, and m_ are the spontaneous magnetizations

magnetization which survives up to T=T,(H). For T > T,(H) we find only the right
magnetization m_. ‘

We can see that m _ is the stable solution for H <0 not only on a physical group
but also by examining for each ¢ the behaviour of the free energy which can be written

o+1 e 1
F=-2Hp— K l—p)———— | +
P I: p L p)l_*_ex/z(p

a | 1
o+1 "o ey
= 2 1
+olplnp+(1-p)In(1—p))+— {pl+e"’2(p M ey
(1-p) 1-p 2 p
1 :
e Mg "Tre Kg T 14657 " 146

From the previous analysis it is clear that all along the spinoidal line we have a
first order transition, except for H=0 and T= T, where the transition is of the second
order.

Acta Physica Hungaorica 57, 1985



8 C. PALMIERI

Fig. 5. a) — the magnetizations for H/K = —0.1 b) — the magnetizations for H/K = —0.05. Observe that
T.(H) is greater in b). The dashed and the solid lines have the same meaning as in Fig. 4

Let us analyze the behaviour of the susceptibility above and below T, and give the
values for the critical indices y, y’. In terms of the magnetic variables Eq. (6) is

_iM _ b
a7

moreover Eq. (7) can be written as

pEe*—1)(o+1) ) (16)

1=4p(l —P)<‘ T T o) (110 o —D)g

, 1 : 5
ForH=0and T>T, (I.C. p= 5) we recover the classical result quoted in Domb

(1.
Indeed for T> T, ¢ =1 is the unique solution and since near K,
Z~Z.+C3|K-K,, (17)
where 1 7
Z=e*, nand - Z.= s Cy it 4
o—1 2
we have

1 1
Cde— K- K AT E

Xo (18)

therefore the critical index y=1.

1
For H=0and T< T, ie. p~ — Wwe can solve analytically Eq. (12) for 6 =2 and
find near K, that

1
p>~1+c¢;|K—K 2 +c,| K—K,]|. (19)

Acta Physica Hungarica 57, 1985



A NOTE ON THE FERROMAGNETIC LATTICE GAS 9

At the end of this note we will show that this behaviour of ¢ is true for every a. Let us
now use (19) to estimate the behaviour of y. By means of (17) and (19) we have

1
K2pop~Z +14¢,| K=K [2+(c;4+¢;3) | K—K,|

1
1+eX2o>14Z+Z.c;|K—K [Z+(Z.c;+c3) |[K—K,|
eX~Z2427 cy| K —K,|

which replaced in (16) give

1
i 3 (6+1)(Z2—1)+R,|[K—K |7+ R,|K—K_| 0 1
y |K—K|(c}Z.—20c;) T T-T
where

Ri=c(o+1)(Z2=1) and  Ry=c,(0+1)(Z2~1)+2Z.c,,

therefore the value of the critical index is y'=1.

The fact that the critical indices are symmetric above and below T, has been first
shown by Fisher [6] with classical Landau theory and the exact 2-dimensional Ising
model. The result we find here agrees with the results obtained by Domb and Guttman
[7] by series expansions. These authors found that the complexities of the behaviour of
the low temperature series for different types of lattices could reasonably be explained
taking account of the Caley tree type configurations.

On the other hand it is known [8], [9] that the high temperature (T >T))
behaviour is dominated by Caley tree type ramified configurations.

Our result is therefore as expected since the Bethe approximation coincides with
the Caley tree solution.

We remark that the tree configurations are the ones that more naturally give rise
to the metastable states since their linear character makes them grow quickly. On the
other hand they are not suitable to describe nucleation because of the absense of
intramolecular bonds.

This argument could explain why on the treatment of the site-bond correlated
percolation in the Bethe approximation the spinoidal line is recovered almost exactly
[10]. On the other hand with the Migdal—Kadanoff Renormalization Group the
Coniglio—Kklein site-bond correlated percolation does not give the metastable
behaviour [11], [12], therefore a modification of the definitions is necessary in order to
select the ramified configurations. This problem is under investigation.

Let us now prove that for every o, ¢ behaves for T< T, asin (19). Eq.(12)at H=0
magnetic field defines the function

Fl.2)=o(Z + ) —(1+Zo)’, (20)

which is obviously equal to zero for every ¢ solution of Eq. (12) in H=0.

Acta Physica Hungarica 57, 1985



10 C. PALMIERI

Let us expand F near ¢ =1; since F(1,Z)=0, we have

" "’

Flo.2)=(p— DF (L2 o~ 1P 5 (LZH) (0= 1P 5-(,2). (@)

Moreover, since F(¢, Z)~0for ¢ =1 and Z ~Z_, retaining the terms up to order
three in (21) we have near Z,

Fll "
(<P~1)[F'(1,Z)+(<P—1)5(1,2)1“((/)—1)2 3 (LZ)]=0~ (22)

Near Z(Z>Z) we have

’

oF
F(LZ)~F(L,Z)+ 0 \+B\(Z—Z),
Ze
F'(1, Z)y=F(1, Z)+ F”
; A AL B
aF’l’
F''(1,Z2)~F"'(1, Z <L
e e (7 Zik A Bl

One can see that 4, =4,=0
B,=(Z.+1) '(1-o0), B,=26(1+Z,) "2 (—0)
Ay=a(c—1)(1+2) 33(Z.+1)+(6—2)(1-2Z})}.
Therefore (22) becomes
(p— )

B\(Z—Z)+o— 1) 2 (Z~Z)+ P37 |As + By(Z - Z)=0

hence

~Zz-z)re- 2)2(3)(2 Z)~ 5 BilAs+By(Z~Z)

(o= 1)
2

Ay+ 3!1(2—23

retaining the lower order terms we have

1 B,3!
s 2 -
(7 o il
i.e.
B,3! Z, Z B, 3!
o e B
(p—1) a4, 2 “|K—K | +|K— Kt|2 2A3 .

Acta Physica Hungarica 57, 1985
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MATEMATUYECKASI MOJEJIb ®JIVKTYALUOHHOA
PABHOBECHOW TEPMOJUHAMUKMU

B. B. Poraukos

Odecckuti MeXHOA02UYECK U UHCMUMYM X0A00UAHOU NPOMBIULACHHOCIU,
Qoecca, CCCP

(IMoctynuio 12 Hions 1983)

IMpeanaraercs MaTeMaTHYecKas MOAE/b (PIIYKTYalHOHHON PABHOBECHOH TEPMOAMHAMHUKH
(®PT), no3BonsiOWAN YCTAHOBHTDL CYILECTBEHHO JIHHAMHYECKYIO CTPYKTYDY AAHHOH TEOPHH B
ciy4ae yuéra QuyKTyauui HHTEHCHBHBIX niepeMeHHbiX. [TocieaHne paccMaTpuBaloTCa B Ka4ecTse
JIOKAJIbHBIX ONEPATOPOB TEPMOJAHHAMUYECKOIO IPOCTPAHCTBA COCTOSHMM, YTO HApsALY C BBE/-
eHHeM QOPMAJIbHOTO MAPAMETPA — TEPMOAHHAMHHYECKOTO «BPEMEHM» T, CBA3AHHOIO C MACILITA-
60M cucrembl, npuBOAUT K H3omopdrocTH Mozaenu ®PT ¢ KBAHTOBO-MEXaHHYECKOH TeopHei
H3MEPEHHUH.

MeToa0M H3yHeHUs JOKaIbHBIX GUIyKTYalMid B npe/ularaeMoi paboTe SBiiseTcs onepauus
HENPEPBLIBHOIO W3MEHEHMS (yMeHbILeHHs) MAcIuTaba u3MepeHUs HEKOTOPOro 3a1aHHOI0 06BLEMA
cuctembl. [launbii npuém Gin30k no cmeicay npoueaype MacwutabHoro npeobpaszoBanus,
MCII0/1b30BAHHOH BHJILCOHOM NPH NOCTPOEHHH MHKPOCKONHYECKOH TEOPHH KPUTHYECKOH 00J1acTH,
HO BaXHOE OTJIHYHE 3aKJIIOYAETCH, KaK B MPOTHUBOINOJIOKHOM BHIGOpE HAINpPABIEHUS H3IMEHEHUS
Macwitaba, Tak M B CYLIECTBEHHO MaKPOCKOIMHYECKOM MOAXOAE K H3YYECHHIO PaBHOBECHOIO
COCTOSIHHA QuIloKaa B MaTeMaTHyeckoi Moaenn PPT. YCTaHOBJIEHO, YTO B PA3BHBAEMOMN TEOPHH
JIOKAJILHOE JIABJIEHHE MOJICHCTEM UIPAeT PoJib TEPMOJAHHAMHYECKOTO JIOKAJILHOIO NOTEHIHAIA, HA
OCHOBC KOTOPOr0 MOXET ObIThb BBIBEACHO YPABHCHHC, ONPCAC/IAIOLICE TEPMOLHHAMHUYCCKOE
WIBHXKEHHE» COCTOAHMS.

IMoxka3zauo, 4To HenpepbiBHOE Npeobpa3zoBanue MacuiTaba 06bEMA BbI3bIBAET CIOHTAHHOE
HAPYLICHHE CHMMETPHH COCTOAHHS H BO3HMKHOBEHHME /lyaJibHbIX XdPAaKTEPHCTHK HAHHOIO
npouecca — napaMeTpoB Nops/aka 1 becnopsaka, uMerolmx B Moaesii @PT cMbicsl KBA3HCPEIHHX
no Boromo6osy. Ux oTHoulenne onpenensercs B pabore, KaK Mepa CHMMETPHH COCTOSIHUS
(coBnajaloLas ¢ JHTPONMUEH, OTHECEHHON K 4AaCTHIIE), KOTOPAA COXPAHACTCH NPH H3IMEHEHHH T.

1. Beenenne

PaBHoBecHas tepmoauHamuka (PT) 3anumaer ocoboe MOJIOXEHHE B Py

TEOPHi, pacCCMaTPHBAIOLIMX NMOBEACHHUE (IIFOMHBIX CHCTEM, COCTOSILMX U3 O0JIbILO-
ro YMCJ1a YacCTHLL, MOCKOJIbKY OObEKTOM €€ M3YUEHHs ABJAIOTCS COCTOSIHHS paBHOBE-
CHSl, UHBAPUAHTHbIE OTHOCHUTENIbHO (u3uueckoro BpemeHu t. OTcroga NPHHATO
cuutath [1] 1.1, uTo B PT nunamuyeckas reopus ([ T) urpaet TpMBHaIbHYIO POJib, TAK
KaK pPaBHOBECHBIE COCTOSIHUS COOTBETCTBYIOT, HE3aBHUCSAILIMM OT !, PELICHUAM
YPaBHCHHS [ABHXCHMS, OMHCBHIBAIOIIEIO 3BOJIIOLHMIO cHcTeMbl. B nanHoW pabore
npeanaraercs BeaeHue B PT Takux ocHoBHbix noustuit [T, kak Bpems 7 (Oyaem
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14 B. b. POTAHKOB

HAa3bIBATh €r0 «TEPMOJMHAMUYECKMM», T-BpeMeHeM, 4TOObI OTIMYATDb OT (HU3UUeC-
KOI'O BPEMEHH [, OTPEACAIONIEr0 U3BMEHEHHE COCTOSHUS, HATIPUMED, B HEPABHOBEC-
HOM TEPMOJMHAMMKE) H yPABHEHHE [ABHXKCHHA (TaKXe «TepMOAMHaAMH4eckoro», T-
JIBUXKEHMS), YTO MO3BOJIMT HAM YCTAHOBUTH CYILIECTBEHHO AMHAMMYECKYIO CTPYKTYPY
PT. UHTYNTHBHO NMOHATHO, 4YTO 1I€JIbIO YKa3aHHOTO NMOJX0/1a SBJISETCS paciliipeHHe
TpaJMLMOHHBbIX npeacTaBieHud PT 11 KOHCTPYKTHBHOIO PacCMOTPEHHS TAKHMX
BaXHBIX U /10 CHX MOP HEPELIEHHBIX MOJHOCTbIO NMPO6eM (IIFOHAHOrO COCTOSHHUS,
KaK [IOCTPOEHHE TEOPETHYECKH 0O00CHOBaHHOrO ypaBHenus cocTosiHus (YC), a Takxe
TEOPHH, OTTUCHIBAOIIEH C e/IMHBIX MO3UIMH, Kak 061acTh 0JHO(A3HBIX PpABHOBECHBIX
cocrosHui (1), Tak ¥ obnacTH ABYX(a3HbIX PABHOBECHBIX COCTOSHMH (2) M
kpuThyeckux sieHud (3). OTcyTcTBHe (M3MHECKOH TEOPHM JAaHHOH OOIIHOCTH
0COBEHHO SIBHO CKa3bIBAETCSl MIPH MOTbITKE HHTEPIIPETHPOBATH € noMolubio Y C (BaH-
nep-BaanscoBa tuna) knaccuueckor PT noseseHue Beiectsa B OKPECTHOCTH KpH-
THYECKOH TOYKH [2] T.5.

C (pu3u4eckor TOYKH 3pEHUs OCHOBAaHMEM paboThbl ABJISETCS MOCJIEA0BATENb-
HbIH yuéT QnyKkTyauni MHTeHCHBHBIX napaMeTpoB PT, onpeaensiiolux paBHOBECHOE
COCTOSIHME TEPMO/IMHAMMYECKOM cCUCTEMbl. MaTeMaTuyeckas MoJiesib (IIyKTyallMOH-
Hoil PT (®PT), popmynupyemas HUXKE, NO3BOJSET YCTAHOBMTb BAXHOCTb POJIM,
KOTOPYIO MIpaloOT, NpPH BbISBJIEHUH JMHaAMHU4eckoi cTpyktypbl PT, duiykryauuu
MHTEHCHBHBIX MIEPEMEHHbIX HE TOJIbKO B 061acTH (3), rie ux y4€T npuBEN K CO3AaHHIO
TeopuH [3], y1OBNETBOPUTENILHO ONMUCHIBAIOIIEH IKCTIEPUMEHTAJILHBIE IAHHBIE, HO U B
obnacrax (1), (2), rae o6mmM BbIBOAOM (DJIYyKTYaUMOHHON TeopuHu [2] 1.5 sBaseTcs
yKa3aHHWe Ha NpEeHEOpexXHMMYyr0 ManocTbh (GuyKTyauMH 3KCTEHCHBHBIX NMapaMETPOB
MaKpOCKONMYECKOH paBHOBECHOM cucTeMbl. [locieanee 06CTOATENBCTBO HE HCKJTIO-
4aeT BO3MOXXHOCTH 3HAYUTEJIbHBIX JIOKAIbHbIX (PJIYKTyalUUH HHTEHCUBHBIX IEPEMEH-
Hbix PT B maneix obbémax naHHoM cucteMsbl. CpeiCTBOM M3y4YEHHMS YKa3aHHbIX
JIOKQJIbHbIX (DJYKTyalui, ONpeaessioluX, MO HalleMy MHEHHMIO, (H3MYECKYIO
CYILIIHOCTb BCEX TPEX (1-—3) BO3MOXHbIX THIIOB PABHOBECHbIX COCTOSIHMH O/JTHOKOMTIO-
HeHTHoro duironaa, sBasercs B npeanaraeMo moaenu ®PT onepauus nenpepbiBHO-
ro usmeHeHusi (yMeHblueHus) MaciiTaba W3MepeHHs HEKOTOPOro MNOCTOSIHHOrO
0bbéma cuctembl V. JlaHHblii NPHEM HANIOMHUHAET Npoueaypy MaciuTabHoro
npeoOpa3oBaHMsl, HUCNOJIL30BAHHYIO INPH NIOCTPOEHHH MHUKPOCKOIIMYECKOW TECOPHH
kpuTHYecko# obsactu (3) Betectna [3, 4]. Cieayer OTMETHTD, OJIHAKO, 4TO IOMHUMO
NPOTHBOINOJIOXKHOrO BbIOOpa HampabieHuss u3MeHeHus MacwTtaba (B merone
pedHopMmrpynnbl [4] paccmMatpuBaioTcs BcE ©OoJiee KpynHbie OJIOKM MOAEJIILHOM
CHCTEMbI) B MaTeMaTH4eCKOH Mojeau T-ABHXKEHHS HMCNOJIb3YETCH CYLIECTBEHHO
MaKpOCKOMIMYECKO€E MNPEACTABJICHHE O PaBHOBECHOM cocTOsHMM ¢uionaa. 3aech
HUMEETCS B BUAY, YTO COCTOSIHHE BEILcCTBA B JIIOOOM (M, B TOM YMCJIe, MUKPOCKOTIHYEC-
KOM C TOYKH 3peHus kinaccuueckoi PT) npousBosibHOM 06BEME CHCTEMBI NPEATNOJIa-
raercs aajiee paBHOBECHbIM, €CJIM MPU M3MEHEHUHU MaciuTaba V'HEKOTOpas BEJUYMHA,
XapaKkTepU3yoLas COCTOAHHE CUCTEMBbI B LIEJIOM, OCTAaéTcs MHBapHaHTHOH. OTcrona
CJIe/lyeT, YTO B OCHOBE MPEAJIAraeMoro MoJAXoAa JIEXHT TO XK€ NpPEACTaBJIEHUE O
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JIOKaJIbHOM PaBHOBECHH, HCTIOJIb30BAHHOE KAK B MUKPOCKOTIMYECKOH TEOPHU KPUTH-
yeckor obJiacTH [4], Tak ¥ B MAKPOCKOTIMYECKOM MOAX0/ie 0000IIEHHON TEPMOIMHA-
MHKH [5, 6], uenbro koToporo sBuiach dkcTpanonsuus PT paneko 3a npeaelibi
YCTOHYMBOCTH TepMoauHamMuyeckor BeTBH. Kak Oyaer mokazaHo HMXe, MO CpaB-
HEHMIO C YNOMSHYTBIMH METOJAMH, TNPEANOJIOXKEHHE O JIOKAJTLHOM PaBHOBECHM B
Mozaenu T-aBuxkeHuss B OOJbLIEH CTENEHH OTBEYAET (PUIMYECKOMY COAEPNKAHHUIO
3a7a44, KOTOpas B Ka4€CTBE Ha4aJIbHOrO pacCMaTPHBAET NPOU3BOJIbHOE PaBHOBEC-
HOE COCTOSIHHE MAaKPOCKONMHYECKOH CHCTeMbl B 00bEME V. DTO 00CTOATENIBLCTBO
NO3BOJISET HAZIEATHCS HA a/IEKBATHOE ONMCAHME C TOMOLIbIO GOPMYIHpYEMOH HUXE
Mozenu ®PT noseaeHus CUCTEMBI [UTS BCEH LIKAJIbI SIBJIEHHH — OT MaKpOCKOMHYEC-
KMX MaciTaboB 10 MHKPOCKOIIMYECKMX — Ha OCHOBE €IMHOI0 MAaTEMAaTHYECKOIO
¢dbopmanusma.

2. Moje/HpoBaHKe PABHOBECHOI'0 COCTOSHMS

HavanbHbIM 3TanoM npouecca MOAEHPOBAHHS ABJISETCS ONpPEAE/IeHHe BHAA
pacCMaTpHBaeMbIX MAaTEMAaTHYECKHUX TEpPeMEHHbIX. YuéT QuiykTyauuit 3acrasiser
HAaC OTKa3aTbCid OT NMPHHATOrO B KJlacCH4ecKOM PT 4YHCTO NETEPMMHHUPOBAHHOIO
ONPpEACJICHH HHTEHCUBHBIX MapaMeTpoB. B nanbHe#IIEM HCIOTB3YETCS CMEIIaHH bIH
XapakTep ONHCAaHHA, I HAPAAY C BEJIMYUMHAMH, KOTOPbIE MOTYT ObIThb, B IPHHIMIIE,
TO4HO HM3MepeHbl (V, 1, X, t) OyaAyT BBEJEHbI CTOXaCTHYECKHE NEPEMEHHBIE, BEPOST-
HOCTHBIH CMBICJT KOTOPBIX, KaK CJIEyeT NOA4ePKHYTh, HE CBSI3aH B JIaHHOM paboTe c
HX OTIpECJICHHEM B CTAaTHCTHYECKOH MexaHuke [2] T.5.

Beeném B TepmuHax ramuabtonoBo# AT [2] 1.1, 5 nmousaTue ¢asosoro T-
NMPOCTPAHCTBA, KaXJasi TOYKa KOTOPOro XxapakTepu3yeTcs HAbopoMm (g, p) cConpsiKEH-
HbIX O0OOIIEHHBIX KOOPAMHAT g U 00OOIIEHHBIX HMITYJILCOB p M U300paxaet coboi
OMHO M3 IONYCTHMBIX PaBHOBECHBIX MAKPOCOCTOSIHMH CHCTEMBI. DJIEMEHTbl MHO-
MECTBA HHTECHCHBHBIX, JIOKAJIbHO OTIPEAE/IEHHBIX MEPEMEHHbIX U € % 06pa3yroT Habop
(g, p) rnanxo MeHstouxcs B pazoBoM T-nmpocTpaHCTBE BEJIMYMH M TOYKA JAHHOTO
NMPOCTPAHCTBA UMEET, corylacHo kiaccudeckor PT, nBe (n=2) TepMoauMHAMHYECKHX
CTeneHu cBo60/1bl, COOTBETCTBYIOIIME 3HAYEHUSIM YKa3aHHbIX (DYHKIIMH B 3TON TOUKE.

IMepeiném k popmynuposke Moaenu ®PPT U yCTAHOBMM CMBIC/T HHTEHCHBHBIX
NEPEMEHHBIX U B JaHHOHK Moaenu. UcciieayeM paBHOBECHYIO CHCTEMY TOX/AECTBEHH-
bIX TOYEYHBIX YaCTHII, pacCMaTpHBaeMyo, GopMaJibHbIM 00pa3oM, Kak peau3alHio
noustus T-npeaena [1] T.1 ¢ HEKOTOPBIM BaXHBIM JonosHeHHeM (*), CyTb KOTOPOro
6yner obcyxneHa Huxe. Ha30BEM yka3aHHYIO MpPENEbHYIO CUCTEMY L-CHCTEMOM M
ONpeAe/IMM TPOCTPAHCTBEHHYIO CTPYKTYpy Mojenu T-ABHXEHMS HaJMYMEM B
Kaxabli MOMEHT T-BpEMEHM TAKOro KOJIMYECTBA KOHTPYIHTHBIX KyOuueckux V, B
NPOM3BOJILHOM moacHcTeMe V, L-CUCTEMBI, YTO BBITIOJIHAETCS COOTHOLLEHHE:

Vo=1V,. @2.1)
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Ortcrona BbIGOp (PUKCHPOBAHHOrO 3Ha4eHUs V, COOTBETCTBYET 3aJaHMIO Hauasa
orcuéta (t=1 npu V,=V,) Ha wkane T-BpeMeHu. Jlonyckaercs, YTO NOJOXKEHHE
noacucteMbl ¥, Moxet 6biTb cBO601HO BbIOpaHO B (PH3MIECKOM MPOCTPAHCTBE X L-
cHCTEMBbI B 00BEM, ononHstowmi V, 10 nosHoro o6bvéma ¥, , IIIOTHO 3anoJIHEH B
K2X /bl MOMEHT T KOHI'PY3HTHBLIMHU KyOuueckuMu noacucremamu V, . B 3anaBaemoi,
TAKMM 00pa3oM, peméTOYHOW CTPYKType L-CHMCTeMbl Ha4dalibHbIA MOMeEHT T-
BPEMEHHM XapaKTEpU3yeTcs 3HaueHHeM oObEma V), JONyCTMMbIMH COCTOSHHUAMH
KOTOPOTO CYHTAIOTCH COCTOSHHS, COBMECTHMBIE C yTIOMSHYThIM BbiLue ycioBueM (¥),
JUISL KaX/10M U3 OECKOHEYHOr O YMCIIa MOICMCTEM aHCaMb1s, MJIOTHO 3aMOJIHSIOLIEro
KOHIPY3HTHbIMH KyOamu V, 06b€M V, npenenbHOM L-cucTeMbl. BBeeHHE NOHATHHA
yKa3aHHOro aHcamoOJisi (Ha30BEM ero ancambiem V) u L-CHCTEMBI ABJISETCS YUCTO
(hopManbHBIM NPUEMOM H3YHYCHHMS PABHOBECHOI'O COCTOSHMS PEaJIbHOW OTKPbITOH
cuctembl 06béMom V=V, koTopas (kak ¥ aobas u3 noacucreMm aHcambnus V)
OOMEHHBAETCS C OKPYXEHMEM BEIIECTBOM M 3HEprueH. BaxHO OTMETHTB, 4TO
MBbICIMMAs Tipoueaypa AejieHusi o0béMa V¥, Ha MUIOTHO 3anoJiHAKUME ero V, He
HApyLIAeT, €CTECTBEHHO, PaBHOBECHOIO COCTOSIHHSA HMCXOAHOW cucTeMbl. Bynaem
CYMTATD J1aJI€E, YTO TEPMOAMHAMHUYECKHE HHTEHCHBHBIE epeMeHHbIe u € U onpenens-
IOT KaX/10€ U3 JOMYCTUMBIX COCTOSIHHH O/THOKOMITOHEHTHOH CHCTEMBbI TOX/1ECTBEHH-
bIX YACTHIL U1 KOHEYHOrO MHTEPBAJIa 3HAYEHHUH T, ECTECTBEHHbIE I'PAHHUIILI KOTOPOTO
3aal0TCs BeJIMYMHAMHK Y, (HadasubHoro obnéma) u V; (06n€mMa nopsiaka pasmepa
06béMa oTaenbHON MOJIeKyibl). [l KaX/10ro T M3 3TOro MHTEpBaJa BbINOJHACTCS
cooTHouenue (2.1).

HonycTuMm Teneps CyUIECTBOBaHME OECKOHEYHOrO 4YMCJIA LKAl H3MEpPEHHs
ob6béma V, oT/IMuAIOIIMXCS APYr OT Apyra BEJIMYMHOM €IMHMLbI U3MEPEHHs V,,
MEHSIOLIEHCs HENpEPbIBHO OT V;, 10 V;; . Toraa momentsl T-BpeMeHH T; ¥ T; MOXHO
yHNoOpS/0YMTL TAakMM 0Opa3oM, 4TO PaBHOBECHOE COCTOSIHME TNOACHCTEMBbI V,
Npe/IIECTBYET COCTOAHMIO V, , €CIIM BBINOJIHSETCS HepaBeHCTBO: T;<1; [Tocnenosa-
TeJabHas TpaHchopManus Maciutaba u3mMepeHus 00bEMa, NPUBOASLIAS K HENIPEPbIB-
HOMY JIEJICHHIO Ha4yaJIbHOrO 3HaueHus V, Ha BcE Oosiee masible MOACHCTEMBI V, H
COCTaBJISET CyTh, NPeAJlaraeMoH B HacTosLeH pabore, monenn T-aBHxeHHs.

[MokaxeMm, 4TO JaHHBIH MOAXO/ NO3BOJISET ECTECTBEHHbIM 00pa30M BBECTH B
paccMoTpeHne GUIYKTyaUMH MHTEHCUBHBIX mapamerpoB PT. [lns paBHOBECHOro
Ha4aJIbHOr0 COCTOSHUS NMOJACUCTEMBI ¥, , OIHO3HAYHO onpezeisemMoro B pamkax PT
CPEAHUMH 3HAYECHUAMH IKCTCHCHBHbIX niepeMeHHbIX N, S 1 E (N—uucno vactuu; E—
BHYTPEHHSS JHEPIrUs; S—IIOJIHAS SHTPOMNHUs), 3apHKCHpPyeM MOMEHT T-BpeMeHH T U
UCClelyeM U3MEHEHHEe COCTOSIHUS, TpUHA UIexalled V, npou3BOJIbHONH NOACHCTEMBI
00bEMOM V,, B TeUEHHE HEKOTOPOI'O OTPE3Ka (PU3MYECKOrO BPEMEHH . IMIHPHUYEC-
KHMH PUHLMI MAKPOCKOTIMYECKOH IKBUBAJICHTHOCTH [1] T.1, yTBEpX aaroimuii, 4To npu
M3YYEHHMH JIOKAJbHOIO MOBEAEHHS MaKPOCKONHYECKOH cHCTeMbl 00bEM V siBiisieTcs
HECYIIECTBEHHBIM IApPAMETPOM, 103BOJISET JaTh obliee onpeieeHue HHTEHCUBHbIX
nepeMmeHHbix PT B Bue:

ut=uL+Aut(‘/{’) ’ (2.2)
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rae u;—oOBEMHBIN Npeae HHTEHCHBHON BEJMUYHHBI, XapaK TEpU3YIOLUi L-cuctemy,
a Au—3aBucSLUi OT V, 4jleH ¢ aCUMNITOTUKOM:

lim Au,(V)=0. (2.3)

V= o

B obmem ciyyae, BeqMYMHA U, AOKHA 3ABUCETh TAKXKE OT IPOCTPAHCTBEHHBIX
KOOPJHMHAT X U PH3HYECKOrO BPEMEHH {. ITO O3HAYAET, YTO MPOBOAA KH3MEPEHHEN
COCTOSIHMS OT/IEJIbHOM TOACHCTEMBbI V, (IIPH HEKOTOPOM 33a[@HHOM X) B pa3HbIe
MOMEHTBI (PU3HYECKOr0 BPEMEHH {, Mbl OY/1EM MOJIyYaTh AUCKPETHbIC 3HAYEHUS U, ,
H3MEHSIOLLMECH 110 BEPOATHOCTHBIM 3aKOHAM. [TOHATHO, YTO DU3HHECKOH TPUUHHOM,
BbI3LIBAIOLIEH YKa3aHHOE H3MEHEHME, SIBJISCTCA B3AHMOJCHCTBUE BbIJCJICHHOM
noacucTeMsl V, ¢ eé okpyxeHUueMm.

3. U3zomopduocTs Moen ®PT ¢ kBanToBOMexanu4ecKoH
TeopHeil H3MepeHHs

[Mpouenypa «u3MepeHHs» COCTOSHHA B MOACIAH T-ABHXEHHS [JOINYCKACT
UHHTEpNpETALUIO, MOJIHOCTHIO COrJIACYIOLIYHOCH C KBAHTOBOMEXAHUYECKOH TCOPHCF]
u3mepenus [2] 1.3, [7]. PaccmatpuBaemas noacucrema V., COCTOsiHUE KOTOPO# B
JAHHbIK MOMEHT (M3MYECKOrO BPEMEHM ! Mbl «M3MEPSiEM)», B3aUMOJAEHCTBYET C
OKpYXXalole# e€ 60JIblIoH CHCTEMOH — «IPUOOPOMY», HAXOASALLEHCS B ONPEACIIEH-
HOM, U3BECTHOM COCTOSSHHH. l'lpaxTuquKu ¢ abCcosIrOTHOM AOCTOBEPHOCTHLIO MaJias
nojcucrema V, MMeeT Mpu 3TOM BIOJIHE OMNpPENEIEHHOE COCTOSHHE PABHOBECHS,
«M3MEpPAEMOEe» 3HAYCHHEM U, CHCTEMbI — «ITpUOOpa», MOBEIEHUE KOTOPOH Npe/anoia-
racrcsc IlOCTaTO‘lHOﬁ TOYHOCTBIO MOAYHHAIOLIMMCA B MOACJIH T-JIBM)KCHMSI 3aKOHaM
KJjlaccuueckoi mexanuku. [lpouecc «uM3MepeHus» NPHBOAMT, TakkMM obpa3om, K
H3MEHEHHUIKO COCTOSIHUS CUCTEMBI —\«npu60pa», KOTOPOE CIIYXMUT KOJIMYECTBEHHOM
XapaKTEPUCTUKOH COCTOAHUSA noacucTeMbl V, . C apyroi CTOpOHbI, BO3ACHCTBHE HA
06beKT «M3MEPEHUA» OKPYXAIOLLEH nocucTeMy V, 60JIbLION CUCTEMbI IPUHIIMITHATIb-
HO HE MOXET ObIThb CKOJIb yroaHo ciabbimM TNpH JAHHOM TOYHOCTH CKU3MEPCHHUAN. Yem
BbILIIE 3TA TOYHOCTH, TEM CHJILHEE BO3ﬂeﬁCTBHC, OKa3bIBAEMOE Ha MNO/ICHCTEMY Vr 5

Us NpEeAbIAYLIEro BUAHO, YTO UCMOJIb30OBAHHAS HAMU TEPMMUHOJIONUS KBAHTO-
BOH MexaHuku (KM) [2] 1.3 mo3BosisieT, cambiM 00IKMM 00Opa3oM, OMUCATH
GnykTyaunu MHTEHCHBHBIX niepementbix PT. Pa3suBas ykazaHHbIH 110/1X0/1, BBEAEM
BEKTOP COCTOsIHMS F B (pa3zoBom T-mpoCTpaHCTBE CHCTEMBI, KOTODPbI MOXET
M3MEHATHLCS ABYMS cnocobamu: a) HenpepbiBHLIM 00pa30M MpHU U3MEHEHUH T U 6) 1o
BEPOSATHOCTHBIM 3aKOHAaM TMPHU M3MEPEHMM KOOPAMHAT ITOro BekTopa. Hanuuue
(aykTyauni MHTEHCHBHBIX NIEPEMEHHBIX 03BOJISET BBECTH B Moeab OPT manyio,
HO BCEr/la KOHEYHYIO BEJHYHHY HEOMNPEACIEHHOCTH, C KOTOPOH M3BECTHO paBHOBEC-
HOE€ COCTOSIHUE KaX/10W NOACUCTEMBI, pUHA Iexalliei L-cuctemMe (aHajlor KBAHTO-
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BOMexaHuueckor noctosinHor [Mnauka [1] 1.1):
0poq=hy . (3.1)

3aech ¥ gajee 3HAK O yKasbiBaeT, YTO peib HAET O (UIYKTyaLlHH HMHTEHCHBHOM
nepemenHoi ®PT. OTcyTcTBUE, B JaHHOM CMBICIE, NOJIHON HH(POPMALMK O CUCTEMe
NPUBOAMT NMpH €€ ONMCAHMH K HAJIMYHIO CTATUCTHKH M PAaBHOBECHOE COCTOSIHHE
JOJDKHO 3aaBaTbCs, B NMPHHIIMIIE, HE YHUCJIIOM, a HEKOTOPbIM PAacClpeAC/JEHHEM
BeposTHOCTeH. B TOM ciydae, korja ykasaHHOE pacnpeiesieHHE HM3BECTHO IS
3aJIaHHOrO T, TO AalibHeruiee T-aABUXeHHEe cOCTOSIHUS Oy/eT NMOQYUHEHO B MOJEJIU
®PT 3aKk0oHAM KJIACCHYECKOH MEXAHMKH.

U3BEeCTHO, YTO ONMHUCAHME COCTOSAHMA KBAHTOBOW CHUCTEMBI OCYILECTBISETCSH
MEHbLUXM YHCJIOM BEJIMYHH, YEM B KJIACCHYECKOH MEXAHHMKE, I'/I€ JIsl ITOrO JOJKHbI
ObITL 3aJaHbl B HEKOTOPbLIH MOMEHT BPEMEHHM 2n CONPSKEHHBIX OOOOIIEHHBIX
KOOpJAMHAT ¢ U 06001IEHHBIX UMNTYNIbCOB p. Ha OCHOBaHMM pPacCMOTPEHHOM BbIllIE
ananoruu moaesau ®PT u KM BBe1EM KOMIUIEKCHYIO, B 001LIEM Clly4ae, BOJHOBYIO T-
¢dynkumuio koopaunat ¥(q), kBaapat moayas kotopoit | ¥(g)|? aaér mioTHOCTHL
BEPOATHOCTH TOrO, YTO CHCTEMa HAXOAMTCSH B TOuke (q) koHpurypaumonuoro T-
NMPOCTPAHCTBA. YKaXeM 3/1eCh, YTO NpeanoJiaraercs 3ajaHue c nomouibio ¥(q)
MAaKCHMaJIbHO BO3MOXHON MHGOPMALIMK O COCTOSSHUH CUCTEMBI. TOYHbBIE 3HAYECHUS
BOJIHOBOH T-(QyHKUMHM ONpeAessitoT, TaK Ha3biBAEMbIE, YUCTbIE COCTOsHMUA [2] T.3,
KOTOpbI€ paccMaTpuBaoTcs 6e3 yuéra payktyaumit B knaccuueckoit PT.

[ToxaxeM, 4yTO nocieA0BaTENbHbIN YYET PIIYKTyal Uit HHTEHCUBHBIX NEPEMEHH-
bix PT, B npeanaraemoit HamMu mozead T-ABHXKEHHMS, NMPUBOOMT K BbIBOAY OO
OTCYTCTBHUM TOJIHOH CHCTEMbl W3MEPEHHH, JAIOLLEH O/JHO3HAYHO MpPE/ICKA3yEMbIH
pe3yabTaTr ans cocrosuus V. PaccmoTpum B kaxapiii MomeHT T-Bpemenu t L-
CHCTEMY, KaK 3aMKHYTYIO CHCTEMY, COCTOSIILYIO U3 NPOU3BOJILHOM nojacucTeMsl V, u
COOTBETCTBYIOIIEH CHUCTEMbI — «mpubOpa», «U3MeEpsIOIEH» COCTOSHUE JAHHOM
noacucteMbl. To 06CTOS TENBLCTBO, YTO L-CHCTEMA, a TAKXKE CHCTEMa — «TIpHbop» ¢
JOCTATOYHOM TOYHOCTBIO MOT'YT CYMTATHCH KITACCHYECKHMH OO beKkTamMu U 061anaTh,
TakuM 00pa3oMm, OnpeaeséHHbIMH BOJHOBBIMM T-QYHKUMSMH He rapaHTHpYeT,
O/IHAKO, HAJIUYMS BOJIHYMS BOJIHOBOH T-QyHKUMHM M [UIS NOACHCTEMbI V, B J1I0OOH
MoMeHT 7. [Tpouecc «u3mepeHus» COCTOSIHUS V,, ONMCaHHBIH BbILLE, MPEANOJaraeT
B3aMMO/ICHCTBHE OOBEKTa «M3MEPEHHS» M CHUCTEMbl — «npubopa» M JaHHOE
«M3MEpPEHHE» COOTBETCTBYET YCTAHOBJIEHHIO ONPEACIIEHHOTO CTATUCTHYECKOIO
COOTHOLUEHHSI MEXJy «M3MEpSeMOi» BEIMYUHOW u, U COCTOSIHHEM CHCTEMbl —
«npubopa». OTcroAa HMHTEpBaJl (PU3MYECKOrO BPEMEHM [, B TEYEHHE KOTOPOro
IPOM3BOAMTCS «M3MEPEHHE» B MOJE/ N T-BHXKEHHS NPH 3aJlaHHOM T, 10JDKEH ObITh
HACTOJILKO BEJIHK, YTOOb!I MCKJIFOYHTbL BO3MOXHOCTb PACCMOTPEHHS NOACHCTEM V, B
Ka4ecTBE KBa3U3aMKHYTHIX M 00J1a/121011MX, TAKUM 06pa30M, BOJTHOBO#M T-pyHKMei.
OTMETHM, YTO B 3TOM COCTOMUT NPHHLUIHATIBHOE OTJIMYHME MPELTAraeMOH MOIEIIH
®PT OT CTaTUCTUKOMEXaHHYECKOr0 nojxoaa [2] 1.5, B KOTOPOM IpPEACTABJIEHUE O
KBa3M3aMKHYTOCTH MaKpOCKOIIMYECKHX MOJICHCTEM, NMPHBOSILEE K CTATHCTHYECKOH
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HE3aBUCUMOCTH, NPAMO CJIEAYET U3 PACCMOTPEHHS ITHX MOJICUCTEM B TEUEHHE TAKOTO
NPOMEXYTKA (DU3HYECKOrO BPEMEHM [, KOI/JAa B3AUMOJIEHCTBUEM HX MOXHO
npexHeopeyb. '

Bseém Teneps, B noaHom coorserctsun ¢ KM [2] 1.3, T-maTpuiy nioTHocTH,
OIMCBIBAIOIILYIO COCTOSIHUE MOJICHCTEMBI V,

s(d.. )= [ Y*(4: 4) ¥ (g 9)dq, (3.2

rae g, v q 06031a4eHbl, COOTBETCTBEHHO, COBOKYNHOCTb KOOPAMHAT NOACHCTEMBI V, 1
cucTeMbl —- «ripubopar, a ¥(g; q,) — Bonuoas T-pyukuus L-cucremsl. [JMaroHain-
HBIE JJIEMEHTHI $(q. , q,) ONPEEIISIOLIME PACTIPE/IEIEHHE BEPOSTHOCTH [UIsi KOOPAMHAT
NOACUCTEMBI V, BbIPAXAKOTCS KAK:

.

s, q)=[1¥(q;:9)] 2 dq. (33)

Uccnenyem noustue T-MaTpulibl MJIOTHOCTH, BBEJIEHUE KOTOPOIO CBA3AHO C
OTCYTCTBHEM B MOJIEJHU T-ABHXKEHHMS MOJTHOH CUCTEMbI «M3MEPEHUI», OIHO3HAYHO
NPE/ICKA3bIBAIOIIEH pe3yabTaT AJs cocTosHus V,. B npou3BoJibHbIH MOMeEHT T-
BPEMEHH T Yy HAc HMeeTcs OECKOHEYHOE KOJIMYECTBO TOX/IECTBEHHBIX KOMMUM
MO/JICUCTEMBI V,, MAKPOCKOIMYECKHE COCTOSIHUS KOTOPLIX M300paXaroTcsi TOYKAMM
(a3zoBoro T-nmpocTpaHCTBA M COBMECTMMBI C HEKOTOpoW uHpopmaumen (*) o
Ha4aJlbHOM COCTOSIHMM NOACHCTEMBI V), ABJSSACH, B 3TOM CMBICJIE, IONYCTUMbIMH
cocTossHuAMM. BriojiHe o4eBM/IHO, 4TO NpUHMMAEMasi NPOCTPAHCTBEHHAS CTPYKTYpa
Moaeau T-ABUXKEHHS, OTBEYACT 3aAaHUIO, T KaX/10r0 (UKCUPOBAHHOIO 3HAYEHHS
7, aHCaMObJ1s GECKOHEYHOr 0 Y1C/Ia MOACUCTEM V, U UMEHHO CTATUCTUYECKUE CBOMCTBA
JIAHHOT O aHcamOu1s onucbiBatoTcs T-maTpuuer miotHoctu (3.2). Creayer noa4epk-
HYTb, YTO BBO/Js yKa3aHHOE olpe/elicHue ancam0bJis nojacucrem V,, Mbl OTHIOb HE
npeanoJiaraeM (Kak TO NPHHATO B CTATHCTHYECKOH Mexanuke [1] T. 1) 3ameHbl aByX
THUIIOB YCPEJHEHUs: a) N0 (PU3UYECKOMY BPEMEHH ¢ U ©) N0 TEPMOJAMHAMHYECKOMY
BPEMEHH T HA CTATHCTHYECKOE YCPeAHEHHE 110 aHcaMb.to. HanpoTuB, ycpenHenue no
AaHCaMOJII0 pacCMATPHMBAETCS Jlajiee, KaK TIEPBUYHOE OMNpPE/IEICHUE MHTEHCHBHBIX
nepemeHHbix ®PT, koTOpbIE MOr'YyT HENPEpPbIBHO M3MEHATLCA ¢ T-BpemMeHeM T M
CTAaTUCTHYECKHE (IIYKTYalUMH KOTOPbIX C TEYEHHUEM (U3UYECKOrO BPEMEHH [, NpH-
BOAAT K HAJMYMIO B MoAesU T-ABHXKEHHUS] TEPMOAMHAMUYECKOIO COOTHOLIECHHS
HeonpeaenéHHoctei (3.1). OTcroaa NoHATHO, 4TO npu Gopmysimposke Moaesu OPT
Mbl OTKa3bIBAEMCsl OT MOCTYJMPOBAHMSA aHAJIOra IproJM4eckoi teopemsi [1] 1. 2 B
CaMOM Ha4aJie pACCMOTPEHHS, KAK ITO /1eJIA€TCs B CTATUCTHYECKOM Mexanuke. TakoH
M0/AX0/1 CBA3aH C MPE/NOJIaraéMbiM HEYCTOMYMBBLIM NOBEAECHUEM COCTOSHUS V), nipu
3HAYEHHUSAX T, MPEBLILIAIOUIMX HEKOTOPOE I'PAHUYHOE T., YTO OyaeT 06CyX/aaTbCs
Huxe. Bbibop aHcambuisi, ycpennsitouero MHTeHcuBHbie nepemennbic ®PT no T-
BPEMEHH T, B ITOM CJIy4d€ OKa3bIBAETCS BIOJIHE IPOU3BOJILHBIM U €r0 Lieieco0bpa3Ho
NPOBECTH HA OCHOBE MPEABAPUTENILHOIO UCCIIEOBAHUS TPAEKTOPUH, KaK B 0O1acTH
YCTOHYMBOIO, TaK W HeycToHuuBoro T-aBuxeHusi. Bonmpochl cyliecTBOBaHHUS U
ONPpE/ICJIEHUS] BPEMEHHBIX CPE/IHUX JUISI HEYCTOWYMBBIX JiMHAMKUYeCKUX cucteM ([1C),
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20 B. b. POTAHKOB

KAaK M3BECTHO, JAJIEKO HE TPMBUAJIBHBI [8, 9] ¥ CBA3aHBI CO CTPYKTYPOI €CTECTBEHHBIX
pacnpeiesieHHi BEPOSTHOCTEN B IAHHbIX CUCTEMAX.

Eciiu orpaHMuuTh MHOXKECTBO BO3MOXHBIX HA4aJIbHbIX COCTOSIHMH MOACHCTE-
Mbl V, ux Haubosiee oOLIMM BMAOM, a2 UMEHHO OAHO(A3HBIMH PABHOBECHBIMM
coctosiuusimu (1), To asoBoe T-npoCcTPaHCTBO AOMYCTUMBIX COCTOSHUH OJHOKOM-
NOHEHTHON CHCTEMbI B JIAHHOM CJly4yae MpeACTaBiaseT coO0M B KJIACCHYECKOH, HE
yuuTbiBatolier Guykryaumid nHreHcuBHbix nepemennbix PT [10] riagkoe noamuo-
roobpasue pasMepHOCTH 2n=4 B NATUMEPHOM €BKJMA0BOM npocTpanctee R,
BBe/1éM JI0KAIbHYIO KOOPAMHATHYIO chcTemy (u', u?, u?, u*) B npOM3BOJILHOM TOUKE F,
NPHHA/UIeXKALEH YKa3aHHOMY OAMHOroo6pasuio, SBJISIOLLYIOCS JIOKAJIbHBIM AU(}-
heomophu3MOM HEKOTOPOro OTKpbITOro noamuoxectsa R*. Otciona, B kaxaoi
TOYKE F HMEETCsl, HENPEPbIBHO 3aBUCHILAs OT KoopauHaT paszoBoro T-npocTpaHcTsa,
€AMHCTBEHHAs KacaTe/lbHAas TMIEPIUIOCKOCTh, TNPOeKiUs MoJAMHOroobpasus Ha
KOTOPYIO B3aMMHO O/IHO3Ha4YHa BOJIM3M TOUYKHM KacaHus. TakuM oOpa3oM, OTAE/IbHOE
jponycrumoe coctosinne PT paccMatpuBaeTcsi B JaHHOM NOJAXO/E C TOYKH 3PEHHSA
KJIACCHYECKOH raMHJIbTOHOBOH MEXAHWKH, YTO SBJSNETCH CYyTbIO Pa3BUBAEMbIX B
nocjeqHee BpeMsi, TaK Ha3bIBaeMbIX reomerpuueckux (opmynuporok PT [10].
[Tocneanune obecneunBaloT MHBAPUAHTHOCTb 3aKOHOB PT 0THOCHTEILHO Npeodpa3o-
BAHHUS HE3dBUCUMbIX [IEPEMEHHbIX.

Kak sicHO W3 npeablAylero, OCHOBHA$ KOHUENUHMS AAaHHOH paboTbl He
NPEeANoaraeT BO3MOXHOCTH MOJIYYEHNs OHO3HAYHO MPECKA3yeMOro pe3yjibTaTa
(toukn B azoBoM T-npocTpaHCTBe) /LIS COCTOSHUS V, U ITUM INPUHUMIIHAJIBHO
oTJiMyaeTcs OT reomerpuyeckoro noaxoaa [10-—13]. B pesyabrate coxpaHeHus
KOHEYHOM HEONPEACSEHHOCTH, B CMbiciie ypaBHeHus (3.1), ans moboro MomeHTa T,
Jlajlee  pACCMATPMBACTCS PACHPE/IC/ICHHE BEPOSTHOCTEH TOJIBKO /Ui  KOH(pHU-
rypauMonHoro T-npocTpaHcTBa CHCTEMBbI 4, PAa3MEPHOCTb KOTOPOro paBHa n=2.
Bbl4HCIIEHHE AMATOHAJIbHBIX MATPHYHBIX 2JIEMEHTOB ONEPATOPA IJIOTHOCTH 5(4,, 4.)
MO3BOJISIET TOr/Aa OINPEAC/IMTb BEPOSTHOCTb HAXOXIACHUA CHUCTEMbl B TOYKE F,
NpUHAUIeXKAaIeH [J1a/IKoMy nojamHoroobpasuto 2. [Mockosbky sioboe u3 Tpéx
BO3MOXHbIX TUITOB 110nycrm§4ux paBHOBecHbIX cocTosiHui PT 10J0KHO COOTBETCTBO-
BATb TOYKE F € ./ B KA4€CTBE UCXO/IHOM CHCTEMBI JIEKAPTOBBIX KOOP/IMHAT, XapaKTEPH-
3YIOUINX HEMPEPBIBHYIO MMOBEPXHOCTb COCTOSIHMH, M3 MHOXECTBA HMHTECHCHUBHbBIX
NepeMeHHbIX # ciiejlyeT BbIOpaTh IO/JAMHOXECTBO, TAK HA3bIBAEMbIX, MOJIEBbIX
NePEMEHHbBIX, OJHOBHAYHO OIpPE/IENISIOIINX HE TOJIbKO 0/iHO(Ma3HbIe cocTosiHus (1),
HO M COCTOSIHUS paBHOBECHs cocyllecTByroux das (2) u (3) [14, 15]. Orcroaa, ans
PACCMATPUBAEMOM OJIHOKOMIIOHEHTHOH CHCTEMbI BBO/JIMTCH B3aMMHO O/IHO3HAYHOE
OTOOpaXeHME MHOXKECTBA JIONMYCTHMBIX cocTosiiii PT BO MHOXeCTBO TOuek
NPOCTPAHCTBA MOJIEBLIX epeMeHHbIX (1, T, P)=F, 1eKapTOBbl KOOP/MHATHI KOTOPbIX
YJIOBJIETBOPSIFOT CUCTEME YPABHEHHM:

u=pu(p, o) T=T(p, o) P=P(p, o) (3.4)
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TakuM o6pa3om, B Moaenu ®PT fonycTrmbie COCTOSHUS OHO3HAYHO OIPE/IE/IEHBI
COOCTBEHHBIMH 3HAYEHMSIMU JIOKAJIbHBIX ONEPATOPOB MHOXECTBA MHTEHCHBHBIX
NEPEMEHHBIX %. JIeHCTBUTEbHBIC NAPAMETPbI p U 0, BXOASAIIKE B ypaBHeHUE (3.4),
ABJIAIOTCA OOBEMHBIMH TLIOTHOCTAMH IKCTEHCHBHBIX BEJIMYMH N U S, COOTBETCTBEH-
HO. JlaHHpIE TapaMeTphbl HEOJHO3HAYHO OMNpeJeSeHbl B TOYKax AByxdaszHoro
paBHOBecHs (2) ¥ MPUHAUIEKAT MOJAMHOXECTBY MJIOTHOCTHBIX WHTEHCUBHBIX TEpe-
MenHbix PT [14, 15].

Martemartnueckas moueiib T-ABHKEHHUS pACCMATPUMBAET PABHOBECHOE COCTOS-
HHE CHCTEMBI, HCTIO/Ib3Ysl HecKOHEeYHOE YHCI0 MacliTabos 06béma V,, M3BMEHSIOLUKX-
CSi HENPEPBLIBHO OT MAKPOCKOMHUYECKMX 3HAYEHUH V|, 10 BEJIMYMH, COMOCTABUMBIX C
00bEMOM oTaenbHbIX Mosiekyn V;. Pasymeercs, B monenu ®PT ner ¢usnueckux
NPHYMH, NPENATCTBYIOUIMX H3YYEHHIO OECKOHEYHOro T-BpEMEHM T, TO €CTh KOHTH-
HyaJIbHOTO mpejiesia T— 00 JMCKPETHOIO MHOXECTBa noacuctem V,, obpasyroumx B
(hu3MYECKOM TPOCTpAaHCTBE X KyOHuecKyro pewéTky. BoiGupas koHeunoe 3nauenue
BEPXHEH rpaHulibl T-BpeMeHH T;, Mbl XOTUM NOAYEPKHYTh TEM CAMbIM TO 0OCTOS-
TEJILCTBO, YTO MO AOCTHXEHHIO T;, Mozaenab ®PT npuobperaer Bce Haubosiee
XapaKTEPHbIE YEPThl, TAK Ha3bIBAEMOK Mojieiu [1aybepa, TpakTyroLed MUKPOCKO-
NHYECKYIO MOJieb pet€Toynoro rasa B kayecrse [IC [16]. Bonpoc o cBs3u mMoaeiu
I'naybepa ¢ acumnToTHuyeckuMm moBeeHHEM NpuU 11, Moaenu ®PT Ttpebyer
CrELHaIbHOro 00CyXAeHUS M OyIeT UCCIeI0BAH OTAEIBHO.

4. OcnoBubie onpeaeienns Mojean ®PT

B craTtucTHueckod MexaHHKE NMPOU3BOJILHOMY PaBHOBECHOMY COCTOSIHHIO
cucTeMbl N 4acCTHL MOXHO NMOCTaBHThb B COOTBETCTBHE ONPE/IEIEHHOE MUHMMAJIbHOE
3HaueHHe o6BEMa V,, rae naHHOE COCTOsIHME BCe elé M3BECTHO (€C/AM YYHTBLIBATD
GyKTyalluM MHTEHCUBHBIX MEPEMEHHBIX C TMOTPELIHOCTLIO HE MPEBBILLIAOLIECH
HEKOTOPBIX BEJIM4YMH Au, (2.2), XapaKTepU3YIOUIMX Ha4aJIbHOE COCTOsiHUE. JIMHEHHbIT
pa3mep ~ V!/* Ha3biBaeTCs KOPPENSAUMOHHBIM Pa/IUYCOM, MHBAPHAHTHBIM OTHOCH-
TEJIbHO W3MEHEHHUs MacluTaba nnHbl cucTtemMsl. [locnentee onpaBabIBaeTCS IMIUPH-
YECKHM NMPHHLHIOM MAKPOCKONHUYECKOH IKBMBAJICHTHOCTH, MPUBOASLIMM K MPOHU3-
BOJIbHOCTH BbIOOpa MakpOCKONMYeCKOro o6 pa3iua cucTeMbl PU H3y4YeHUH e€ CBONCTB
U, TAKUM 00pa3oMm, Kk NOHATHO T-npeaesia, UrparolieM BaXKHYIO POJib B KOHLETILIMH
CTaTHCTHYECKON MexaHukwm [1] 1. 1:

N
lim — =p=const. 4.1)
N—-w
Vo
[TpumenuTenbHo kK Moaesau T-ABMXKEHMs 3TO O3Ha4aeT, 4yTo B uHTepBase [1, 7.]
M3MECHEHHE F€OMETPHYECKOH POPMbI KOHIPYIHTHBIX MOACKUCTEM V, H IPOU3BOIbHbIH
BbIOOp NOKpbITHS 00BEMa V, eauuuueidt usmepenus V, He OyayT NpUBOAMTL K
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U3MeHeHHI0 abcommoTHol BenuuuHbl Au (V) u, Takum obpasoM, «u3zmepsieMbie»
3HAYEHHUS! MHTEHCUBHbIX NEPEMEHHbIX HE 3aBUCAT, B 3TOM CMbICJIE, OT MPOCTPAHCTBEH-
HBIX KOOp/JMHAT X.

Onpenenenue T-npeaena ¢ nomoiisio (4.1), Boobiie rosops, npeanojaraer
OJHOPOAHOCTbL MHTEHCHBHBIX NEepeMeHHbIX Mo 00BbEMY cucteMbl. OTcroaa cieayer,
4YTO PaBHOBECHBIE COCTOSIHUS OECKOHEUHOro Habopa MakKpOCKONUYECKH SKBUBAJICHT-
HBIX CHCTEM C pPa3JIMYHbIME 3Ha4eHUAMHU V U N 10J1KHbI M300paxxaThCsi OAHOM U TOH
xe Toykor P = P(u, T) noBepxHOCTH # Npu BbIMOJHEHUH paBeHCcTBA N/V =const.
PacnpocTpaseHye NpHHUMIA MAaKPOCKONMHYECKOH OJKBHBAJEHTHOCTH HA CHCTEMbI
HEOJHOPOHbIe B (IM3NYECKOM TPOCTPAHCTBE — BpeMEHH obecneuuBaercs B
CTATHCTHYECKOH MEXAaHHKE TEM YCJIOBHEM, YTO YBEJHYCHHE PA3MEPOB CHUCTEM
yKa3aHHOro Habopa NpOM3BOAMTCS C MOJIHBIM COXPAHEHHEM CHMMETPHH Ha4aJIbHOH
cucremsl nocienosatenbioctd [1] 1. 1. panndnbie ycnosus, Tpebyromuecs as
BBITIOJIHEHUS 3TOrO TpaBuia, TakuM obpaszom, goonpeaensitor nousitue T-npenena
(4.1).

BBogumas Hamu Mozaenb @®PT KayecTBEHHO OTJIMYAETCH OT ONMCAHHOM
MHTEPIPETALMH TIPUHLMIIA MAKPOCKOTHYECKOH IKBUBAJICHTHOCTH B CTATHCTHYECKOH
MEXaHHUKE TEM, YTO HE MPEANOJIAraeT COXPAHEHUS MPOCTPAHCTBEHHO — BPEMEHHOM
CHMMETPHH CHCTEMBI TIPH M3MEHEHHH 7. B cBs3u ¢ 3TuUM, onpenenexue noustus T-
npenena (4.1) HoOkHO ObITh JAOMOJIHEHO B MOJAEJM T-IABHXEHHUS HEKOTOPbIM
ycnosuem (*), ynomuuasiuumcs pauee. [lis BbisicHenus ¢usnyeckoro cmbicaa (*)
yTOYHHM, BHAYajle, TO 3HAYEHHE, KOTOPOE MMeEET KOpPpeIsLUHOHHbIH 00LEM V., B
moaenu OPT:

Onpeoeaernue 1. MuHuMasibHbli 00bEM noacuctembl V.=V, B KOTOpOM
GuyKTyaumu IIOTHOCTHBIX HHTEHCHBHBIX EPEMEHHBIX dp, 60 1o ancambJiro V,
HE MPEBBILIAIOT 3HAYEHWH 3TUX BEJIMYMH JUISl MOJACHCTEMbI V), HasbiBaeTcs
KOPpEJSIIMOHHBIM 06BEMOM V..

3Hauenue V. 0AHO3HAYHO ONPEAEJICHO MOJIEBBIMH HHTECHCHBHBIMH NEPEMEHHBIMN ) ,
T,,, XapakTepu3yIoluMu cocTosiiue L-cuctembl. CTPOro roBops, BCJEACTBHE TOrO,
4TO B MOJie/Iu T-/IBUXKEHHUS COCTOSIHUE MOJICUCTEMBI V; U3BECTHO B KAX/1bli MOMEHT T
C TOYHOCTBIO 10 Op ¥ 0T, V. aBNS€TCA HENpPEPbIBHOW (QYHKUMEH, U3MEHAIOLIEHCS B
HEKOTOPOM OIrPaHM4YE€HHOM MHTEPBAJIC 3HAYEHUH, HO /IS 1aJIbHEHILIETO M3JI0XKEHHUS
JIaHHOE YTOYHECHHE HecyllecTBeHHO u npeanonaraercs V.= V.(u.. Tp).

CoCTOSIHME MOJIHOTO CTATUCTHYECKOrO PABHOBECHUS ONPEIENAETCS ISl 3AMKHY-
TOM MaKpOCKONHMYECKON CHCTEMBI [2] T. 5, KaK COCTOSIHME B KOTOPOM s JIH0OO#M
MaKpOCKONHYECKON TOJCHCTEMbl WHTEHCHBHbIE (DM3MYECKHE BEJIMYMHbI UEX C
60/bIIOH OTHOCHTEJILHON TOYHOCTBIO (/10 GuiyKTyauui du) paBHbl CBOUM CPEIHUM
3HayeHusM. Beeenne ancambiiel CTaTUCTHYECKOH MEXaHMKH NO3BOJISIET NPH 3TOM
OTKA3aThCsi OT M3Y4YeHHs U C (PU3UYECKUM BPEMEHEM I, 3AMEHSS YCPEIHHE 10 [ Ha
CTATUCTHYECKOE yCpeaHeHue. BaXHO OTMETHUTD, YTO C TOYKH 3peHus mojenn OPT,
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pa3BuBaeMOM B laHHOM paboTe, TaKOH NPUEM O3HAYALT NEPeXo/1 K YUCTO AeTEPMHUHHU-
pOBaHHOMY (He yuuTbiBarolieMy (iykTyanmoHHoro HepaBeHcTBa (3.1) onucanuto
HHTEHCUBHbIX mnepeMeHHbix u. [locnennee cnpasBeiMBO B Moaeiu T-ABHXEHHUS
TOJILKO /i1t 06J1aCTH T, COOTBETCTBYIOIEH MaKPOCKONMYECKMM MaciiTabaM uamep-
eHus 00béma: V,> V.. [Tockonbky HAMH MPEAINOJaraeTcs HCCe1I0BaHUE C TOMOLIbLIO
obuero ¢opManu3dMa TaKXKe MHMKPOCKONHYECKHX, COMOCTABUMBIX C OOBEMOM
OT/EJIbHBIX MOJIeKyJ, 3HaueHu V.e(V., V], HUXKe NPUBOAUTCS, MCNOJIb3yeMOE
Jlasiee, ONpeaeieHUe JIOKaJIbHOIro paBHOBECHS nojacuctembl V, B moaenu OPT:

Onpevdeaenue 2. KaxaomMy 3alaHHOMY 3HA4eHWIO TE€[T1,, T;] OTBEYarOT
JIONYCTHUMbIE COCTOSIHUS JIOKAJIbHOTO PaBHOBECUS NMOACUCTEM aHcaMbas V., B
c/iyyae B3aMMHO OJIHO3HAYHOIO COOTBETCTBHMSl JTHUX COCTOSHMH TOYKaM,
NPHHAICKALMM HEKOTOPOH, HE YBEJIMYHBAIOILECHCS C POCTOM T, OrpaHHYCH-
HO#M 0611acTH A; HEeNpPepLIBHOM MOBEPXHOCTH MOJIEBLIX HHTEHCHBHBIX NEPEMEH-
HbIX P(u, T).

OTMeTHM BaXHOE OTJIMYME ompelesieHus (2) OT TPaJMLIMOHHOIO OINpE/E/IEHUs B
xnaccuueckoil PT paBHOBECHOrO COCTOSIHMSI IBYX OTKPbIThIX, OOMEHHMBAIOIIMXCS
MexX 1y coO0# BELIECTBOM U SJHEPIHEH MAKPOCKONMYECKHMX MOACHCTEM, KaK COCTOSIHHUS
¢ o61LIMMH /LIS ITUX noAcucTeM 3HaYeHusaMu u v T. B moaenu ®PT He npeanonaraer-
Csl HHBAPMAHTHOCTH TMOJIEBLIX NMEPeMEHHBIX ¥ T (IpH 3aJAHHOM T) OTHOCHUTEJILHO
U3MeHeHUs (PU3NYECKOrO BPEMEHH ¢ Y TPOCTPAHCTBEHHBIX KOOPMHAT X MOACHCTEMBbI
V.. Onpenenenne 2 TpebyeT BbinoJHeHUs Oosiee cnaboro (M ¢ GH3MYECKOH TOYKH
3penusi 00Jiee peajibHOr0) yCI0BHUs, 3aKJIFOHAOILErOCs B TOM, 4TO U3MeHeHHe u u Tc
T-spemeneM 7, TO ecTb cobcTBeHHO T-ABMXKEHHME, NOJDKHO OCYLIECTBISATHLCS MPH
COXpAHEHMM KOHEYHOW HeonpeaeséHHOCTH 3HA4YeHUH opu U 6T M MHBAPUAHTHOCTH
(hyHKUMOHAJIbHOH 3aBUCHMOCTH:

P=P(u,T).- (4.2)

YkaxeM 31ech, YTO MaclITabupoBaHUe OAHOKOMIIOHEHTHOM CUCTEMBI C NOMOLILIO V
¥ pU3MYECKUH CMBICT HHTEHCHUBHbIX MOJIEBBIX NEPEMEHHBIX y U T, XapaKTePU3YIOLIMX
00MeH OTKpBITOH NOJACHCTEMBI V, C €€ OKPYXEHHEM, COOTBETCTBEHHO, BEILIECTBOM H
9HEprueH, NPUBOAAT K BbIBOAY OO HCKJIFOMMTE/JbHOM MOJIOXKCHHH AaBjicHus P B
NOAMHOXeCTBe mnoJieBbiXx mnepeMeHHbix ®PT. JlaHHOE NOIOXEHHE TMOJIHOCTHLIO
aHAJIOrM4HO BBeAcHUIO B pamkax KM (u3omopdHocTh koTopod moaenu OPT
NPEANOoJIaraeTcs Ha OCHOBAHUH NPEAbIAYILEr O U3JI0KEHUS) TAMHIIbTOHMAHA CUCTEMBbI
[2] T. 3. Cmbicn dyHkumm (4.2), Kak ypaBHEHHs ONPEACIISIOIIErO MMNEPNOBEPXHOCTD
raMuJibToHOBckoro T-onepartopa (naBnenuss P), Ha koTopo# ocyuectBiasiercs T-
JIBUXXEHUE PABHOBECHOTO COCTOSIHUS V,, MO3BONSET c/ienaTh ps/l Ka4eCTBEHHbIX
BbIBO/JIOB O XapaKTepe TPAeKTOPHH U OOLLEH TOMOJIOrMH ABYXMEPHOH NMOBEPXHOCTH
Z, He pelias ypaBHEHMs T-uBchuur:

P.=1[Po], (4.3)

rjie T — paccMaTpuMBaeMoe Hamu, npeobpa3zoBanue maciutaba usmepenus V.
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Kak cnenyert u3 onpeaesneHus 2, BEKTOP COCTOSHUA I MPUHAUIEKHUT B KX AbIH
MOMEHT T € [7, T ] HEKOTOPOWH OrpaHMYEHHON 00J1aCTH 4 ; HENPEPBIBHOI NOBEPXHOC-
TH (4.2), COOTBETCTBYIOLIEH OJJHOMY U3 BO3MOXHbBIX TUIIOB PAaBHOBECHBIX COCTOSIHUM
cuctembl j. Eciiu k Tpém, nepednciieHHbIM paHee obnactam 2 nobasutk obsacts P=0
(4), To ecTb 06NACTb W/IEANBLHOIO ra3a, TO, TEM CAMbBIM, YKa3aHHbIE BO3MOXHOCTH
(AOUAHOrO COCTONHMSA OJHOKOMITOHEHTHOM CHCTEMbI OY1yT MCUEPTIaHbI H, C/Ie0Ba-
TeNAbHO, j= 1, 2, 3, 4. OTcloaa, B NpUHLMIE, HAYaJIbHbIC YCJIOBUA A5 V, MOryT ObITh
BbIOpaHbl COOTBETCTBYIOLMMH JIFOOOMY [AMCKpeTHOMY 3HaueHuio j. OCHOBHBIM
(usryeckuM pa3TMuMeM COCTOSIHMI C PA3HBIMHU j SIBJISIETCS TO, YTO KOPPEJISIMOHHBIH
00BEM V, MMeeT KOHEeYHOe 3Ha4YeHue /Uig j= 1, 2; paBeH OECKOHEYHOCTH ISl j=3 M
paBeH HyJto A1 j=4. 3aaaBasi Ha4aJIbHbIC YCJIOBUS /Ul PEAJIbHOIO (KOHEYHOrO 10
BesiM4MHe) 0ObEMa noacucTemMbl ¥, MOXHO MOJIyYHTh CIEAYIOLIME COOTHOLUCHHS
mexay Vou VaVo2V, j=1,2; Vo<V, j=3; Vo>V, j=4. [lockonbKy HenpepbiBHOE
YBEJIMYEHHE T MPUBOAMT K YMEHBUICHHIO 3HAYEHHUS V, 10 HEKOTOpPOro majoro Vg,
CleyeT OTMETHTD, 4TO NpU T-ABHXKEHUH CMBIC] JAHHbIX HEPABEHCTB s j=3, 4
O6yner coxpaHsaTbCs, TorAa kak s j=1, 2, no gocrmwxkenuio V,=V. on Gyner
M3MEHSATBLCS HA MPOTUBOINOJIOXKHBIN, €ciii BHauase 6buio V> V..

W3 onpenesienus |1 ans koppensuMoHHOro obnéma V. npsiMo cieayer, 4To
nepexoa u3 obnactu te[l, 7.] B obgactb 1€ (1., Tg] NPUBEAET K YBEJIMYEHMIO
daykryaunit dp, 00 NJIOTHOCTHBIX MHTCHCHBHBIX NEPEMEHHbIX. PHU3NUYECKH 3TO
03Ha4aeT, YTO paccMmaTpuBaemsbie B Maciutabe V,, t € (., 15|, OTACILHbBIE NOACUCTE-
Mbl CYLLIECTBEHHO KODPEJIMPYIOT B YKa3aHHOM HWHTepBaje 7, OOMEHUBAsCh MeEX.y
co0boit BelecTBOM M 3Hepruei. CocTtosiHus nojacucteM V, ¢ dp U 0o, 3HAYUTEJILHO
MPEBbIIAIOIMMHY JAHHbIC BEJIMYMHBI 10 CPABHEHMIO C V, > V., MTHOBEHHO BO3HHKAIOT
¥ MIHOBEHHO MCYE3aI0T Ha LIKaJe (PU3HUeCKOro BpeMEHH ¢, ABISASCH HEYCTOHYHBBIMH
OTHOCUTEILHO t. B3aumopeiicTBue uactuil ¢urou/ia NMPUBOJMT, ECTECTBEHHO, K
NOJIHOK CTOXACTUYHOCTH OMMCAHHOIO MPOUECCA W OTCYTCTBUIO [AMHAMHHYECKMX
COCTABJISIIOIIMX, BbI3bIBAIOIIMX [ABMXKEHHE YACTHULl B KAaKOM-TMOO NMpeHMYILECTBEH-
HOM MPOCTPAHCTBEHHOM HanpaJieHHH. [laHHbIH GakT OTCYTCTBUS MAKPOCKOIMHYEC-
KOro nepeHoca BellecTBa M JHEpPruM B oObEéMe Beel cuctemsbl V,, onpasabiBaer
pacnpoCcTpaHEHKWE ONpe/IENeHUs 2 I0KalbHOro pasHoBecus B Mojesiu ®PT takxke Ha
obnactp ¥, < V., HEyCTOH4YMBBIX OTHOCHTEJIbHO (PH3MYECKOTO BPEMEHH [, COCTOSHHH.

[MpuHuMnUuanbHEIMH VIS AajibHEHLIEro MOCTpOoeHus mojenu T-aBHxeHus,
ABJISIOTCS BONPOCHI O X4PAKTEPe U3MEHEHHUS 0p U 00 OTHOCHTENILHO T-BpeMeHu T B
obnactu V, < V. M, B YaCTHOCTH, BONPOC O CYUIECTBOBAHNH MHBAPHAHTOB T-BHXEHHU S
B yka3aHHoH obJactu. [ToceaHee npsaMo CBA3dHO C U3y4YEHHEM CBOWCTB CHMMETPHH
npenaraemoni moaean ®PT. OnpeaciiuM OCHOBHOE COCTOAHME TNpeAC/bHOW L-
cucteMsbl P, Kak COCTOSSHHE HHBAPMAHTHOE OTHOCUTEJILHO BPALLIEHUH U TPAHC/ISLMI
B YETbIPEXMEPHOM (PH3HYECKOM NPOCTPAHCTBE —— BPEMEHH. JlaHHOE€ OCHOBHOE
CcOCTOAHME OYNET HMHBAPHAHTHBIM OTHOCHTENILHO T-ABHXKCHMS, WM, APYTHMH
CJIOBAMM, ICHCTBHSA Ha P; 0/1HONapaMeTPHYECKOH HETIPEPbIBHOM Pyl ipeobpa3o-
BAHUM T B TOM CJIyHae, €CJIM Mo/1 JICHCTBUEM YKA3aHHOM I'PYIbl OHO NEPEBOJUTCSH B
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cebs, ABJIASCH HEMOABWKHOM TOYKOM pacCMaTpUBAEMOro npeobpa3oBaHus:,
[P ]=P;. (4.4)

BnionHe oueBMIHO, ONHAKO, YTO TMPUHATAS HAMH MNPOCTPAHCTBEHHAS CTPYKTYpa
mozenu ®PT, B naHHbIH MOMEHT T 0oOpa3yromas 6ECKOHEYHYIO B KaX/IOM M3 TPEX
NPOCTPAHCTBEHHbIX M3MEPEHUH X pelIETKY KyOOB V,, HapyliaeT TPaHCASUHOHHYIO
BpAILATE/IbHYIO CHMMETPHIO L-CUCTEMBI, MOHKXas e€ 10 KyOHYECKO#H CHMMETpPHH.
OnepaTopbl HHTEHCHBHBIX NIEPEMEHHBIX U, 33/1aI0TCS, TAKUM 06Pa30M, Ha JUCKPET-
HOM MHOX€ECTBE, HMEIOILIEM B KOOPAHHATHOM NTPOCTPAHCTBE X CTPYKTYPY PELUETKH U
SABJIXOTCS, 110 CYILECTBY, ONEPAaTOPaMH KBAHTOBOW TEOPUH MOJIA Ha peluétke [4], as
KOTOPbIX HHBAPHAHTHOCTb OTHOCHTEJIbHO Npeobpa3oBanuii JlopeHua BoccTaHaBIu-
BAE€TCH TOJIbKO B KOHTHHYaJIbHOM npejesie 7— c0. BaXHbIM CBOWCTBOM raMHJILTO-
HHAHOB, HCTOJIb3YEMbIX B TEOPHH MOJIS HA PELIETKE M MMEIOIIMX BH/1, COOTBETCTBYIO-
LMK CBA3aHHBIM TapMOHHMYECKHM WJIH AHFapPMOHHWYECKHM OCLMJIIsATOpamM [4],
SIBJIACTCS YCJIOBHE HMX JIOKAJbHOCTH. 31€Ch MMEETCH B BHAY, 4TO T-raMuiibTOHMAH
OTAEJNIbHOH NOJACHCTEMBbI V, 3aBHCHT TOJIbKO OT OMNEPATOPOB #,, OTHOCSIIMXCH K
NOJCUCTEMAM, HEMOCPEJICTBEHHO OKpyXawluM V.. VkazaHHOe CBOWCTBO NpSIMO
KCTIOJIb30BAHO HAMH B ONPENEJIEHUH 2, I/le COCTOSIHUIO JIOKaJIbHOTO PABHOBECHS B
Jir060# MoMeHT T-BpeMeHH T € [T, T;] OTBEYAET, HE BO3PACTAONIAs IPH YBEIHYCHUH
7, OrpaHHYeHHas 06,1aCTh A ; HENPEPbIBHOH NOBEPXHOCTH M0JICBbIX NEPEMEHHBIX (4.2).

Ans T €[y, 7] ykazanHo# obnactu 4; COOTBETCTBYIOT, KaK TO ClieayeT M3
ompeaesieHus | KoppensuHOHHOro ob6béMa, 3HaveHus OGayktyauumit Jdp, 6o He
NIPEBBILIAIOLIME HEKOTOPBIX HaYaJIbHBIX 0p, U 06 . [IpH nepexone B obnacts 1 € [1,,
7] AaHHBIC QIYKTYalHH CYLICCTBEHHO YBEJIMYMBAIOTCS MO aGCOIOTHON BEJIMYHMHE.
ITpu 3TOM, Kak ObLIO OTMEYEHO Bbillle, CUILHO YBEJIHYMBAETCS KOPpEIALHs OT-
JIENIbHBIX NMOACHCTEM V,, 4TO NMPUBOJUT K HEOOXOIMMOCTH MCCIIEIOBAHUS KOOTIEPA-
THMBHOI'O TIOBE/IEHHs BCEH CHCTEMBI, PACCMATPUBAEMOH, KaK LieN0e. AUIMTHBHBIH T-
raMHJIbTOHMAH CHCTEMbI P (BEJIMYMHA MEXaHUYECKA MO ONPEACICHUIO) HE COAEPKUT
B 3TOM CJiyyae, NoJHOH HHpopmMauuHu o noBeaeHuH cucteMsl. [laHHas nupopmauus
JOJKHA 3aKJIFOYATHCS, ECTECTBEHHBIM 06Pa3oM, B U3MEHSIOIIMXCS 3HAYEHUAX Jp M
00, MpH4YEM 3TO HM3MEHEHHME MOJDKHO OCYLIECTBJATHCH Tak, 4TOObI HEKOTOpas
xapaktepuctuka (*) ancambius V, 6buia B 1060 MOMEHT T COBMECTHMA C
xapakTepucTHKOM (*) L-cucteMbl. Tako# BETMYMHOMN, HHBAPHAHTHOM OTHOCHTENILHO
U3MEHEHMS T, BO BCEM pacCMaTpPUBAEMOM OTpe3Ke T € [1,, T;] ABJISAETCH B MOJAEIIH
®PT, B cuiy npeanosaraeMo HaMu 3aMKHYTOCTH L-CHCTEMBbI, YaCTUYHAS TLJIOT-
HOCTb 3HTpONUM S, =S, /N, (*).

PaccMoTpuM (u3HuecKoe cOiepXKAaHHE HHBAPHMAHTHOCTH s, Ipu T-ABHXKEHMH
cucreMbl. Ha ocHoBaHuH npeanoJsiaraemoi HamMu uzomopduoctu moaenu ®PT c KM
HHTEHCHBHbIE NIEPEMEHHBIE U € % UMEIOT CMbICST aOCTPAKTHBIX JIMHEHHBIX ONEpaTo-
pOB, JEHCTBYIOLIMX B rwjibbeproBoM npocrpaHcTse [1] T. 1. BeckoHeuyHblit 00bEM
NpeAEIbHON L-CHCTEMBI IPUBOAMT, BOOOIIE roBOPsi, K HecenapabesibHOMY ruiibbep-
TOBY NMpOCTPaHCTBY [4], HO JaHHOE pa3yM4Me, MO BHAMMOMY, HECYILECTBEHHO B
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pamkax moaenu ®PT. Vpashenue T-aBuxeHus B Haubosee obumem Buae (4.3)
o61a1aeT npy 3TOM CHMMETPHEH, KaK M0 OTHOLIICHHIO K M©3MCHCHHIO 3HaKa T, TaK U 10
OTHOLUEHUIO K TPAHC/IALMSAM M BpPALIEHHSM B PacCMaTpPUBAEMOM THJILOEpTOBOM
npoctpaHcTBe. OTpaxeHHeM JaHHOW CHMMETPHH LISl KaX10r0 MOMEHTA T SIBJIAETCS
WHBAPHAHTHOCTD §; TNIPU YHUTAPHBIX NpeoOpa3oBaHusiX cpeau (U3HYECKH JOMYCTH-
MBIX 110 ONpPEAEsICHHIO 2 COTOsIHUMN V,. YKa3aHHas BEJMYMHA COOTBETCTBYET COCTOS-
HMIO TIOJIHOT'O CTATHCTHYECKOro paBHOBecHs [2] T. 5 L-cHcTeMBbl, HE 3aBUCAILIEMY OT
T-ABHXEHUS COCTOSHUI JIOKAJILHOrO paBHOBeCHS €€ moacuctem V.

[Tpouecc uamepenus B KM (u, cinenoBaTeibHO, B Pa3BUBAEMOH HAMU MO/IEIH
O®PT) npuBOAUT, KaK 3TO MOA4EPKHYTO B[2] T. 3, 5, K pU3HHECKON HEIKBUBAJICHTHOCTH
oboux Hanpasneuuii Bpemenn. [Tocneanee cBA3aHO ¢ TeM OYEBHAHBIM PAKTOM, 4TO
u3MeHsss T-BpeMsi T B TNPOTHBOINOJIOXKHOM HANpaBJIEHUM OT HEKOTOPOro ero
MOMEHTa, Mbl OyneM mnoJsiy4aThb AONYCTHMBbIE COCTOSIHUS, HEIKBHBAJIEHTHBIE C
MMKPOCKOTIMYECKOH TOYKH 3PEHHMS COCTOSAHMAM, MPOHACHHBIM B MOJIOXHTEJIBHOM
HanpasJeHHH 1. YKa3aHHas HeoOpaTuMoCTb T-/ABHXKEHHS SBIIAETCS MPAMbIM CIIEACT-
BHEM HAPYILIEHHUS CHMMETPHHM NMYTEM BBECHMS, KAK OTMEUYEHO BbIllle, KOHKPETHOM
NPOCTPAaHCTBEHHOH CTPYKTYpbl Moaenu ®PT. Hapyluenue CMHMMETpHH XapaKTepH-
3yeTCS HCHHBAPUAHTHOCTHIO OCHOBHOI'O COCTOSIHUSA L-CHCTEMBI, KOTOpas NPOSIBJISET-
Ci B CYLIECTBOBAHWH HEHHBAPHAHTHBIX CPEAHHMX ITOrO COCTOSHMA IS PpsAaa
JIOKAJIbHBIX OTIEPATOPOB U, TO €CTh B HAJTMUUM (IIYKTyallMii MHTEHCUBHBIX TIEPEMEH-
HbIX Ou. HEMHBapHAHTHOCTL OCHOBHOIO COCTOSIHUS TIPH HHBAPUAHTHOCTH FAMHUJIBTO-
HHAHA CHCTEMbl B TEOPHH MHOTHMX T€Jl HOCHT HA3BaHHE CIIOHTAHHOIO HApPYLLEHHS
cummeTpuH [17, 18] M npuBOAMT K BOSHUKHOBEHHIO ONPEACIEHHON yNOPAAOYEHHOCTH
CHCTEMBI, KOTOpas CBA3aHAa C BO3HMKHOBEHMEM MAaKpOCKOIMHYECKOro napamerpa
nopsaka. B d¢mouaHoi cucrteme, Mojesb KOTOPOH paccMaTpUBaeTcCsi, JaHHas
BEJIMYMHA, MOHMXAIOUIAS CHMMETPHIO COCTOSIHMH, MMeeT cmbica dp. C apyro#
CTOPOHBI, Mepo# HeoOpaTumocTu B PPT ecTrecTBeHHO BbIOpaTh 00, M M3y4aTh, TAKMM
obpazom, npouecc T-ABHXEHHSA, KAK KOHKYPEHLHIO TEHJCHIMH K YNOPAA0YHBAHHIO
(8p) m Gecniopsaaky (60) npu coXxpaHeHuH BeJIMUMHBI 5, =6/dp ¥), MHTEPNPETHPYEMOil
HaMH B Ka4€CTBE MEPbl CHMMETPUH CHCTEMbI. B 1aHHOM nmoaxone do npuobperaer
cMmbicn 3HTponuu [C, xapakTepu3yloumed B Kax/1bli MOMEHT T-BpeMeEHM 4HMCIIO
pa3MYHBIX, NIPH 3aJaHHOM TOYHOCTH HabroAeHH s (cooTHOLIEHHeE (3.1)), TpaekTOpHH
T-aBuxenus. OTcroaa clieAyeT NPUHUMIUAIBHO BaxHoe 1 moaenn OPT.

Onpedenenue 3. llpeobpasoBanue 1, HapylaKwIlnee CUMMETPUIO OCHOBHOIO
COCTOSIHMS CHCTEMBI, TPUBOAUT B MoaesiM PPT kak K nosBjeHHIO IapaMeTpa
nopsijka dp, CBA3AHHOTO C YNOPAAOYMBAHHEM BCJIEACTBHE CIIOHTAHHO Hapy-
IIEHHON CHMMETPHMH, TaK M K BO3HMKHOBEHHIO mapamerpa Gecrniopsaka do,
XapaKTEPHU3YIOLIEro CTPEMJIEHHE CHCTEMbI BOCCTAHOBMTh Ha4aJIbHYH0 CHMMET-
PHIO OCHOBHOTO COCTOSIHUS s, (*¥).

HeTpyaHo BUAETD, 4TO BBOAMMBIH, TAKMM 00pa3oM, napameTp becnops/ika 6o
61HM30K MO CoAepXaHHIO K HCnojb3yemMoMy B JIT NOHATHIO TOMOJIOrHYECKOH
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suTponuu [9]. [Tocneauss paBHa HyJ 10 B 0671aCTH NEPHOAMYECKOrO UM KBA3UINIEPHO-
JIMYECKOr0 TOBEAECHUS TPAEKTOPUM CHCTEMbI, I/I€ OHM YCTOWYMBBLI 10 JIANyHOBY
(6sM3KMe BHA4YaJie TOYKM HE PACXOAATCS MPU YBEJIHYEHHHM T HA 3HAYMTEJIbHOE
paccTosiiue) M OOpallleHHEe TOMOJIOrHYECKOH JHTPONHH B HYJL COOTBETCTBYET
OMNpe/ie/IeHUIO dTOH BEJIMYMHBI B npeene 6eckoHeuHoro ¢pusnyeckoro spemenu. B
00JIaCTH CTOXACTHYECKOro, HENpEeICKa3yeMOoro IMOBe/ieHHsI TPAEKTOPUH CHCTEMBbI
YKa3aHHOE ONpe/esIEHHE MPUBOJAUT K TOMY, YTO TOMOJIOrHYECKAsE SHTPONUS CTAHO-
BUTCs MOJIOXUTEIbHOH [9]. BakkHO OTMETHTB, 4TO Hanuuue B Moaesan ®PT Ha wikane
T-BpeMeHH MOMEHTa 7., MPUBOAAILEIO K CYLIECTBEHHOH pa3HHue abcosiloTHOM
BEJIMYMHBI (DNYKTyalMH HMHTEHCHBHBIX MNEpeMEeHHbIX Jp, d0 s T1<7, U T>T,,
COOTBETCTBEHHO, 3aCTaBJISIET HAC, BCJIEICTBHE KOHEYHbIX Pa3MEPOB OTPE3KOB [1, 7]
H (1, 7¢]), nccnenoBaThb T-ABHKEHHUE JaHHBIX IEPEMEHHBIX UMEHHO B 9THX NpEJejiax v
0TKa3aThCs, TAKUM 00pa3oM, OT MX onpeaeseHHs npu 1— 0. [locneanee cBsizaHo
NpoCTO C BbLIOOPOM BepXHEH TIpaHUlbl Tg, PACCMATPUBAEMBIX T, U HE HMeET
NPUHLMIHAJILHOTO BJIMSHUSA HA, YTBEPXKIAEMYIO HaMH OJIM30CTh MOHATHI apaMeT-
pa Gecnopska B moaeau ®PT u Tonongruyeckoi sutponuu B JIT.

OnpeaeneHne | OAHO3HAYHO MNPEANOJIAraeT CYLECTBOBAHHE T-BPEMEHHbIX
cpeaHux dp u do ans obnactu [t,, 1.]. CTaTHCTHYECKOE pacTipe/iesieHHe AaHHbIX
napaMeTpoB BOJIM3M 3HAYEHUH P, U 0, COOTBETCTBYIOILUX MOJTHOMY CTATHCTHYECKO-
MY PaBHOBECHIO [2] T. 5, MOXHO H300pa3uTb NMpH 3TOM B BHAE rpaduka C
4Ype3BbIYaHHO OCTPbIM MAaKCHMYMOM B paHOHE YKa3aHHbIX CPEAHMX 3HAYCHMH.
[Tepexon B obnacts [7,, 7;] O3HA4YAET NOCTENEHHOE PACILIbIBAHUE TAKOro rpaduka B
CHITy YBEJIMYEHHUS] MHTEPBAJa BO3MOXEHbIX 3HaYeHUM dp v do. Ecom npeanonoxurs
CYLIECTBOBAHUE MpeaesioB T-BpEMEHHBIX CPEIHUX AAHHBIX MAPAMETPOB TAKXKE IS
00J1aCTH HEYCTOWYMBBIX 110 OTHOLLIEHHIO K PU3HYECKOMY BPEMEHHM [ COCTOSIHMHA T > T,
TO Pa3HOCTb YKa3aHHbIX NMPEeJIOB U 3HaYeHHH T-BpeMEHHbIX CPEAHMX IS TEKYIIErO
MOMEHTA T OyeT CTPEMUTLCS C yBEJIMYEHHEM T K HY O, Kak 1/t. B 1T 310 03Hauaer,
4yT0 paccmatpuBaemas Hamu J1C oTHocHTCS K TNy HeycToHuMBbIX [IC, cTaTHCTHYEC-
KO€ pacrpe/e/ieHHE KOTOPbIX B KOHTHHYAJIbHOM IPE/EJIE T— 00 ABJISETCA KJIaCCHYeC-
KHM pacnpeaenenueM [aycca [8].

Ha npakrTuke, nMpH M3y4yeHUM TEPMOJMHAMMUYECKOrO TMOBEACHUS pEaIbHBIX
cucteMm, Macuitab usmepenuss V Bcerna ¢ukcMpoBaH M HaMm TpebyeTcs aaTh
Onpe/esieHHe CPeAHMX 1o aucaMbJ1to V, Ui napaMeTpoB nopsijaka dp u becnopsiaka
d0 B NpoM3BOJIbHBIH MOMEHT T-BpeMenu 1. Crieayer €€ pa3 NOAYEPKHYThb, YTO B
monenu PPT Takoe onpeaeneHue OTHIOAbL HE O3HAYaeT OTKA3 OT H3y4yeHus T-
BPEMEHHOIO MOBEJECHUS YKA3aHHbIX CPEIHUX, KAK TO NMPHHATO B CTATHCTHYECKOM
mexaHuke [1] 1. 1, rae uccneayercss 00 bEMHbBIN Npeaes MHTEHCUBHbBIX BeJIM4MH U, . Kak
YK€ OTME4aJIoCh, HEOOXOAMMYIO /ISl OTIPECSICHHUS U; ACHMNTOTUKY ypaBHeHus (2.3)
obecneuuBaer nousitue T-npeaena (4.1), ocHOBaHHOE HAa IMIUPHYECKOM MPHHLIMIIE
MaKpPOCKOIMYECKOW 3KBUBAJICHTHOCTH. Bbillle yCTaHOBIIEHO, YTO ri1ybOKOE OT/IMYHE
mozenu ®PT ot koHuenuui kiaccuuyeckod PT M CTaTUCTHYECKOW MEXaHHUKH
3aKJIFOYAETCA B MCCJIEJOBAHHM PABHOBECHOIO COCTOSHHA C YHYETOM CIIOHTAHHO
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HAPYLIEHHOW CHMMETPMM, TOId KaK 3aMeHa OJHOW peasibHOM CHCTEMbl APYIO,
MaKpPOCKOIMYECKH JKBHUBAJICHTHOW IEPBOH, NPAMO MPEAINOJAaracT COXpPaHEHHE
NnepBOHaYaJILHOH cumMeTpuMn 3agaud [1] 1. 1 B cooTBeTcTBHMH C yKa3aHHbIM
pasznuuueM, aHcambib V, cHCTeMBbl C HapylLUEeHHOW CHUMMeTpHel omnpejaesisercs
NEPEXOIOM K TMNpeaesbHON L-cucTeme, Ui KOTOpOH, B3aMeH YycioBui (4.1),
BBITIOJIHSAETCS:

00 .8
lim — = —% =5, =const. (*)
fl/—ow 6p NL £
Soo

JanHoe TpeboBaHKe BNOJIHE IKBUBAJICHTHO onpeaeieHuto T-npeaena (4.1) B obnactu
7<7T,, HO TIO3BOJISIET TAKXE BBECTH MOHATHE aHcambusg cocTtosiuuid V, nns obnactu
CHJILHO Pa3BUTBIX (pyKTyauUni MHTEHCHBHBIX MEPEMEHHbIX T > T.

C yuéToM pa3sinuus ycioBuit (4.1) u (*), napaMeTpbl nopsaka dp u 6ecrnopsika
do mMoryT ObiThb omnpeaesneHbi B mozenun ®PT, kak kBa3ucpeqHHe B CMBbICIIE
Borontoboga [17] ans cucrem ¢ HapyuieHHOH cuMmeTpuent. JleicTBUTENIbHO, BBEAEM
Ha npocTpaHcTBe # (npocTpaHcTBO T-ramMuibTOHHAHA (DJIFOUIAHOTO COCTOSIHUSA)
MH(pUHUTE3MMATTbHOE NTpeoOpa3oBaHue, NEPEeBO/IsIIee HAYaIbHOE COCTOSHUE CUCTe-
Mbl P, B coctosuue P, 4:

Piis=P 00 -7[:Pl) (4.5)

[Mpu 3TOM AeHCTBUE YKA3aHHOTO NpeoOpa3oBaHUsi PACCMATPHUBAETCS HAMM, Kak
BO3HUKHOBEHHE HHOUHHUTE3UMAJILHOI O BHELLIHET O 110JIs, HAPYLUAOLLEr 0 CAMMETPHIO
T-ramunbronuana P,. O1cioaa, B cooTBeTCTBHM € paboToii [17], BBei€M onpeaeieHue
dp v dg B mozaeau PPT, kak kBasucpeanux no boronobosy:

dp={0p()} = lim lim <Op(M)s, (6)
510 Si.

oo ={da(F)} = lim lim {da(F));, 4.7)
50 Si.

rae { ) o3Ha4aer cpeaHee no ancamoo V., ¢ T-ramusibToHnasom P.. OTMeTUM, 4TO
ONpe/IesIeHUE dp M 0o C NOMOIIbIO (4.6) 1 (4.7) obecnieunBaeT (PU3NYECKH KOPPEKTHOE
onpejiesicHie MHTEHCHBHBIX nepemertbix PPT, nockosibky Ha nepBomM MecTe B
yka3aHHbIX GOopMyJiax CTOUT npejies 01 —0, 4TO COXpaHSeT KOHEUHYIO HEOTIPE/IESIEH-
HOCTb 3HAYEHWH [IaHHbIX BEJIMYUH /s M00ObIX T [9]. OTpaxeHueM ITOH HEOTHO3HAY-
HOCTH pe3yJibTaTa «M3MEPCHHUN» COCTOsIHUA V, ABIseTCs, BBEJAEHHOE HAaMH BbILLE,
nousitue T-matpuubl ninotHoctd (3.2). OTcroaa cieayeT, 4TO ONPEAC/IEHHE B
ypaBHenusix (4.6) u (4.7) ¢ nomoubio onepauuu | | ¢uykTyaunii UHTEHCHBHBIX
NEPEMEHHBbIX Jp U O O3HAYAET, MO CYTH JIeJid, UCNOJIb30OBAHWE JIMATOHAJIBHBIX
3JieMeHTOB (3.3) T-MaTpHuLbl TUIOTHOCTH S(4., q.). [IpH 3TOM 3HaYEHHE §;, COXPAHSIO-
eecs npu T-aABHKEHMH, ABJIAETCA COOCTBEHHBIM 3Ha4YC€HUEM YKa3aHHOW T-maTpHubl.
BBeas, Takum 06pa3oM onpejesiéHHbie, napaMeTpbl nopsaka dp u becnopsiaka da,
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MBI B COCTOSIHHHM PacCMaTpHBaTh JAJice 3TH BEJIMYHHBI, KaK 00bEKThI TOAYHHAIOIIHE-
C 3aKOHAaM KJIaCCHYeCKOM MexaHuku. MMeHHO B yka3aHHOM cMbicie OyaeT WATH
Aanee peub 0 T-ABMXEHHH COCTOSIHUS, ONPENETEHHOrO ¢ noMollbio (4.6) u (4.7) no
THIIEPIIOBEPXHOCTH 2.

®dopmMasibHbIM 00pa3oM, MOHMXKECHME CHMMETPUM TNOA AcHCTBMEM Ha T-
raMMJIbTOHHAH CHCTEMBI NpeoOpa30BaHMs T MOXHO CBS3aTh C TEM, YTO PEIICHHE
ypaBHenus T-apuxenus (4.3) 3a1aé€T TOJIKO OJHO, M3 CHMMETPHUYHOIO B LIEJIOM,
Habopa BO3MOXHBbIX HanpasieHWH T-aBuxeHus. Takum obpa3om, cCUMMETpHs
YNOPAZOYEHHOTO COCTOSIHMS OTBEYAOIIEIr0O 3TOMY PELUCHHIO M XapPaKTEPU3YHOLErO-
cA mapaMeTpaMH Jp H 00, OKa3blBAeTCi HHXKE CHMMETpHH T-raMuibTOHMaHA
CHCTEMBbI, TO €CTh CHMMETPHH ypaBHeHus T-apuxenus (4.3), CBA3aHHOM C UHBAPHAHT-
HOCTBIO 5, . B Monenu ®PT 3KkCTEeHCHBHOM NEPEMEHHOM V, HapylIaIOLIEH CHMMETPHIO
COCTOSIHHSl, COOTBETCTBYET HOMOJIHMUTENbHOE ycrnosue (*) coxpadenus npu T-
JABHXCHMH HMHTEHCMBHOW nepeMeHHoOH s;. Kax M Bbiie, npu omnpeacieuun V. c
noMouibio y; U T;, Mbl HE YYUTHIBAEM 3/1€Ch, HECYLLIECTBEHHBIE JUIsi JAHHOTO 3Tana
paccmoTpenus Moaenu ®PT, puykTyanuu 3T10# BETHYKHHBI B HCXOXHOM TOJCHCTEME
V,. Hannuue ycnosus (*) cornacyetcs ¢ 061mMME BoIBOAaMHM paboThl [19], B koTOpOi
PT uHTEpNpeTHPYETCA HA OCHOBE CHMMETPHH.

Kak ycranoBneHo Beille, nepexon H3 obsactu t<t, B obiacth 1>7,
COMPOBOXAAETCS OBICTPHIM yBeJIHUEHHEM abCOIIOTHON BENIHYKHBI 3HAYEHHH Jp U S0
M pacIUIbiBaHHEM rpaduka, HanoOMHUHAIOLIEro -QyHKIMIO 10 GopMbI THIIA pacipe/ie-
nenus [aycca mis ancaMObis COCTOsHMH V,, HEYCTOHYMBBIX 1O OTHOLIEHHIO K
¢dusnyeckoMy BpeMeHH t. [I0CKOIbLKY NMPH 3TOM B COOTBETCTBHH C ONPEACIICHHEM 2,
AOJIKHA, BO BCSKOM Cily4ae, HE BO3pacTaTh BEJIMYMHA 3JIEMEHTA Tulomamu 4,
H300paxarollero JIOKaJlbHoe PaBHOBECHOE COCTOSIHUE, NPHHAIeXkalliee 2, cieayer
NPEANOJIOKHTE BO3MOXHOCTh CMEILIEHUS YKa3aHHOTO 3JIEMEHTA A; /s 3HA4CHUH
7> T,, OTHOCHTEJIbHO PacnpelesieHHi dp U o C HEHTPOM B p; M . s yBenuueHus
abCOJIIOTHBIX BEJIMYMH 0p U 00 [AaHHOE CMEILEHHE [10JDKHO OCYLIECTBIIATHLCS TaK,
4TOOBI IEHTP UX PACNPE/IETHUS XapaKTEPH30BAJICS HETIPEPLIBHO YMEHbIIAOIIIUMUCS
C POCTOM T MapaMeTpaMH p, ¢ TPH COXPAHAIOLUEMCS OTHOLUEHMM S, =a/p(*).
JeHcTBUTENBHO, C PU3NUECKON TOUKH 3PEHM A, HETPEPBIBHOE YMEHbLIEHHE MacLuTaba
u3Mepenus V, 6yaer npuBOIUTD K JOTYCTHMBIM COCTOSIHHSIM OT/IEJIbHBIX TO/ICHCTEM
V., cpellHHe XapaKTEpHUCTHKH KOTOPBIX p H 0 AOJDKHBI OTKJIOHSTBLCS B CTOPOHY
MEHbILKX 3HAYEHUH OT Ha4YaJIbHbIX p, U 0. [TocnenHee oTBeyaeT ucuesarolle Maioi
BEPOSITHOCTH CKOIUIEHMs B JI0OOH M3 mojacucTteM V, B TeueHHE [O0CTATOYHO
JUIMTEJILHOTO TPOMEXYTKAa (HU3HYECKOrO BPEMEHH ¢ HEKOTOPOrO 4MCJIa YaCTHIl M,
COOTBETCTBYIOLIEH 3TUM HaCTHLAM J3HTPOINHUH, MPEBLILIAIOIIMX CPEAHHE 3HAYEHHUS
JIaHHBIX BEJIMYMH No L-cucteme. OTCroaa ciielyeT BaXKHbIH BbIBOJI:

Onpedenenue 4. B mo60# npon3BoIbHBIK MOMEHT T-BpeMeHu U3 uHTEpBana [,
1] T-ramMunbTOHMaH cucTeMbl P sBiisieTcsi He Bo3pacTarouei QyHKUUEH T.
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30 B. b. POTAHKOB

B 3akyilo4eHHE OTMETHM, YTO BBEIAEHHBIH onpeaesieHusMu 1—4 u compo-
BOX/JAKOLUM MX 00cyxaeaneM dopmanu3M mojenn T-IBHXEHUA YyCTaHABJIMBAET
pnojsiHe paBHompaBHoe Mecto ®PT B psay TeopuH, OMMCBHIBAIOUIMX 3BOJIKOLMIO
CHCTeMBbl M, TakuM oOpa3oMm, o0nagarolMX CYIIECTBEHHO JAMHAMMYECKOH
CTPYKTYPOH.
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The correspondence between gravitational fields and foliations describing a space-time
structure of the world is established, and the criterion of gravitational singularities as foliation ones is
suggested.

In General Relativity a space-time X can be characterized by four interdepend-
ent structures. They are the structure of an underlying manifold, the Riemannian,
pseudo-Riemannian and space-time structures on X. A space-time is usually
postulated to be a Haussdorf, connected, locally con\1pact, paracompact, orientable,
smooth four-manifold without boundary [1]. Such a manifold is metrizable, and it
seems natural to provide X with the Riemannian metric g induced by a gravitational
field g on X.

A space-time structure on X is represented as some (3+ 1) decomposition of
world vectors in time-like and space-like components relative to a given gravitational
field g [2]. The (3 + 1) decomposition is defined by a certain tetrad form h* of the field g,
and if this form is integrable, a space-time is foliated in spatial hypersurfaces.

At present the method of (3+1) decomposition of space-time-covariant
quantities is widely applied to problems of the gravitation theory [3]. We are interested
in space-time foliations because they represent a certain topological construction on a
space-time [2], and their behaviour around a singularity may display the topological
structure of the singularity. We aim at examining gravitational singularities as foliation
singularities identified with zero points of tetrad forms h* as differential 1-forms on a
space-time [4, 5]. The theory of such points is well elaborated [6].

1. Gravitational fields

A gravitational field on a manifold X is defined as a global section g of the fiber
bundle B of pseudo-Euclidean bilinear forms in tangent spaces over X. The bundle B is
associated with the tangent bundle T(X) possessing the structure group GL* (4, R), and
it is isomorphic with the bundle in quotient spaces GL* (4, R)/SO(3, 1), whose global
section h describes a gravitational field in the tetrad form. Thereby for a gravitational
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field to exist on X the contraction of the structure group GL*(4, R) of T(X) to the
Lorentz group SO(3, 1), and consequently to SO(3) is necessary and sufficient [7]. It
means that there exists such an atlas ¥9={U,, ¥/} of T(X), whose transition functions
gluing charts (U;, ¥¥) of trivializations of T'(X) reduce to elements of the gauge group
SO(3, 1) (X), and the gravitational field g becomes the Minkowski metric # in all charts
of ¥9. There is a one-to-one correspondence between various contractions of the
structure group of T(X) to the Lorentz group and gravitational fields on X.

The tetrad gravitational field h taken relative to ¥¢ assumes values in the center
of the quotient space GL *(4, R)/SO(3, 1). The field h can be represented relative to an
arbitrary atlas ¥ by the family of matrix functions {h;(x), x € U,} acting in the typical
fiber of the tangent bundle and realizing the gauge transformation from ¥9 to ¥ [7].
For instance, the well-known relation g;=h;n (or in the index form g,,=hZhgn ,s)
holds. Note that the tetrad functions h; are determined up to multiplying them on the
right by gauge Lorentz operators, and this freedom reflects the nonuniqueness of an
atlas PY.

2. The Riemannian structure and the space-time structure

There is the diagram
% SO@4) 3 ’
GL"(4, IR)\ /SO(S) (1)
SO@3,1)

of contractions of the structure groups of a tangent bundle over a manifold X admitting
gravitational fields. Its subdiagram GL * (4, R)—SO(3, 1) defines a certain gravitational
field g on X, as stated above. The contraction SO(3, 1)—SO(3) supplies X with a
nonvanishing covector field (differential 1-form) w as a global section of the bundle in
quotient spaces SO(3, 1)/SO(3) over X. The contraction GL * (4, R)—»SO(4) defines a
certain Riemannian metric g® on X. Being combined in diagram (1), these contractions
result in the following theorem.

Theorem 1.
(i) Let g be a gravitational field on a manifold X. There exists a nonvanishing
differential 1-form ® and a Riemannian metric g® on X such that

g=g*-20Qw/|w|?, (2)

where |w|? = g®(w, w)= —g(w, w). Inversely, let @ be a nonvanishing 1-form on a
manifold X. For any Riemannian metric g® on X there exists a pseudo-Riemannian
metric g on X such that the collection (g, g%, w) satisfies relation (2) [8].

(ii) For any collection (g, g%, ) obeying relation (2) there is an atlas ¥ such that
g, g®, w/| w| form respectively the Minkowski metric 1, the Euclidean metric n%, and the
form (1, 0, 0, 0) relative to 9.
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(iii) The form w/|w| coincides with the tetrad form h* = hldx"of the gravitational
field g, and forms w and ', connected with the same gravitational field g, differ in some
Lorentz and dilatation gauge transformations. Thereby they fail to be antipodal at any
point x € X, and consequently they are homotopic [8]. The corresponding Riemannian
metrics g® and g may be nonequivalent (if there are points where the gauge Lorentz
rotation between h* and h goes to infinity), but define the same metric topology on X.

The g-compatible pair (g%, w) from theorem 1 defines a certain (3+1)
decomposition of the tangent bundle T(X) in the Whitney sum of the three-
dimensional subbundle T'/(X) evaluated from the equation @ =0, and its orthocomple-
ment T*(X) relative to the Riemannian metric g®. The form h* has the dual (relative to
g®) space-like (relative to g) nonvanishing vector field T on X, which represents the field
of directions of the bundle T+(X). The metrics g and g® coincide with each other on the
subbundle T'(X) and induce a spatial Riemannian metric y on it.

A gravitational field g on a space-time X admits many g-compatible (34 1)
decompositions describing various space-time structures on X. To choose a certain
(3 + 1) decomposition means to choose a certain reference frame (atlas ¥7) and to fix the
Riemannian metric g® on X such that observers connected with different reference
frames perceive the same space-time as different Riemannian spaces. The well-known
relativistic change of sizes of moving bodies exemplifies this phenomenon.

Thus we have defined the collection of quantities (X, g, g®, h*) characterizing the
regular space-time.

3. Space-time foliations

The (3 + 1) decomposition is named integrable if there is a hypersurface through
each point of X such that its tangent space at each point is a fiber of T'(X). These
spatial hypersurfaces form a g-compatible space-time foliation on X.

Let X be an n-dimensional connected smooth manifold without boundary. One
says that there is a smooth foliation F of codimension p<n on X, if X is represented as
the union of disjoint sets F, possessing the following property. For each point x € X
there is a coordinate chart (U 2 ¢) such that ¢ maps connected components of
intersections F,nU onto (n— p)-dimensional parallel planes in R". The sets F, are
named slices of the foliation F, and X is called the total space of F [9, 10]. Foliation
slices are provided with the topology whose basis consists of connected components of
intersections of slices with open subsets of X. Slices are (n— p)-dimensional manifolds
relative to this topology, and they are submanifolds of X if this topology coincides with
the induced topology.

The tangent bundle T(X) over the total space X of a foliation F has the
subbundle T(F) of all tangent vectors to foliation slices. Foliations F and F' on a
manifold X are called transversal if T(X)=T(F)®T(F'). A foliation F is called
orientable if the bundle T(F’), where F' is transversal to F, is orientable.

We shall deal with one-codimensional foliations.
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Theorem 2

Any one-codimensional orientable foliation F on a manifold X can be defined by
the equation w =0, where w is a certain nonvanishing differential 1-form on X which
satisfies the integrability condition

oArdo=0 (do=0 A w). (3)

Inversely, any such form generates a foliation on X. Generating forms w and w’'=Nw,
where N is an arbitrary nonvanishing real function on X, define the same foliation [9,
10].

We shall say that an orientable one-codimensional foliation F on a space-time X
is a space-time foliation relative to a given gravitational field g if the generating form of
F is the tetrad form h* of g. v

The following theorem being the corollary of theorems 1 and 2 establishes the
correspondence between space-time foliations and gravitational fields on a space-
time X.

Theorem 3

Any one-codimensional foliation F on a space-time is a space-time foliation
relative to a certain gravitational field g on X. Inversely, a gravitational field g whose
tetrad form h* obeys the integrability condition (3) defines a space-time foliation
generated by this form on X.

The integrability of the tetrad form h' can be expressed in terms of the
gravitational connection I” and reads I'j;,;=0, where a, b=1, 2, 3 index orthonormal
basis of tangent and cotangent spaces of foliation slices.

4. The causality condition

The causality condition that the velocity of one’s propagation cannot be greater
than the velocity of light is the corner-stone of Special Relativity. However, in General
Relativity this causality condition fails to be sufficient because closed time-like curves,
curves trapped by a compact set, and other singular situations can exist. To describe
these situations, various causality criteria are applied [ 1, 11]. The stable causality is the
strongest causality condition which states that there is no causality violation of any
type [1]. We formulate this causality condition in terms of foliations.

We shall say that a space-time foliation F is causal if no curve, transversal to F,
intersects any slice of F more than once. It means that slices of a causal foliation are
linearly ordered, and for verifying the causality any one curve intersecting a given slice
is sufficient to be considered. Thereby slices of a causal space-time foliation represent
the partial Cauchy hypersurfaces.

The following analog of a theorem by Hawking [12, 11] describes causal space-
time foliations.
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Theorem 4

A space-time foliation is causal only if it represents a foliation of level surfaces of
a certain smooth real function f with nonvanishing differential d f on X.

Note that the integrability of (3 + 1) decomposition may be interpreted as the
condition of sui generis local causality which claims the existence of a neighbourhood
of any point x € X where the tetrad form h* of a given (3 + 1) decomposition can be
brought to the form h* = Nd f, where N denotes a nonvanishing real function on X.

There exist gravitational fields not admitting integrable (3 + 1) decompositions
or causal space-time foliations. Such fields being regular themselves define singular
space-time structures. At the same time by theorem 3 any one-codimensional foliation
defines a regular gravitational field on a space-time. Thereby any gravitational
singularity must be accompanied by a singularity of space-time foliations, that
motivates our attempts to describe gravitational singularities via their foliation images.

5. Gravitational singularities

One faces gravitational singularities in the majority of physically significant
solutions of Einstein’s equations, but even the criteria of these singularities are unclear
[13]. Singularities remain one of the principal problems of gravitation theory.

It seems natural to identify gravitational singularities with singular values of the
metric g, or with the curvature R, or else with polynomial invariants of R and its
derivatives. However, the regularity of all these quantities fails to guarantee against
facing such singular situations as incomplete geodesics, causality breaking etc. At the
same time, if nonscalar gravitational quantities are singular relative to a certain
reference frame while scalar polynomials are regular, such singularities are usually
considered as fictitious singularities being real for some observers but absent for others.
However, there may be no holonomic reference frame where all components of metric
and the Riemann curvature would be regular. Only the singular value of some scalar
curvature polynomial indicates a gravitational singularity unmistakeably. However,
one can exclude the point of this singularity from a space-time, and although the
remainder is singular too, the criterion under discussion fails to indicate this
singularity. ,

At present the criterion of gravitational singularities, which is based on the
notion of so called “bundle-completeness” generalizing the familiar geodesic
completeness, is most favoured [11]. By this criterion a gravitational singularity is
present if any smooth curve in a space-time X cannot be prolonged up to any finite
value of its generalized affine parameter. To describe this singularity, the b-boundary
J, X 1s constructed and is attached to X, and then the behaviour of gravitational
quantities measured in a tetrad propagated in parallel is analysed as one approaches
(0, X. One divides singularities into the following main classes: (i) regular (“removable”)
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singularities; (i1) scalar and nonscalar curvature singularities; (iii) quasi-regular
(“locally extendible™) singularities [ 14, 15].

The b-criterion looks excellent from the position of a lone observer moving along
a given curve in a space-time, but it is not devoid of defects either [16, 17].

Firstly, it is impossible to examine a continuum of curves. In reality, having
found a singularity of gravitational quantities, one tests it by the b-criterion. Moreover,
the definition of the h-boundary is not constructive, and the b-boundary can be built
only in one or two cases.

Secondly, by the b-criterion singularity points must be excluded from a space-
time X, and the remainder X is treated as the true space-time. However, such exclusion
obscures the description of singularities because singular gravitational fields on the
same manifold possess some common properties connected with the global structure of
the manifold, e.g., Euler numbers of compact manifolds. But the unambiguous
reconstruction of X from X is impossible in the general case. For example, sometimes
X #Xud, X if X equals X minus even regular points. The reconstruction is possible
only when X inherits the Riemannian structure of X.

Thirdly, all constructions of the h-criterion, e.g., the generalized affine parameter,
or the b-boundary depend only on the affine connection I and do not use anywhere the
pseudo-Riemannian metric g or that I is the metric connection. Only that I" is the
SO(3, 1)-connection is used in [ 11] for constructing the h-complement X of X, but this
construction can be generalized to SL(4, R)-connections too. The b-criterion ignores
the pscudo-Riemannian structure of a space-time, and this causes that the b-criterion
fails to indicate singularities when only the space-time causality is broken.

Thus the main defect of this criterion is that the behaviour of one or two curves
tells only a little about the gravitational singularity structure, whose description needs
an analysis of the behaviour of some family of curves or hypersurfaces near the
singularity point.

We believe that space-time foliations are applicable to this problem.

6. Space-time singularities

Any breakdown of the regular structure of a space-time, which is characterized
by the collection (X, g®, g, h') defined above, can be treated as a singularity.

We shall say that a gravitational field g on a space-time X possesses a singularity,
if there is no g-compatible causal space-time foliation on X.

We distinguish three types of gravitational singularities.

The first type includes gravitational fields admitting regular (3+1) decom-
positions (nonvanishing smooth forms h*), but no causal space-time foliations. Such
singularities destroying only the causality of a space-time need not possess singular
values of gravitational quantities.
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The violation of causality (i.e. the deviation of a space-time foliation from a level
surface foliation) can be characterized by the nonzero values of the cohomology class of
o (if do=0), the Reinhart and Godbillon—Vey classes A, B, GV of a space-time
foliation [2].

For instance, let X be a cylinder S’ x R' possessing the pseudo-Riemannian
metric ds? = —dyy? + dr’, where |/ is the S'-coordinate. This metric admits a space-time
foliation generated by the closed, but not exact form h* = dy. Other classes A, B, GV are
zero. The causality is broken because of closed time-like curves r =const. Note that the
b-criterion fails to indicate such singularitics.

The Taub—M isner metric ds* = 2dydr + rdyy?> on X =S' x R exemplifies the case
when a space-time foliation possesses only the non-zero Reinhart class A (i.e. 6#0)
measuring the rotation of the vector field 7. For example, time lines of the space-time
foliation generated by the form h* =dr + 1/2(r — 1)dy have the limiting circle r= — 1.
These lines are complete relative to the geodesic parameter (r—). But the Taub—
Misner world is known to possess incomplete null geodesics.

In general singularities of the first type represent quasi-regular singularities and
nonscalar curvature singularities (e.g., in the Taub-NUT model) by the b-criterion.

The second type of gravitational singularities includes gravitational fields
admitting singular (3 + 1) decompositions and foliations.

Singular foliations are defined as closing the class of foliations under the
operation of the foliation induction.

A smooth map f: Y- X of a manifold Yinto the foliation total space X is called
transversal to F, if T.(X)=T.(F)®Im (df), at each point xe X. If the map f is
transversal to F, the preimages of slices of F compose the induced foliation f*F on a
manifold Y, and codim f*F =codim F. When the smooth map f: Y- X fails to be
transversal to the foliation F on X, the induced construction f*F makes a certain
geometric sense too, this may be interpreted as a singular foliation [9].

The following theorem describes singularities in causal space-time foliations.

Theorem 5

Singular foliations closing the class of causal space-time foliations represent
foliations of level surfaces of real smooth functions f on a space-time. Singularities in
such foliations are identified with the critical points of functions f, i.e. where d f =0.

However, in the general case a 1-form w vanishing at some points of X fails to
define any singular foliation. But such a form may be considered as defining some
singular (3+1) decomposition on X. Thus, the second type of gravitational
singularities includes gravitational fields admitting tetrad forms which being
multiplied by smooth functions reduce to smooth 1-forms possessing zero points on X.
The following theorem holds.
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Theorem 6

If a gravitational field g admits a singular (3 + 1) decomposition generated by the
form w, any other g-compatible (3+ 1) decomposition generated by the form o’
possesses the singularities at the same points where @ =0. If such a singularity is
isolated, it can be characterized by the indices of the vector fields t and t’ at the singular
point, and these indices coincide with each other.

However, there are cases when a form w being equal to zero at a point x € X can
define a regular (3 + 1) decomposition or a foliation on X, e.g., when w = Nw' where o’
is a nonvanishing form, and N equals zero at x. To discern such a fictitious singularity
one can use the additional criterion that the divergence of the vector field 7 tends to
infinity about a true singularity. For instance, it takes place when an isolated zero of a
field 7 is characterized by the non-trivial index.

Let a form w define a singular foliation F on a space-time X. Then by well-known
theorems [18] div 7 is related to the exterior curvature of slices of F as follows:

K=—y®rk=—divi—1/20, In|g|. )

This shows that the scalar exterior curvature of foliation slices tends to infinity near a
foliation singularity. Then K becoming infinite can indicate the existence of space-time
singularities. Moreover, this singularity criterion is rather handy because K calculated
by formula (4) is independent of the choice of a reference frame.

Singularities in homogeneous cosmological models exemplify singularities of the
second type. A space-time X of such a model is foliated into three-dimensional space-
like orbits of the group of motion of this model, and these orbits represent the level
surfaces of the morphism f of X onto the time axis 7. Then the singularities of this
model can be described and classified as the critical points of the function f [19]. For
instance, the singularity in the closed Friedman model can be described as the
nondegenerate critical point (whose index equals zero) of a real function on S*.

The second type singularities represent the scalar and nonscalar curvature
singularities, and the quasi-regular singularities (e.g., the cone singularity) by the b-
criterion.

Gravitational fields of the types considered above are assumed to admit regular
Riemannian metrics, compatible with them, and therefore singularities of these types
can be described as caused by singularities only of the space-time structure of world, i.e.
as foliation singularities.

The third type of gravitational singularities includes gravitational fields g not
admitting regular g-compatible Riemannian structure on a space-time X.

The topology and the standard manifold structure of X fails to be compatible
with g" and consequently g at points where gravitational singularities are accompanied
by singularities of a Riemannian metric. Therefore it seems reasonable to exclude such
points from a space-time. Then the following cases are possible.

(i) The remainder represents a regular space-time.

(ii) Singularities reduce to singularities of the first and second types.
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(iii) The remainder fails to possess the conventional attributes of the standard
manifold structure of a space-time, which hinders the foliation analysis of the
singularities. For instance, the tetrad form h* generating a space-time foliation can be
regular and exact whereas a singularity is present. At the same time the K = oo criterion
can indicate such singularities.

The r=0 singularity in the Schwarzschild solution exemplifies the third type
singularity combined with the cone singularity.

7. The singularity theorem

Let us consider gravitational fields obeying the Einstein equations.

The theorems by Hawking and Penrose establish that solutions of the Einstein
equations possess singularities in the sense of the b-criterion if the matter energy-
momentum tensor T satisfies the strong energy condition (i.e. T,,v°v® <1/2T for any
unit time-like vector v), a certain causality condition and some other requirements hold
[11].

The proof of these theorems is based on the solution of the Raychaudhuri
equation describing the geodesic deviation. This solution shows the existence of the
conjugate points on a finite segment of the geodesic curve y if there holds the condition
R,,v“v* >0, where v is a tangent time-like vector to y. Just this condition being
substituted in the Einstein equations results in the strong energy condition. The
causality condition is necessary to obtain a solution of the deviation equation on a
finite interval of the geodesic curve. And the theorems themselves relate the existence of
the conjugate point to the existence of a gravitational singularity in the sense of the b-
criterion under some supplementary requirements.

This translation is unnecessary if one uses the singularity criterion formulated
above. Indeed, let y be integral curves of the vector field t, dual to the generating form
h* of some causal space-time foliation F. Then y are the geodesic curves, the tensor of
the volume deviation @, coincides with the exterior curvature tensor K, of foliation
slices, and the Raychaudhuri equation represents the equation for the scalar exterior
curvature:

(5
whereo,,=K,,— 1/37., K. Thisequation can be obtained directly by pairing the spatial

indices d, a in the first from the following expressions for the F-compatible (3+ 1)
decomposition of the Riemann tensor [3]:

(6)
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Here, because F is the causal foliation, we choose the holonomic spatial indices and the
affine parameter s as the coordinate along integral curves of the field 7.

Note that the second and third equations (6) are respectively the well-known
Gauss and Codazzi equations.

Solving equation (5) under the strong energy condition, we obtain that the scalar
exterior curvature K becomes infinite at the finite value of the affine parameter in future
from the point x €y, if K(x)<0, or in past, if K(x)>0.

By theorem 6 this singularity is the attribute of all (3+1) decompositions,
compatible with the given gravitational field, and consequently this is the attribute of
the gravitational field itself. Thus the following theorem holds.

Theorem 7

The solution of the Einstein equations with the matter energy-momentum tensor
obeying the strong energy condition does not admit any regular causal space-time
foliation, i.e. possesses the gravitational singularity by our criterion.

This theorem is analogous to the singularity theorems by Hawking and Penrose.

We have discussed above the general aspects of the description of gravitational
singularities as foliation ones. One of the promising applications of such a description
is the classification of gravitational singularities in the types of critical points of the
foliation generating 1-forms [19]. These are the topological characteristics of
gravitational singularities.
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The Thermal Dielectric Relaxation Current method, a version of TSC, has been applied to
MOS capacitor probes. Capture cross sections and densities of electronic states have been
determined as functions of energy for samples obtained by different technological procedures. The
results are in good qualitative agreement with the few available literature data. The decrease of the
capture cross sections near the band edges is interpreted as a consequence of the increasing density of
states. This relationship may give rise to the well-known systematic differences between the interface
state densities obtained from CV (capacitance measurements) and thermal methods.

Introduction

In the past decade several methods have become commonly used for the
measurement of interface state densities in MIS structures. First of all, there are the AC
capacitance and conductivity measurements and that of quasistatic capacitance by
means of which the interface state distributions in the middle of the gap can be
determined. On the basis of the conductivity measurements some capture cross section
data have been published, too [1—4]. Similar data have also been published as
obtained from the photoionization of interface states and from the DLTS method as
well [5].

In the early seventies Simmons and co-workers [6—8] suggested the use of non-
equilibrium methods to investigate the interface states by measuring thermally
generated and isothermal transient currents (TSC methods). The theory of the TSC
method was elaborated for MOS and its use was demonstrated with experiments on
MNOS structures [9]. The method seems to be very useful to investigate MOS
structures, since in principle

* Present address: College for Electrical Engineering K. Kando, Institute for Computer Technique,
Székesfehérvar, Voros Hadsereg ut 45. 8002 Hungary
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1. it is relatively simple by comparison with the methods listed above,

2. it provides more information: one pair of measurements carried out on a single
sample is enough to obtain the D(E) energy spectrum of interface states in both
halves of the band gap, and the capture cross section g, (or o, on p-type samples) can
also be obtained,

3. the D(E) spectrum can be obtained as close to the band edges as desired which is not
so when the CV and the conductance methods [10] are used.

Despite all these advantages the TSC method has been applied only to a very
limited extent in MOS investigations, and even when it was used, it was generally not in
its original form [11]. This situation is due to sensitivity problems and some severe
difficulties in the evaluation of the results.

In the present paper the results of interface state density and capture cross
section measurements obtained on MOS structures by the TSC method are reported
together with some considerations on the accuracy and evaluation.

Principles of the TSC method

The electronic states of an n-type semiconductor—insulator interface in a
positively biased MOS capacitor (the metal is +) will be filled with electrons. After
cooling the capacitor in this state and changing the polarity of the voltage the surface of
the semiconductor will be in deep depletion for a long time. Meanwhile, the filled
surface states lying close to the conduction band start to emit electrons [7]. The
Shockley—Read theory can be applied to describe this process. The velocity of electron
emission is

a0,

dl i —enan’ (l)

where 6Q,=Q,0E is the charge in surface states in the energy interval dE, and e, is the
emission probability. The time dependence of the current and energy of the emptying
levels is obtained by integration of this differential equation. The result of this
integration will be different for different possible conditions: isothermal or changing
temperatures. The methods are called correspondingly IDRC and TDRC, the latter is
carried out with a temperature ramp,

T=T,+pt, )

where T; is the initial value of the temperature, t is the time and B is constant.
The integration leads in the IDRC case to

I

A kT
=1 £~ No(E) 3)
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and

E=E_—ktIn vt, 4)
where g is the elemental charge, A, is the surface area of the electrode, k is the
Boltzmann constant, N,(E) is the energy distribution of electron states, E, is the
conduction band edge and

V="0 anch (5)

where v, is the thermal velocity of charge carriers (electrons) in the conduction band, o,
is the capture cross section for electrons and N, is the effective density of states in the
conduction band.

The deeper energy levels will not be emptied by the emission process described
above. The electrons captured in these levels can take part in a generation process
which can again be described according to the Shockley—Read theory [8]. The

velocity of this process is
doQ, ez,

e 00, , (6)

where e, is the hole emission probability and p is the effective concentration of holes.
The process will be effective when the 4E interval is between the quasi Fermi levels of
holes and electrons. Expressions similar to those cited above can be obtained for the
currents and energies in this case, too. The TDRC process can be described by
equations deduced on a similar basis.

Evaluation problems and accuracy

The obvious advantages of the TSC methods are accompanied by two
limitations. First, the accuracy in determining the energy scale of the interface state
distribution can be improved by decreasing the slope of the temperature ramp f, but at
the same time the sensitivity (which is relatively poor anyway) decreases. This means in
practical cases of f=(0.1—0.5)Ks ! that (0.2—1)- 10~ '3 A transient current is to be
detected to achieve the usual sensitivity of CV methods D=10'°eV ™! cm 2 The
authors of the MOS—TSC theory avoided this problem by measuring only on MNOS
structures having 2—3 orders of magnitude higher interface state densities [9]. On the
other hand, by the TSC method the capture cross section can be determined by
measuring two TDRC curves with two different ramps, viz, f, and B, .

Then the expression

T,1g,— T, 1g B,

lgv= T,—T, +const . 7)

is used where the constant is determined theoretically, temperatures T, and T, are
corresponding ones in the two measurements (e.g. the temperatures of the current
peaks obtained).
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It can be seen that a relatively small error in the measurement of T'can lead to a
considerable error in the determination of v and ¢ (compare Eq. (6)) since T; and T, are
close in value. j

Among the few attempts that have been made to use the TDRC method for MOS
structures a characteristic example is Ning’s work [12], whose results show that g,
could have been determined only with an uncertainty of +4 orders of magnitude, and
the error of the energy scale of the interface state distribution was +0.2eV.

Saunders and Wright [13] suggested the use of this method for MOS studies as
early as 1970, and the main problem they met was to determine the attempt-to-escape-
frequency. (In the evaluation of the measured results Saunders and Wright used
v=10'""s ' as a reasonable assumption.) Wei and Simmons published the value
v=2.5-10"2s"! obtained from a typical pair of measurements, but no data were
reported regarding the accuracy of this value [9].

Our preliminary experiments showed that the temperature of the generation
current peak shifted for an n-type sample by about 5 K by changing the ramp in the
range f=(0.1—-0.5)Ks ' mentioned above. Thus the accuracy of the temperature
measurement at the value where the TDRC peak appears has to be below +0.5 K, if vis
to be determined within + 2 orders of magnitude. This accuracy can be achieved only
by careful and precise experiments.

First of all we have to point out that if this accuracy, i.e.

o(lgv)= =2 (8)

is achieved, the accuracy of the energy determination will be satisfactory.
Simmons and Taylor [6] have shown that for the emission process in the TDRC
measurement the equation

exp (i—?) = vaﬂALE 9)
is true, where AE=E_— E. Linearization of Eq. (9) in the form
AE=T(A lg%+B>+C (10)
led to the numerical equation
E.—E=10 I.98Ig;«f+3.2>—0.0155. (11)

where v, # and Tare given in their usual units (s ' and K, respectively) and the energy is
obtained in eV-s. These numerical calculations have been repeated in the present study

v AE . : \ )
and the Ig- versus T functions were numerically obtained with the parameter T.

B

These results are shown in Fig. 1. It can be seen that the linearity is obtained in spite of
neglecting the temperature dependence of B in Eq. (10). This dependence has been
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75K

v AE
Fig. 1. The lgE Versus T relation for the emission process in the TDRC method. The parameter is the

temperature (K). Energy (4E) is given in eV-s. The diagram covers the full realistic range of v, when
0.1 Ks™'<f<1Ks ' The dotted lines correspond to constant energies

calculated and is shown in Fig. 2 compared with the constants calculated by Simmons
et al. The difference is too small to be detected experimentally except perhaps in the
range of very low temperatures.

The dotted lines in Fig. 1 correspond to the limits of energies

0.05eV<A4E<0.3¢eV, (12)

the lower limit being set by experimental difficulties and the upper one by the access of
CV methods. These energy limits, as can be seen from the Figure, correspond to the
following limits in temperature

20K <T<120K. (13)

14
B

was determined for this Figure by taking into

These limits can be slightly modified if the — values are higher or lower than those

v
p
account the known experimental data for o, [3, 14] and the usual values of f. This
range covers 4 orders of magnitude. One can see in Fig. 1 that

considered in the Figure. The range of

sty B o oY
2.3-10 K< T<2.9 10 K (14)
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Fig. 2. The B-factor in Eq. (3) for both emission and generation processes. The solid line represents B as
calculated in this work, the dotted lines correspond to the B values given by Simmons et al

or
eV

a8, P
T—(2.6-I_—0.3) 10 K

(15)
So the determination of the T, value (the temperature where the current peak appears
due to interface states situated at energy AE in the silicon band gap) leads to a value of
AE=26-10"3T,(eV) (16)
with an accuracy

0(4E)=03-10"2T,, (eV). (17)

In the worst case, if T,,=120 K, this corresponds to
0(4E)=0.036eV. (18)

Similar calculations were made by Mar and Simmons for the generation process as well
[8]; we would only mention here that the constant C in an expression similar to (10)
was determined erroneously. The temperature dependence of B can be omitted (Fig. 2)
and then we obtain the (numerical) equation

E‘.—E=IO“T(I.98 lg% +4.6)—0.115. (19)

The results are shown in Fig. 3, where the energy range

0:8eV<E.~E<1. eV (20

is shown by dotted lines. It can be seen that for a similar range of—ﬁ as in the emission
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) At
Hg. 3. The Ig - versus— relation in the ease ofthe generation process in theTDRC method. The parameter

is the temperature (K). Energy JIE is given in eV-s. The diagram covers the full realistic range of v, when
01 Ks '</(<! Ks '. The dotted lines correspond to constant energies

process, the temperature limits are

250 K< T<400 K , (22)
and

NE eV
= =(3.0%0.28)-10 3— . 22)

In the worst case (at 350 K—400 K) we have
<S(E)=01eV. (23)

The temperature limits obtained mean that the generation process of MOS
structures should be studied at temperatures making possible the motion of some
ions.*

Our conclusion can be summarized in the following statement: the measurement
of vwith an error of £ 2 orders of magnitude makes the determination ofthe energies of
interface states possible with a satisfactory accuracy: the maximum error is +0.035 eV
for the emission and +0.1 eV for the generation process.

* This may be a problem for the so-called TSIC measurements. Boudry and Stagg [20] observed a
current peak at about 350 K and we think that a generation phenomenon could not be excluded in that
measurement. The evaluation of those results [20] as a TSC peak provides a surface state level of
I)—5- 10“ cm 2density at the energy AE =(0.96 + 0.09) eV.
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The D(E) energy distribution of the interface states can be determined very
simply on the basis of the above considerations by measuring a single I — T curve,
provided that typical Ig v, and Ig v, values are known from literature and assuming that
the capture cross sections are not much dependent on the technology and the energy of
the states.

Several experimental ¢, and o, values from the literature are shown in Fig. 4. It
can be seen that

Slgv)~+3 (24)

which may cause too great errors in the determination of the energy. Thus we return to
the evaluation procedure suggested by Simmons et al [6—9] with the results obtained
above in view.

Experimental results

Experiments were carried out on four different types of samples: A, B and D
groups were n-type silicon wafers of 2 Ohm cm resistivity and {111) orientation, the C
group was p-type silicon of the same orientation and 10 Ohm cm resistivity.

The thermal oxides on the surface of the wafers in group A were 100 nm thick,
grown at Ty, = 1150 °C in dry oxygen. Al dots of A=1.15- 10" ? cm? area produced by
electron-beam evaporation were used as metal electrodes.

Fig. 4. Capture cross section data obtained by different authors. In the lower part of the gap (E < E,) the data
are for holes o, , in the upper one for electrons o, . The data were obtained in conductivity measurements [ 14,
2,3,19,4,17), and in DLTS [5] or TSSP [11] measurements
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The samples in the B and C groups were oxidized in an atmosphere containing
HCL1 (4 vol. % IAC1) at TOx= 1100 °C. The thickness of the oxide was 110 nm. The gate
electrode was produced in essentially the same way as for the wafers of group A

Oxide layers on samples of group D were grown together with those of group A
Instead of the metallic electrode, in this case poly —Si of 1610 3cm2area was used.

Experiments were carried out by means of a complex measuring system
described in a previous work [18]. The only modification was that the cryostat was
smaller and the pressure of the liquid nitrogen was allowed to decrease to 1.25 m104 Pa
so that the temperature 63 K as the lowest temperature available could be reached. The
temperature ramp for the TDRC measurement could be started at 70 K. Pt resistors
(Degussa) were used for temperature measurement and control at two different points
of the bulk sample holder made of copper. The accuracy of the temperature
measurement was <5I'<0.1 K.

The measuring system and the cryostat allowed TDRC, IDRC, quasi-static and
high-frequency CV measurements to be carried out on the same sample under
essentially the same conditions.

The high frequency CV measurements were made at 1MHz with 25 mVw
measuring voltage. The slow ramp meant a= 1mVs 1.. .01 Vs lconstant voltage
ramps. The temperature programme had a linearity better than 1% in the range B =
=(0.1—0.5) Ks ’and T=70—300 K. The currents were measured with a Keithley
610 C electrometer.

Fig. 5. <, versus (Ec—£,) and ap versus (Ec—£,) curves obtained in TSC measurements. The mean value and
the standard deviation of 12 TDRC measurements are indicated in the Figure. The IDRC results are the
mean values of two measurement series
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The o data summarized in Fig. 4 suggest that the capture cross section and thus v
depend on the energy of the level in the gap. The authors returned, therefore, to the
evaluation procedure as described by Simmons et al [6—9].

Numerous I —T curves (7—12) have been measured under similar circum-
stances, but with different § values. Using correspondent points v values have been
determined in a wide interval of the gap. o, and ¢, have been calculated using (7) and

the following equations:
[3kT
b= "m— s (25)

N.=54-10'%- 732 (26)
N,=243-10'% il 27
D(E)
fev-'em?)
10]4
B 4 . b ; 4 4 [eV]

02 003 LoAt . J0BE 08 T A107) = 08, WDOE=E

Fig. 6. Energy distribution of interface state density of an MOS capacitor based ona {111 oriented n-type Si
wafer oxidized by dry oxygen at 1150 °C and furnished with Al gate (Sample type A). Different parts of the
curve were obtained using different measurement methods
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The results obtained on samples Band C are shown in Fig. 5as a function of the energy
Ec—ET.

As we have seen above the achieved minimum temperature (70 K in TDRC) does
not guarantee the measurement of the emission peak if the states lie close to the band
edge. Thus for the determination of a,, the IDRC method elaborated by Simmons and
Wei [15] has been applied to complete the data.

The other two types of samples revealed less than <X(Ig v)= +2 deviation from the
a—E function described here; in view of this, corresponding to the former conclusions,
the D(E) evaluation has been carried out using the a values shown in Fig. 4.

The interface state distribution D(E) of the <111) n—Si sample with the dry-
grown 100nm oxide (sample A) is shown in Fig. 6. In the energy range near the
conduction band no considerable increase of the interface state density was found (the
energy of the highest level that could be detected with the limited cooling possiblity of

Va2

1 3 1 1 n
02 04 H o] © EEle
Fig. 7. Energy distributions of interface state densities of different MOS capacitors, as measured by CV and
TDRC methods (different parts of the curves)
The evaluation of the TDRC curves in this case is based on results shown in Fig. 4
a) <111) oriented n-type Si, HC1 grown oxide, Al gate (Sample B)
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Fig. 7. b) {111 oriented p-type Si, HCI grown oxide, Al gate (Sample C)

our equipment was E = E_—0.2 eV), thus for the emission peak measurement we used
the IDRC method. The density of the interface states close to the midgap was
determined by means of the well-known combination of high frequency CV with the
ramp CV method. The results of the latter were used exclusively for the determination
of the energy of states in the middle range of the gap [16].

Similar results obtained by means of TDRC and CV measurements are shown in
Fig. 7 for the other types of samples (B—D).

Summary
The TDRC method as suggested by Simmons and co-workers [6—9] provides
data for the capture cross sections of interface states of MOS capacitors that can be

quite inaccurate: the error can be several orders of magnitude, judging by analysis of
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Fig. 7. ¢) <111> oriented n-type Si, oxidized in dry oxygen, poly-Si gate (Sample D|

the evaluation procedures. This inaccuracy does not, however, exclude quite accurate
D(E) data.

In spite of this problem the authors were able to obtain relatively correct capture
cross section data as a function of the energy of the state (a vs E). In the emission range
this function is in good agreement with the data of Deuling et al [2], Goetzberger et al
[3] and Morita et al [4]. The results published by Tredwell and Viswanathan [5] for n-
type silicon are in good agreement with ours, too, but for the p-type a different shape of
the energy-dependence has been found. The capture cross sections obtained for
electrons in the lower part of the gap could not be compared with relevant literature
data.

Our results seem to confirm the idea put forward by Goetzberger et al [3] and
Morita et al [4]: that the capture cross section is higher when the density of states is low
and decreases when the density increases. Since donor states are likely to be found in
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the upper half of the gap and acceptor states in the opposite one, the obtained energy
dependence of g, and o, seems to be in full accordance with this assumption in both
cases.

On the one hand, the dramatic decrease of the capture cross sections near the
band edges can cause—at least partly—the differences between the D(E) results
obtained by CV and thermal methods in this energy range. On the other hand, the
number of donor and acceptor states can vary in the middle of the gap, and this can lead
to a large scatter of the measured capture cross section data published by different
authors.
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BY THIN FILMS
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Technical University, 25-314 Kielce, Poland
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A simple dynamical approach to the description of the low energy electron diffraction
(LEED) intensity is presented using the quantum field methods developed in thin film theories [1, 2,
5]. The scattering amplitude of the electrons scattered by the metallic thin film is expressed in terms of
the surface electron density modulated by lattice vibrations of the atoms at the surface.

The influence of the temperature on the thin film dynamics and then on the LEED intensity is
treated in pseudoharmonic approximation [4, 5]. The pseudoharmonic approximation brings an
essential correction to the temperature behaviour of LEED spettra, and the approximation can be
useful to study the change of the lattice parameters of the film, in particular near the surface.

1. Introduction

Until now the chief motivation for the study of LEED intensities has been the
possibility of determining crystal surface structure by intensity analysis in a way
analogous to the determination of crystal bulk structure by X-ray diffraction. A
common feature of any method of structure determination by diffraction is the
possibility to calculate the diffraction intensity for a known structure. This problem,
however, in the case of LEED is very difficult that has not yet been treated with the
accuracy necessary for structure determination. The difficulties stem mainly from the
circumstance that low-energy electrons in crystals suffer very strong scattering, bot
elastic and inelastic.

Most attempts to account for the regularities in the energy dependence of the
LEED intensity curves involve the calculation of the multiple scattering of electrons
between atoms and between atomic layers of the crystal. The general theory of LEED
which includes all orders of multiple scattering is called dynamical theory and is
practically synonymous with band theory. The results of the dynamical theory of
LEED are presented with reference to the band structure of the crystal. One approach
to the dynamical theory of LEED intensity which is currently in wide use is nearly free
electron treatment due orginally to Bethe [3]. In this theory the scattering power of a
crystal is represented by Fourier components U, of its potential. The zeroth term U,,
the inner potential, causes an overall shift of the band structure to lower energies, while
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the higher order terms, U, are responsible for the band gaps. Apart from the general
displacement by U, the top edge of each band gap for an attractive potential coincides
with a Bragg condition and the width of the gaps 2U,, where g is the reciprocal lattice
vector included in the Bragg condition.

Recently considerable progress has been made in the understanding of the origin
of the major features in LEED intensity data and the required dynamical theory has
been developed to a point where it can make predictions that may be tested by
experiments. However, in addition to being quite complex, the theory is still
incomplete, and as a result it has not yet become a practical tool that can be used
routinely in the interpretation of structures from experimental data.

In the present paper we give a modified approach to the description of the LEED
intensity by means of the methods developed in thin film theories [ 1, 2]. A scattering
sample is treated as a thin film evaporated on substrate. In this way we introduce into
consideration of the LEED in a natural way the free surface of the sample which plays a
very important role in the problem. We describe the temperature dependence of the
surface effects considered in the low energy diffraction introducing a dynamical
scattering potential which is a temperature and thickness dependent quantity. The
dynamics of the thin film lattice particles are described using the anharmonic model of
the thin film crystal in the pseudoharmonic approximation elaborated for bulk crystals
in [4] and for thin films in [5]. Using the pseudoharmonic approximation one can
cxplain the temperature dependence of the energy shift of the Bragg peaks, which are
due to the change of the lattice distance between atoms and layers, as well as the
temperature behaviour of the LEED intensity.

2. Heterogeneity of the scattering potential of a sample with a surface

We shall assume that the experiment has been sufficiently well prepared to
consider a monoenergetic, collimated beam of electrons incident on a perfectly clean,
well ordered surface of the sample. Our interest will centre on the elastically scattered
electrons, because they produce almost all the structure in the diffraction pattern. We
divide the scattering sample into a thin film and a substrate. By the thin film we will
understand n monoatomic layers parallel to the surface and we number them by v
beginning with v=1 for the free surface of the film and finishing with v=n for the
atomic layer which is lying directly on the substrate. We denote the atomic positions
inside a v-th layer of the film by the two dimensional vector J and the distance between
two atomic sites in the thin film by vector R,;.

The physical motivation of the model we chose is as follows. The surface atoms of
any solid body are in a situation which is different from that of atoms situated in the
inside of the material. The surface atoms feel the changes in the geometry of the
neighbours surrounding them caused by the missing neighbours, by the spontaneous
deformation of the lattice near the surface. As a result the scattering potential near the
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surface must be different from that inside of a bulk material. It is to be expected that the
changes of the electronic structure near the surface must cause some changes of all
physical properties related to the surface. The redistribution of the electrons near the
surface creates some new boundary conditions for lattice vibrations which must
influence the temperature-dependence of the low energy electron diffraction intensity,
because the low energy electrons in LEED experiments are mainly scattered by a field
near the surface of a sample.

To describe the scattering potential V(r) for LEED we suppose that in a static
case it can be written as a sum of atomic potentials V,(r—R,;) produced by all atoms of
the considered film in the presence of the substrate, that is, we suppose that

VO(r_Rvj)' (l)

We consider the atomic potential as a sum of the potentials produced by the electrons
at the free atom orbitals k, where k denotes a set of the quantum numbers for free atom
electrons. The potential of a free atom at rest V;(r) can be expressed by

Volt)= — 2

where (Ze?/r) is the Coulomb potential of the nucleus, p? denotes the electron density
distribution of the k-th orbital, which can be taken for a free atom in the form [6]:

pr(r)=a.e P, 3)

where a, and f§, are the numerical parameters which can be found by means of the
method presented in [6].

In thin films, however, different atoms are in different circumstances, as we
mentioned above, so the electron density distribution of the k-th orbital may change
from one atom to another, particularly, in the direction perpendicular to the surface of
the film. Taking into consideration the above statement we propose the following
expression for the electron distribution in the (vj)-th atom of thin film, namely

PUr—R,)=2 n,opir—R,), )

where {n,;,> denotes the effective numbers of electrons at the x-th orbitals of the vj-th
atom, which can be found in a self-consistent way in wnich the boundary conditions at
the surface are taken into account [2]. In this way the static scattering potential for the
electrons diffracted by thin film can be written in the general form [6]

> a e ﬂx‘f nv, ,Idj
V == _— 4 t—
) g{lr_ - };e<nm>f e }

e Balr - va'

= —Zez ; ax("v}x) |r_ R L] (5)

vjl
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where e stands for electron charge. It is known, however, that even at zero temperature
the atoms of the sample take part in their temperature vibrations around their
equilibrium position, and the influence of the temperature on the scattering potential of
the real sample must be taken into consideration. In the present paper the influence of
the temperature on the scattering potential we take into consideration defining the
dynamic scattering potential V;(r) for (vj)-th atom in a thin film as

1 3/2 i |r—RY, —u|? .
Vr(r—R,))= Vou—R%)e ~ 2By d’u, 6
'I‘( vj) (anvj) J. 0( vj) J (6)
where RY; denotes the equilibrium position of the atom under consideration, B,;
denotes its mean square displacement from the equilibrium position and the function

ul
T(r)=(2nB,;) *?e” 25; is used as the temperature-dependence distribution of the
mass centre of the atom in thin film during its vibration around the equilibrium
position [7]. Then the full temperature-dependent scattering potential for the film can
be taken in the form [9]

L e
v, Ze? I, T i e I
= — —_— _ +
ol §<2n3v,> f m—R%,
ja—RS,~r|2
1 \32 o Bxlr Ryl - —3p
s TN : 7
4 ;‘e <nv1x>f r J‘d u<2nij> ak Iu/_Rvj_rrl ( )
After the integration [9, 10] we obtain the following useful expression
(8)
where
9)
and
(10)

This form of the scattering potential has interesting properties. At first this potential is
finite at every lattice point RY;, contrary to the effective potential of the free atoms
which is infinite at the middle of the atom. An other thing we point out is that for B,;=0
it comes back to the static form (5). In the next Section we use this form ot the dynamical
potential to calculate the temperature dependence of the low energy electron
amplitude.
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3. Determination of the scattering amplitude for the LEED experiments

The scattering potential in the heterogeneous system derived in the last Section is
used now to calculate the amplitude of the scattering of the electrons by thin film for the
LEED experiments. To obtain an expression for the scattering amplitude there are
possible approximation schemes which are essentially reduced to two alternatives. One
consists of a power series expansion in the strength of the potential which can be
generated as follows, starting from the integral equation for the wave function of the
diffraction problem

l 3/2 s ] etik(r*r‘) f MR
V()= <ﬂ) it P Ve (F)d°r' =
=+ [ Go(r, —r) Vo (r)Yif (r)d>r (11)

and solving it by iteration for the V;(r') potential we thus obtain, omitting the index +
for brevity, ¥ = ¢, , where k denotes the wave vector of the incident electron and ¢, is
simply its plane wave. Using this on the right-hand side of Eq. (11) we have:

U = ou+ [ Go(r, 1) Vi(r) @y (v)dr, (12)
which, used again on the right-hand side of Eq. (11) yields

o=+ _‘. Go(r, ©) Vi(r) @ () d*r +
+I Go(r, r)Vi(r)Go(r, ") VT(r”)(pl(r”)d:’r”d:’r' S

(13)

and so on.
The power series thus obtained is the Born series. It is obvious that using y{" "
in the following equation [10]

s

m FEPwRYY
= Je ey (W dor, (14)

which defines the scattering amplitude f,(£2), we obtain n-th order approximation for

this quantity. In particular, the first Born approximation is

m
2nh?

0= fe“"‘"“"Vr(r)d’r, (15)
where 0 stands for the scattering angle m for the electron mass and k; denotes the wave
vector of the diffracted electron in the place of detection (|R|—o0).

An alternative approach consists of analysing the problem in separate partial
wave components [ 10]. In the present paper, however, we do not discuss this approach,
limiting ourselves to pointing out only that in this approach our temperature-
dependent potential V, (r) can be very useful because it has the properties required for
the partial wave analysis method.
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In this paper we would like to concentrate our consideration on the scattering
amplitude calculated by means of the first Born approximation for the temperature
dependent potential V,(r). Introducing the scattering vector k =k’ —k and taking into
consideration the spherical symmetry properties of the scattering potential V,.(r) we

can write
7 Bv 3
/(K)_ “*—em 'Sj Ol < \/A =% J‘F (Ir R‘jl) e 'krdsrz

2nh? —R,|
7“h'l'zak<n.,x>e k), (16)
where
1,.(K)=§d3rF—“£|L”e . (17)

Using the explicit form of the integrand function F, (Eq. 17) the integral can be
calculated and the result is

4n K2Byj By
(K)= ——— 2 2 18
I,.(K) K’+/f3e (18)

Then the scattering amplitude takes the form

; 2Ze’m %,

VN

B.j

)<"vj|>¢' g, : (19)

now taking into the mind the properties of the thin film we can use the equations

<n\'jx> :<"\'k> (20)

and
B =8 (21)

v3

which are the result of the fact that in the plane parallel to the surface the translation
boundary conditions are fulfilled. Then we can write

[(K)=F; Y f(Ke ", (22)
v—1
where the quantities F, /., and W, are defined as follows
Fi= ¢, (23)
i

2me*7 RO

L= : e 24

M=ot WKt 1%
1

W,= i K?B,= - {(K-0RY)*>, (25)
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where JR,; denotes the displacement of the (vj)-th atom from its equilibrium position
(6R,;=R,;—RY).

In the above equation a denotes the lattice constant, aN = L is the normalization
length in the plane parallel to the surface of the film, while K, and K, are the
components of the scattering vector parallel and perpendicular to the surface plane of
the film, respectively.

It is easy to see from Eq. (22) that the scattering amplitude of the film f(K) is sum
of the partial scattering amplitudes of the monoatomic layers f, defined by Eq. (24).
Each of the last amplitudes is multiplied by its own factor e "~ which we name the
Debye—Waller factor, on the analogy of the bulk theory.

4. Electron density distribution in thin films

In the previous Section we have seen that our calculation of the LEED amplitude
involves the determination of the electron density distribution across the thin film
{n,,». In this Section we consider this problem in detail. To describe a behaviour of the
electrons in thin films, usually one supposes some boundary conditions for the wave
functions on the surfaces. These boundary conditions depend on the nature of a
concrete problem chosen to be considered. The boundary conditions for thin films have
been discussed in the case of magnetic [2], superconducting [15], and semiconducting
problems [16]. In these discussions thin films have been treated mainly in the effective
mass approximation. There are other papers [1, 2, 5] where the boundary conditions
are introduced in the natural way by means of the second quantization method. In this
case a Hamiltonian describing the behaviour of the electrons in thin films has the
general form [2]

(26)

where the indices 4, u, p, k represent the sets of the quantum numbers of the wave
functions by means of which the matrix elements t;, and I,,,,, are calculated. By means
of this Hamiltonian one can obtain any model used up to now in the theory of thin films
[2]. Because of the complexity we expect, however, that the electron density
distribution in thin films {n,) can be in the first approximation sufficiently described by
the following simplified form of Hamiltonian given by

H=Y ¥ ¢ @7

vk v 'k’

The form of the latter thin film Hamiltonian means that we suppose as the sets of the
basic second quantization function the localized atomic orbitals of the free atom

14> = [viKy> = viK) , (28)
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where vj determine the position of the atom in thin film and «,; its orbital quantum
numbers of the free atom. The Hamiltonian (27) has been used many times in the theory
of thin films [2]. We use it here, however, in its temperature-dependent form modified
by the crystal potential V;(r). In this case the matrix elements t,;,;.. are changed by
thixvix and we define them as follows. The diagonal elements ¢}, ;. are of the form

tIixvjx=Ex+AI(V)a (29)
where
AL (V)= ik | (Ve = Vo (r—R,)) | vjK), (30)
but nondiagonal elements are given by
thivyx= — BI (W) K=K (31)
and
By (v)= Cvix| {Vp(r) = Volr =R, )} [ViK) . (32)

In this model we are dealing with the matrix elements for the difference between the
temperature-dependent crystal potential V;.(r) and the static atom potential V,(r—R,;)
localized at the vj-th site of the thin film lattice calculated by means of the two atomic
orbitals of the free atom localized in the same site vj (30) and by means of the two atomic
orbitals localized in the different site (32) of the crystal lattice. The other quantity which
appearsin Eq. (29) i.e. free atomic orbitals energy E are the eigenvalues of the equation

2
[”— + Vo(r—kv,)] IviKy = E2Ivi"> (33)
2m
Now we can use the Green function method to calculate the electron density
distribution in thin films the Hamiltonian of which is

it 9 sz'j'x, t‘-".i" V'J'K’C:ix"wi’x' % (34)
The procedure is known from the the static potential case [2]. Defining as usual the
following set of Green functions

ijxv'j'x'=<<cvjx|c\tj'x’>> (35)

and setting for them the equations of motion one has to solve the following sets of the
equations

EGvix =0yvyn + ; th‘”,,j,,x,,Gv,,j,.x,,v,j,x., (36)
o G

The method of the solution of these equations is given in [2] for the Hamiltonian
(27) and we do not repeat it here. The only difference for our temperature-dependent
Hamiltonian (34) is that the matrix elements are now temperature-dependent. Using
then the method presented in [2] for the sought solution of Eq. (36) one obtains the
following Green functions for the present problem

6xx'

37
o (37)

=
lexv’l'n” a6/ Z r:: rt'xve' a4
T
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where coefficients I'™* are the solutions of the following sets of equations

Z (tvxvx rhx E:hx(sv_véx_x r?‘:-) =0 ’ (38)

where E,,, are given by
toiel 3:Gin =Enc oG, (39)
o= ; tvjir']’;e‘.'l(i"i_)‘ (40)

and can be generally written in the form [1]:
r* = A cos (aTv+ 7). (41)

About the coefficients I't* from now we suppose that they do not depend on the
quantum number k, i.e. we put

P e = A¥cos (6T -+ BY) (42)

where A" is the normalization constant and coefficients a;" and BT are the temperature-
dependent quantity which can be calculated numerically only. We suppose, however,
that they can be used in the same analytical form as in the static potential case. The
other relations between a! and BT are dependent on the crystallographic structure and
the orienation of the sample and are the same as between «, and B, (see [1]).

By means of the Green function G,y , ;- thus determined we can simply express
the electron density distribution across the thin film, namely, we have

<nvx> = <”vjx> = <clvjxcvjx> —

= L im f ) Gl E+i6)— GanlE— ’(li':,)2=;(r':,)Zf(E,..x), 3)

27 0 e kT +l
where f(E,y,) is the Fermi distribution function
1

R e e (44)
e ksT +1

There E,,,. denote the energy of the electrons in the thin film and E; stands for the
temperature-dependent Fermi energy of thin film, in x-th band. The energy of the
electron in thin crystal films is actually given approximately by the following
expression

Epu=E2+ A + 2B (cos h,a+cos hya+cos a,a). (45)

This equation describes the temperature-dependence of the band structure of thin
films. This temperature-dependence of the band structure corresponds to the low
energy electron diffraction spectra calculated in the dynamical theory of LEED.
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Using Eq. (45) one can calculate the Fermi energy for each band which is created
by the given free atomic orbitals k. Now we limit our consideration to the one band
approximation, i.e. we suppose that all free atomical orbitals k in thin films are
sufficiently localized in the energy space except the valence orbital which creates the
film conduction subbands numbered by index . In this simple case the electron density
distribution can be written by

s

(46)

where u denotes the number of electrons for x-th orbital if it is not a valence orbital (x
includes the degeneracy of the orbital due to the spin g). For the valence orbital we then
have {(n,,», which we can write as

S

The Fermi energy for the valence band can be calculated by means of the normalization
condition of the Fermi distribution

2 ;j‘(E,;.)=nN2, (48)

where factor 2 stands for the spin degeneration of the electrons, nN? denotes the
number of the valence electrons in the thin film, and the energy
h*h?
Ep=—— +¢72

5 (t=1.2.05%) (50)

is counted from the low energy edge of the valence band.
The normalization condition (48) leads to the equations

M E - got? 2
kTS ln[%(l+e kT )]—""hzo (51)
t=1

ma
1/2
M =Integer (E:1:0> (52)
which must be solved numerically for energy E. Then for the effective number

distribution of the valence electrons in the direction perpendicular to the surface of the
film we obtain

2mkTa* 1 M 2cos? (a! v+ Bl 1 Ep - o2
iy — — Doty = TECNA ) P RSy v
My mh* n ,Z. sin (a n) cos [T (n+ 1)+287] L e i, )
WY GGGt (53)
i i 1/2
M = Integer (}i> (54)
0

Equations (51) with (53) and (54) determine the electron density distribution in thin
films in the case of the one band approximation.
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5. Distribution of the Debye—Waller factors for thin films
in pseudoharmonic approximation

The calculation of the scattering amplitude for the LEED experiments
interpretation by means of our formula (22) involves not only the determination of the
electron density distribution in thin films, which we considered in the previous Section,
but it also involves the calculation of the distribution of the Debye—Waller factors in
thin films. This calculation can be done by means of a method presented in our previous
paper [9] where we have discussed the Debye—Waller factors for thin films in
harmonic and pseudoharmonic approximation, and for that reason in this Section we
give only the essential relations and definitions which are necessary for future
numerical calculations.

At first the Debye—Waller factor g, for a given monoatomic layer v is defined by
the equation g (55)
where the Debye—Waller coefficient W, is given by

1
' {(K-6R,)*> (56)

and K denotes the scattering vector K=K'—K, while R,; denotes as usual the
displacement vector of the vj-th atom.

The phonons theory elaborated by Wojtczak and Zajac [ 1] allows to express the
displacement JR,; by means of creation ag;, and annihilation operators a,;, and
phonons amplitudes T, as follows

6RV1 = <2MN2 ) ; \/% vle'q‘(aqlu an aq}.u) (57)

gz, are the frequency eigenvalues of phonons, N2 denotes the number of atoms in each
atomic layer, n denotes the number of the atomic layers parallel to the surfaces of the
film while e_;, denotes the polarization vector of the phonon in (qiy) state. By means of

qipu
Eq. (57) the Debye—Waller coefficient W, (Eq. 56) can be expressed as
hwg;,
< i ( 2KT
"= 4MN?n T
hw ho,
th qi2 qAl3
o .zc(zk"r T
+sin“ @sin®p————~ +cos?)——>—23 A (58)
Wgi2 Wq23

where the frequencies w,;; =, and @, ;5 in the pseudoharmonic case are given by

Wgz1 =a1w2u > (59)

Wqa3 = ATWg;3 (60)
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and wy,, denote the harmonic frequency and we approximate them oy
Wl =w sin? 222 4 gin2 22 i’sinzg—f, (61)
b s 2 2 A 2
Bl
W33 = Dy \/sm n? q3 + — sm o; (62)

0= f \/7 (63)

where 4, A’ and B, B’ denote the force constants by means of which we describe the
interaction between two atoms inside the film and on the surface. The renormalization
coefficient a; which is temperature-dependent and is defined by the rate of the
pseudoharmonic and harmonic force contstants, can be calculated by means of the
Siklos method [4, 5, 9, 8]. Supposing that it is the same for all branches u one obtains

36JEl- 2 :
ap=1- P I:ﬂ v;l {(6R,;— IR, ”)2 +(0R,;—JR, lj)2>] . (64)

The sum over q, due to the periodic conditions which are fulfilled in the direction
parallel to the plane of the film, can be replaced by an integral using the relation

L4

n
b3 ¢ f _[ dq.dq,(. (65)
; Cuh

thus Eq. (58) becomes

hK?*kT
b f P | - 2
Y= M N ;_E- ) {1,(A)sin? 0+ 15(4)cos® 0}, (66)

hw,, 0 0
. sh( /2+e,sm2—)
1,()= 4N len 2kT g

where

- nhokag hw,,o o d o
sh - L lg et s
2kT # 2
fiw,,, oAy 4 2&&
ANT s“( KT 2”"‘““2)
I,()= ———In , (68)
hay, ot o h@,, o . 503
T AR
A B’ 3
Ea=—;  B=g (69)
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and we have made the use of the fact that in our model w;;, =
following quantity

q - Introducing the

i2

h X
9 Sh<(;l':;T 2+l:Asinzo;‘>
(m=-Y T?
)= ),

S M haw,,ar g0
sh< KT ) &4 S0 2)

) (70)

ha,, o a;

sh =
1 < 2kT 2)
}",(H): 7 Z Tf; In
ni= sh h(l-)ma’r . . 2(1,;
kT £g sin 5
then we can rewrite Eq. (66) in the form

K2kTi 2y
W, = _._'771'22 sin? 0+ c?—'z"}'(") cos’f | =
nM(UmaT W r’n(n)

2

2+¢gsin

(71

K?kTi,(n)
A = [1+4¢&,(n)cos? 0], (72)

where
wa(n) | _ An)

= . B

1 (73)

and be called the anisotropy coefficients of the Debye—Waller factor for the v-th
monoatomic layer of the film.

From the last form for the W,-coefficient one can see the anisotropic character of
the Debye—Waller factor as well as its position and the thickness-dependence.

6. Conclusion

In this paper we have presented the theoretical model of the description of the
low energy electron diffraction by thin films using the field theory methods known in
the literature. In the paper the expression of the scattering amplitude for the electron
scattered by the film into the component amplitudes of the given monoatomic layers is
a natural consequence of introducing the dynamical scattering potential which
depends on temperature as well as on the position of the scattering atoms in the thin
film. Using the field theory method allowed us to calculate the approximate electron
distribution across the film as well as the distribution of the Debye—Waller factor of
thin film, which are involved in the calculation of the component amplitudes of the
electron scattered by the particular monoatomic layers.

Due to the pseudoharmonic approximation by means of which in our model the
lattice dynamics of thin film atoms is treated, one can use this model to search for the

5* Acta Physica Hungarica 57, 1985
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low energy electron diffraction problem in the harmonic as well as in the anharmonic
case of thin films. In particular, it can be useful to study the effect of the change of the
surface lattice constants, which, as is known from LEED experiments, changes the
location of the suitable Bragg’s peaks on the energetic scale.

Concluding we would like to point out that the theoretical approach to the
LEED problem presented here is sufficiently complete to be treated numerically. We
have done such a numerical investigation and present the results in a supplementary

paper [17].
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THERMODYNAMIC PROPERTIES
OF ANHARMONIC NOBLE METALS
IN TERMS OF INTERATOMIC POTENTIALS
FROM EXPERIMENTAL PHONON SPECTRA

C. MALINOWSKA-ADAMSKA

Institute of Physics, Technical University of Lodz
Lédz, Poland

(Received 27 July 1983)

A new model interatomic pair potential derived from the experimental phonon spectra is
applied to the investigation of the thermodynamical properties of anharmonic noble metals.

The computed Debye temperature, Griineisen parameter, lattice specific heat at constant
volume and volume thermal expansion coefficient are compared with the available calorimetric data.
The theory is in reasonably good agreement with the experimental data.

The knowledge of two-body interatomic potentials is necessary for the
understanding of many of the physical properties of simple metals. Various models
have been proposed to describe lattice energy as a function of the atomic positions in
terms of some physical parameters [1]. These parameters are then fitted to
experimental data, e.g., elastic constant, phonon spectra, threshold energy of radiation
damage, channeling and shock wave data [2]. A procedure to directly obtain data on
the interatomic potential in cubic lattices, using all the information contained in the
phonon spectrum, was proposed by Brosens and co-workers [3]. The close agreement
obtained between the Brosens’ petential and one calculated from pseudopotential
theory led Esterling and Swaroop [4, 5] to consider an applicason of this approach to
the general class of simple, noble and transition metals [5].

The calculated pair potential [4]

D,(r)= 25: Cir—r)y1, i=1,2; ...,N;, (1)
I

where r; is the distance to the i-th nearest neighbour, C;; are the polynomial
coefficients, and N, is the number of shells of neighbours) was found to be reliable and
accurate on the basis of comparison made with experimental data for the elastic
constant and bulk modulus at the temperature T=0 K.

Using the model potential (1), in this note we explore various thermodynamical
properties like Debye temperature ©,, Griineisen parameter p, volume thermal
expansion coefficient f and volume heat capacity C, in the anharmonic approximation
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which assumes short range interactions between atoms [6, 7]. We choose this simple
approach in order to assess the validity of our potential model for qualitative
description of the thermal properties of the cubic metals over a wider temperature
range. The relevant expressions used here have been taken from [6—38].

So, the Debye temperature [8]

Op= n(5Kyr,)' % /kg. (2)
The Griineisen parameter [8]
r,®"\(r)

T 6P )

The volume thermal expansion coefficient [8]

G fi- ™)

O Tod % bl 45 %y 4
=", {[¢"(r)]2} o

The molar heat at constant volume C, in the low (@ <w,) and high (@>w,)
temperature limits are respectively given by [6, 7]

12 ok B
Cv_ ? 4 R <i"> fOf @<wL s (5)
and
A w,\?
C,=3R|1-OC, 004166 - for @>w,. (6)

The symbols appearing in (5) and (6) have the following meaning:
9 = kn 3 T,
T,=0pa(1+84Aw, C,),

a=1—Aw, G,

C,=0.125(K — BG),
G=[®"(n])*/[®"(N]>,
K =" (r)/[9"(n]>.
@"(r), #"'(r) and @'V(r) are the second-, third- and fourth-order spatial derivatives of the
potential @;(r) taken at the equilibrium point r, which is determined by minimizing of
the total free energy. r, corresponds to the first minimum of the potential energy [7, 9].

The numerical coefficients are 4 =0.04257, B=0.2992. K, m and R are the isothermal
bulk modulus, mass of atom and gas constant, respectively.
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The values of Debye temperature © , and Griineisen parameter y calculated for
N,=3 are given and compared with experimental data [10—12] in Table I. The
temperature behaviour of the volume thermal expansion coefficient f and molar heat
at constant volume are listed together with the observed results in Table II. The
experimental values of C, were obtained from the relation C,=C,— p?K T/p using
experimental data for all quantities on the right-hand side of the equation, in which C,
is the molar heat at constant pressure, and p is the density. The values of isothermal
bulk modulus for copper were obtained from the ultrasonic measurements of Overton
and Gaffney [13]. For silver and gold these are taken from the work of Neighbours and
Alers [14]. The sources of other experimental data for noble metals selected for the
present comparison are shown in Table III.

It is evident from Tables I and II that the values of @, f5, y and C, calculated for
the Esterling and Swaroop potential are in reasonably good agreement with their
measured data. Bearing in mind that the comparison of calculated and observed

Table 1

Debye temperature @, and Griineisen parameter y of noble metals at T7=0 K
in terms of the Esterling and Swaroop pair potential

: 6,[K] y
Solids : :
our value experiment our value  experiment
Cu 349.46 346.7 1.75 1.7
Ag 228.55 226.5 253 2.7
Au 166.44 164.8 2.15 23
Table 11

Comparison of the experimental data for the volume thermal expansion coeflicient f and molar heat at
constant volume C, for noble metals with those calculated in terms of the interatomic potentials from
experimental phonon spectra

Cu Ag Au
p* C.** B C, B C,
Ex P Ex P Ex B Ex P Ex P Ex P

(K]

20 0.69 096 100 046 405 384 208 1.60 633 966 515 420
S0 1152 “1342 640 639 2394 2777 1160 11.57 2295 3568 1435 1552
100 3099 3681 1600 17.53 41.13 4853 1996 2022 3389 5514 2140 2397
150 4080 46.15 2049 2191 47.58 5746 2257 2394 3783 5735 2348 2493
200 4554 5030 22.67 2395 5226 5852 12366 2438 3990 5746 2441 2498
300 49.83 5223 2363 2487 56.19 59.85 2450 2498 4230 5752 2535 2500

1 .
* fin units of 10°° [E:I Ex — the experimental data, P — present calculations

** C, in units of L
mol K
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temperature variation of the molar heat at constant volume and volume thermal
expansion coefficient is a demanding test it appears from Table II that the potential
model derived from the experimental spectra is reasonably realistic for noble metals. A
next improvement in the description of the anharmonic noble metals is the
investigation effects of phonons in thermodynamic properties from the present model
in the self-consistent (s.c.) theory which allows to take into account in the lower 6rder
perturbation theory all the higher order anharmonic terms in a s.c. manner [21]. Work
in this direction is in progress.

Table 11

Sources of experimental data for the volume thermal expansion ceefficient
and molar heat at constant pressure C,

Solids  Quantity Source Ref.

Cu B Hahn [15]

G Martin [16]

Ag p Fraser and Hollis Hallet [17]

Leksina and Novikova [18]

Cs Meads, Forsythe and Giauque [19]

Au B Fraser and Hollis Hallet [17]

Leksina and Novikova [18]

C,  Geballe and Giauque [20]
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P. I. DiDENKO, V. G. LITOVCHENKO, R. I. MARCHENKO and G. F. ROMANOVA

Institute of Semiconductors, Academy of Sciences of the Ukrainian SSR
252028 Kiev, USSR

and
M. NEMETH-SALLAY, I. C. SZEP and 1. CSEH

Institute for Technical Physics, Hungarian Academy of Sciences
1325 Budapest, Hungary

(Received in revised form 28 July 1983)

The results of complex studies of Si-based MIS layer structures using SIMS with the
secondary ion energy distribution analysis and SEM have been analysed. By these methods
morphology-type defects in metal layers, the MI interface and the adjacent dielectric layer can be
revealed. These structural-impurity complexes at the interfaces MI and IS caused by the impurity
and phase-inclusions may stimulate phase-structural transformations in MIS systems subjected to
heat treatment. The effect of the conditions under which real MIS structures were fabricated
(temperature, method of metallization, orientation of SI substrate, conditions during oxidation) has
been studied. The physical and chemical processes in MIS layers affecting the development of
morphology-type defects in MIS structures are discussed.

The main feature of any MIS layer structure is the sequence of contacts between
phases of different properties: the monocrystalline semiconductor, a submicron layer of
the amorphous or glass-like dielectric, and a thin polycrystalline metal layer. The
formation of the interface boundaries in such systems is determined by a number of
factors, such as the conditions of growth of individual layers (growth rate, temperature,
ambient atmosphere), the reactions during the growth especially at the beginning, the
extent to which the interatomic distances of the adjacent phases match each other, the
thermodynamic stability of the newly created phases, the dimensions of the adjacent
layers, etc. Under certain conditions the interaction between the layers may lead to the
generation (or annihilation) of many kinds of defects in each layer, these defects being
complicated structural-impurity complexes.

This report presents the results obtained by secondary ion mass spectroscopy
(SIMS) and scanning electron microscopy (SEM) on the formation of transition layers

* This paper was presented at the School on Defect Complexes in Semiconductor Structures,
Matrafiired, Hungary, Sept. 1982.
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with defect structures in the vicinity of the AI—SiO, interface in MOS structures. Some
results have already been presented elsewhere [1].

It follows from analysis of the thermodynamic data that the formation of the
Al—SiO, interface is determined mainly by the chemical interaction between Al and
SiO, [2, 3, 4]. Since the binding energy between aluminium and oxygen is higher than
that between silicon and oxygen (1577.6 kJ/mole and 805.54 kJ/mole, respectively), the
oxidation of the aluminium and the reduction of the silicon dioxide occur
simultaneously and as a result an interlayer of Al,O 5 is formed [3, 4]. It is assumed that
this interlayer hinders the further diffusion of the Al atoms into the SiO, layer and the
reaction stops.

A study of the A1—SiO,—Si system with the help of the SIMS method has shown
that the structure of the AI—SiO, interface is complex and cannot be explained by the
presence of a thin Al,O; interlayer alone. The Al* and Si* yield profiles were
investigated during ion-etching as was the relationship between complex ions and the
secondary ion energy spectra which reflect the changes in the surface potential of
various parts of the surface, emitting different ions (Fig. 1). The most pronounced

Fig. 1. Changes in external surface potential, secondary ion yield, and energy distributions as a result of the

sputtering of Al—SiO,—Si systems (thermally grown SiO,, d,,=150nm, Al deposited by thermal

evaporation, d,, = 200 nm). | —external oxidized Al layer, 2—the main Al layer thickness, 3—transition layer

between Al and SiO, , 4—SiO, layer, 5—transition layer between SiO, and Si; a, b, c, d, e: the moments of
Al™ secondary ion energy distribution measurement
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feature of this system—clearly expressed in all Al—SiO,—Si systems studied—is the
irregular morphology along the plane of the interface caused by the varying intensity of
the reaction between Al and SiO, at different parts of the interface. By a subsequent
application of SIMS, a selective etching of the surface takes place with the primary ions
at the AI—SiO, interface and the appearance of uneven potential distribution on it,
which in turn changes specifically the shape of Al1* energy spectra, namely splits them
into discrete maxima (Fig. 1).

The cross-section of the AI—SiO, layers etched wedge-like by an ion beam was
also examined with the help of SEM. The existence of the uneven potential distribution
could visually be observed and was of a peculiar lace-shape, built up of separate Al
fragments on SiO, [1].

The following assumptions can be made about the nature of the irregular
morphology of the AI—SiO, interface. The growth of a thin metal film (especially in the
case of a good adhesion on amorphous substrate) begins with the formation of the
nuclei at some particularly active surface centres. As the film substance accumulates
around them, they partially coalesce and gradually greater grains are created. Up to
thicknesses of about 10 nm the metal film is still discontinuous and the gaps between
the grains are filled only after further deposition of Al. A similar process of Al film
growth on quartz was observed experimentally in situ by electron microscope [5]. It is
possible therefore to conclude that the interaction of the metal with the substrate at
various stages of the deposition, when the nuclei are formed and when a thick layer
grows, proceeds differently. However, it should be borne in mind that the process of
film growth depends strongly on the presence of impurities both in the ambient (e.g.
oxigen) and the metal. If a relatively weakly bound Al film (deposited on a cold
substrate without subsequent annealing) is mechanically removed from the SiO,
surface, the latter will still contain replicas of Al grains, created on it at the very
beginning. Cases of the so-called columnar structures have also been reported [6],
when the increase of the film thickness is accompanied by the replication of the
nucleation network structure. In this case the growth proceeds mostly upward and the
grains can remain separated for a long time.

The SIMS analysis was carried out on a set of samples prepared under various
conditions, e.g. the Si substrate orientation was varied, the type of oxide (“dry”,
thermal, “HCI”), the substrate temperature at the metallization, etc. It was found that
the development of the structural defects across the Al—SiO, interface depends very
substantially on the conditions of its formation.

Indeed, the number of defects was less for “HCI” oxidc or (100) orientation than
for dry thermal oxide or (111) orientation. The structural inhomogeneity of the
interface is also less in the case of metallization in good vacuum conditions.

Along with the development of the mosaic-like structure at the Al—SiO,
interface some chemical reactions take place perpendicularly to the interface between
Al and SiO, . As is expected the oxygen goes over from SiO, to Al forming an Al,O,
layer at the AI—SiO, interface. Simultaneously Al atoms penetrate into the SiO, layer
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creating aluminosilicate inclusions. The effective thickness of these inclusions is also
determined by the conditions of MIS structure formation. The most important factors
are the initial oxide structure (the interaction is stronger in the case of “HCI” oxides)
and the thermal treatment. SIMS measurements show that at temperatures of 720—
770 K the aluminosilicate layer thickness may reach about 50—80 nm. Two pecu-
liarities must be noted:

1) The Al content within the aluminosilicate layer does not as a rule exceed 1—
29%, of the Si content and during the thermal treatments the layer broadens, but is not
enriched with Al

2) The Al penetration into SiO, does not disturb the dielectric properties of the
layer, but sometimes even slightly improves some of them, as indicated by the
measurements of the dielectric strength.

Finally, under the influence of Al, changes occur in the content of the SiO, itself,
which can lead to the formation of new defects and to various phase-structural
transformations of the oxide as a whole. According to SIMS data, metallization lowers
the yield of SiIO* secondary ions by about 20—25% across the whole thickness of the
SiO, layer and by about 50% near the boundary with Al (Fig. 2). Simultaneously, the
yield of SIOH ™" and SiH" group complex ions is also reduced; these are formed by

Fig. 2. Profiles of surface potential changes (a) and of secondary ion yield (b, c, d, ) during the sputtering of

the oxide layer in the system Al—SiO,—Si (substrate orientation (100), “HCI” SiO, , Al deposited by thermal

evaporation). 1—“cold” substrate, 2—*“cold” substrate annealed in Ar atmosphere at 620 K for 30 min, 3—

“hot” substrate, 4—“hot” substrate annealed in Ar atmosphere at 620 K for 30 min. Dotted line: the same
values for the control sample
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virtue of the presence of hydrogen or hydroxyls in SiO, . Along with this the peak of
SiOH™* and SiH* yield is often observed at the actual SiO,—Al interface. The changes
in the yield of these ions and their profiles are also determined by the actual conditions
of the MIS structure fabrication. For example, thermal treatments lead to smoother
distribution of hydrogen containing ions across the SiO, layer thickness. However, the
level of the yields in this case remains lower than for non-metallized samples.

The following assumptions can be made about the nature of the defects created in
SiO, as a result of metallization. The removal of hydrogen and hydroxyls from SiO,
must strengthen the silicon-oxygen skeleton, and lead to its definite ordering up to a
formation of separate microcrystalline inclusions [7]. Subsequently, the breaking of
the bonds at the interfaces between the microcrystallites and the amorphous matrix
may occur as well as the appearance of non-bridging oxygen. However, a reduction in
the relative yield of the secondary SiO*/Si* ions below the level typical for
stoichiometric SiO, (18—20.10 ~?) indicates that due to the transition of the oxygen to
aluminium, oxygen vacancies are created in the network of silicon—oxygen tetrahedra.
It is possible that bonds of the Si—Si variety are created along with the vacancies. In
that all of these defects are separated in space, they can probably exist simultaneously.
If the penetration of Al into SiO, is associated with the replacement of Si by Al in the
SiO, tetrahedron, then the difference in the ionic radii for Al and Si and the difference in
their coordination numbers may also lead to the deformation of the whole initial
structure of the SiO network and“to the appearance of additional defects (namely
modification of the coordination number and, probably, the trapping of hydrogen and
hydroxyl groups near Al ions). Since the development of the structural defect
complexes at the AI—SiO, interface may be connected with the differences in the
degree of the reactions between Al and SiO, at different parts of the interface, it is
natural te expect that different changes in SiO, take place at these parts.

Analysis of SIMS data has shown that the defects are impurity characteristics of
SiO, surface regions where the nuclei were created, and they differed from those where
the Al adhesion was weak. Thus, the irregular structure of the Al—SiO, interface
induces a transformation of the morphology in the oxide layer. This property can be
strengthened or weakened depending on the corresponding thermal treatments.
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Non-associative classical field theory is set up on the basis of octonions. Algebra and
projection operators of octonions, transformational properties of their elements regarding the
Lorentz group are studied. Lorentz spinors and vectors have been determined through octonions.
Lorentz invariants, Lagrangian function and equations of octonions field, their solutions, the
Hamiltonian and spin vector have been obtained. A new non-associative quantum number, the
associator, is introduced and its value for Lorentz spinors and tensors has been determined. Global
and local symmetries of octonion fields equation and appropriate currents are studied, the problems
of hydrogen atom and the possibilities of perturbation theory evolution are considered. It is indicated
that the non-associative classical field theory in principle involves the basic results of Dirac theory
along with new results.

Introduction

The application in physics of new methods based on mathematics not only
widens the sphere of physical problems under question but can reveal new properties of
matter as well. The transition from real numbers to complex ones allowed to describe
the fields of both neutral and charged particles. The transition to quaternions (spinors)
helped to introduce the notions of spin and subdivide physical fields into the so-called
Bose and Fermi fields.

The complex numbers and quaternions may be obtained by means of the so-
called “doubling”. The doubling of quaternions produces octonions (Caley [1]). The
complex numbers are commutative, quaternions are noncommutative, but both are
associative, octonions are to be noncommutative and nonassociative ones. All these
numbers form the so-called alternative algebrae (when two arbitrary elements give
birth to associative algebra).

Hence, the next step for widening the scope of physical research methods can
consist in the application of nonassociative algebra, octonions in particular, in physics.
The algebra of numbers introduces in physics a new property connected with algebras
nonassociativeness, the so-called “associator” — a value resembling spin. Due to it in
the framework of alternative algebra there are now four basic types of fields: a)
associative, commutative; b) associative, noncommutative; ¢) nonassociative, commu-
tative; d) nonassociative, noncommutative. Octonions in elementary particles physics
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were first used in the work [2] where the solution of the ordinary Dirac equation is
written as octonion, its components being ordinary fields of fermions. The same idea
was developed in the works [3] in which quarks were taken as Fermi fields in octonion
form. The work [2] led to Hilbert space investigation with nonassociative
multiplication [4]. Octonions have recently attracted the attention of physicists also in
connection with elementary particles classification using exclusive Cartan groups,
which are closely connected with octonions [5].

In contrast to the trends mentioned above the aim of this paper is to develop a
consistent, classical, nonassociative field theory on octonion basis. The solution of this
task requires the consideration of octonions algebra, projection operators, trans-
formational properties of octonions in Lorentz transformations, spinors determination
in nonassociative theory and the construction of respective invariants and Lagrange
functions of octonions field, the solution of the octonion field equation, the
investigation of global and local symmetries of these equations, of respective currents
and charges, the investigation of Hamiltonian operators properties, of spin, of
associator and the possibility of their application for particles description.

From the mathematical standpoint the new contribution consists not only in the
construction of the nonassociative calculus but also in the fact that octonions have no
matrix realization and the field theory as a whole should be developed on the basis of
hypercomplex numbers.

§1. Octonion algebra and structure and projection operators

Octonion has 8 basic elements — e, unit (e3=1) and elements — e, e,, . .., e,
satisfying the algebra:

a,ﬁ,'y=l, 2, 3, . ..,7; eaeﬂ=—6aﬂeo+Eaﬂer, (11)

structural coefficients E,z, are completely antisymmetric

All others are equal to zero.
The nonassociativeness of algebra is characterized by the so-called associator

A(e,epe,)= % {(e,ep)e, —e,(ege,)}, (1.2)

the triple multiplication is determined as

1
(esepe,)= a5 {(esep)e, +eqlege,)}, (1.3)

associator A(e,eze,) is completely antisymmetric.
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NON-ASSOCIATIVE CLASSICAL FIELD THEORY 81
In respect of these two operations 8 basic eclements are divided into two
subgroups, each consisting of four elements, quaternions-K for which
A(e,epe,)=0,  (e,epe,)#0,
and as we will call them later associatorns-A for which we have
Ale,ege,) #0, (e,epe,)=0.

There are seven isomorphic quaternions and seven isomorphic associatorns.
Quaternions form a group relative to the triple multiplication

(enemek) S EnmkeO + ( = 5nm5kk’ + Eumm’Em'kk')eh’ (1'4)

where n, m, k number three basic quaternion elements. Associatorn forms a group
relative to associator
A(eue,el)=E“w,e,,, (1.5)

E4567=E2356=E2347=E1357=E1346=E1264=E1245= B

All remaining E,,,, are equal to zero. E,,;, is antisymmetric. (4, v, 4, p) number 4 basic
elements of associatorn. Octonion Q can be presented as follows:

Q=K+A, K=(Poeo+(P,,e,,, A=(P“e“; (16)
n=1,2 3: 1n=4,5,6,7.

The multiplication of quaternion by quaternion and associatorn by associatorn
gives a quaternion. The multiplication of quaternion by associatorn gives associatorn.
The conjugated octonion is

Q=000 —Ps¢s, 00 =07j(0,). (1.7)
Hence, for conjugated quaternion and associatorn we have
K=¢¢eo—0,e,, A=—g,e,. (1.8)
00 =n(Q) is the norm of an octonion. If for three octonions we have the equation
0:0,=0,, (1.9)
then at Q, #0 the equation has the following solution

B
0.0 L1

In order to isolate quaternion or associatorn parts from octonion new projection

Q
a8 1
operators with the property DD = D are required. Any operator of the kind D, = 5 (€
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+ie,), a= l2 2, ... 7;is said to be projecting. Let us consider the influence of projection
operator, D,, for example, upon octonion Q. We have in case of unidirectional action
(@D,)=K(ND,,  (QD;)=A(T)D,
(0,Q)=D,R(7),  (D,Q)=D,A(7);
where Q =bye, + b, e,,
K(7)=(bo—ib,)eq+ (b, +ibs)e, + (b, +ibs)e, +(b; +ibg)es,
A(T)=(by—ib,)es+(bs—ib,)es+(bs—ibs)es + (b, +iby)e,
R(7)=(bo—ib;)eq +(b; —ibs)e, +(b; —ibs)e; +(bs —ibg)es,
A(T)=(by+ib,)es +(bs+ib,)es+(bg +ibs)es +(b; +ibo)e,.
In the case of bidirectional action one we have

(D,0D)=Ko@D,,  Ko@)=bo—ib,. (1.11)

§2. Octonion transformational properties
P.1. The specificity of nonassociative multiplication

In constructing nonassociative field theory one has to multiply systematically a
certain number of basic elements obtaining an n-fold product of the kind ¢,, e,, ...
e,,. After using the multiplication rules of nonassociative algebra similar products are
reduced to the linear sum of primary basic elements. However, one can obtain different
results depending on the way of performing this transition. In general, the product ¢,

e,, - - - €, can be represented in different ways [4]:
(ec (eﬂ (ey Q)))’
eueﬂeyQ e (eaeﬂ ey Q)’ (2 l)
((ea eﬂ ey)Q)’

where brackets (...) mean the transition to the main basis. This circumstance
necessitates the introduction of the notion of “closed” and “open” products. Later on
the product will be called “closed” and designated as (e,, e,, ... e, ); if the procedure
of reducing multiple product to the main basis is performed only at these elements, no
matter whether they are used separately or as comultipliers of a more complex product.
The product will be called “open” and designated by e,, e,, . .. e,, if the procedure of
reducing multiple product to the main basis is not applied. Both “closed” and “open”
products allow two operations common for them: a) the inversion of comultipliers on
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condition that e,e; = —ege,, a # f; b) the elimination of similar elements e,e, = — 1 (it is
not summed on a). In creating nonassociative field theory (unless otherwise specified)
we will work with the “open” multiplication.

P.2. Octonion with “open” multiplication

Octonions with “open” multiplication have twog.evident subalgebras: 1) the first
generated by quaternion basis, for example, {e,, €, €,, €3, €€, €,e3, €,¢4, €,€,€3}
algebra possesses eight elements; 2) the second generated by associatorn basis {e,,,
€,.0,,.€,.8,.,..¢,e,.e,e,} n=475 67 Thisalgebra has 16 basic elements (after the
addition of the unit ¢,) and in the framework of “open” multiplication it is isomorphic
to algebra {y,} of Dirac matrices. If eg =e4eseqe- is introduced, the general element of

algebra can be represented in the form of “nonassociative undor”

YQ=‘p0e0 + (p8e8+(pueu+ ‘Pusepes +(pquuv’ (22)
where

1
Euv= 5 (enev—eveu); u,v=4,5,6,7. (2.3)
Ifin Y, one proceeds to the closed multiplication, octonion Q is obtained. In the general
case of octonions of “open” multiplication the main basis elements generate algebra
with 16 x 8 =128 basic elements. The general element of this algebra is

128
T= ) oI, Li=@g, + Lom=eptve; Tisg=0, e o (2.4)
a=1

The application of octonion with “open” multiplication has the following
advantages: first, associator can be explicitly introduced into the theory; secondly, in
the octonion field theory one has to work with the projection operators which allow to
obtain (at final stages) the numbers without transition to the main basis into multiple
products. The specificity of nonassociative algebra is revealed in the specificity of
projection operators.

P.3. Vectors in octonion calculus

A quantity X is called vector if in the transformations of coordinates x), = L,,, x,,
X is transformed according to the law X'=SXS*, SS !=1, where S are trans-
formation operators. Then at S*=S"! we have rotation, at S*=S Lorentz
transformation. As octonion contains quaternion as a subgroup, the three-dimensional
vector and its rotation can always be given on a quaternion basis. Giving the four
dimensional vector in the form of

X=xe,, X*=—x3, x40, 1) n=1,2,3,
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and taking into account octonion properties one finds that X can be an associatorn
only.
X=x€ u=4,5,6,7,

X4=>X1 =X, Xs=>X3=Y, Xe=>X3=2, X7=>X4=il. (2.9)
Then S, can be both associatorn and quaternion.

A) in the case when S, is associatorn, i.e. S4=a,e,, considering the trans-
formation as “closed” product, one finds

Xy =%, 0y, ei=w,.e,, 2.6)
where
X'=(S,XS;Y)=x,€e,=xle,,
1
w“,,= ‘2— {(6u1'51ﬂ +(5M(5“')—(EN'“ Eylﬂ+ EyA'ﬂEyly)} alalr. (2.7)

It can be shown that w,,=0, n=1, 2, 3.
In particular, at as=a,=0 one obtains the two dimensional vector
transformation

X,=x,64+x7€,, S,=o04e,+aqe4, S,=-38,. (2.8)
Then S4=e4(S,; S5=S5,)e,, i.e. the transformation
X'=e4(S,X§,)€4, (2 9)

aitai=1,

gives a certain Lorentz transformation. Likewise, at o, =0 the three-dimensional
vector transformation is obtained.
B) The case when S% is a quaternion, i.e. S5 =K =aye, +a,e,, it is found

X =AKXK)=Xre,=x.¢,
Xy= X403 e,=w,e, (2.10)
(U‘". = a(z)éu\' o 210“71 En;u' = (an Erllu) ‘am Em/\v)'

At a,=0, we have w,,= —9
Thus we have

v
(5508%)=K + A,
(83050 =K'+ A,  a,=0,

@.11)

i.e. by the action of S4 on octonion only the associatorn part is transformed and by the
action of S%(a,=0) only the quaternion part of octonion is changed.
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P.4. Transformational properties of octonion in the case
of “open” multiplication

Let us consider only transformation properties of nonassociative undor Y. As it
was mentioned above, the algebra of associatorn with the “open” multiplication is in

IR A 1 g g
fact isomorphic with Dirac algebra. Hence 3 E,, satisfies the commutation rela-

tions of Lorentz group momenta
1 : : . : S
T [E B =0,k u—0,Ea—0,En+0,,E,.. (2.12)

Then nonassociative undor components possess ordinary tensor dimensions, namely,
@o — scalar, ¢, vector, ¢,5 — pseudovector, and ¢,, — antisymmetric tensor of the
second rank, @g — pseudoscalar.

P.5. Spinors in nonassociative algebra

The quantities ¥, ¥, which by the transformation of coordinates according to
the law x, =L, x, and vectors X according to the law X'=(SXS '), are changed into

y=sy, P=9s-!, S§'=1; (2.13)

are called spinors. Then ¥'¥'=¥P¥ =inv.

A) In the case of the algebra of associatorns {e,} with the “open” multiplication,
spinors can be constructed on the basis of nonassociative undor just in the same way as
they are constructed from undors in Dirac algebra [6]; we obtain

¥ =(Yoeo+ ¥V es+ V05 + Vieqes)D Dy,
Y+ =D sDo(Vheo+ Pieces— Pre,— VYie,), (2.14)
Y=iVte,= ﬁ4557(W3e0 +Vles+ VPie, + Vieges),
+

e, =—¢e, (e.e))”=eje; =—e,e5, a#p.

¥ ,-components are linearly expressed by nonassociative undor components. Hence
YY¥ =inv, Pe,¥ vector, in particular,

PV =DysD(PE¥o— V1Y, — V3V, + W3¥)D,D,s, (2.15)
Pe,¥=—iV* ¥=D,D,(V3¥o+ VIV, +VI¥,+¥2¥,)D,D,,.

B) To obtain the spinors from octonions is a more complicated problem. Let us

consider octonion
Q=9jej=poeo+ Ppe,. (2.16)

Let us act on it by projection operator;

-~ ~ A l 3
0.=D:,0,:0:5D75,' D= 5(1 +ie,ep). (2.17)
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Then we obtain
V=01, =¥ e+ ¥res+¥ies+ ¥.e),

(2.18)
Y =0sip,, ¥Y,=¢s—ip,, ¥Y3=06—i¢3, Ya=¢;—ipo.
Thus
Y= —[1(P¥e,+Pies+ VPies+ Pie,). (2.19)
Let us determine the conjugated spinor by relations
Y-yt YY¥ —inv. (2.20)
Then we find
T, =eqe,e,, T; =eqezes, Ty =e,e;e4, Ti=T3;=Ti=1. (221)

Invariants will be
Y =PTLY, nslhlY: PEEY, YIRY: Yy (2.22)
Vector will be
—9P"T e.e,¥=—V*'T,T,e;e,¥=—¥"eqe, V. (2.23)

In particular, for density we have — Y™ T, e.e,¥ =¥ "*¥. Spinor Y™ is essentially a
nonassociative spinor. In Dirac theory there is no such 4-component spinor from the
viewpoint of undor analogue calculus.

§3. Octonion field equations
P.1. Lagrangian of the octonion field

In constructing bilinear invariants of the octonion field it is necessary to know
the transformation properties of the function. In particular, if we consider octonion
spinors, then, as has been shown, it is necessary to consider two cases:

A) associatorn with “open” multiplication, when

V=(Yoeo+ ¥ es+ Voo + ¥Peseq)D D5, P=—i¥te,. (3.1)
Then the invariants are

lo=lp.p, I,=!penpuw, P“——-—ii. (3.2)
0x,

Then the Lagrangian of the free octonion field will be given by
n ¥ L
L,=— l{‘l’e Py e e,‘l’+2iK0'I"l’}, K =const. (3.3)

2 o,
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Thus we obtain for the field equations
e .
— +iK04>=0, ing
ax.
B) The case of essential nonassociative spinor, when

4/=Qf)n Um=4"+Tn,

then the invariants will be

[ 0=«p<"y*P=«P +Ts¥, 12=-Y “"Trele,P, Y '=-Y +ele,P,Y". (35
We have for the Lagrangian function
Lpe
- uy {LIAXBTB,'D'— - Mg 1 mKorea
(36)
1r e NYy+
Then we find for field equations
>
e7e,%(l> +iK0T.4>=0, A eie,-iK 04+T=0. (3.7)

Hence, we get two versions of the theory: a theory with Lagrangian Laand a theory
with Lagrangian L[n).
In this paper we will consider the theory with Lagrangian La.

P.2. Operators of energy (Hamiltonian), of spin and associator

From the field equation with Lagrange function L,, for the energy operator we

find
n= —i(CV)—iK te-, (39)
£i=ieddy, C2= iese2, C3= ie6e2.
Then it can be written as
/.4 il d
L >= =
Vit f'tA) =0 5T e
For the energy-momentum tensor we obtain:
fod yn
TR*: zi 'u'e 4'-4'ev'ﬂ' . p,v=4 ,5,6,7.
{8x, v 4 x (39)
X4=>X]j, X 5=>x2, X6=>X3, X7=>X4= it,
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T,, is nonsymmetric. By symmetrization we find

0
qu . 7;” a3 "yvs r’uv = b?' fp[vlla
A (3.10)
{ P
S = 2 (Ve ee; ).
Thus for spin tensor we have:
=
Stuna = Suvar— Sown = — 2 Ye,ee, V.
Then we have for spin vector
i 1o 1 P
Ny == EE,M,,? We.eeil, S,= 5 0T,
o,=leseg=>0,, Os=liese,=>0,, (3.11)
Og=li€465=>03, 0,= —ie4e564€7= —ieg.
In an analogous way associator is introduced
i Ip2t 154
C,=— 3 E""Pf YAe,e,e,)?, C,= 5 We Y,
Ca=iege, =&y, {s=iese;=¢;, (3.12)
$o=lege;=>¢3, $q=—i=>{,.

Hamiltonian A can now be written as.

A=ifey(0V)—Kqe;}, §= —eg0.

P.3. Algebra of spin and associator operators

In case of “opened” multiplication, as mentioned above, the values E,, satisfy
commutation relations of Lorentz group momenta I,,,. If a three-dimensional spin
vector is introduced, as usual, [7]

i

4

=

Elmn Enm (313)

(a change is introduced in the designation of indices: 4—1, 5-2, 6—3) we obtain
O4=lese=>0,, Os=li€ex€,=>0,, O =1€465=>03. (3.14)

By the analogy a three-dimensional associator vector is introduced
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(A change is also introduced in designations: 4-»1, 5->2, 6->3). Then we find from the
momenta algebra

O.or=iEma, [£,£n] = iEmis, j

Now new operators are introduced in a convective way

* .= Y (*+E,), n=yK-a (3.16)
and we obtain
[X,XJ [TBy j =ifBiYh [A,TJ=0. (3.17)
Table 1
Symmetric  Antisymmetric Dirac
Scalar Vector tensor of the tensor of the .
2nd rank 2rd rank spnors
s" 0 1 2 1 12
cl 0 0 0 1 + 12
i 0 12 1 10 12 0
K 0 12 1 0 1 0 12

Then the original algebra of Lorentz generators can be given as a sum of two
isomorphic algebras for the projection of quantitative motion momenta. The
respective representations are classified according to proper values [7]

j, --j+ ]_ ee. 0, . .‘L
-k -k +\ ...0, .

The representations are generally characterized by a pair of numbers T~(/, K). Here 2j
=\S8+ C3\,2k=\SB-C°3\,
S3=\j+k\, C3=[j-k\, x~(j,K)~(S°3C°3, (3.19)

where S3and  are maximum values of the third component projection of spin and
associator, respectively.
Hence, for different tensors we have (see Table I).

(A3, Y3)=>(nij,mk),

(3.18)

P.4. Spin and associator equations and their solutions

Let us introduce the differential operator of spin and associator.

ik ik (320)
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Taking into account that ¢,= —ega,, we find [SC] =0 the corresponding equations
and solutions will be; for spin

i 3 ]
((-"ikl) —s) v,=0, Y¥.= ;“,Dﬁ,—(ﬂ+x8)'ﬂ;,

(3.21)
DA, = = (14 Bo)= - (1 +ieses)
for associator
(%v_) —c) 9.=0, V.= iﬁg, % (64 xC)¥3%,
(3.22)

1 1 ;
2= s (146&;)= ?(1 +idege-).

Due to operators commutativity § and C the combined solution of these equations will
be

R 1 A
= ”§6 DL’SD}?3 5 (B+xS) 5 6+ xC)¥5. 5- (3.23)
At K,=0, i.e. for massless fields H, § and C commute

[AC]=[AS]1=[8C]=0, K,=0; (3.29)

i.e. the state in this case can be simultaneously characterized by the quantum numbers
of energy, spin and associator. At K,#0, i.e. for the fields having rest mass

[AS]1=[8C1=0, [AC]#0, K,o#0, (3.25)
i.e. the fields with rest mass can be characterised only by two quantum numbers either
by energy and spin or by associator and spin.

P.5. Hamiltonian equation and its solution

The Hamiltonian equation
(i;% —ﬁ) V= {x% + i((§V)+Koe-,)} ¥ =0. (3.26)

In case of the plane wave K, =K =0, we have

(E—K&3+ixKoe)¥5=0,  K.=K (327)

W= i ¥*(K) exp (ix(Kz— Et))
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with the solution

e N iK g
¥i(K)= 2, {(93— ek 91) '1’3(8)+<9 ST o ) '1’4(8)}

6GH=DiBY,  Dy= (1 +ires,  E=cEo, (3:28)

~

éngé("f‘ +), éz=é(+—)a és=é(—+), 94=é(__)’

E,=JK*+K3.

The solution of the combined Hamiltonian and spin equations

(E+ egxSK +ie,xK o) VP*(K)=0, (03— %xS)VP*¥K)=0; (3.29)
(- aﬁv)} % 5 L p+xs)

;{m fy)—
ﬁ(aﬂv) b:.0%.Dy,.

In the case K,=0 the solution of the equations

is
E+a,BK

(3.30)

{i€V)+ 05} ¥, =0, (((:—Zl —S) ¥,.=0, (@ C) ¥,=0. (3.31)

is

+ o, 1 1
Puy= ;‘m,og,?(ﬁugi(amq?(& 1L oA (3.32)

P.6. Nonassociative Bose field

As shown above, the associator C#0 for spinor field and the field of the
antisymmetric tensor of the second rank. Giving the octonion equation does not define
the type of the field. For this it is necessary also to indicate the transformation
properties of the solution of equation.

In case of octonion Bose field the solution of the equation

0. - U
(e,,a—x“ +1K0) ¥ =0, ‘I’(ena—x“ —IKO) =0 (3.33)
should be sought in the form:
V= ei—'K U P=0 ei+il( (3.34)
TAYTE T ey e Alnpes RN '
and we obtain
92 5
(— a2 +Ko) U=0. (3.35)
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If the solution is sought for in the general form

w=(p0e0+¢ne¢, W=‘I_’oeo—q’aea- (336)

- After its substitution in the equation and the transition to the main basis (by means of
transition to the “closed” multiplication) it is obtained

0
V<154+i—(p —rot =iK,o,

ot
(3.37)
YP1,02,03), WPs, 95, 06), Pi=0.
If we introduce
0
E=iZ 1 vé,, H=rote,
ot
we find
1
E+B=iK,o, Qo= 0,0, (3.38)
iKg
At =0 we have
1 & 1
Y=|e,— l—l(—o e,‘(?,. Po> ¢=¢O eo+ ;K—oe,,@,, g (3.39

One can introduce new hypercomplex numbers, generalizing Kemmer—Duffin
matrices for nonassociative algebra. For this consider two independent (commuta-

tional) associator bases ¢}, €}, j=0, 1 ... 7 and introduce a new basis
1 1 1
AJ=?(e;+e‘?)9 A0=?(4+e%)! A,=-2—(e:+e:),
24,4)=—-1+U,, U,=€z, Ai=—4, (3.40)

(AaAﬁ)= —_UﬂAuv (AaAﬁA7)+(AyAﬁA¢)=¢aﬁyv
¢aﬂy= _6(5¢ﬂAy+6VﬂAa)_4éaﬂAﬂ+2(E¢ﬁyE'yll’+EYﬂ6Ealé)Al'
Then the equation for octonion Bose field can be written as
A i+iM ¥ =0 vlAa i—iM =0 Py (3.41)
pox" o ] uax” 1 e UED 2

n,=243—1.
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P.7. Generalization offield equationfor Riemannian geometry

1) Connection between associator and torsion

Let us consider the case of flat space with torsion tensor dwX[8]. Then taking
into account the associator the covariant spinor derivative will be written as

DAV = ™ ®,.aleliev+ aZepAepelley)> ® 342

Then from Lagrangian

1 Ji{ B (0
2

Xei(alekkv+ a2l Alebellew)AJ-bd™. ndyX>,

(343)

we find the equation and the relation between torsion tensor of flat space with spin and

associator
Jile)
e“dx~+iKoT + qoi(aie*ei‘e*+aie' epAlepei'e 4/=0'
(344)

~N=  {ai'f'eyellei 'P+ a24 eyepAelelleX)4'}.

However, another approach to this problem can be proposed. At present there
are three antisymmetric tensors in theory.
Let us carry out their linear sum

=N, X+ R'fee.e™ P+ yAle, eyen) d. (3.45)

The term F(vAF, Vi is added to the free Lagrangian and we obtain
1 .qu pqu - ) )
bl 2{*** - K 00K 7* T\ +bI?

e,ﬂ¢+lKo¢=0, (3.46)

D ,, x=-"{P Pelkye2d + yU>A(e,eye?) d}-,
i.e. the influence of torsion is compensated by that of spin and associator.

2) Generalization of octonions for curved space
If octonion local basis (depending on the point) is designated as £,,(*), then
provided e 7(x) = ie7(X) its associator part E,,(X), g = 4,5,6,7 forms 4-vectors of Lorentz
group.
iriti Fysica Hiryua 57, N5
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In this case x,(x,, t) are real and signature is equal to (— — — +). Then we have
(E,E))+(E,E)=—2g,,E,. (3.47)

The field equation for nonassociative spinor is as follows

{E,(x) (5%“ +r,,) +iKo} ¥ =0, (3.48)

where I',-spinor connection should be expressed by £, and their derivatives. In the
general case one can introduce seven-dimensional space metric

(E; Eg)+(EgE,)= —2g,4E,. (3.49)

§4. Gauge symmetries of Lagrangian, currents and conservation laws
P.1. Global gauge symmetries

The Lagrangian of free massless octonion field is invariant under the
transformation (in algebra with “open” multiplication)

V=8V V=95, S~ le.S=e,, 57 S=1. 4.1)
These requirements are met by:
1. Sl =eiu’ 2 Sz= n etnen 3 s3= n eid[nm]¢n¢m’

n,m,l

4.5,= [] exp (dumneneme). nmi=1,23,

4.2)

Ognm) ANd 0,y are antisymmetric.
In the case of infinitesimal transformations they can be combined into one
transformation
S=exp {ia+ e, + i%um€n€m+ Unmn€nemei} - (4.3)

We see that the exponent contains an undor constructed upon quaternion bases. In the
case of rest mass there is only S; and S, symmetry.

P.2. Local gauge symmetries of Lagrangian

In case of octonion algebra with “open” multiplication the non-associativeness
of algebra is implicit and the conditions of availability of local gauge symmetries are
formulated as usual. For the Lagrangian of massless octonion field taking into account
the interactions with gauge fields
b,=0,+B,

Al 44
D,=0,+B,; “4)

NS G
L= 7{'f'ﬁ,,e,,!l'—%,J),,W},
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the conditions of local symmetry take the form
o/ = S(X)¥, r=4>S(x),
SeRS=e,, BletS+S)ellS=Blleli, 4.5)

Se'X S+ SeuSRk=e,,B;, S,,= —dS.

Having chosen
B>=iAiQa, b; =- fa: ‘q:. (4.6)

Q,.-octonion basis, Lean be written in the form

L-Lo+Lf, o= @47
Then, we obtain
1 SAS.ix), AR=AR+dRa,  1°=K9eR'P
Q°=$l°WdV=\4"+4'dV
2. S2=SXX), Au= Afen, AR= AR+ idRa-[aA'f, @= X8,
Il=t?e.eRY), Qn=JI"-dv=ij 4>+e,40V,
dRr3~2iK"fe,,V).

3 S3=S3(x), Alrerem= A,,,  AR= AR—dRix+ i[ARa],
*= <maem Hm= i(Pellerend) N, =0
Cam= Jr mdV=J4>en(,Tipjy 4.8)

P.3. Octonions in the electromagnetic field

The solution of octonion field equation in the presence of electromagnetic field
(eRDR+iK0)4/ = 0, n R RBeR-iK 0)=0, (49)
6R=8%—ieAB,  RRB=SR+ ieAB;
will be sought in the form:

4>= cp(Ovev+ iKO), (4.10)
we obtain
{(—D1 + K%)e0— ~F llveliev}(p=0,

(p{(-6BA-KDeO+ }F"elRevi=Q, (4.11)
DI= - Al- 2iAR8R,  OI=SI~ A+ 2iSRAR.
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Take into consideration that
ke e, == {(EE)+ i(oH)} = o(egE — iH).

According to this relation it follows that the magnetic moment and electric moment of
the electron are connected with spin ¢ and associator & respectively

eh ieh

e i (4.12)

If the solution is sought in the form
e Al A 1 a
¢=;D8(p > D8=7(1+188), (4.13)
(P)'={foeo+fle4+fzes+fse4es}ﬁ4s, (4.14)
we find (in the framework of “open” multiplication)
{(—= D3+ K3)—ink} fi—{in}—ni} f§=0, (4.15)
{(—=D3+K3)—in} f3—{in;—ni} f§=0, n'®=(HLiE)

and identical equations for [, f3, (f6—=S1, f3—=13)

P 4. Relativistic hydrogen atom

If the solution of equations

e i—ieA a+ a+ a+'K =1 (4.16
LS s) Hes e’ay e T 19
are sought in the form
'l’=e_"‘""‘(foe0+fle4+f2e5+f3e4e5)556137, (4.17)

we obtain‘ordinary known combined equations of the first order for four functions
[6] /i=Y3, =Y, [3=Va, fu=Y,.
P.5. Charge conjugation function

From octonion equation for the charge +e

(e,D} +iKo)¥=0, DE=0d,+ied,, A, (A,iV), (4.18)
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by means of the complex conjugation

(e7D7 D6 —eD$  HO4 —iKo)AF*=0,

(4.19)
< =-g,, X,,(Xnjit)
multiplying the equation on the left ede5e6= —e8nwe find
(e, DH+/KQ)~ =0, Tc=edeSebY=ele8Y* (4.20)

85. Perturbation theory in octonion field theory

In the case of octonion field equation, taking into account the interactions with
the external electromagnetic field

(XN
If the solution is sought in the form
9'=¥/0+¥'+ ... +V,, (5.2
in the n-th approximation we find:
(5:3)
Then taking
we find for the solution
RT@A-1" (54)

As it is seen, the specificity of nonassociative algebra is not explicit in the
construction of the perturbation theory, hence all the laws of Dirac theory and of
Feinmann rules type in particular for the construction of matrix elements are valid, the
only difference being that values y,, are replaced by eR.

Since the matrix element has the general structure of the form

M~4"+( Yo/~17( )7,
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where 11 is the projection operator of the type IT ~ D3D¥, and in the brackets there will
ultimately be the value of the general structure

ageo+ageg +a,e, +a,ge,eg+a,E,,, (5.5)

we find
M ~ I(ay —(xag + Pags)1. (5.6)

Since for obtaining final results there is no need in transition to the main basis
with application of nonassociative multiplication rules, so the final results of Dirac
theory in the formulation concerned remain unchanged.

Consequently, the classical octonion field theory in the given version completely
encompasses the Dirac theory and adds a new quantum number, the associator, and
possesses an additional symmetry. In particular, if octonion Q is provided with the
unitary index “I” of the group SU (3), then the general vector M =Q'A, where 4, are
Gell-Mann matrix will be the so-called matrix M3 and symmetry E¢ can be included
into the theory.

The author owes acknowledgements to Prof. D. Ivanenko for valuable remarks.
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CORRELATION PROPERTIES AND THE STRUCTURAL
INSTABILITY OF THE TWODIMENSIONAL ANHARMONIC
CRYSTAL. THE VIRIAL APPROACH

V. K. PERSHIN and I. S. GERSHT
Ural Polytechnical Institute, 620002 Sverdlovsk, USSR

(Received in revised form 9 August 1983)

In terms of the virial theorem for an arbitrary two-dimensional lattice a self-consistent system
of equations is developed that allows its dynamics and the temperature evolution to the stability limit
to be investigated in the nearest neighbour approximation. Contrary to the traditional approach the
relative correlation functions of the longitudinal and transversal displacements of particles and the
force constants corresponding to them are introduced. The topology of the virial surface and the
evolutional trajectory of the lattice state, the temperature behaviour of the longitudinal and
transversal force constants of the lattice are discussed. The irregular growth of the adiabatic elastic
modulus with temperature, and the change of sign of its derivative observed experimentally in cubic
crystals are explained. It is shown that there exists a temperature range where the system stability is
achieved by the redistribution of the kinetic energy between the longitudinal and transversal
displacements of particles. It is established that the instability of the lattice relative to its longitudinal
oscillations is the main cause of its structural re-arrangement in the high temperature range in spite of
the more rapid development of the transversal oscillations with temperature increase.

1. Introduction

The balance between the kinetic energy of particles and the energy of their
coupling in the lattice is destroyed during the structural transitions in crystals [1]
which is why the virial theorem establishing the relation between these most important
characteristics of the system is of great significance regarding the stability of the
crystalline state [2]. The advantage of the use of the virial equation was proved by its
having given the best practical results for weakly interacting systems [3]. In spite of
this, however, the application of the virial theorem for investigating the properties of
crystals and in particular the mechanisms of their structural instability is still at its very
beginning.

In the present paper the mechanisms of the formation of the two-dimensional
lattice instability due to temperature increase are discussed in terms of a self-consistent
pseudoharmonic approximation based on the virial theorem. The successive
introduction of the correlation functions for different types of displacements gives the
possibility to establish the importance of each of them for instability formation.
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100 V. K. PERSHIN and I. S. GERSHT

According to the Landau—Peierls theorem the system of atoms in the plane
forms a crystalline lattice at T=0 K only. Long-range order of the lattice is destroyed
by long-wave fluctuations at any non-zero temperature. Strictly speaking, such a
system is not a crystalline one and it can be considered as such only within the range of
distance R [4]

R =a exp (mmu?/2kT),

where a is the average distance between the particles; u is the average sound velocity
and m is the mass of the atom.

The absence of long-range order does not rule out the possibility of structural
instability in such systems, a fact confirmed by high temperature expansion [5, 6], the
correlation functions technique [ 7], computer simulation [8, 9] and the self-consistent
phonons method [10, 11].

Further, for simplifying the calculations the case of the high temperature limit
will be considered only where the theorem of the equipartition of kinetic energy over
the degrees of freedom of particles is fulfilled. If the mass of atoms is large enough then
the lowest temperatures can be involved in this classical range [12].

2. Self-consistent system of equations

Let us consider a combination of the atoms interacting with each other by the
pair central forces in the plane. The Hamiltonian of such a system has the usual form

H=K+U,

where 1

U=5 Y ¥(In-nl).
k.1

Let us write the virial theorem for an arbitrary degree of freedom of the atom “0”
located at the origin of the coordinate system

2m{(ﬁ8)2>=<u523>, i=1,2;
0

where uj, is the i-component of the translational displacement of the atom from the
equilibriuni position. For the high temperature limit, by expanding the potential
energy U in this relation into the infinite series over displacements and presenting the
multidimensional correlation functions in the pseudo-harmonic approximation [13]
we get

kT=— Z S AP W i B (1

where xi = ((u} —ul) (ul, —u’)>, n is the radius-vector of a certain lattice site and
0 0 n

g o o
i = = = jj’- e
oo b, out, P or Gyl 6u{,»] ¥ @
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is the force constant defined by the functions xj, included in Eq. (1). Each of these
functions can be determined by the spectral theorem

1 eij e:’j (1 _e-ikl)cth Wy

T N £ 2T’

3)
where N is the number of particles; k is the quasi-wave vector; j is the number of the
oscillation branch.

The force constants (2) are calculated for the equilibrium state of the lattice.
Therefore, so that the system of equations (1)—(3) becomes closed to all unknown
parameters it should be added to the conditions of the lattice equilibrium.

The frequencies of the excitations of the crystal, w,;, included in (3) and the
components of the eigenvectors corresponding to them, ef;, are determined by the

relation 3
Det || D;;(k) —may; 6, || =0, 4)

mayg; ey;— 3, Dy (k)ey;=0. (5)

These parameters are also the functions of {x} since the elements of the dynamical
matrix D= || D;;. (k) ||,

D;y(k)= Y ¥5n ™ (6)

depend on the pseudo-harmonic force constants (2). Then, from Eq. (4) and (5), for an
arbitrary lattice we have

1 -
mogi= 5 (D11 + Doy + (= 1V* /(D11 +D52)° 4Dy, D2 — DY), (D)

ol DlZ "
= 3
3 \/sz +(Dn—mw3,-)2

D,, —mwg;
\/sz +(Dyy — mw‘zq)z
Since D, =0 due to reflection symmetry for rectangular and square lattices e} ;=9d;; .

Going over to the high temperature limit Aw <k Tin (3), integrating over the k-space
and using also relations (7) and (8) we get

&=

(®)

kT

Xo T
n 7'[2

S fﬁ ADAT Sin? "2—" d*, 9)
(k)

where x,,= || xi || is the second order translational matrix; 4 is the n/2-rotation

matrix; S is the area of the unit cell; 4(k)=D,,D,,—D1,.

The combination of relations (1)—9) defines the self-consistent system of
equations describing the dynamic state of a two-dimensional lattice for an arbitrary
number of coordination spheres and in the particle interaction approximation. Let us
note that the virial equations (1) are represented by the linear combinations formed
accordingly of the elements of the correlation matrix (9) where the force constants (2)
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are used as coefficients. Thus, they are not independent. Because of their clear physical
meaning, however, the virial equations have a significant advantage over the spectral
ones which is precisely why the virial theorem is applied for interpreting the
mechanisms of the instability formation.

3. Square lattice in the approximation of the nearest neighbours

According to Eq. (1) the two-dimensional lattice with the arbitrary angle 0
between its axes is described by two virial equations in the nearest neighbour
approximation. Each of them has four constants @, (i is the fixed index; « is the
number of the nearest neighbour) depending on the full set of correlations {x¥5,_}. The
problem is essentially simplified for the case of the square lattice. Due to its symmetry
we have

s gy, v 1) LR s o Taon o
¢0l._¢0-._09 xOl._XOI.—O'

The consequence of the isotropy of the square lattice is the degeneration of the force
constants

&5 Ry % 31 i DR
¢pGll —¢0I2_¢1 ’ ¢0l2_¢0l|_¢2 ’
of the correlation functions
i RIS L 22 oL
xOII _x()lz_xl ’ ‘xOl] _x0l1—x2

and of the two virial equations into one. With the notations introduced before the latter
can be written in the form

kT=-X1 (pl-xz ¢2. (10)

The correlation functions x; describe the longitudinal (i=1) and transversal
(i=2) displacements of particles and characterize the extent of corresponding
oscillations in the crystal at the given temperature.

To form a closed system one of the following equations

2kT :
xi=—7arCSlnG,~; ‘=Ia2 (l‘)

is to be added to Eq. (10), where G;=./®,;/(®, + ®,). These values are obtained by
calculating the elements of the dynamic matrix (6) in the nearest neighbour
approximation

D,.(k)= —4( i sin? % + i, sin? %)

and putting them into (9). Because the equation @, =0 is strictly valid in the harmonic
case in consideration of the first coordination sphere only [14] one can suppose that in
the pseudo-harmonic approximation the unequality

| P, | < | D | (12)
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is fulfilled. Taking into account the resulting approximative relation arcsin G,~ G,
after corresponding transformations we get:

Ay S e 8 (13)
X0 AN P,

The system of equations (10), (13) will be closed and self-consistent together with the
condition of the equilibrium of the crystalline lattice only if

a(¥>/ol=0, - (19)

where (¥) is the averaged isotropic pair interaction potential; [ is the equilibrium
parameter of the lattice in the self-consistent approximation.
Now we solve the system (10), (13), (14) for the Morse potential [15]

W(r)=D(e~ 21 295 1)), (15)

where D is the depth of the potential well; r, is the equilibrium distance in harmonic
approximation; g =ar, , >0 are the potential parameters. The interaction potential
corresponds to the conditions ¥(r_/r)=0, 0?¥(r,/ry)/d*r=0, where r /ro=1
+ In?/g. From this consideration and from the analysis of the dependence of the half-
width of the potential well on g it follows that the interaction forces in the lattice are of
more long-range order now.

The averaged interaction potential (¥,)> corresponds to the equilibrium state
and is calculated by the equation [13]

1 o hat e b
(¥on)= exp {5 > X0 Vi, Vin} ¥(r,) (16)
i’
in the pseudo-harmonic approximation. Putting (15) into (16) and confining ourselves
to the terms of order not less than xi,/I2 we get the expression for the anisotropic

averaged potential of an arbitrary lattice

2
(¥ou>=D(r/r) ; (1" pexp {—a,(la—ro)—

o an'n’  nind\
~2a (5,.,:- % —12_)):3.}, (17)
L n n n

where a, =2a(r/r), o, =a(r/r), | n|= 1. For a square lattice (Z nt nl.=4,.12 D(x/r)=D,

a(r/r)za) in the coordinate system n’,=d,,/, we have

2p=po+/P5—2x, , (18)
&y =(1-x,/p?) exp(—x), (19)
P, =(x,—xp) eXp(—x||)/p2 s (20)
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where ‘
p=al, pPo=9g+3x,/2, xy=02xy , x| =02x,;
¢”=—¢1/20a2, ¢l=—-¢2/2Da2.

Relations (19) and (20) confirm the correctness of the supposition expressed
above by unequality (12). Putting them into Eq. (13), squaring the two parts of the
equation obtained, up to first order ot: the parameter (x,/p3) we can transform (13) to

x}+ax? +bx, +c=0. (21)

The following notations are introduced in (21)

The real solution of Eq. (21) can be written [16] as:

: 1 8 2 ey 2/3
X =j(x||)= ? 1+ ? x”+ ;g x” . (23)
Now, putting (19) and (20) into the virial equation (10) we get
. kT F(x”,x_L) < xl> ~ xl—x” I~
—=—"——=x |1 - = ]e *I4+x e 7, (24)
2D 2D Il pz L pz

The notations f(x;) and F(x;, x,) have been introduced in Eqs (23), (24) for later
conveniciice.

Using (23) in Eq. (24) and confining ourselves to the terms up to first order of the
parameter x,,/g* we get

H i F(xy, f(xy))

ZD 2D =x”eix“(l +Qg(x”)), (25)

where

Qg=

¢, =(2/n)* = 0.55,

The value of the correlation function x,. corresponding to the temperature of the
dynamic instability of the lattice, T, is determined by the extremum condition for the
function F(x, f(x))

dF

% . a0, _
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The estimations show that Qg(xu)<| 1in the range of the physically reasonable values of
g and X]|(2<g< 10, 0<x™*1). Taking this into account we shall take the solution to
equation (26) in the form xc=1+ A g, Ag<dl This gives

*n.-i+ Ftt*pCP,U,*ZJl& 270
Putting (27) into Eq. (23) we have

where

Now, using (25), we can write the real expression for the instability temperature, Tc,
TCTA(\+

where TA= 2D/ke is the instability temperature of the lattice without taking the relative
transversal correlations [18] into account. The contribution to the critical values ofthe
correlation functions which is bound with the second and the third term in relations
(27) and (28), respectively, is negative at g>2 and the modulus of its magnitude
decreases with increasing g The inequality T&<TAis valid for g<g0x 2.6 where g0
is determined by the equation Te(g)=TA For all the other values of g the reverse
inequality is valid.

It is mentioned that the estimation of the parameters Xuc, xic, Tc is
mathematically equivalent to the problem of the estimation of the conventional
extremum of the function F=F(X||, x%) if the coupling equation xx—xu)=0 is
available [17—19].

4. Topology of the virial surface and the evolution trajectory

In Fig. 1the virial surface ofthe square lattice F= E(xu, X j isshown. The radius-
vector r of any point located on this surface and the unit tangent vector T of the surface
can be represented in the form

r=iX ||+jx1-t-kF(X][],xx), (29)
1

30

. (30)

where the parameters Xj change within the range from 0 to xJ&/= ||, 1); at the given
dependence x1=x1(xw)5 is the length of the part of the trajectory on the surface from a
certain fixed point to the given one; C= dx\\/ds = [ 1+ (dx1/dX]))2+ (dF/i/x|)2] 12
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The curve DA (Fig. 1) is described by the radius-vector (29) at x;=1—x}g"?
(1—-2x,97% ', F=(1—2x, g %}e *I. At g*>> 1 this curve turns into the nearly plane
parabola F(x,)=(1—2x,9*>+x3g %)e ' located on the surface x;=1-—x3g"?
perpendicular to the plane x)0x,.

At the values xfj =1—x5(1—xfg7%)"", x§ =1—g¢?/4—(1—g*/4)"* the curve has
aminimum corresponding to the saddle-point of the surface with which the existence of
the virial well is bound. At g>> 1 xfj=x} =1, F?=e '(1—g ?). Here and henceforth

\

Fig. 1. Virial surface of the square lattice (z=F(x,;, x,)/2D)

alphabetical symbols corresponding to the points on the virial surface are used as
indices.

Putting x, =0 into (29) we get the virial for a square lattice with longitudinal
displacements. It completely coincides with the virial for the one-dimensional lattice
with the interaction between the nearest particles each having one degree of freedom
along the crystalline axis. The evolution trajectory of the system is a plane curve —it is
the part OA of the virial where the point 4 =x{{ =1, x{=0, F4=e" ! corresponds to the
maximum of the virial over which the radius-vector moves as the temperature changes.
The vector t determined by relation (30) is directed to the virial increase over the whole
curve except point A. At point A the situation is changed and vector t takes the
direction of the virial slope.

At x , #0 the evolution trajectory of the lattice state is the part of the curve of the
intersection of the virial surface F(x, x,) and the surface corresponding to the
coupling equation x, =f(x, ). Vector t has positive components for points of the latter
surface and it indicates that the system has a tendency to change state with increasing
temperature.
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5. Importance of longitudinal and transversal displacements of particles
in the formation of the structural instability

In Fig. 2 the temperature dependence of the functions Xy and x+ for different
values of g are shown. From the Figure it is clear that Xy and xLare less dependent on
the temperature in systems where the potential is of more long range order. For the

Fig. 2. Dependence of the correlation functions of the displacements Xyand xx on TJTCat different values of
parameter g. The dotted line is the range of Xu- and xi-values located beyond the hump of the virial surface

fixed value of g the range of change of xx exceeds significantly that of x,| and the
unequality

S-N -7 (1+E£) + («l), *i,'3>1 @)

is fulfilled at any temperature T< Tc.

From Fig. 2 and unequality (31) it follows that the x+-oscillations are more
developed than the xu-ones in the high temperature range of the crystalline state. This is
also confirmed by the fact that the growth rate of the xx-fluctuations exceeds the
corresponding growth rate of Xu-fluctuations as temperature increases.
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Differentiating Eqgs. (25) and (23) with respect to temperature we get

dxy _ k (dF)"!
dT = 2D\dx,) '

@, kFLE  BY 202 N i AF

1 gme. = A 7, Pl ST L
Since at T, Eq. (26) is fulfilled identically, then from (32) it follows that at T— T, dx /dT,
dx,/dT— 0. Hence, the approach to the instability point is accompanied by the sharp
growth of the x - and x,-fluctuations of the displacement or particles from the
equilibrium position. The instability of the lattice is due not to one vibrational
movement but to x;- and x , -oscillations simultaneously. However, each of them plays
a different role in instability formation.

To substantiate the latter statement we consider the temperature dependences of
the force constants @, and @, (Fig. 3) obtained on the basis of relations (19) and (20).
According to Fig. 3a, @(T) s a decreasing monotonic function of the temperature. Such
a dependence is due to both x; and x, leading to a decrease in the value of @ (T) as the
temperature increases. The x -correlation functions give the main contribution to the
process of the lattice softening over the longitudinal force constant.

The dependence @, (T) shown in Fig. 3b differs essentially from @, (T). As the
temperature increases the growth of @, (T) occurs first, then this function reaches its
maximum value and starts decreasing in the pre-transitional range. It follows from
Eq. (20) that such behaviour of the function @,(T) is linked with the temperature
competition of the stabilization and destabilization processes due to the temperature
evolution of the x; and x, correlation functions. x| correlation functions give a
destabilizing contribution both to the longitudinal and transversal force constants.

Preliminary calculations show that the functions @;(T) for simple cubic crystals
are similar to those shown in Fig. 3. According to [13] the relation between the elastic
modulations c;;, and the force constants of the lattice is determined by the relations

1 Iy
- '
Cijk1 = I_SZ' DGamin,

(32)

25.','1:1 =Cijit+ Citjk
For the cubic crystals we have

. SR P,
‘u= 2Do* -

Specifically, these equations allow one to interpret the anomalous growth of ¢, , and
the sign change of the derivative dc, ,/dT[20]. We note that in cubic structures of NaCl
type the elastic moduli change with the temperature in accordance with the
dependences obtained above [21].
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Fig. 3. Dependence of (a) longitudinal and (b) transversal force constants of the square lattice on the given
temperature T/Tcat different values of parameter g

Let us consider the mechanism of the formation of the system instability more
thoroughly. We write the infinitesimal change of the kinetic energy of the degree of
freedom and of the virial in the form

KIT=dF =dF  +dFx

where

at q = dE ax My = -0E .

i" dx,, i ax, 66(’l

Since F(X||, xx) is a function of xx that increases monotonically up to point C on the
virial surface, then dFx >0 over the whole of the evolution trajectory. The second
differential dF X is positive up to the crossing point Ponly. It changes its sign at P so the
X X-subsystem accepts the thermal energy at any point of the evolution trajectory up to
the instability point, and the Xu-subsystem up to point P only. Beyond this, the Xu-
subsystem transfers a part of its energy to the xx-subsystem — which also accepts the
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thermal energy from the thermostat in this range of the evolution trajectory since
dF >0. The condition dF, = —dF, corresponds to the extremum of the evolution
trajectory which is reached at temperature T.. At this temperature the increase in the
kinetic energy of the lattice does not occur since due to the latter equality the x -
subsystem is not able to accept the thermal energy of the thermostat which has already
dK dU

. Sl dE ;
been used for the destruction of the lattice (d_T =7 + I —00, at T- T; E is the

internal energy). Further temperature increase is “not possible without structural

change of the system because the x;-subsystem is not able to transfer to the x,-
subsystem the energy excess destroying it (dF, >dF, ).

Thus, the existence of the crystalline lattice derives from the presence of the
connection between the x;; and x, subsystem at T'> T, and the re-distribution of the
kinetic energy in this temperature range. The instability of the lattice relative to the
longitudinal oscillations of particles due to the limitation of the energy capacity of the
x;, subsystem and to the impossibility of the re-distribution of the kinetic energy
between the x;, and x, subsystems at T>T, is the main cause of its structural
rearrangement.

6. Conclusion

The first approach to the study of the structural instability of a crystal was
outlined on the basis of the virial theorem of statistical mechanics in [ 1]. This approach
is general enough. If the virial of the system could be calculated exactly merely for a
certain type of interaction, then it would indicate an exact solution of the problem of
the phase transition. The difficulty is that, as in the case of any other approach, the
calculation of the virial relations can be carried out in certain approximations only.
Therefore, the application of the pseudo-harmonic approximation to the analysis of
the stability conditions, i.e. a certain procedure of the uncoupling of the multidimen-
sional correlation functions of displacements, is not a matter of principle in qualitative
considerations. Without restriction of the generality, it allows us to write a virial of the
system in the real analytical form and to determine a complete set of the correlation
functions describing a crystal in this approximation. Each of these correlation
functions can be calculated by the use of the spectral theorem. Such a procedure allows
one to add a system of virial equations up to the closed one for any number of variables
in the system. The virial relations are valid for any aggregated substance since
suppositions about the structural arrangement of the neighbours are not used in their
derivation. But they undergo a destruction of the change type at the boundary of the
temperature range of the existence of the given state. The latter is due to statistical
averaging which accounts for the main structural-dynamic peculiarities of a state
investigated in the description of the system with the given arrangement of particles.
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In principle, due to its generality, the virial theorem allows one to describe not
only an old state but also a new one arising beyond the point of the structural
instability, and to build up a multiphase theorem. On its basis the model ideas about
the microscopic mechanisms of the phase transitions for systems with different
interatomic interaction can be consistently developed. Up-to-date achievements in the
application of the virial equation of state to the interpretation of experimental data
from the point of view of the interatomic interactions for macromolecules, polymers
and dense gases [3, 22] suggest that the virial approach may be utilized for
investigating the properties of different states of a substance including a crystalline one.
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LOSS IN HEAVY ATOM COLLISIONS
FOR keV ENERGIES
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Inelastic energy losses in single collisions are calculated according to the statistical theory of
Firsov. The interaction between atoms is described by a potential including additional terms for
exchange and correlation energy. A new form of the electronic stopping cross-section is determined.

Theory

The determination of the inelastic energy loss is a fundamental question in many
fields, e.g. in ion penetration and slowing down in solids, ion reflection, collision of gas
atoms with an ion beam. The Firsov statistical model [1] is used for the description of
the collisions of heavy atoms in the keV energy range [2, 3]. If the problem of the binary
collision event is not restricted to the approximation where the trajectory seems to be
rectilinear, the Kishinevsky model [4] serves as an appropriate description.

An essential question is the choice of the shape of the interaction potential. The
theories and the computer codes (e.g. [5]) apply a potential with the Moliére screening
function as the best approximative formula [6]. However, according to the calculations
of Biersack and Ziegler [7], the Moli¢re potential underestimates the real values at
larger separations between atoms. Therefore in our model we use the interaction
potential determined in [ 7], whose exchange and correlation energy terms can result in
significant contributions in the case of larger distances from the atom. These
contributions become essential at lower energy collisions. The Biersack potential is not
universal any more, as the screening function depends on the atomic numbers due to
these terms, in contrast to the usual Thomas—Fermi description and its approxi-
mations so far published [8, 9]. If the distances are expressed in terms of the Thomas—
Fermi radius of the bombarding atom (a;y=0.8853 a,Z, '/?), and the values of the

atomic constants are substituted, the general formula of the energy loss is the following:
)

[ A P(x) A &(x)
s(eV):KU[l—E : }[I—E ke dx, (1)

X0

8 Acta Physica Hungarica 57, 1985



114 1. NAGY et al

where we have used the notations

AleV)=30.724™tM2 7437

m;
where Z, and Z, are the atomic numbers, m, and m, the corresponding masses, b the
impact parameter and E, the bombarding energy in eV.
Then

D(x)={[0,(x)—Z; *Po,(x)] [@,(tx)— Z;5 >, (tx)]}'/?,
S*u)=[@,(u/2)—Z; >R, (u/2)] [@, (tu/2)— Z; P, (tu/2)]

t=(ZZ/Z|)”3
and
K =0.04875(Z, + Z,)*Z; "/*(E,/m,)".

The Biersack screening functions:
0;(»)=0.09exp(—0.19y)+0.61 exp (—0.57y)+ 0.3 exp (—2y)
©,(y)=0.07 exp [ —(0.295/7y)> —(0.295y/4) —(0.295y/7)*]

and y can be u/2; tu/2 and x. The closest approach (x,) is the root of the following
equation:
Lk B

1 —
E, x

(2
Karpuzov discussed the general loss formula of Kishinevsky in detail [10]
considering the possible forms of the screening functions. Our calculations show that
there is only one function for which the double integral procedure defined in the general
formula (1) is analytical up to the end. This is one of the approximative forms of Firsov
[11]:
e (»)=0a/y and  @,(y)=0.

Considering that the models till now expressed the linear dimensions in terms of the
Thomas—Fermi radius of the two atoms (dy =0.8853a4(Z}/? + Z}3/?) %), the final
shape of the loss with this screening is:

£eV)=K'a? g (B+2b%)(B+b?) 32, (3)

where
K'=004875(Z, + Z,)* (Z\*+ Z}'*) *(E,/m,)"?,

B=az30.7242,22(2}’2+Zi’2)2’3m—":;ﬂ(l‘:) 3

2

b is in a4, units and in the case of the Firsov approximative form a =0.45. This result is
really valid for the class of the V(r)~r~ ? type interaction potentials.
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Let us discuss the behaviour of the closed formula (3).

a) It is easy to see that the expression (3) as an ¢(b) function has a maximum at
b=(B/2)'?

b) If the bombarding energy (E, ) is sufficiently small and b is not too large, then
e~E,.

If E' is sufficiently large, we can get back the characteristic energy dependence of
the Lindhard theory [12], where e~ (E,)"/%. The features mentioned in a) and b) are
valid in the cases of more exact screening functions if not with the same numerical
values.

c¢) Let us mention here that the usual electronic stopping formula:

o0

S,=2n g e(b)b db

would prove infinite for an application according to (3). Carrying out the integral
procedure till an upper limit b its limes, if by — o0 is:
lim {S,=K'«’>n*[(3B+2b})(B+b}) '>—3(B)'*]}=0.
by —
Thus, the interaction potential has to slow down faster than by r 2. This condition is
fulfilled either by the Moliére or by the Biersack potential.

Results and discussion

We performed the integral procedure expressed in (1) on several materials over a
wide energy range. Figs 1a and 1b show the results obtained on Al-—Al interaction vs
the impact parameter. For a comparison we plotted the results for Al—Al, Cu—Cu and
Au—Au interactions together at a certain bombarding energy (E, =10 keV) in Fig. 2
as a function of the common impact parameter calculated in nm units.

We examined the development of the elastic and inelastic loss through a series of
collisions, i.e. in a cascade where the impact parameter was randomly chosen at each
collision. The results of this work and the detailed atomic number dependence of the
inelastic loss will be published soon.

We applied a new assumption for the calculation of the electronic stopping
power.. Supposing a random structured target we considered the probability density
function of the impact parameter values according to Sanders and Roosendaal [13].

The distribution function is the following:

4
f(b)= ? nN? J‘ (x2+b?)? exp [ bt N (x> + bz)m] dx, (4)
0
Anm e o) 5 £ .
where x and b are in 10 N is the target density in . The probability density
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Fig. 1. The inelastic energy loss for Al-—Al interactions at different bombarding energies as a function of the
impact parameter a) above 10 keV; b) below 10 keV

Fig. 2. The inelastic energy loss for Al—Al; Fig. 3. The expectation values of the electronic
Cu—Cu; Au—Au interactions at E,=10keV stopping ¢S,) vs the bombarding energy E,
energy vs the real impact parameter p

function is normalized to 1. We determined the expectation value of the electronic
stopping with the help of (4):

(S.>=2n | bf(b) c(b)db (5)
0

at fixed E, energies.
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2
The dimension of <{S,) will be eV%, if b is in ap unit. The result of the

calculation is shown in Fig. 3 for an Al—Al interaction as a function of the bombarding
energy (E,).

The curve of the function is remarkable. In the low energy range (S,> ~ E,, then
with increasing energy the feature of ¢S,> ~(E,)'/? becomes more effective. A similar
characteristic behaviour was found by Blume et al [14] in the evaluation of their
experiment bombarding an Au target by light ions.

This electronic stopping cross section can be connected to the usual form of the
stopping power:

(6)

where N is the target density.

The dependence of the electronic stopping on the bombarding energy mentioned
above shows a close connection to other ficlds, too. Svenson et al [15] measured the
number of ejected electrons due to ion bombardment vs bombarding energy. The
target was Ag, the bombarding ions were Se " and Te . The energy dependence of the
number of ejected electrons shows the same behaviour, as the {S,) vs energy function
calculated by us. This conclusion allows us to suppose a deterministic connection
between the phenomena.

Finally, we have to mention that the models used according to the original
conception of Firsov, i.e. the models where the trajectories are rectilinear, follow simply
from formula (1), if b and E, are sufficiently large. In these cases the analytical shape of
the screening functions characterizes the inelastic loss unambiguously, i.e. considering
exponential screenings the integral exponent appearing in the inner integral can be
approximated by the values of the arguments at corresponding places. For example, in
the case of the Moliere potential the behaviour will be the following:

e~(E,)"? exp (—0.3 x,)

at approaches (x,) far from the target atom. Here we used the fact that the dominant
term of the Moliére screening is the exp (—0.3x) one.
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The electron and the electromagnetic field are described in terms of classical field theory. In
order to secure that the observed rest mass would also contain the electromagnetic part a constraint
is used during variation. As a consequence, radiative self-interactions arise which produce
spontaneous emission.

Several authors have dealt with the interaction of quantum mechanical systems
and radiation from different points of view, treating the problem in semiclassical
manner [ 1]. Besides quantum electrodynamics (QED) these semiclassical theories also
have importance from practical and general points of view. They are very useful in laser
physics [2] and nonlinear optics [3] and can help understand what specific features of
QED might be modified.

Our aim is to make clear what kind of results the mass renormalization — an
inherent part of QED — can produce without canonical quantization and thus to
attempt to construct a classical theory of electromagnetic self-interaction.

We describe the electron by the complex bispinor field y(x) and the
electromagnetic field by the four-vector field 4#(x). The total Lagrange density #; has

four parts 1
Lr=ihc Yy 0,y — MYy —J'A,— w—nF“vF‘". (1)
The first and second terms describe the free electron without any interaction, the third
term gives the interaction between the charged matter and the electromagnetic field
and the fourth one accounts for the free electromagnetic field. The four-current J* is the
sum of the electron current J* = —eyy"y and the current J¥ of the surroundings. The
constant M describes the electron mass of non-electromagnetic origin [4].
The corresponding Euler—Lagrange equations are obtained by means of
Hamilton’s variational principle from the Lagrange function L which is the integral of
(1) over the whole volume. In this way we get the coupled Dirac and Maxwell equations

[ikcy*d,— Mc? +ey* A, ]y =0, )
OA*= —4nJ", 3)
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while the Lorentz condition is imposed on the electromagnetic four-potential. Since
one part of A%(x) is produced by the electron current, a self-interaction arises that
strongly influences the solution of the Dirac equation. The statical part of the self-
interaction completely destroys the energy spectrum of the hydrogen atom. This is
thought to be one of the main problems of the semiclassical theory. We can, however,
get rid of this type of self-interaction.

From (1) the energy density of a free and stationary electron is

1
Sl T A (4)

Hy=y*(—ihcaV+ MW +J4A, .+ Ton FuveFe

where the indices e refer to the electron. The total energy is the volume integral of (4). It
appears obvious that this total energy ought to be equal to the observed rest mass m of
the electron when it is free and at rest i.e.

[[WyMc+ A, + % F . F&1d*x = [ yymc*d>x. (5)
Equation (5) plays the role of a constraint that leads, however, to nonsensical equations
according to which the electron behaves like a chargeless particle. This difficulty can be
avoided if the electromagnetic mass is described separately by introducing a further
vector field b* and an antisymmetrical tensor H** = d*b” — 0*b* in the constraint. With
these new variables it has the following form

1

Y2 #  £] o
T H. H Yyme*]d’x=0. (6)

[ [YyMc*+ kb, +
As b* and M describe the electromagnetic and non-electromagnetic parts of the mass
we consider them as dynamical variables.

We deduce new Euler—Lagrange equations adding the left side of (6) multiplied
by 4 to the original Lagrange function L where 4 is an indeterminate multiplier and
then vary the action constructed from this new Lagrangian. The modified equations
are

[ihc y*0,+(A—1)Mc? — imc* + ey*(A,— b,)]y =0, (7)
OA*= —4nJ*, (8)

CIb" = —4nJ¥, 9)

A= (10)

The Lorentz condition is required again for the fields A* and b*. Equation (10) is
obtained by the variation of M.

We can solve Eqs (8) and (9) with the aid of appropriate Green functions. The
field A* is built up as usual in the classical theory, with the retarded Green function
D,..=20(x,)(s*), where 6 and @ denote the Dirac delta and the step functions,
furthermore the abbreviation s> = x2 — x? is used. But if we want to give b*, then we face
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the problem how to separate the own field of the electron, which builds up its
electromagnetic mass, from the radiation field which leaves the electron and exists as a
free one in far-away space regions. It is obvious that the electron self-energy must not
contain the energy of such a radiation even if it was radiated by the electron. This can be
achieved if the advanced Green function D,4, =26(— x,)d(s?) is used to determine b*.
Putting (10) into (7), denoting by A% and A% the different parts of A* originating from
the surroundings and the electron respectively (4* = A% + A%) and introducing C* = A*
—b* we get

[ihc y*0,—mc* +ey*A .+ ey*C, ¢y =0. (11)

The variable M vanishes in (11) and the observed rest mass m remains only. Using the

Green functions
Ct= _“ [Dret—Dadv]Jgd4x‘ (12)

As the difference D, — D, 4, = D fulfils the homogeneous equation []D =0, and so does
C*, the statical self-interaction vanishes in (11), too, and the remaining one is of
radiative type only.

We can rewrite (11) in the form

ihc 0oy =(Ho+ H )Y, (13)

where Hy= —ihc aV + fmc? —ey°y* A4, and H; = —ey°y*C,,. Denoting the eigenvalues
and eigenfunctions of H, by E,, ¢, the time-dependent solution y is looked for in the

form y = ZC,,(,D,,. Introducing o, =c,c* we obtain from (13)
ih 6Ia.arr = Z (Hl.xjajr e Hl.jrasj) +(Es_ Er)asr’ (14)
J

where H, ;;denotes the i, j matrix element of H,. Expanding into power series both the
retarded and advanced solutions one gets C* as a series of increasing time derivatives of
a,-s which leads to the following form of H, ;;

© 2n aZn+l
Hy = Z: 2n+1), f'[w ?; Z,Ztm Qudxd’y = 5 ou (15)

where « is the fine structure constant and r=|x—y|. Thus (14) is a system of coupled,
nonlinear differential equations for the a,,-s. As an example we can examine a two-level
system with.energy separation E, — E, =hw,,. In the nonrelativistic dipole approxi-
mation we can get an asymptotic form of (14) valid when one of the two states
dominates, e.g. 0,, <0, =1
2
ih(?,au:i%w?ﬂx,zlzalz, (16)

where a,, is defined by o,,=a,, exp(—w,,t), X,, is the dipole matrix element and
double frequency terms, derivatives of order higher than three and terms with more

than one of their indices different from 1 are neglected. Equation (16) has a solution of
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forma,,=A,,exp(4,,t) where A,,=4e’w3,|x,,|*/(3hc?)is the Einstein coefficient. If
E,>E,, then 4,,>0 and the amplitude of the oscillation of frequency w, , increases
exponentially until (16) loses its validity and the electron goes to the state 2. If E; <E,
then 4,, <0 and a,, decreases, the small disturbance a,, vanishes exponentially and
no transition takes place to the state lying higher than the initial one. The fact that A4, ,
can have positive and negative values suggests that J* can only be interpreted as a real
four-current.

There is, however, another choice of the Green function for b*. As the negative
frequency Green function produces solutions corresponding to incoming waves,
therefore it is also appropriate for the building up of b*. This choice also leads to a
radiative type self-interaction which is determined by

C*= [(Dyey— DY *(x)d*x, (17)

where D, denotes the negative frequency Green function which has the form D, = (s?)
+i/(ns?). Using the concrete forms of the Green functions we get D,,,—D.= D _ where
D_=D/2+iD,/2 with D,= —2i/(ns*) which obeys the homogeneous equation
D, =0 and so does D _.

It is easy to show that the time-dependent solution influenced by this type of self-
interaction is governed by an equation similar to (14) but containing an other
perturbing operator H; instead of H,. The new operator H; is defined by H;=
(H,+ h;)/2 where the s, r matrix element of h; has the form

B L3
hy o=— Uu(xo)‘l—’k?u‘l’ldi:zd_;x;‘i (18)
with the notation t=ct— Xx,.

In the case of a two-level system Eq. (14) modified in this manner also leads to an
asymptotical equation valid when ¢, > o,,. This equation is the same as (16) and has
the same solution when E, > E, but it has zero on its right side when E, > E, . Thus it
produces nonzero solution in the case E, > E, only.

In order to make clear the connection between this second type of self-interaction
and that in quantum electrodynamics we examine it in more detail. One can obtain
level shifts and decay rates of states using Feynman’s method [5] to solve the
propagation kernel of Eq. (11) to first order in the presence of perturbation (17)

AE=e2[ 9oy"K (2, 1)y, 00D (2, )d*x,d%x, (19)

where K (2, 1) denotes the propagation kernel in the presence of an external potential
A* without any perturbation. It can be shown that in the nonrelativistic approximation
Eq. (19) is identical with the quantum electrodynamical expression of AE. The latter
differs from (19) in that it contains the positive frequency Green function D, instead of
D _. In the nonrelativistic approximation K (2, 1) differs from zero when t,>1t,. As D,
=0O(t,—t,)D —O(t,—t,)D, we can see that K,D.=K,D _ and therefore Eq. (19)
equals the nonrelativistic, non-renormalised quantum electrodynamical expression of
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the level shift and decay rate. Therefore, the second type self-interaction seems to be
more appropriate than the first one. Furthermore in this case the decay rate results, in
spite of the classical field theoretical foundation, admit of the probability interpretation
of the wave function.

Thanks are due to T. Keszthelyi for valuable remarks and discussions.
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The Mdssbauer effect and X-ray fluorescence techniques were applied to study Libyan Desert
Silica Glass. The X-ray fluorescence proved the existence of 13 elements (Z > 20) in each sample of 5
glass types with differences in their relative abundance. The Mdssbauer effect spectra showed a
complex two spectral lines. Computer analysis gave Mdssbauer effect parameters to those of iron
silicate minerals, but no Fe3+ ions are detected. It is concluded that this Libyan Silica Glass is one
type of tektites formed by the impact of a huge meteorite on the earth’s surface in that area.

Introduction

Libyan Desert Silica Glass (L.D.S.G.) is a natural silica glass discovered [1] in
1932 by the Egyptian geological survey expedition in the Western Desert of Egypt
(North East of Africa and about 480 miles South-West of Cairo, lat.: 25° 30'—Ilongt.:
25°). It is dated to about 38 million years ago and it isconsidered by some authors [2—
6] a tektite, but it is found in much larger pieces and in greater quantities than any
tektite yet known. It showed a variety of types classified [7] according to their colour
and appearance, as; 1 transparent; 2. translucent; 3. milky; 4. vuggy; 5. xenilithic;
6. bonded and 7. blackish. Chemical analysis [8] of the blackish glass showed the
following chemical composition:

Si02 98.20%
Ti02 0.32
AKO 0.70
FeO 0.53
Fe20 3 0.24
NiO 0.02
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MgO 0.01
Ca0O 0.30
Na,O 0.33
K,O 0.02
H,0 0.06
Total 100.73%

Studies [2, 7] were undertaken concerning its features, locality and chemical
composition. The study of the ratio Fe*/total iron was made [9] using the electron
paramagnetic resonance in order to identify its origin.

The origin of this glass is still unsettled, as to whether it is a true tektite formed by
the fall of a larger meteorite or an earthy natural glass. Giengengack and Al-Far [10]
think that it retains significant terrestrial origin.

The aim of the present work is to apply the Mdssbauer effect and X-ray
fluorescence techniques for the first time to study this glass in an attempt to identify its
origin.

Experimental

For the measurement of the Mdssbauer spectrum an automatic Mossbauer
spectrometer in constant acceleration mode was used. The 14.4 keV y-rays were
detected by a Xe-filled proportional counter having a Be window with no iron
impurity. The sample weight was 391.3 mg and the iron content was about 1.28
mg/cm?. A 37Co(Cr) single line source was used. The isomer shift values are given
relative to natural iron.

The analysis of the spectra was made by using our least squares fitting program.

Results and discussion

The results of the X-ray fluorescence analysis for the five types of the L.D.S.G.
mentioned above are summarized in Table I. It can be observed that all types contain
the same elements with slight differences in concentration.

The Mossbauer effect measurements were carried out on the blackish type only
since it contains the highest percentage of iron. Fig. 1 shows the Mdssbauer spectrum of
this glass sample at room temperature. Computer analysis of this broad and
asymmetric two line spectrum indicates the existence of two different quadrupole split
doublets arising from two different electric field gradients and indicating that there are
at least two inequivalent sites for the iron in this glass. Analysis of this spectrum gave
the Mossbauer effect parameters listed in Table II.
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Sample No.
Ti

\Y%
Cr

Mn

Fe
Co
Ni
Cu
Zn
Pb
Sr
Zr
Y

MOSSBAUER KFFECT STUDY

Table |

The X-ray fluorescence results for five L. D. S. G. samples

1 2
Vuggy Milky
850 360

310 -
560 360
780 520
2400 2960
320 340
127 113
130 120
115 48
14 12
16.8 244
192 240
35 435

3
Transparent

720

260
390

470

2500
270
108
365
329

14
28
266
33

1 Practically above Z > 20 atomic number.
2 The concentrations are given in ppm (10 4%).

4 5
Blackish Translucent
900 320
- 260
620 460
390 500
5200 3500
165 245
65 120
247 156
274 186
22 16
24.6 305
200 136
395 27

Error

+ 400
-600
+ 200
+ 150
-200
+ 100
-200
+150
+70
+40
+40
+30
+8
+3
+3
+6

127

The values of the Mdssbauer effect parameters are characteristic of Fe2+ ions
only. The chemical analysis indicated a concentration of 0.24% as Fe20 3 but the
analysis of the Mossbauer effect spectrum did not indicate the presence of Fe3+ peaks.
Hovewer, because ofthe very low iron content the statistical error is rather high and the

Fiy. 1. Mossbauer spectrum of Libyan Desert Silica Glass sample measured at room temperature

\eloaity [mm's]
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Table 11

ME parameters of the L. D. S. G. and some iron-bearing silicate minerals. J: isomer shift; 4: quadrupole
splitting; I': line width, I: the relative MoOssbauer intensity of the two components

: Lattice LS QS =
Sample material site Gk ConaniZe) I' [mm/s] I [%] Reference
Libyan Desert Silica M,,M,, M; 1.10£0.02 2304007 0.59+0.05 453 Present
Glass assumed to be work
M, 1.054+0.02 1.56+0.06 equal for each 54.7
line
Cummingtonite-grunerite M,
(Fe, Mg, Mn),SigO,, M, 1.14—-1.18 276—290 generally 50 11
(OH), M,
M, 1.05—1.11 1.50—1.68 generally 50
Anthophyllite M,
; 1.12—1.13 2.58-2.61
(Mg, F),$is0,,0H), M, PO
M, 1.09-1.11 1.80—1.81 generally 50
Fe 0 0 4.5
Elmenite (FeTiO;) 1.05 0.71 7.5
Tektites 0.80—092 184—208 0.61-0.74 12
(for peak 1)
0.79—1.00
(for peak 2)

presence of some Fe** ions certainly cannot be excluded, possibly as a small para- or
superparamagnetic contribution to the low energy line. During the measurement the
+ 11 mm/s velocity range has been scanned (Fig. 1 shows only the central part of the
spectrum) and no trace of Zeeman split Fe>* spectrum was observed.

The values of the Mdssbauer effect parameters are in agreement with those
obtained [11] for some iron bearing silicate minerals (Table IT) such as cummingtonite,
anthophyllite, pyroxene, in which iron ions occupy more than one site.

Moreover, the measured Mossbauer effect spectrum is very similar to those
obtained by Marzolf et al [12] for some tektites. The small difference in the values
evaluated parameters of our measured sample and those of tektites (Table II) can be
due to the possibilities of resolving the two doublets in our case.

The difference in the values of quadrupole splitting and isomer shift of M;, M,
and M, group and those of M, doublet is the reason for the asymmetry in the width
and height of the observed two spectral lines. This asymmetry was explained by
Marzolfet al [ 12] in the case of tektites, to be due to the variations in the bond distances
and angles from one iron atom to the next one in the glass.

Acta Physica Hungarica 57, 1985



MOSSBAUER EFFECT STUDY 129
Conclusion

The analogy of the chemical composition of the L.D.S.G. and the tektite,
together with identity of the Mdssbauer effect spectrum allows us to suggest that
L.D.S.G. is one type of tektites which was formed by the impact of a huge meteorite
which may have fused with the rock at the site of the impact.
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The inelastic mean free path A of electrons is an important material parameter for
quantitative AES and EELS. Instead of the usual methods, requiring a very delicate sample
preparation procedure, 4 can be determined by elastic peak electron spectroscopy. Beside
geometrical parameters, the elastic peak is given by the product of 4 and o, backscattering cross
section. A simple method is described for evaluating experimental elastic backscattering probability
results using theoretical o, data. o was calculated by integrating the differential electron scattering
cross sections assuming a single scattering process and using three types of the atomic potential: the
Thomas-Fermi, the Thomas-Fermi-Dirac and the Hartree-Fock models. Tabulated o, data are
presented for the Z=2—50 atomic number and E,=1, 1.5, 2, 2.5 and 3 keV energy ranges. No
significant differences were found with these potential models, as well as with those based on Fink’s
data obtained by computer solution of the Dirac equation. Our tabulated o, data complete Fink’s
works restricted to E,<1.5keV and to some elements. Our model is extended to compounds and
alloys.

Introduction

The knowledge of inelastic mean free path (IMFP) 4 of electrons is crucial for
quantitative electron spectroscopy. The usual experimental methods for determining 4
are rather troublesome since they require the preparation of perfect (hole-free and
uniform) thin films (self-supporting or overlayers) with well known thickness. There is
an obvious need for a method making routine measurements. This paper is presenting a
simplified method for determining 4 using elastic peak electron spectroscopy (EPES)
described in [1]. The measurements can be made on semiinfinite samples or even on
their different spots without requiring the delicate procedures for preparing perfect
overlayers. The paper mainly deals with CM A measurements with normal incidence of
primary electrons. It is, however, not confined to a CMA analyser. Formulae presented
in the paper can be applied to any other electron analyser with considering the angles of
excitation, electron reflection and the solid angle of acceptance.
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1. Physical bases of the simplified method

Elastic peak electron spectroscopy is measuring the elastic peak N(E)) in
absolute units determining the probability P, of elastic backscattering of an electron
from a solid surface. P, is determined by the elastic backscattering of electrons within a
surface layer of A thickness. As shown in [1]

COoSs

Femiya Aa"l+ cosa’

(1)

with the notations: N , =density of atoms in the solid; o = total cross section of elastic
backscattering; a =detection angle of the CMA (x=42°).

P,,opand 4 are determined by the energy of primary electrons E,, . In (1) P, has
been determined experimentally by comparing the integrated elastic peak N(E,) with
the integrated spectrum N (E) of secondary and backscattered electrons. The problems
of experimental determination of P, will be discussed in Part II. It is obvious from
Eq. (1), with the knowledge of o5, that EPES offers a possibility for the experimental
determination of A. During the last years a great number of reliable experimental data
have been published on various materials (e.g. [2, 3]). According to Seah, A is mainly
determined by E, the electron energy but for different materials the IMFP data exhibit
a considerable scattering over the “universal” A(E) curve. In the present work an

7y 12 : g E . d d
analysis is based on the differential scattering cross section (&% or £ , 0 =angle of

scattering).

Abundant theoretical literature is available on the differential scattering cross
sections of electrons using various quantum mechanical methods and models.
Hereupon merely the fundamental works of Fink et al [4] and Ichimura et al [5] are
mentioned. Our present simplified analysis is based on the assumption that electrons
associated with the total elastic backscattering suffered only one elastic scattering. The
small angle elastic scatterings and multiple elastic scattering events as well are
neglected in the present considerations. These assumptions are justified by the small
values of P,(~ 10" 2 for large Z elements and decreasing drastically for low Z). Let us
follow the path of an electron detected by the CMA within the elastic peak. Using a
modified form of Eq. (4) in [1]

X
I(E)~1,2nN ,sinaAd - d 2
AEp)~1,2nN 4 sin ada icosa] X (2)

with the notations: x=the distance below the surface; I,=primary current; I (E)
=CMA current; 2 =solid angle; Ax=the angular opening of the CMA entrance slit.

Eq. (2) is not confined to the CMA and gives also the angular distribution of
elastically backscattered electrons through a. Normalizing and integrating Eq. (2) over
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a=0 to n/2 with a=n— 0, (since d;(@@), do(©)/dS2 are conventionally available) is
supplying P, ,'the probability of total elastic backscattering:
do=|f(q)| *dQ2=2n|f(q)|*sin © d6; Q)
*do dO

Pe=NAA' I

2dO 1—sec® Al @)

Eq. (4) is very similar to Eq. (1) introducing o instead of o5 In Eq. (3) f(q) is the
scattering amplitude presented in the Tables published by Fink et al [4] but available
only for E,<1.5 keV. Our calculations have been extended up to E,=3.1 keVand to Z
=2—50. Let us consider an alloy or compound constituted of n components and
containing N,, N,, ... N, atoms per cm® with N;/N, atomic compositions. The
elastic backscattering produced by the components can be calculated in a similar way
as given in Egs (2) and (4)

® do; de
= Nt o)
Pe li/(zz 'd® 1—sec®’ )
N;
Pe=)‘NAN7°’ieff' (6)

A

2. Calculation of o using a simplified model

The effective backscattering cross section was calculated within the first Born
approximation [5] for 3 types of atomic potentials. Further, Finks data have been
inserted into Eqs (2) and (4) for E,=1 and 1.5 keV, in order to compare them with our
results. For the central field potential we have:

f@=-53 f S"”" : (7)

e
with g=2k sin?. All symbols in Eq. (5) have their usual meaning. Three models of

atomic potentials V(r) are considered:

2.1. The Thomas—Fermi potential

Wr)=(Ze*/r))(z) with z=(Z'/3/0.88534 a,)r . The Rozental [6] approximation

3
for the function y(z) was used in the present calculation: y(z)= ) a4, exp[— <@
i=1

and b; are constants. In Table I the calculated o values are collected for Z =2 —50.
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Table 1

Effective backscattering cross-section calculated for the Thomas—Fermi potential: g, [10™ '8 cm?]

Kinetic energy of electrons in eV

1000 eV 1500 eV 2000 eV 2500 eV 3000 eV
2 0.01535 0.006947 0.003946 0.002540 0.001771
) 0.03400 0.01545 0.008798 0.005674 0.003960
4 0.05965 0.02721 0.01552 0.01002 0.007002
5 0.09214 0.04215 0.02409 0.01557 0.01089
6 0.1313 0.06022 0.03447 0.02230 0.01561
i 0.1771 0.08139 0.04664 0.03021 0.02116
8 0.2293 0.1056 -~ 0.06060 0.03928 0.02752
9 0.2880 0.1328 0.07631 0.04950 0.03471
10 0.3629 0.1630 0.09376 0.06087 0.04270
11 0.4240 0.1962 0.1129 0.07337 0.05149
12 0.5013 0.2323 0.1338 0.08700 0.06108
13 0.5847 0.2713 0.1564 0.1017 0.07147
14 0.6742 0.3131 0.1807 0.1176 0.08264
15 0.7696 0.3578 0.2067 0.1346 0.09460
16 0.8709 0.4054 0.2343 0.1526 0.1073
17 0.9781 0.4557 0.2635 0.1718 0.1209
18 1.091 0.5089 0.2945 0.1920 0.1351
19 1.210 0.5648 0.3270 0.2133 0.1502
20 1.335 0.6235 0.3612 0.2357 0.1660
21 1.465 0.6849 0.3970 0.2592 0.1826
22 1.601 0.7490 0.4344 0.2837 0.1999
23 1.742 0.8159 04734 0.3093 0.2180
24 1.889 0.8854 0.5140 0.3360 0.2369
25 2.042 0.9576 0.5562 0.3637 0.2565
26 2.200 1.033 0.5999 0.3924 0.2768
27 2.364 1.110 0.6453 0.4222 0.2979
28 2.533 1.190 0.6921 0.4530 0.3197
29 2.708 1.273 0.7406 0.4849 0.3423
30 2.888 1.358 0.7906 0.5178 0.3656
31 3.073 1.446 0.8422 0.5517 0.3897
32 3.264 1.537 0.8952 0.5866 0.4144
33 3.460 1.630 0.9499 0.6226 0.4399
34 3.662 1.726 1.006 0.6596 0.4661
35 3.868 1.824 1.064 0.6976 0.4931
36 4.080 1.925 1.123 0.7366 0.5208
37 4.297 2.029 1.184 0.7766 0.5492
38 4.520 2.135 1.246 0.8176 0.5783
39 4747 2243 1.310 0.8596 0.6081
40 4.980 2.354 1.375 0.9026 0.6386
41 5.218 2.468 1.441 0.9466 0.6699
42 5.461 2.584 1.510 0.9916 0.7019
43 5.709 2.702 1.579 1.038 0.7345
44 5.962 2.823 1.650 1.085 0.7679
45 6.220 2947 1.723 1.133 0.8020
46 6.483 3.072 1.797 1.181 0.8368
47 6.752 3.201 1.873 1.231 0.8723
48 7.025 3.332 1.950 1.282 0.9084
49 7.303 3.465 2.028 1.334 0.9453
50 7.586 3.601 2.108 1.387 0.9829
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Table 1
Effective backscattering cross-section calculated for the Thomas—Fermi—Dirac potential:*, [10 18 cm2]

Kinetic energy of electrons in eV

1000eV 1500eV 2000 eV 2500 eV 3000 eV
2 0.01509 0.006843 0.003891 0.002508 0.001750
3 0.03365 0.01529 0.008708 0.005616 0.003920
4 0.05919 0.02695 0.01536 0.009914 0.006926
5 0.09158 0.04177 0.02383 0.01539 0.01076
6 0.1307 0.05971 0.03411 0.02205 0.01542
7 0.1764 0.08074 0.04617 0.02987 0.02090
8 0.2287 0.1048 0.06000 0.03884 0.02720
9 0.2875 0.1319 0.07559 0.04897 0.03431
10 0.3526 0.1621 0.09292 0.06023 0.04222
n 0.4240 0.1951 0.1120 0.07263 0.05093
12 0.5016 0.2311 0.1327 0.08614 0.06043
13 0.5854 0.2700 0.1552 0.1008 0.07072
14 0.6752 0.3118 0.1793 0.1165 0.08180
15 0.7711 0.3565 0.2052 0.1333 0.09365
16 0.8729 0.4040 0.2326 0.1513 0.1063
17 0.9806 0.4543 0.2618 0.1703 0.1197
18 1.094 0.5074 0.2925 0.1904 0.1338
19 1214 0.5632 0.3249 0.2116 0.1488
20 1.339 0.6219 0.3590 0.2338 0.1645
2 1.470 0.6833 0.3946 0.2571 0.1809
22 1.607 0.7474 0.4319 0.2815 0.1981
23 1.749 0.8143 0.4707 0.3069 0.2161
24 1.897 0.8838 0.5112 0.3334 0.2348
25 2.050 0.9561 0.5533 0.3610 0.2543
26 2.210 1.031 0.5969 0.3896 0.2745
27 2.374 1.109 0.6421 0.4192 0.2954
28 2.544 1.189 0.6889 0.4499 0.3171
29 2.720 1.272 0.7373 0.4816 0.3395
30 2.901 1.358 0.7872 0.5144 0.3627
3l 3.088 1.446 0.8387 0.5482 0.3866
32 3.280 1.537 0.8917 0.5830 0.4113
33 3.477 1.630 0.9463 0.6189 0.4367
34 3.680 1.726 1.002 0.6557 0.4628
35 3.888 1.825 1.060 0.6936 0.4896
36 4.102 1.926 1.119 0.7326 0.5172
37 4.320 2.030 1.180 0.7725 0.5455
38 4.544 2.136 1.242 0.8135 0.5745
39 4.773 2.245 1.306 0.8554 0.6043
40 5.008 2.357 1371 0.8984 0.6347
4 5.248 2471 1.438 0.9424 0.6659
42 5.492 2.587 1.507 0.9874 0.6978
43 5.742 2.706 1.576 1.033 0.7305
44 5.998 2.828 1.648 1.080 0.7638
45 6.258 2.952 1721 1.128 0.7978
46 6.523 3.079 1.795 1177 0.8326
47 6.794 3.208 1871 1.227 0.8681
48 7.069 3.340 1.948 1.278 0.9043
49 7.350 3.474 2.027 1.330 0.9412
50 7.635 3.610 2.107 1.383 0.9787
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2.2 The Thomas—Fermi—Dirac potential
The scattering amplitudes f(q) were calculated from the analytical formula

published by Bonham and Strand [7],

3 &
flg)= o2 Y b

—— 8
aoizlbi2+q2, ()

where a; and b; are given by polynomials of In Z. In Table II the calculated o, values
are presented for Z=2—50.

2.3. The Hartree—Fock potential

The analytical expression applying this potential for scattering amplitudes was
published by Strand and Bonham [8]:

flg)= i—z[zai[bﬂq’]“+ZZC,d,-(df+qz)"2], ©)
0 i J

with a;, b;, ¢; and d; constants listed for each element. Results of our calculations are

summarized in Table III for Z=2—18.

Table 111

Effective backscattering cross-section calculated for the Hartree—Fock potential: . [10 '® cm?]

Kinetic energy of electrons in eV

1000 eV 1500 eV 2000 eV 2500 eV 3000 eV
2 — — = — =
3 0.03588 0.01612 0.009104 0.005839 0.004059
4 0.06236 0.02830 0.01606 0.01032 0.007188
J 0.09485 0.04351 0.02483 0.01601 001117
6 0.1329 0.06153 0.03530 0.02284 0.01597
7 0.1766 0.08223 0.04738 0.03076 0.02155
8 0.2261 0.1056 0.06105 0.03973 0.02789
9 0.2821 0.1317 0.07629 0.04974 0.03498
10 0.3452 0.1608 0.09317 0.06081 0.04281
11 0.4150 0.1927 0.1116 0.07287 0.05135
12 0.4931 0.2268 0.1309 0.08539 0.06019
13 0.5814 0.2656 0.1525 0.09926 0.06989
14 0.6759 0.3083 0.1767 0.1148 0.08077
15 0.7769 0.3544 0.2028 0.1316 0.09247
16 0.8837 0.4039 0.2308 0.1496 0.1050
17 0.9912 0.4601 0.2665 0.1740 0.1227
18 1.109 0.5122 0.2962 0.1935 0.1364
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2.4. Numerical solution of the Dirac equation by Fink et al [4]

The most exact model for calculating theoretical electron scattering factors has
been developed by Fink et al [4] presenting a numerical solution ofthe Dirac equation.
Their results have been tabulated for electron energies £p=100 to 1500 eV, for a
number of elements between Z =2 to 76. Tabulated data contain the differential cross

Table IV

Effective backscattering cross-sections based on Fink’s
results, solving the Dirac equation <eff x 10ie cm2

Kinetic energy of electrons in eV

z 1000 1500
3 Li 0.04217 0.01811
4 Be 0.07696 0.03304
7 N 0.2468 0.1072
8 6} 0.3283 0.1422
13 A 0.9740 0.4124
15 P 1.294 0.5554
19 K 2.723 4.290
20 Ca 2.343 1.072
27 Co 4.005 1.912
29 Cu 4.575 2.219
31 Ga 5.086 2.521
33 As 5.558 2.822
42 Mo 7.236 4.074
47 Ag 8.076 4.688
50 Sn 8.607 5.027
51 Sb 8.799 5.140
73 Ta 11.70 7.766
74 W 11.69 7.848
76 Os 11.65 8.000

do(0)

a2
order to compare Fink’s results with our calculations, the tabulated data have been
integrated using our Egs (2) and (4), i.e. <eff was calculated on the basis of Fink’s results.
The results of these calculations are summarized in Table IV for a number of elements.
It is interesting to compare them with Tables I—IIl. The <eff backscattering cross
section values calculated with the Thomas-Fermi-Dirac model (supplying similar
results to those in paragraphs 21 and 2.3) are quite close to the results deduced from
Fink’sdata being larger by a factor of 1.1— 1.75 in the Z = 3—50 atomic number range.
Their ratio is almost constant between Z = 20—33 (Ca to As) making 16— 1.7. This is
valid for the integrated differential cross sections forming <eff. The angular
distributions of do{0)/dQ, however, exhibit larger deviations, especially above Z > 30
higher atomic numbers.

section through the scattering angle 0, in units of 10 16cm2 per steradian. In
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3. Conclusions

The probability P, of electron elastic backscattering from a solid is determined
by its o, backscattering cross section and by 4 IMFP. A simplified method was
developed for determining A from experimental P, results. The method is based on
theoretical values of o, calculated by integrating the differential electron scattering
cross sections and considering a single scattering process. A formula is deduced for o
of compounds and alloys.

Tabulated data for o in the Z=2—50 atomic number and E,=1-3keV
energy range have been calculated using three types of the atomic potential: the
Thomas—Fermi, Thomas-Fermi-Dirac and Hartree-Fock models. No significant
differences have been found with these models. Results compared with o calculated
by integrating Fink’s differential cross section data obtained by computer solution of
the Dirac equation were similar within a constant factor 1.2—1.7. Our data recollected
in three Tables complete Fink’s results restricted to E,<1.5keV and given only for
some elements.
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The simple theoretical model described in Part 1 [1] is applied to evaluate experimental
results determined by elastic peak electron spectroscopy and published previously. The inelastic
mean free path 4 determined from the elastic backscattering probability P, of 2.2 and 3.1 keV
electrons on C, Si, Ge and Mo are in reasonable agreement with results of Seah and Penn. In the
evaluation o elastic backscattering cross sections calculated with the Thomas—Fermi—Dirac
potential model have been applied. This model, however, is not suitable for W and Au high atomic
number elements. A detailed discussion is given on the problems associated with the measurement of
P, taking into consideration the CMA response, deconvolution and angular distribution of electron
spectra. Another method for determining 4 is given by comparing the elastic peaks of two elements
and their o, backscattering cross sections. Experimental results are presented for Al, Si, Ge, GaAs,
GaP, InSb, GaSb, Sb, InP, SiO, and Si;N,, atomic clean surfaces measured witha CMA at E, =1,
1.5, 2 and 3 keV at normal incidence. Good agreement was found with literature data collected by
Ashley for Al—Si, Ge—GaAs. The IMPF 4 of GaP and GaSb proved to be 10%, larger than those of
GaAes, results not available in the literature. New results as well are published for 4 of Sb, InSb and
InP. The good agreement with literature data justifies the application of the simplified model
described in Part I.

Introduction

In Part I [1] of this work a simplified model has been described for calculating

o electron backscattering cross sections of solid surfaces using various quantum
mechanical models. In this paper the theoretical o, values will be applied to determine
the inelastic mean free path (IMFP 4) of electrons using elastic peak electron
spectroscopy [2]. In the paper the same notations will be used asin [1]. Asshownin [1]
4 can be determined with the simple relationship

— P"__
N 40 ¢

(1
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if experimental data are available on the elastic backscattering probability P,.
Comparing the elastic peak heights of two samples with the same spectrometer:
i 0 PeiNA_l Oeff 1 ; ?)
Ay PN 40
For many elements and compounds reliable experimental values of 1 are available (e.g.
[3] and [4]). Thus the variation of o with Z is needed only for determining 4;. Such
data are tabulated in [1]. In this paper problems of the determination of P, are
discussed and experimental results are presented.

1. Problems associated with the experimental determination of P,

To determine 4 reliable experimental values of P, are needed. In [2] two simple
experimental methods have been described based on the total electron spectrum N (E)
including low energy secondary and inelastically backscattered electrons or consider-
ing the spectrum only above E>S50¢V. The latter is more practicable since the
reflection coefficient of electrons r, is a material parameter determined mainly by Z.

E

r.~ | N(E)dE. 3)
0

Abundant literature is available on r,. Hereupon only the new experimental results of
Hunger et al [5] are mentioned. Our experimental work has been carried out with a
Riber OPC 103 CMA analyser operated in DC mode [6]. The principles described can
be applied for any other type of analyser.

In [2] P, was determined by comparing the integrated elastic peak area with the
total integrated N(E) electron spectrum area:

_ N(E,)AE,
e

P, (4)

AE, is the FWHM of the elastic peak.

In this simple experimental procedure several problems occur and corrections
are to be taken into consideration: The CMA DC signal [ .(E)~AE.S.E)N(E) is
determined by the resolution AE, of the CMA and by S.(E) spectral response of the
detector. AE,/E=const. (0.3% for our CMA). The electron spectrum N(E) is
continuous [6] below the plasmon peaks. In general, Auger peaks are negligible with
respect to the background N (E) except the giant carbon 270 eV peak.

Regarding S.(E) difficulties can occur for E<50eV [7]. It was considered
constant for E > 50 eV. Local distortions of the CMA can affect S_(E). To insert the real
distribution N (E) into Egs (3) and (4) a deconvolution of I (E) CMA signals is needed.
This is very simple for the continuous part of the spectrum considered as constant steps
in the integration. The contribution of the elastic and of plasmon peaks to the integral
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(3) is negligible. The distortion of these peaks cannot be avoided with the poor
resolution of the CMA above £>1.5keV. Regarding the elastic peak N(EB, its
physical FWHM AEe is determined by the Boersch effect [8] of the electron gun
making some eV. The phonon broadening (50meV) can be neglected. AEe can be
estimated by the gradual decrease of Epand reaching a nearly constant FWHM in the
detected elastic peak. For our integrated electron gun it was ~ 1.3eV.

The CMA response was approximated with a simple model assuming Gaussian
distributions with AECfor the CMA energy window and AEefor the elastic peak. Then
the apparent distribution of the elastic peak is given by:

I(E-Ep~A(Ep) j expr-~-irnJdx, ®)

denoting now by £ the energy distance from the peak maximum, and with ac

= AEC oe—ié’éAEe. Integrating Eq. (5) gives around the peak maximum:

2.36
AEeAEC (E-E/
[,(E-£.)= 106 X . xN(Ep). 6
(E-£)= 106 e+ ace™  o036(ag+am) *N(EP )
The same model applies for a constant background Nb™:{N(E))
IdE)= 1.06dEcyM)=0.0032 EN(E). @

Fig. I. Normalized angular distribution of elastically backscattered electrons calculated for the Thomas*
Fermi—Dirac potential model
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For deconvoluting experimental results [6] Eqs (5) and (7) are used. In the
deconvoluted spectrum the FWHM of the elastic peak is the Boersch width.

The deconvolution of the plasmon loss peaks is more difficult. A procedure
described by Blau [9] can be used, it must be emphasized however, that the FWHM of
the plasmon peaks is a material parameter. It is more practicable to work with a
spectrometer of high resolution [10]. Another problem in the determination of P,
occurs with the angular distribution of inelastically and elastically backscattered
electrons. In our experiments normal incidence of the primary electrons was used and
the analysis described in [[1] is valid for this case. Inelastic backscattering of electrons is
producing approximately Lambertian distribution [6, 11]. The same approach has
been used for elastic backscattering on solid surfaces in the absence of accurate
experimental data. The angular distribution of the elastic peak using Eq. (2) in [1] was
calculated with the Thomas—Fermi—Dirac potential model. Some characteristic
results are presented in Fig. 1. As shown in the Figure, for «=42° CMA angle the
deviations from the Lambertian distribution are slight but they should be taken into
correction.

Our analysis refers to flat surfaces. Roughness of the sample surface (produced
e.g. by ion bombardment) might be a source of error. Finally, uncertainty in the sample
position (distance and angle) can be a source of error. The beam current and sensitivity
level of the detector have been carefully kept constant and checked before and after
each measurement. The reproducibility proved to be better than 10%.

2. Determination of IMFP 4 from P, experimental results

The IMPF 1 of the samples studied in [2] have been determined by inserting
experimental P, values into Eq. (1). Results are summarized in Table I based on o
calculated with the Thomas—Fermi—Dirac potential model. In the Table 4 data of
Seah and Dench [3] and of Penn [12] are presented for comparison. As shown in
Tables I—III in [1] no significant differences have been noticed using the three poten-
tial models. Unfortunately, Fink et al [13] did not publish data above E,> 1.5 keV.
Comparing our 4 data based on EPES results [2] with those of Seah [3] and
Penn [12] a reasonable agreement was found for C, Fe, Ge and Mo as indicated in
Table I. Significant discrepancies occurred with W and Au. Two reasons seem to
account for this discrepancy: the elastic scattering model assumed in the present work
might not be applicable to large atomic numbers because that the single scattering
theory and the first Born approximation become less valid for large Z elements [ 14,
15]. The discrepancies between the 4 values for low and medium atomic numbers are
within the accuracy of the data collected in the literature and quoted in [3, 4]. The
average deviation of the values in Table I from the Seah—Dench formula makes 19%,
(except Au and W).
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Table 1

Comparison of calculated and experimental values of 4. o
was calculated for the Thomas Fermi Dirac potential.

The inelastic mean free path A[nm]
Based on [2] Seah-Dench [3] Penn [12]

Element
‘

Primary electron energy E, =22 keV

& 1.91 1.81 2.52
Si 4.96 2.72 3.7

Fe 1.61 209 221
Ge 313 2.89 ¢ 2.85
Mo 2.23 240 2.53
w 0.95 242 2.63

Primary electron energy E,=3.1 keV

(& 1.78 2.15
Si 3.13 3.20
Fe 1.64 248
Ge 395 343
Mo 2,65 2.85
w 1.35 287
Au 1.27 297

3. Determination of IMFP Z by comparing the elastic peaks of two samples

Reliable experimental and theoretical A data for a number of elements and
compounds are presented by Ashley [4]. Those and others quoted can be used as
standards for the determination of 2 on other materials. The elastic peak spectra of Al,
Si, Si0,, Si3N,, Ge, GaAs, GaP and GaSb have been measured with our CMA for E,
=1, 1.5,2 and 3 keV in the¢ DC mode [2] under normal incidence using the integrated
CMA electron gun. The electron beam current (1 £A) was measured with a Faraday
cup. The sensitivity level of the detector system was checked after each measurément
recording the elastic peak of a graphite standard sample mounted on the same
caroussel. The samples have been cleaned by Ar* ion bombardment and atomic clean
surfaces have been tested by their Auger spectra (determined in the derivative mode).
For evaluatipg our experimental results Eq. (2) was used with o data presented in
Table I in [1] (Thomas—Fermi—Dirac model). In some cases (instead of o the
differential cross sections da(©)/dO = 138°) were taken from Fink [13] according to
Eq. (2) in [1]. For the experimental P, values in Eq. (2) it is sufficient to compare the
recorded elastic peak heights since their FWHM is constant (for a given E,) and
determined by the Boersch effect [8]. Some characteristic experimental results are
presented in Fig. 2(Si, SiO,, Si;Ny)for E,= 1 keV and Fig. 3(GaAs, GaP, GaSb) for E,
= 1.5 keV. The plasmon energy values are in good agreement with [16]. Results are
summarized in Table Il presenting the ratios 4,/4, for the samples compared. The
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Table 11

Determination of the IMFP 4 by comparing two samples, using o, values based on the Thomas-Fermi-
Dirac (TFD) and Fink models, resp. For comparison literature data are presented.

; g v e / / 2]y Ay/Ay A1/Ay
Samples E, keV Pu,lP.s N 42/N 44 TFD Fink Lit. Ref.
Al/Si 1 1 0.83 0.957 0.966 I 4
1.5 0.97 0.928 0.945
2 0.99 0.946
3 0.83 0.83
GaAs/Ge 1 1 | 1
1.5 1 1 1 0.98 B}
2 0.95 0.95 |
3 1.01 1.02 1 098
GaAs/Si 1 423 0.96 0.99 0.76
I8 493 1.09 097 0.75 4
2 4.5 1.1 0.99 0.75
3 423 0.92 0.75
GaP/GaAs 1 0.71 0.902 1.09 1.09
1.5 0.72 1.11 ) i
2 0.75 1.13
3 0.86 1.23
GaSb/GaAs 1 095 1.258 0.7 (1.19)
15 1.07 0.80 (1.1)
2 1.23 091 1.08
3 1.33 9.92 1.3
Si,N, Si 1 1.03 0.56 1.01 1.13
1.5 1.02 1 1.04
2 0.78 0.76
3 0.69 0.68
SiO, /Si | 0.89 1 1.1 1.32
IS 1 1.2 1.18 1.28
2 0.99 1.08 1.26 4
3 0.8 0.63 091 123
InP/GaAs | 0.57 .11 0.51 0.70 -
J:S 0.77 0.69 1.05 - -
2 1.04 0.93 -
3 1.44 1.27 -
InSb Ge 1.5 0.97 1.49 0.62 0.81
2 12 0.71 -
3 1.27 0.8
AL, O, Al 1.5 0.98 0.505 0.74 0.81 0.845 4
2 093 0.75 0.83
3 093 0.70 0.84
Al/Ge 1.5 022 0.728 091 1.09 1.28 4
2 0.19 0.80 1.29
3 0.15 0.63 3 1.28
Sb Ge | 1 0.56 0.82
L5 1.04 1.343 0.57 0.72 -
2 1.32 0.72 -
3 B3l 0.71
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B=llkV

Fig. 2. Elastic peak spectra of Si, Si02and Si3Na surfaces for Ep= 1keV. The CM Asignal /,(£) is plotted in
arbitrary units. Results are normalized in Table II. The first plasmon loss peaks are presented in the Figure

Table 1l contains the <ff ratios for the TFD and Fink models as well. As shown in the
Table, no significant differences were found except the case of GaSb. The Table
contains also literature data of A,/42 indicating sources. Considering the experimental
results presented in Table 1l and comparing them with the literature data, the following
can be summarized: The SA4/A5, Fara/A0e and AeAy/d are in good agreement with
Ashley’s results [4]. Unfortunately few experimental data are available on AGaAs,
recollected in the references of [4]. A considerable scattering in the experimental data
of & is met with in the literature quoted by Ashley [4].

No ACP and ACHb data are available in the literature. For the GaP—GaAs
samples the ratio was approximately 11 Regarding GaSb—GaAs in the Table two
corrections have been used: for Ep= 3and 2 keV, experimental aBdata published in [2]
have been applied. For £p=1 and 15keV the differential elastic scattering cross
sections published by Fink have been used. In this way 0a5/AH0aA5= 11 was obtained.
In a similar way new results are presented for Aof Sb, InP, InSh. They are similar to
those on GaP and GaSb. The agreement of AM/A” and AA2/AA with
Ashley’s results [4] is quite good.

These experimental results justify the application of our simplified method and
model.
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Ep =15 keV

Fig. 3. Elastic peak spectra of GaAs, GaP and GaSb surfaces for E,= 1.5 keV. The CMA signal I (E) is
plotted in arbitrary units. Results are normalized in Table I1. The first plasmon loss peaks are presented in the
Figure

Conclusions

The IMFP 4 of electrons in solids can be determined by measuring the
probability P, of elastic reflection and using calculated values of the o effective elastic
backscattering cross sections described in [1]. Evaluating the experimental results
published in [2] a good agreement was found data published by Seah [3] below Z =42
atomic number.

By comparing the elastic peak heights of two samples their IMFP ratio was
determined with the o data of [1]. Using 4 values of Ge and GaAs standard samples
[3,4] the IMFP 4 was determined on GaP, GaSb, Sb, InSb and InP for E,=1-3keV.
Good agreement with literature data was found for Si, Al, Ge and GaAs published by
Ashley [4], justifying the applicability of our simplified model described in [1]. The
accuracy of the determination of A can be improved by applying corrections to the
angular distribution and deconvolution of elastic peak spectra.

"Acta Physica Hungarica 57, 1985



DETERMINATION OF THE MEAN FREE PATH OF ELECTRONS IN SOLIDS PART 1l 147
References

1 A. Jablonski, P. Mrozek, G. Gergely, M. Menyhéard and A. Sulyok, Acta Phys, Hung., 57, 131, 1985.
. G. Gergely, Surf. Interface Anal., 3, 201, 1981; Vacuum, 33, 89, 1983.

. M. P. Seah and W. A. Dench, Surf. Interface Anal., /, 2, 1979.

. J. C. Ashley and C. J. Tung, Surf. Interface Anal., 4, 52, 1982.

. H—J. Hunger and L. Kiichler, Phys. Stat. Sol. (a) 56, K45, 1979; Exp. Techn. Physik, 30, 335, 1982.
. G. Gergely, B. Grizz4 and M. Menyhard, Acta Phys. Hung., 48, 337, 1980.

. H. E. Bauer and H. Seiler, Optik, 62, 107, 1982.

. H. Boersch, Z. Physik, 139, 115, 1954.

. W. Blau and K. Kleinstiick, Exp. Techn. Physik, 24, 187 and 277, 1976.

10. G. Gergely, M. Menyhard, C. Jardin, P. Michel, J. Electron Spectrosc. Relat. Phenom., 28, 279, 1983.
11. L. Reimer, W. Popper and W. Brdcker, Scanning Electron Microscopy, /, 705, 1978.

12. D. R. Penn, J. Electron Spectrosc. Relat. Phenom., 9, 29, 1976.

13. M. Fink et al, Atomic Data, /, 385, 1970; 4, 52, 1972; 14, 39, 1974.

14 A Jablonski, Surface Sei., 74, 621, 1978.

15. S. Ichimura and R. Shimizu, Surface Sei., 112, 386, 1981.

16. H. Reather, Excitations of Plasmons and Interband Transitions by Electrons, Springer, Berlin, 1980.

O o ~NOUhWN

Ada Physicu Hunguricu 57, 1985






Acta Physica Hungarica 57 (1—2), pp. 149—153 (1985)

ELECTRONIC STOPPING POWER
FOR DIFFERENT ELEMENTS AND INELASTIC
ENERGY LOSS IN COLLISION CASCADES

I. NAGY, J. LASZLO and J. GIBER

Physical Institute of the Technical University
1521 Budapest, Hungary

(Received 23 November 1983)

The expectation value of the electronic stopping power is obtained for different bombarding
ions with different bombarding energies impinging in an Ag target. A universal form is fitted to the
computer data of high reliability for this case. Energy losses are calculated in the cases of uniatomic
bombardment of other elements, too. The dependence of the bombarding particle energy and atomic
number on the distribution function of ¢ inelastic and E, elastic energy loss are examined in simulated
cascades in Al, Ag and Au targets.

Introduction

The determination of the inelastic energy loss due to atomic collisions is an
important theoretical and experimental task. From the theoretical point of view it is
important for the understanding of the collisions in the v <e?/h velocity range, where
the assumptions of the Born approximation are not fulfilled [1].

From the experimental viewpoint of the modern surface examinations it is
necessary for the understanding of the explanation of the kinetic theory of the electron
emission and secondary ionization [2, 3]. This would also serve as a useful background
for the interpretation of the temperature for the thermal secondary ionization models
and for the spike theory. The statistical model of Firsov [4] based on the statistical
theory of the atom (Gombas [5]) is adequate for the determination of the inelastic
energy loss due to binary collisions of keV energies between atoms with complicated
electronic structures. One of the most important questions is the precise forming of the
interaction potential. There are many known approximative forms [6]. The potential
of Biersack et al [ 7] is used. The calculation of the expectation value of the electronic
stopping power due to the binary inelastic loss (¢) is determined with the help of the
probability density function of the impact parameter developed by Sanders et al [8] in
amorphous targets. A more detailed analysis can be found in our earlier work [9].
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Procedure

The INLOSS computer code was applied to calculate the expectation value of
the electronic stopping power for binary interactions and for collisional sequences. The
expectation value of the electronic stopping (<S.)) is derived applying the probability
density function of the impact parameter (f(b)db) knowing the inelastic energy loss
(e(E,, Z,, Z,, b)) determined in binary interactions at fixed bombarding energies (E,):

o0

<se>=2nge(El’ZhZZ»b)f(b)dba (1)

where Z, and Z, are the atomic numbers of the bombarding and target particle,
respectively, b is the impact parameter measured in units of the Thomas—Fermi
screening radius of the target particle. f(b) is a function of N, the atomic density of the
target according to the definition of Sanders et al [8]. The electronic stopping power
({dE/dx),) can be calculated from (1) as:

(dE/dx},= N<S,), 2
=3 2
where N is in <nlr(r)1> , {82 IineV (TS) . Therefore the dimension of the stopping

e
poweriseV (9%) .The calculation was carried outina wide range of E,, Z, and Z,.

Results
A) Electronic stopping power

The calculated results of uniatomic bombardment are shown in Fig. 1 as the
function of the atomic number. The bombarding energy (E,) was changed between 0.5
and 100 keV. We have denoted characteristic results of the calculated {dE/dx),
functions for some ion-target combinations: for Al* »Al, Cu*—»Cu, Ag" -Ag and
Au* —Au. The curves show the variation in energy dependence.

Fig. 2 shows the important role of the target density. The bombarding energy is
100 keV and uniatomic collisions were calculated (Al*,K*, Ti*,Cu*,Zr*, Ag*, Te*,
Ba'’, Ta*, Aut)

The ratio of the losses is approximately determined by the ratio of the atomic
densities N = Lp/M, where Lis the Avogadro number, p is the density and M is the
atomic weight.

We have examined the features of the expectation value of the electronic
stopping power in detail for an Ag target as the function of the bombarding energy and
the atomic number of the bombarding ion. The energy was varied from 10 to 200 keV.
The bombarding ions were Al*, K*, Ti*, Cu*, Se*, Zr*, Ag*, Te*, Ba*, Ta* and
Au®,
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Fig. I. The expectation value of the electronic  Fig. 2. The expectation value of the electronic

stopping power vs the bombarding energy for 4  stopping power vs the atomic number of the target

different cases of uniatomic bombardment for uniatomic bombardments with 100 keV bom-
barding energy

LA*-* Al, 1keV
2; AT-»Al, Q2keV

Fig. 3. The expectation value of the electronic  Fig. 4. The distribution function of the inelastic
stopping power vs the atomic number of the bom-  energy loss (N is in piece) in 4 different collision
barding particle for 2 different constant energies (full cascades
lines) and for 2 different constant velocities of the

bombarding particle (dashed lines)
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The character of the above functions was also investigated in the case of ions with
constant initial velocities. The characteristic dependence on the atomic numbers can be
seen in Fig. 3 drawn for E, =100 keV and E,=10 keV as well as for
v, =0.1934 v, and v, =0.0611 v, (here v,=e?/h=2.188 - 10° m/s is the Bohr velocity).

A fit has succeeded to the computed electronic stopping power data. Thus, the
expectation value of the energy loss ((dE/dx),;) for an i type bombarding particle can
be described by the following closed formula in the 10—200 keV energy region as a
function of energy and type of bombarding ion:

(dE/dx),;~0.04875E x [Z“”Z 2Ez 10~ 3(m,“;+m )/(0.8853m,,)] 7 x
X (ZAg+Zi)2mi~ oS (3)

where y = E5 (E, must be substituted in keV), Eg=13.6 eV, m; and Z, are the mass and
atomic number of the bombarding particle, m,, and Z,, are those of the target. In the
energy range in question a= —0.156.

It can be seen from formula (3), that the exponent is decreasing from about 0.7 to
0.44 with increasing energy. About 10 keV y becomes 0.5. Below 10 keV y exceeds the
value of 0.7. The deviation of the stopping power from the ~ E}/? behaviour (low
energies — Lindhard [10]) is an experimentally supported fact [ 2, 11, 12]. For example
a very good agreement was found for the electron yield in comparison to the results of
experiment [2] applying formula (3) for the case of Ag bombarded by Se* ions [13].

The procedure should be repeated for different target materials, as the
probability density function of the impact parameter contains the N; atomic density in
an exponent, namely:

f(b)db= = nNZI (%4 b%)> exp[— gnN = +b2)3/2] dx db.

B) Distribution function of the inelastic energy loss in collision cascades

We have examined the energy deposition in a collision cascade developed in an
amorphous target for the elastic as well as for the inelastic energy losses. The impact
parameters of the binary collisions in the cascade were selected from a uniform random
distribution between 0 and 0.3 nm. The energy deposition was slightly influenced by the
choice of the lattice parameter within reasonable limits. The series of collisions were
traced as far in the uniatomic target as the energy of the moving particle decreased
below a certain threshold. This value was chosen to be equal to 10 eV.

The four curves of Fig. 4 are characteristic of the distribution of the inelastic
energy loss (£). In the case of different target materials the place of the maximum of the
curves shifts. According to the simulated results, the maximum of the inelastic energy
loss is lower if the target contains heavier atoms.
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The deposition of the elastic energy loss (EL) can be seen in Fig. 5. The drawn
distributions show well the behaviour of the energy loss as a function of energy for
different target materials.

Examining the mean collision frequency (<n>) for two energies as a function of
target material we have obtained the curves displayed in Fig. 6. It seems that in the case

Fig. 5. The distribution function of the elastic energy Fig. 6. The change of the mean collision number for
loss (JV is in piece) in 3 different collision cascades 3 target materials and for 2 energies

of lower energy values the mean frequency increases with increasing atomic numbers.
The relatively small values prove that the energy deposition is not determined
primarily by the bombarding and first generation particles tracing long trajectories,
but the particles pushed out with lower energies, i.e. particles from a domain of narrow
geometrical limits. Therefore some thermodynamical considerations would take place
basically.
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PREFACE

The 3rd Hungarian Conference on Crystal Growth was held in Budapest in
September 1983 with international participation.

One of the interesting presentations informed us that the history of crystal
growth dates back about five hundred years. Glancing back over the past period one
can state that this field represents a classical example of how human curiosity and
playfulness become science and how science becomes technology.

J. J. Gilman in his book twenty years ago compared crystal growth with
agriculture: the growth takes place from some nutrient phase, to start the process the
nutrient is often seeded with a small piece of the crystal to be grown, after a certain
amount of time the harvest is ready for reaping. The comparison is completely
reasonable since both operations supply essential materials for our everyday life:
agriculture supplies the food, crystal growth gives appropriate materials for the
scientific-technical facilities of life.

The international conferences on crystal growth also have an interesting history:
not quite so long, but even so nearly forty years. As far as I know the first was in 1949 in
Bristol and since then one has been able to take part almost every year in such a
programme. The last decades, i.e. the period of these conferences, have meant
enormous development in the field of crystal growth. On this point itis also true—asin
the whole of science — that the progress of the last decades surpasses all of that of
several hundreds of years. At our present conference we were able to welcome the
specialists of more than 10 countries and more than 60 papers were presented. No
special field was emphasized, the papers covered all the three main fields intertwined:
theory of nucleation and growth, experimental growth, characterization of crystals.

It is particularly pleasing that several works gave an account of results obtained
in international cooperation. At the exhibition organized simultaneously with the
conference great interest was shown in the products presented by the participants.

Prof. Dr. 1. Tarjdn

Acta Physica Hungarica 57, 1985






Acta Physica Hungarica, 57 (3—4) pp. 161—178 (1985)

THE HISTORY OF CRYSTAL GROWTH

J. Boum

Central Institute of Optics and Spectroscopy, Academy of Sciences of the GDR
Berlin—Adlershof, GDR

A survey is given of the historical development of both theoretical and experimental
knowledge from the early beginning to the fifties of our century. The survey is completed by a full
bibliography of the most relevant papers, a timetable, and a list of conferences devoted to crystal
growth.

The art of crystallization extends far back in the past and antedates considerably
the written history of man. The crystallization of salt from sea water by evaporation
was already practised at many places in prehistoric time and can be considered one of
the oldest technical methods of transforming materials — perhaps as well as the
burning of earthenware. Crystallization procedures were recorded in written
documents well before the Christian era. The Roman Plinius in his “Naturalis historia”
mentioned the crystallization of a number of salts, for instance of vitriols. The
mediaeval alchemists, European as well as Arabian, had arrived at a stage of detailed
knowledge about many crystallization processes and phenomena. The alchemist
Geber, whose papers are dated in the 12th or 13th century (cf. Darmstaedter 1922),
described the preparation and purification of various materials by recrystallization as
well as by sublimation and distillation.

Towards the end of the Middle Ages, the general technical progress led to
corresponding progress in the techniques of material production and transformation,
too. In the middle of the 16th century, Birringuccio (1540) recorded in detail the
leaching of saltpetre and its purification by recrystallization, and the Saxonian scientist
Agricola (1556) in his famous, extensive work “De re metallica” gave instructions how
to produce various salts, alums and vitriols. (Fig. 1)

In the following century, the word “crystal” came in use more and more in the
modern, general sense. Originally, Homer had used the expression “crystallos” for ice
crystals only, antiquity had extended it to quartz crystals (rock crystals). Also in the
17th century the denotation “crystallization” came in use, replacing earlier expressions
like “condensation” or “coagulation”.

On New Year’s night of 1611, a snowflake landing on Johannes Kepler’s sleeve
was the point of departure for his charming essay: “A New Years’s Gift, or On a
Hexagonal Snowflake”. Kepler (1611) concluded that snow crystals are built by closed
packed spherical particles and posed, in such a way, the correct principle of
crystallographic form and structure. Fifty years later Hooke (1665) claimed — in his

Acta Physica Hungarica 57, 1985
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Fig. 1. Crystallization of vitriol. Woodcut from Agricola’s “De re metallica” Basel: Froben 1556 (Strings are
used for seeding)

“Micrographia” based on microscopic observations of many crystals — that every
crystal form can be realized by arrangements of spherical particles. Looking at Kepler’s
drawings and remembering the work of Agricola and his precursors formerly cited, one
can say that the very basic knowledge on both crystal growing and structure had
already become available at this early time.

Indeed, a historical review reveals that the “modern” scientific development of
crystallography started in the 17th century. In about 1600 Caesalpinus (1602) had
already observed that crystals of specific materials, like sugar, saltpetre, alum, vitriols
and so on, grown from solutions, exhibit typical forms, characteristic of each material.
But it was not until as late as 1669 that Nicolaus Steno discovered the law of constancy
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of crystal angles — the fundamental law underlying the growth of crystals. Steno’s
work was extended and generalized by Guglielmini (1668; 1705) and finally confirmed
about 100 years later by Romé de I'Isle (1772; 1783). According to them, every chemical
species has its specific crystal form.

In contrast to the extensive experimental experience and the accuracy in
describing crystals, the generation and the growth process of crystals long remained
subject to the speculations and mystifications deriving from the Middle Ages. The
growth of crystals was often considered to be similar to that of plants or animals, viz.
connected with mystic powers and virtues. At that time, of course, it seemed difficult to
understand how crystals can form from ﬂ.uid, transparent and even microscopically
clear solutions. It was the great experimentalist Boyle (1666; 1672) who observed that
the nature of solution-grown crystals depends both on impurities and the rate of
deposition, i.e. the growth rate. He also concluded from crystal forms and inclusions,
partly fluid, that gem stones and other minerals are generated from solutions, too.
Nevertheless, Boyle believed the growing process to be driven by non-materialistic and
imponderable powers, and he also gave credence to the medical virtues of crystals,
especially of gem stones. But Steno (1669) had already concluded that crystals grow by
the attachment of material from outside and not by any vegetative mode of growth.
However, Steno’s statement became accepted only gradually, for instance by Hottinger
(1698) and by Homberg (1692), who wrote that dendrites also grow in a simple way
from outside. But even in the 18th century some notable scientists, for instance
Leeuwenhoek (1685; 1703; 1705), still gave credence to vegetative growth modes.

During the 18th century significant progress was achieved both in the systematic
description of crystals, especially minerals (cf. Capeller 1723; Linnaeus 1768), as well as

QA

& B

|

Fig. 2. Planar arrangements of close packed spheres. Reproduction from Johannes Kepler’s “Strena seu de
Nive Sexangula”. Frankfurt: Tampach 1611
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in crystal growth experiments. Fahrenheit (1724) discovered the supercooling of water
and noted the release of heat when ice formation occurred. Towards the end of the
century Lowitz (1795) in his extensive work reaffirmed the earlier implied requirement
of supersaturation or supercooling for the initiation of crystal growth and described the
now well-known features of supersaturated solutions. The supersaturation of a
solution can be achieved both by evaporation or supercooling; the degree of
supersaturation that can be attained depends on the particular salt and on the
pretreatment of the solution. He also used seeding and recognized a specificity of
different nucleating agents. From a mixed,supersaturated solution, the separate salt
that is used for seeding will be deposited. The identity of the crystallizing salt and the
nucleating agent is not required in all cases.

Lowitz’s work as well as the extended investigations of Leblanc (1802), Beudant
(1817; 1818), Gay-Lussac (1813; 1819), Fuchs (1815; 1816; 1817) and others prepared
the way for Mitscherlich’s (1819) general formulations regarding isomorphism and
epitaxy. Somewhat later (1822) Mitscherlich also discovered the phenomenon of
polymorphism (originally of dimorphism), that all together led to a revision of the basic
crystallo-chemical principles. At the same time Schweigger (1813) made the significant
observation that a seed or nucleus must be of a certain size in order to initiate
crystallization — the point of departure for the subsequent concepts of critical-sized
nuclei. In the meantime the outstanding work of Hatiy (1782; 1784) had appeared; after
some precursors (Guglielmini 1688; 1705, Westfeld 1767, Bergman 1773; 1779), he
propounded the view that continued cleavage of a crystal should ultimately result in
the smallest possible unit, a “molécule intégrante”, by a repetition of which the whole
crystal is built up. The concept of a periodic crystal structure was now well established
and, furthermore, the idea of molecular growth units was introduced to the
crystallographic community, too. Despite Hally’s work, Weiss (1804) considered
crystals to be anisotropic continua; he derived the crystal systems (1815) and
discovered the law of rational intercepts (1816) and the zone law (1820). On the other
hand, Seeber (1824) discarded the concept of polyhedral cleavage nuclei: he concluded
from the compressibility of crystals that they are built by a parallelepipedic
arrangement of spheres — that means a lattice. In the middle of the century Bravais
(1849) derived the 14 lattice types, setting the periodicity of crystals on a sound footing.
He hypothesized a correspondence of lattice and morphology according to which
crystal faces are planes with a high density of lattice points.

Referring to experimental investigations, mention must be made of the excellent
work of Lowel (1857). Following many early papers on the Na,SO,—H,0 system (e.g.
Ziz 1815), he determined accurately the solubilities not only of the stable anhydrous
Na,SO, and its decahydrate (Glauber’s salt, 1658), but of the metastable heptahydrate,
too. His observation that from a supersaturated solution a crystal of the metastable
heptahydrate crystallizes rather than the stable decahydrate afterwards prompted
Ostwald (1897) to formulate his Law of Stages. Furthermore he established the
expression of metastability (1893) and of a metastable region of supercooling or
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supersolubility (1897), nowadays called the Ostwald—-Miers region. Ostwald was also
concerned with the critical size of nuclei, he gave an interpretation of Liesegang’s rings
as a supersaturation phenomenon (1897) and derived the thermodynamic formula of
the enhanced solubility of small particles (1900). Liesegang (1896) generated his rings
by placing a droplet of a solution of silver nitrate onto a layer of gelatine containing
potassium chromate, and we may credit this as the introduction of the technique of
crystal growth in a gel. Intensive investigations and speculations on the aspects of
nucleation were stimulated further by the work of de Coppet (1872; 1875). According to
his observations supersaturated solutions or supercooled melts remain stable for a
limited interval of time depending on the size of the sample. De Coppet extended his
experiments over exceptionally long periods up to several years until crystallization
took place; he did in fact maintain solutions of Glauber’s salt in the supersaturated
condition for nearly 35 years, and these were still intact at the time of his last report
(1907). De Coppet explained his results by the formation of crystal embryos via
ordinary collisions — a first theory of homogeneous nucleation. This found
considerable criticism, and there was a lengthy controversy between the followers of
homogeneous and of heterogeneous nucleation theories. The first quantitative
measurements of the linear growth rates were performed by Gernez (1882): he
crystallized sulphur and phosphorus from their respective melts, using long glass
capillary tubes. Later, in the early 20th century, Tammann (1898; 1903) became the
leading exponent for quantitative measurements, both of nucleation and crystal
growth rates.

But foremost, there is the masterly theoretical work of Gibbs (1878) on
heterogeneous equilibria, but the value of this work was generally recognized only with
great delay. Gibbs determined the energy needed to generate a nucleus and derived the
equilibrium form of a crystal that fulfils the condition of minimum total free surface
energy. But in a footnote he pointed out that the equilibrium form may determine the
nature of small crystals only whereas the larger ones will be confined finally by such
faces onto which the attachment of material proceeds most slowly. Curie (1885)
independently concluded in a short meaningful paper that the stable form, as he said, of
a crystal is given by the minimum of the sum of the products of surface tension times
surface area. This led to the well-known construction of a crystal form by Wulff (1895;
1901). While the kinematic theory of crystal growth, based on the velocities of advance
of the individual crystal faces, was developed by Becke (1894), by Johnsen (1910), and
by Gross (1918) another alternative approach was introduced by Noyes and Whitney
(1897) and by Nernst (1904) and Brunner (1904), who treated crystal growth as a
diffusion-limited phenomenon. Early in this century Laue’s invention of X-ray
diffraction and the determination of crystal structures based thereon (first performed
by Bragg) gave definite knowledge of the inner construction of crystals.

In the meantime, significant progress was achieved in crystal growth technology.
A great deal of effort was made in the field of experimental mineralogy, stimulated not
least by the search for recipes to make synthetic gem-stones. As early as 1837 Gaudin,
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and then Bottger (1839) and Elsner (1839) prepared small ruby crystals by melting a
mixture of potassium alum and potassium chromate. Fremy (1891), cooperating with
Verneuil in his attempts to grow gem-stones and other crystals from high temperature
solutions, used large crucibles containing up to 50 litres of melt but they got mm-sized
crystals only, mainly because of the poor temperature stability of their furnaces.
Among the numerous efforts to synthesize diamonds, only those of Hannay (1880) and
Moissan (1894) are mentioned here. Hannay accidentally found diamonds when he
heated a mixture of lithium, paraffin and bone oil in thick-walled iron tubes. Moissan
claimed to have obtained diamonds by quenching a melt of iron saturated with carbon.
At the beginning of the present century Verneuil (1902; 1904) published his well-known
flame fusion method by which he succeeded in growing large ruby crystals. Soon
afterwards the industrial production of synthetic rubies was established; today this
method is still followed throughout the world in some 20 factories with an estimated
1000 growing machines in nearly the same manner as invented by Verneuil. These
figures prove that the Verneuil method is well in advance of all other growth methods.

The old method of sublimation was used by Durocher (1849; 1851) to prepare
crystals of transition metal sulphides, passing hydrogen sulphide over the correspond-
ing chlorides; even at that time he used the expression “transportation”. Nowadays it is
often Lorenz (1891) — who reproduced and discussed many of the older experiments —
who was credited with having reinvented the sublimation technique for crystal growth
technology. Concerning the growth methods from solution, G. Wulff (1895) was
credited with the first construction of an apparatus with a rotating vessel, in this way
breaking with the principle of avoiding any movement in crystallization experiments.
But he had, in fact, already had a precursor in the less-known L. Wulff (1886). Johnsen
(1915) invented a vertical setup with a rotating crystal. The two-tank technique was
patented in 1910 by Kriiger and Finke, but it had already been described accurately as
early as 1852 by Payen. Following some precursors in experiments with high pressure
hydrothermal solutions, Spezia (1905; 1906; 1909) succeeded first in the hydrothermal
synthesis of larger sized quartz crystals.

Concerning the development of melt growth, Nacken (1915; 1916) grew single
crystals from the melt on a cooled rod or seed crystal dipped into the melt. This method
was modified by Kyropoulos (1926), who additionally slowly raised the growing
crystal. Thus, his set-up became similar to Czochralski’s (1918) method of pulling
crystals from the melt. With the aim of growing metal crystals with a constant diameter,
Gomperz (1921) put a platelet of mica onto the melt surface and pulled the crystal
through a hole in the centre of this platelet: in this way the technique of pulling profiled
crystals was born; in the fifties this technique was reinvented by Stepanov(1959) and his
co-workers. Concerning the freezing in crucibles, in 1914 Tammann had performed the
growth of metal single crystals in small vertically arranged tubes by directional
solidification; this method was made more sophisticated by Obreimov and Schubnikov
(1924), who cooled the tip of the crucible blowing air onto it. With the same purpose
Bridgman (1923; 1925) introduced the technique of lowering the crucible. In the 30s his

Acta Physica Hungarica 57, 1985



THE HISTORY OF CRYSTAL GROWTH 167

method was applied by Stockbarger (1936) to grow large alkali halide crystals. The
gradient freezing of large crystals in a resting crucible was performed by Stober (1925).
Somewhat later, Kapitza (1928) used the horizontal gradient technique in an open boat
to grow bismuth crystals; in addition, he attempted to grow bismuth crystals by vertical
zone melting too, the invention of which as a crystal growth technique must be credited
to him. Finally we mention that in this period the preparation of aluminium crystals by
the strain-anneal technique was performed by Sauveur (1912; cf. Carpenter 1922; 1926),
the recrystallization of tungsten by the Pintsch technique (1916; cf. Bottger 1917) and
the deposition of tungsten and other refractory metals from the vapour phase of halide
compounds onto a hot wire by Koref (1922) and by van Arkel (1923; 1925).

Returning again to the theory of crystal growth, it was Volmer (1922) who
introduced the adsorption of growth units onto the crystal surface, their diffusion along
the surface and the generation of two-dimensional nuclei. Then, Volmer and Weber
(1926) extracted from a thermodynamic treatment the basic expression of the rate of
nucleation. This expression gives an exponential dependence of the nucleation rate on
the work of nucleation (“Keimbildungsarbeit”). Due to its kinetic peculiarity, in this
expression the preexponential factor still remains undetermined. The first kinetic
approach to nucleation was given by Farkas (1927). At the same time the molecular
kinetic theory of crystal growth was founded by Kossel (1927), introducing the half
crystal position (“Halbkristallage”) and by Stranski (1928), introducing the detachment
energy and somewhat later (1931; 1932; 1934; 1935) in common with Kaischev the
average detachment energy. After this, Becker and Daring (1935) published their
kinetic theory of nucleation.

Concerning the relationship between crystal structure and habit Donnay and
Harker (1937) extended the principle of Bravais: they considered the influence of screw
axis and glide mirror planes on the density of lattice points at the particular crystal
faces and derived a morphological aspect for each space group. In the fifties Hartmann
and Perdok (1955), regarding the actual structure of a crystal, introduced the concept of
PBC-vectors that denote the chains of strongest bonds in a crystal — a concept that has
proven fruitful with respect both to crystal habit and growth. Somewhat before this,
Burton (1949), Cabrera (1949) and Frank (1949) founded the well-known theory of
spiral growth, the nowadays so-called BCF theory, solving a hitherto marked
discrepancy between growth theories and measurements of actual growth rates. Also in
the early fifties. Burton, Prim and Slichter (1953) derived their frequently cited
expression for the effective distribution coefficient, and Rutter and Chalmers (1953)
described the phenomenon of constitutional supercooling that is caused by a drop in
melt temperature due to the enrichment of impurities adjacent to the surface of a
growing crystal. Both papers became very important with regard to the practical
aspects of crystal growth.

The onset of the modern development of crystal growth technology, dating from
the Second World War was boosted mainly by the demand for crystals for electronics,
optics, and scientific instrumentation. Starting mostly from long-known growth
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methods, the growth technologies had to be raised to a very high and advanced level to
fulfil the increasing demands in crystal size and quality. Frequently, for economic as
well as for political reasons, similar developments were performed independently at
several places, an example of which was the hydrothermal synthesis of quartz crystals
in the forties. This also holds for the production of semiconductor crystals, starting
from the fifties. The main progress in the latter field was marked by the adaptation of
the Czochralski method to grow germanium crystals by Teal and Little (1950) and by
Roth and Taylor (1952), by the zone melting invented by Pfann (1952; 1953) and
subsequently by the floating zone technique for silicium, invented by Keck and Golay
(1953; 1954) and by Emeis (1954). Finally, the old dream of crystal growers, the
synthesis of man-made diamonds, perhaps the most spectacular event in the history of
crystal growth, was published first by Bundy, Hall, Strong and Wentorf (1955). But it
was realized in at least three places in the world independently and at the very same
time, all using surprisingly similar apparatus, that means high pressure equipment of
the belt type. Nowadays about a half of the diamonds used for industry are produced
synthetically.

The increasing investigations and efforts in the field of crystal growth have shown
up in the literature as well as at relevant conferences. Nowadays, most of the important
papers are concentrated in the two leading journals “Journal of Crystal Growth” and
“Crystal Research and Technology”. The latter was founded in 1966 as “Kristall und
Technik”, the “Journal of Crystal Growth” was founded one year after in 1967. But
now as before papers on crystal growth appear in many other periodicals, too. The first
conference dedicated especially to crystal growth was held at Bristol by the Faraday
Society in 1949; a further one was held at Cooperstown (N.Y.) in 1958. The Soviet
Union Conferences started as early as in 1956. The International Conferences on
Crystal Growth were founded in 1966 at Boston. Since 1976, in Ziirich, there have been
European Conferences, too. Besides other regional conferences not mentioned here, we
have the well-known Hungarian Conferences on Crystal Growth to the third of which
this paper was dedicated.
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Appendix 1

The history of crystal growth — Chronology

Birringuccio Recrystallization of saltpetre

Agricola Production of various salts

Caesalpinus Typical forms of solution grown from crystal species

Kepler Structure of snow crystals

Glauber Crystallization of Glauber’s salt

Hooke Structure of crystals

Boyle Influence of impurities and growth rate on crystal forms

Steno Law of constancy of crystal angles; crystal growth via addition
of material from outside

Bartholinus Birefringence of calcite

Leeuwenhoek Description of crystals, also by microscopic observation

Guglielmini Correspondence of crystal forms and chemical species

Huygens Structural interpretation of birefringence

Hom'berg Crystal growth via addition of material from outside

Hottinger

Fahrenheit Supercooling of water

Westfeld

Bergman } Building of crystals from small growth units (cleavage nuclei)

Haiiy

Romé de I'lsle Description of crystals; change in nature of rocksalt by means
of urea

Lowitz Supersaturation and crystallization of salt solutions; seeding

Schweigger Minimum size of crystal nuclei

Fuchs “Vicariates”

Weiss Crystal systems

Weiss Law of rational intercepts

Mitscherlich Isomorphism; epitaxy

Mitscherlich Polymorphism (dimorphism)

Seeber Lattice structure of crystals

Hessel Crystal classes

gg::::;; Rlsnss } Ruby from high-temperature solution

Miller Miller’s indices

Bravais Lattice types; correspondence of lattice type and crystal form

Durocher Yapour growth of sulphide crystals; “transportation”

Payen Solution growth by the two-tank technique

Lowel Solubilities in the Na,SO,—H,0 system; metastable
solutions

Gernez Reciprocal pairs of salts

Marangoni Liquid surface phenomena

de Coppet Spontaneous nucleation

Sohncke Groups of motion

Gibbs Heterogeneous phase equilibria

Hannay Man-made diamonds

Gernez Measurements of growth rates

Barlow Sphere packings

Curie | Minimum surface energy of growth forms

L. Wulff Solution growth in a rotating vessel

Stefan Stefan’s problems

Schoenflies S

Fedorov SR
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1893 Ostwald
1894 Becke
1895 G. Wulll

1896 Liesegang

1897 Ostwald

1897 Noyes & Whitney
1898 Tammann

1900 Ostwald

1902 Verneuil

1904 Nernst & Brunner
1905 Spezia

1910 Johnsen

1910 Kriiger & Finke
1911  Artemiew

1912 Sauveur

1912 Laue, Friedrich & Knipping

1913 Bragg

1914 Johnston

1914 Tammann

1915 Johnsen

1915 Nacken

1916 Schaller & Orbig
1918 Czochralski

1921 Gomperz

1922  Volmer
1922 Koref

1923 Van Arkel
1923 Bridgman
1925 Stober

1926 Kyropoulos
1926 Volmer & Weber
1927 Farkas
1927 Kossel

1928 Stranski
1928 Kapitza

1935 Becker & Doring
1936 Stockbarger
1937 Donnay & Harker

1949 Burton, Cabrera & Frank

1950 Teal & Little

1952 Pfann

1953 Keck & Golay
1953 Rutter & Chalmers

1953 Burton, Prim & Slichter

1955 Hartmann & Perdok

1955 Bundy, Hall, Strong & Wentorf

Acta Physica Hungarica 57, 1985

J. BOHM

Metastable region of supersaturation; critical size of nuclei
Kinematic development of forms

Wulff’s rule of construction of crystal forms; solution growth
in a rotating vessel

Liesegang’s rings (crystal growth in a gel)

Step rule

Dissolution of crystals controlled by diffusion
Measurements of nucleation and growth rates
Dependence of solubility on particle size

Flame fusion technique (ruby)

Diffusion layer on a crystal surface

Hydrothermal synthesis of quartz

Kinematic development of forms

Solution growth by the two-tank technique

Growth experiments with crystal spheres

Strain-anneal technique

X-ray diffraction by crystals

X-ray crystal structure determination

Diffusion technique to grow lowly soluble compounds
Directional solidification of metals

Solution growth using a rotating seed

Melt growth using a cooled seed

Recrystallization of a tungsten wire (Pintsch technique)
Pulling of metal crystals from their melt

Pulling of profiled metal crystals from the melt using a mica
orifice

Adsorption and surface diffusion; two-dimensional nuclei

Vapour phase deposition (hot wire technique)

Melt growth by lowering the crucible
Melt growth by the gradient technique
Melt growth by using a cooled seed
Thermodynamic theory of nucleation
Kinetic approach to nucleation

Half crystal position
Detachment energy
Crystal growth by zone melting and by the horizontal
gradient technique

Kinetic theory of nucleation

Melt growth by lowering the crucible

Morphological aspect

Spiral growth (BCF theory)

Czochralski growth of germanium

Zone melting

Floating-zone technique

Constitutional supercooling

Effective distribution coefficient

“PBC-Vectors”

High pressure synthesis of diamond

kinetic theory of crystal growth
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Appendix 2

Conferences on Crystal Growth

Conference Publication
Bristol 1949 “Crystal Growth”, Disc. Faraday Soc. No. 5, Butterworth,
London: 1959.
Cooperstown 1958 Doremus, R. H.; Roberts, B. W.; Turnbull, D. (Eds), “Growth
(N.Y.) and Perfection of Crystals™, John Wiley New York/London
1962.
Boston 1966 1CCG'—1 Peiser, H. S. (Ed.), J. Phys. Chem. Solids, Suppl. N1 Pergamon,

Oxford/New York: 1967.

Birmingham 1968 ICCG—2 Frank, F. C; Mullin, J. B; Peiser, H. S. (Eds), J. Crystal Growth,
3, 4, 1968. :

Marseille 1971 ICCG—3 Laudise, R. A.; Mullin, J. B.; Mutaftschiev, B. (Eds), J. Crystal
Growth, /3, 14, 1972.

Tokyo 1974 1CCG—4 Jackson, K. A;; Kato, N.; Mullin, J. B. (Eds), J. Crystal Growth,
24, 25, 1974.

Cambridge 1977 ICCG—5 Parker, R. L.; Chernov, A. A.; Cullen, G. W.; Mullin, J. B. (Eds),

(Mass.) J. Crystal Growth, 42, 1977.

Moscow 1980 ICCG—6 Givargizov, E. L; Elwell, D.; Ghez, R.; Kuznetsov, F. A_; Peiser,
H. S. (Eds), J. Crystal Growth, 52, 1981

Stuttgart 1983 ICCG—7 Tolksdorf, W.; Mullin, J. B. (Eds), J. Crystal Growth, 65, 1983.

Ziirich 1976 ECCG2—1 Kaldis, E.; Scheel, H. J. (Eds), Current Topics in Materials
Science Vol. 2 North-Holland, Amsterdam: 1977.

Lancaster 1979 ECCG—2 (Proceedings)

Prague 1982 EMCG'82° (Proceedings)

! International Conference on Crystal Growth
2 European Conference on Crystal Growth
3 European Meeting on Crystal Growth
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Appendix 2 (continued)

Conference Publication
Rost kristallov*
Vol. Main editor Publisher
Moscow 1956 1. VSRK® | Shubnikov, A. V.; Sheftal, N. N.  Acad. Sc. Moscow
USSR 1957
i 63 Shubnikov, A. V.; Sheftal, N. N.  Acad. Sc. Moscow
USSR 1959
Moscow 1959 II. VSRK 1 Shubnikov, A. V.; Sheftal, N. N.  Acad. Sci Moscow
USSR 1961
Iv3 Shubnikov, A. V.; Sheftal, N. N. Nauka  Moscow
1964
Moscow 1963 III. VSRK \' Shubnikov, A. V.; Sheftal, N. N. Nauka  Moscow
1965
VI Sheftal, N. N. Nauka  Moscow
1965
Moscow 1966 MSRK’ VIl Sheftal, N. N. Nauka Moscow
1967
VIII Sheftal, N. N. Nauka  Moscow
1968
Leningrad 1969 FSRK® IX Sheftal, N. N.; Givargizov, E. L. Nauka  Moscow
1972
X? Sheftal, N. N. Nauka  Moscow
1974
Cachkadzor 1972 IV. VSRK XI Chernov, A. A. University Erevan
XII Erevan 1975
XII Chernov, A. A. University Erevan
Erevan 1977
Thilisi 1977 V. VSRK XIII Givargizov, E. L. Nauka  Moscow
1980
Budapest 1976 HCCG°—1 Abstracts, Budapest 1976
Mitrafired 1979 HCCG—2 Acta Physica Hungarica 47, (1979)
Budapest 1983 HCCG—3 Acta Physica Hungarica, this volume

* English translation: “Growth of Crystals”, Consultants Bureau, New York and London from 1958
5 Interconference Volumes of “Rost kristallov”
¢ Vsesojuznoe soveshchanie po rostu kristallov (All-Union Conference on Crystal Growth)

7 Mezhdunarodni simpozium po rostu kristallov (International Symposium on Crystal Growth)
8 Simpozium po rostu kristallov pamyati Fedorova (Symposium on Crystal Growth in memory

of Fedorov)

° Hungarian Conference on Crystal Growth
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SINGLE CRYSTAL RESEARCH — CRYSTAL
QUALITY CONTROL — INDUSTRIAL
PRODUCTION

R. Voszka

Research Laboratory for Crystal Physics
Hungarian Academy of Sciences
1112 Budapest, Hungary

A summary is given of the tasks involved in improving crystal quality, their interrelations and
the organizational framework required for completing them. The possibilities inherent in single
crystal research for the development of industrial products are demonstrated.

1. Introduction

The basis of experimental solid state physics is the properly characterized solid
state sample. If this sample can be obtained in single crystal form the available scientific
information is especially abundant. The story of single crystal production is one of
intensive and sophisticated research work carried out to obtain a steady improvement
in crystal quality. This result required and still requires the exploration of the natural
laws valid in the interdisciplinary field of crystal growth itself, however, the special
needs of experimental solid state research, and crystal based device development have
also to be met simultaneously. In the case of successful device development the problem
of the mass production of crystals of proper size, and the introduction of the growth
technology into the industrial production process must be solved.

The useful properties of crystals for industrial practice are due either to their
lattice or their defect structures (for instance the dopant structure). In both cases it is
extremely important as a first step to produce crystals, which are structurally nearly
perfect and as pure as possible, since the knowledge of their properties is indispensable
as a reference for the investigation of the physical properties of the defective structures.
Depending on the intended application, the term “good quality crystal” may refer to
low defect concentration as well as to a properly defined defect structure that should be
produced already in the growth process; for instance, by appropriate doping. Quality
improvement requires the coordination of a series of procedures. It is our aim to
describe these activities for the case of the Czochralski growth technologies though the
ideas may be adapted to other methods.
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2. Discussion

Let us consider block 1 in Fig. 1 representing single crystal research. This block
includes those four tasks which have to be completed for successful single crystal
research work. Let us discuss these tasks in some detail.

a) Basic material production. The activities for the production of the basic
material consist of the purification and the synthesis of the starting material, the

Fig. 1. Block diagram demonstrating the interrelations of single crystal research, solid state research, device
development and industry.

investigation of the efficiency of the purifying and synthesizing technologies, as well as
the optimization of these technologies.

Further on this work includes also the investigation of the interactions between
the melt and the crucible, the study of the chemical interaction of the various impurities
within the melt, the measurement of the distribution coefficients of these impurities, the
study of stoichiometric problems, the chemical analysis of the as-grown crystals, the
development of the various measuring devices required in these activities, etc.

b) The task of crystal growth includes the selection of the appropriate
atmosphere and crucible, the shaping of a suitable heat space, e.g. by some well defined
geometry, temperature isolation, afterheating system or temperature screening shields
and also the optimization of the growth parameters such as the pulling rate, the number
of revolutions per unit time, the crucible position, etc. The production of good seed
crystal generations, and the investigation of the role of the crystallographic orientation
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of the seed in crystal growth are also an important part of the work of the team engaged
in growth research. A further task is presented by the study of the transport processes,
the flow conditions, the growth kinetics, the shape of the phase boundary and the
shoulder as well as the development of growth equipment and, especially, the
automation of the equipment.

¢) The activities of the team engaged in crystal orientation and processing consist
of increasing and maintaining the exactness of orientation during the cutting processes,
developing heat-shock-free fixation technique, optimizing the cutting parameters,
developing the grinding and polishing technologies and the devices required for
improved orientation and processing, etc.

d) Crystal characterization includes various research programmes.

A basic characterization is required in every case if single crystals of some
substance have been grown for the first time. This type of characterization involves
collecting basic data of the crystal such as, for instance, its chemical composition,
molecular weight, crystallographic point and space groups, lattice constants, density,
melting point, eventually the Curie point or temperatures of other phase trans-
formations, the crystal hardness, water solubility, refractive index, coefficient of heat
expansion, etc.

The most important aspect of crystal characterization refers to the defect
structure which includes the concentration and distribution of impurity atoms, the
structure of aggregations, the dislocation density and distribution, the stoichiometric
structure, the mosaic and eventual domain structure as well as the stress structure.

In the case of application oriented characterization of crystals the determination
of the physical properties directly involved in the given application is required. These
are, for instance, the acousto-optical, electro-optical, piezo-electric, pyroelectric,
dielectric, photoelectric, photoelastic, and magnetic properties, the electrical con-
ductivity and the eventual luminescence parameters of the crystals.

It may occur that these parameters are influenced by some crystalline defect
structure and faulty products are obtained. It is useful to investigate correlations of this
type in detail and use the results for sorting out at an early stage the crystal samples
which would result in faulty products, saving thus the expenses of processing.

Surface characterization. In most applications processed crystals are used.
Consequently — especially for optical purposes — the smoothness of the surface, the
thickness and structure of the eroded layer, its planeparallelity and, in the case of
cleaved crystals, the surface structure are of very great importance.

Although it is not my intention to describe here the great variety of
characterization methods, it should be stressed that the development of special
characterizing devices may also be part of the activities of quality research.

It seems to be useful to distribute the discussed four tasks in four organizational
units. We have done this in our laboratory and organized in fact four functional units,
viz. chemical, crystal growth, orientation and processing, and characterizing
subgroups which together constitute the crystal technology group.
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Crystal quality can be improved by realizing close cooperation with a constant
flow of information between all of these subgroups. Usually one has to intervene at a
previous level, according to the results of the characterization mostly by a more
thorough purification of the basic substances — though for a given purity the growth
parameters and the quality of processing also have to be optimalized as a rule. In this
chain-like team work the human nature of the individuals and the professional
composition of the team play an important role since for success close cooperation of
chemists, physicists, engineers and technicians is required.

There may not be complete agreement that the preparation of the basic
substance should also be included in this single crystal technological chain. Of course
one may start with substances produced by the chemical industry which today offers
products of a purity as high as 1—10 ppm. However even this purity level, determined
by factors outside the laboratory, has quite frequently proved unsatisfactory, especially
in the field of solid state research. Sometimes substances are purified by industry to a
very low concentration of certain impurities and on the other hand they still contain
considerably high concentrations of others. Thus for instance the superpure alkali
halides are extremely pure with respect to impurity cations, whereas for anion
impurities they do not attain even the analytical purity level. The growth of extremely
pure alkali halides [1, 2, 3] and also of TeO, [4, 5, 6, 7] has been successful in our
laboratory only because we have developed a purifying technology of our own.

Let us now consider experimental solid state research (Fig. 1, block 2). One
practical task of single crystal research consists of supplying this field with single
crystals for the purpose of investigating new phenomena and new relations applying
various methods. Thus the purpose in this case is not the characterization, though
whatever research method is applied the results always contain information on the
crystal quality as well. Consequently, there is a very close connection between the
crystal and the solid state research and a bidirectional flow of information must be
secured. We have a group in our laboratory in possession of certain methods for
carrying out studies of solid state physics. A large number of additional research
methods are offered in national and international cooperation. The possibilities given
by such cooperation are fully used by our laboratory which has an extensive network of
contracts enabling broad research schemes. In the course of solid state research the
possibility is given to develop new devices working in accordance with the phenomena
and natural laws detected. This kind of work has been quite successful in our
laboratory. For instance we suggested — in cooperation with partners — the
development of a device measuring the duration of laser pulses in the ps time range [8,
9]. This device has, in the meantime, actually been realized.

The next block (3) in Fig. 1 refers to the development of single crystal based
devices. The limited size of our laboratory means that it has no such unit though we
have a number of cooperation agreements with institutions where devices from crystals
produced by our laboratory are being developed. Thus for instance TeO, based
modulators and deflectors were developed by the Research Institute of Automation,
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and LiNbOj; based acoustic surface wave filters have been developed by the Institute of
Technical Physics and by the Industrial Research Institute of Telecommunication.
Similarly, LINbO, based vibration detectors were developed in the Laboratory for
Acoustics, and the Research Department of Medicor Works has produced ZnWO,
based detectors for computer tomography.

When single crystal research and device development are institutionally
separated one has to take considerable care of adequate cooperation since the
technological steps of device production may change the defect structure of the crystal.
Therefore in the case of faulty production it must be jointly investigated whether the
crystal was originally defective or the defect was introduced into the crystal only in the
course of device production. Thus the flow of information between groups engaged in
single crystal research and device development is of outstanding importance. It is
equally important to find those characterization methods whose application ensures a
low level of faulty device production. Instruments enabling the control of the quality of
new, ready made devices ought to be developed as well. Device development and
production leads us to the last block which is industry (Fig. 1 block 4).

Single crystal based devices are developed in order to introduce their industrial
production. The single crystals required for this purpose must be produced by the
crystal industry out of basic materials produced by the chemical industry using at every
step the technologies worked out in the research laboratory. Similarly, the processing
technologies should be industrialized by the crystal or component industry. At the
same time the research and development may be carried out in every functional phase
at such a level that the devices developed can be produced by the instrument industry.

When industry is expected to start producing a research result, the first question
to arise is rentability, this is followed by marketing and other problems. The first
question should always be fed back to the research. Production oriented research must
be separated at an early stage from other research. I should like to point out here that a
crystal required for a certain product need not necessarily be the purest possible
substance. If research has already revealed which of the defects are harmful from the
point of view of the given application the material must be purified or these particular
defects removed, and the rest may remain incorporated in the crystal.

In this way cheaper basic materials for special purposes can be produced. The
choice of crystal size has also to be made by rentability considerations, though the
increase in crystal size without quality deterioration is in itself an important and
intriguing problem for the scientist.

In this respect, our laboratory had already obtained some results in this field in
1960 by the development of the technology of industrial Nal(T1) single crystal
scintillators. The production has been taken over by Gamma Works, Budapest, where
2 tons per year are now produced [10].

An optimal processing technology has to be worked out by minimizing the
quantities of processing materials and of waste; in addition, economically optimal
quality control methods must be found.
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The rentability of prospective production must be kept in mind during the
development of instruments and devices as well. Our laboratory has developed a
simple and cheap automatic Czochralski growth apparatus where the crystal shape is
determined by a phantom [11].

3. Conclusion

From what has been said it can be concluded that single crystal research should
be carried out preferably in a complete materials science chain including preparation of
the basic substance, crystal growth, oriented processing and crystal characterization,
whereby close interaction among the teams can be ensured. Organization of this sort
enables the continuous improvement of crystal quality, which is of advantage for solid
state research as well as for the development of crystal based devices. For any unit in the
materials science chain there is the possibility to develop devices required for the given
unit. The technologies and devices developed in the basic functional units may be taken
over by industry. The rentability problems posed by industry must be considered
already at research level. Our own laboratory has been organized according to these
functional principles and I am of the view that in some fields we can already report
good results.

The support of the State Office for Technical Development (OMFB) is acknowledged.
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PHANTOM CONTROLLED AUTOMATIC
CZOCHRALSKI PULLER SENSING
THE CRYSTAL WEIGHT

B. MEzO, L. BALINT and R. VOsSzkA

Research Laboratory for Crystal Physics
Hungarian Academy of Sciences
1112 Budapest, Hungary

Automatic Czochralski crystal growth equipment is described. The crystals are grown by a
phantom controlled system measuring the weight of the growing crystal. The equipment has been
used with good results to pfoduce LiNbOj single crystals with diameters of 5.0 cm.

1. Introduction

Automatic Czochralski crystal growth equipment operating by weight measure-
ment is usually realized by one of two possible constructions. Either the weight change
of the melt or the weight change of the pulled solid phase is measured. In both cases
automation consists of a regulated change of weight fed back into the system. The
regulation is carried out by a program which determines jointly with the heat
distribution the shape of the crystal finally obtained.

A phantom controlled automatic Czochralski system detecting the weight
change of the melt has already been developed [1] and used with good results to
produce LiNbO;, TeO,, Bi,Ge;O,,, ZnWO, and other single crystals; these can be
grown from the melt in air in resistance heated furnaces.

Here we wish to report on a phantom controlled method by which the crystal
growth is regulated by sensing the weight change of the growing crystal.

2. Design and construction of apparatus

Figure 1 presents the schematic design. The console (Co) of the pulling spindle (S)
driven by motor M, holds a two-beam balance (B) developed by us. The weight
program-generator consisting of a vessel (V) containing glycerine with the immersed
phantom (Ph) and also the tare (Ta) are mounted on one balance beam; the other holds
the pulling rod with the seed holder and the crystal (C) rotated by motor M,. The
- balance is connected to a converter generating a voltage (Ug) proportional to the
resultant weight (G). During pulling the phantom is more and more immersed in the
liquid and pulls down the program-generating side of the balance. The resulting
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Fig. 1. Schematic diagram of the apparatus. M, pulling motor, S spindle, Co console, B balance, Ph phantom,
V vessel, Ta tare, M, rotating motor, C crystal, G— U weight-voltage converter, X, summarizer, U, voltage
level, Th thermocouple

regulating signal obtained from the converter relays a cooling program to the
temperature regulator. This process results in an increase of the crystal diameter and
the reestablishment of equilibrium. A continuous weight increase on the program-
generator side continually increases the weight of the crystal while the balance remains
near equilibrium during the growth process.

The control system is essentially a double-loop regulator (Fig. 2). The first loop
represents a temperature program regulator whose program is generated by the second
loop. Our system differs from the usual constructions by the summarizer 2, i.e. the
balance itself, which summarizes the weights. Figure 3 depicts the balance part of the
automatic puller.

3. Experience

The system based on the measurement of the crystal weight compared with
systems measuring the weight of the melt has some advantages, but also some
disadvantages.

Disadvantages:

a) the system requires light weight and vibration-free motors;
b) the outlets of the motor and the eventual measuring circuits must be mounted
momentum free;
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Fig. 2. Schematic diagram of operation during pulling. U, voltage level, U voltage, U’ power supplying

voltage, T temperature, U, thermovoltage, X, summarizer of the temperature programming regulator, G

crystal weight, G, tare weight, G, weight of the weight program generator, G resultant weight, U; voltage
proportional to the resultant weight, £, weight summarizer: in our case this is the balance itself

Fig. 3. lllustration of the balance part of the construction
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¢) the spindle loading must be eliminated by compensating the weight of the balance;
d) increased care must be taken to avoid touching the balance.

Advantages:

a) since the weight of the growing crystal is measured, the melt-evaporation does not
interfere with the process;
b) the bottom of the furnace is closed, consequently a suitable temperature
distribution and a better efficiency can be attained;
¢) the crucible can easily be rotated;
d) the vertical position of the crucible is readily adjustable;
e) the crucible and the heating elements can be protected without technical difficulties;
f) with a single phantom, crystals of various diameters may be grown simply by
displacing the weight program generator on its balance beam.
Utilizing this system we were able to grow whole series of LINbOj; crystals of a
mass of 600 g and a diameter of 5.0 cm. The stability of the system, its insensitivity to
fast changes and the operation of the simple electronics were found to be quite reliable.
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FINITE ELEMENT ANALYSIS OF PROCESS CONTROL
AND OPERATING LIMITS IN EDGE-DEFINED
FILM-FED GROWTH (EFG) OF SILICON
AND SAPPHIRE RIBBONS: A REVIEW

J. P. KALEJS

Mobil Solar Energy Corporation
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Waltham, Massachusetts 02254, U.S.A.

H. M. ETTOUNEY and R. A. BROWN

Department of Chemical Engineering
Massachusetts Institute of Technology
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Numerical solutions are described of the coupled heat transfer and capillary equations
representing growth of silicon and Al,O, ribbons by the EFG technique. The solutions allow study
on a quantitative level of the relationship between process control parameters on the one hand, and
operating limits and interface shapes on the other. Silicon and Al,O; ribbon growth are contrasted
and the role of thermophysical properties of these materials in setting operation regimes for achieving
growth in practice is examined.

1. Introduction

The primary variables which must be controlled during the growth process for
achievement of predetermined ribbon properties are its thickness and the height and
shape of the solidification interface. These variables are in turn influenced by growth
speed, by die geometry and by the temperature fields of the ribbon, meniscus and die
environments, which are fixed by elements of the growth system design. A complete
description of the process is obtained when the relationship between the environment
temperature field and ribbon properties is known for a given growth speed and die
geometry.

The most extensively studied Edge-defined Film-fed Growth systems, both
experimentally and from a thecretical standpoint, have been those for silicon and
Al,0, ribbons [1]. Analytical solutions to the capillary equation for meniscus shape
and for simplified heat transfer models have provided the information needed for
understanding of system stability [2, 3] and for predicting its dynamic response [4]. On
account of approximations made, which treat heat transport in one dimension, only
qualitative trends are established in these analyses. Moreover, the relation of process
variables to interface shape and impurity segregation, which control material
properties, cannot be obtained. The approximations inherent in a one-dimensional
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treatment of heat transfer in silicon ribbon have been examined using numerical
solution of more detailed two-dimensional models [5]. Differences in the maximum
growth rate and in location of the solid/liquid interface with respect to the die top are
found between one- and two-dimensional models.

Initial attempts to calculate the interface shape from heat transfer considerations
using numerical analysis did not model boundary conditions representative of real
systems below the growth interface in meniscus-controlled ribbon growth [5, 6]. These
analyses predict interfaces which are concave toward the melt for a wide range of
growth variables. The influence of the die on impurity segregation and on heat and
mass transport in silicon ribbon EFG was examined in detail in a later study [7]. Both
symmetric and asymmetric growth (through the ribbon thickness) were modeled, and a
full two-dimensional treatment of die top heat transfer and melt convection was used.
The qualitative relationship between process variables and interface shape for
symmetric growth was shown not to be changed with the added consideration of heat
transfer in the die top and capillary and meniscus melts. However, die asymmetry
caused significant interface inclination and changed impurity segregation behavior.
The latter was attributed to convective enhancement of interface impurity transport
that overwhelmed normal segregation arising from interface curvature. All of these
studies failed to include the interaction between meniscus shape and crystal thickness
and thus cannot be used to relate interface behavior to process and system variables in
a self-consistent manner.

Only recently have numerical schemes been developed for solving simulta-
neously the heat transfer and capillary equations [8, 9]. These allow all parameters in
meniscus-controlled growth to be included in relating process variables to operating
conditions and interface shape. This provides the first opportunity to study at a
quantitative level the influence of external temperature fields and process variables,
such as growth speed and ambient temperature, on the ribbon thickness, on its
temperature distribution and on the melt/solid interface shape. An additional aspect of
system response is amenable to examination with comparison of silicon and Al,O,
ribbon growth [10]. Differences can be identified in the sensitivity of the growth
process caused by changes in process parameters that arise from variations in the
thermophysical properties of the two materials.

The model used for EFG ribbon growth is described in the next Section and the
differences in the silicon and Al,O; systems are highlighted. Typical results for
operating diagrams for relevant system parameters are presented in Section 3. The
influence of growth conditions and material properties on interface shape are examined
in detail in Section 4, and model application is discussed in Section 5.
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2. Model assumptions for ribbon EFG

The model of the EFG ribbon system studied here is shown schematically
in Fig. 1. Relevant dimensions for the die and material constants for the silicon
and Al,O; systems are given in Table I. Other calculation domain parameters are:
[, =0.005cm, I, =0.15cm, [;=0.0125 cm, |, =0.25 cm, and /s = 5 cm. All results are for
these nominal values unless indicated otherwise.

VS* +

Fig. 1. Cross-sectional schematic of EFG system for ribbon growth

The basic two-dimensional heat transfer and Young—Laplace equations are
written using dimensionless groups:

V2T,— Pe,;(0T;/dy)=0, Pe;=V,p;cp, L¥/k;, i=lsd, (1)
2H=BO (y+ Heﬂ')' (2)

The subscript i denotes whether the heat balance is for the melt (/), the crystal (s), or the
die (d). The mean curvature of the one-dimensional meniscus is 2H. The physical
constants and dimensionless groups used in the analysis are defined in Tables I and II.
The Biot and Radiation numbers listed in Table II characterize the importance of
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Table 1

Thermophysical properties for silicon and Al,O; systems

Property Si Al,O,
Melt
Thermal conductivity, k, [W/cm K] 0.64 0.1
Density, p, [g/cm?] 242 3.05
Specific heat, ¢, [J/g K] 1.00 1.26
Emissivity, & 0.64 09
Crystal
Thermal conductivity, k, [W/cm K] 0.22 0.1 g
Density, p, [g/cm?] 2.30 4.00
Specific heat, ¢, [J/g K] 1.00 1.26
Emissivity, ¢ ? 0.64 0.9
Interfaces
Melting temperature, T, [K] 1683 2316
Latent heat, 4H ; [J/g] 1800 1046
Melt contact angle with die, ¢, 30° 26°
Melt/gas surface tension, y [dynes/cm] 720 700
Melt/crystal growth angle (orientation) 11° 17° (<0001))
' 35° (<1010})
Property Graphite  Molybdenum
Die
Thermal conductivity, k; [W/cm K] 043 0.84
Density, p, [g/m?] 2.1 10.2
Specific heat, ¢, [J/g K] 1.7 04

convective and radiative heat transfer from the die/crystal/melt system to an
environment at the dimensionless temperature T, in relation to conduction across the
ribbon. These appear in the heat transfer boundary condition

~m-PT)=Bi(T,-T)+R(T{-Tg), i=lsd, 3)

where n is the unit vector normal to a surface separating the die, melt or crystal from the
surroundings. All solutions presented here are for Bi;=0. Additional details of the
model are discussed elsewhere [9] and will not be repeated here.

A new finite element algorithm was developed to compute consistent solutions to
the two-dimensional equations governing both heat transfer and capillarity in
meniscus-controlled growth [8]. The ribbon thickness, the melt/solid and the melt/gas
interface shapes are not specified a priori, but result from the calculation of the
temperature fields in the three regions of interest in the growth system: the melt, the
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Table 11

Dimensionless groups for modeling Si and Al,O, systems

Dimensionless group Si AL, O,
Biot numbers, Bi;=hL*/k;, i=1,s,d 0 0
Radiation number, R,=o¢, L*T*3/k, 72x107% 7.2%10%2
Melting temperature, T, =T, /T* 0.95 1.30
Stefan number, St=4H ;/c, T* 1.0 0.47
Bond number, Bo=¢gL*? Ap/y 2.1%105 26x107°
Static head, H = h/L* 20 20
Surrounding temperature, T, =T, /T* 0.2 0.2
Reference temperature, T* 1783 K 1783 K
Reference length, L* =2, 0.025 cm 0.025 cm

crystal and the EFG die. The finite-element formulation is described in detail in [8] and
the strategy for iteration between interface shape and the temperature field calculations
is presented in [9].

We model the growth of Si and Al,O, sheets with thickness 2f that are
continuously pulled and solidified from a die at the velocity V,. The die geometry used is
the same for both systems and is shown in Fig. 1. The die is made of graphite for Si
growth and of molybdenum for the Al,O; system.

The heat transfer models used here and in [9] assume that conduction is the
dominant mode of heat transfer in both melt and crystal and account for convection
simply by incorporating uniform velocities in the melt, ¥}, and crystal, V,, in the growth
direction. Heat is transported through the die only by conduction. The transparency of
the Si and Al,O; is initially neglected. Radiation through solid Al,O; is a more
significant mechanism for heat transfer than for Si [11]. It is estimated that up to 80 per
cent of the radiation emitted at the Al,O; interface will be transmitted through the
solid, as compared to about 20 per cent for silicon. While silicon transparency is
confined to infrared frequencies, the transmission through Al,O; is so pervasive that
the growth interface can be visually observed during growth. Some uncertainty exists
in the reported thermal conductivity of crystalline Al,0;, and the value used here may
already partially include effects of crystal transparency. The effect of transparency on
Al,O; growth is examined separately below.

The higher melting temperature of Al,O; results in a greater portion of heat
being transmitted by radiation to the surroundings than for silicon. This is accounted
for in our model by the larger dimensionless temperatures in the Al,O; system;
compare the melting temperatures in Table II. Radiative heat transfer to the
surroundings also represents a larger portion of the heat lost from the melt in the Al,O,
system because of the much lower thermal conductivities in this system as compared to
silicon; this effect is described quantitatively by the order-of-magnitude increase in R,
for Al,0, over the radiation number for molten Si. The radiation numbers for the
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crystal and die for both Si and Al,O; are computed by scaling R, with the appropriate
thermal conductivity ratio. The molybdenum die used in the Al,O; system is more
conductive relative to the melt (k,/k, = 8.4) than the graphite die in the silicon system
(k4/k,=0.67) and this difference causes the shape of the isotherms near the die top to
vary significantly between the two systems.

Although reported surface tensions of Si and Al,O, melts are similar, the
thickness of an Al,O; crystal is much more sensitive to meniscus height because of
the larger wetting angle ¢, at the melt/gas/crystal junction. Values of ¢, are listed in
Table I for sapphire, These vary between 17° and 35°, depending on the crystal
orientation. Crystal thicknesses 2 predicted by solution of the Young—Laplace
equation are shown in Fig. 2 as a function of meniscus height, s, and the height of the die
top above the level of the melt, h ., for wetting angles typical of the Al,O and Si
systems.

Fig. 2. Relationship between crystal thickness 2i and meniscus height s for a range of static heads h;;. Growth
angles ¢, are for Si (11°) and for (0001) (17°) and {1010} (35°) grown Al,O,

The operating conditions for the EFG systems are characterized by h., the pull
rate of the sheet, V,, the ambient temperature of the surroundings, T, and a setpoint
temperature, Ty, for the melt entering at the bottom of the die. Calculations were
performed to set the ranges of these parameters where steady-state operation is
possible and to compare for Al,O; and Si the sensitivity of crystal thickness changes to
those in the parameters. In the calculations presented here, all other control parameters
were held at the values given in Table II, unless changes are explicitly mentioned.

The two temperature variables chosen to parameterize the temperature field can,
in principle, be related to system component temperatures. A single uniform ambient
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temperature T, is used here for purposes of illustrating the main trends of the model. A
variable T, has been incorporated into the calculation scheme, and results show that
the basic trends established with uniform 7', are modified only at a quantitative level
when T, is varied [12]. Thus, the model has the potential for making predictions at a
quantitative level with proper accounting for view factors associated with real system
components. The die base temperature T, closely models the temperature setpoint
associated with the control thermocouple for monitoring of the die top temperature.
Control may be carried out via a feedback loop to the die heater used in the cartridge
mode of EFG, or to a main zone (crucible) heater.

3. Operating variable relationships

Control aspects relating to ribbon thickness involving the main parameters of
the coupled heat transfer and capillary solutions are illustrated in Figs 3 to S. The
results for silicon and Al,O; contrast the relationship between ribbon thickness and
selected operating variables: growth speed, die base temperature and die capillary
dimension are parameters, respectively. Questions of stability are not directly
addressed through such relationships, but a relative comparison between silicon and
Al,O; ribbon growth systems is possible on the basis of operating curve slope
magnitudes.

Fig. 3. Relationship between static head and crystal thickness at constant growth speed. T, =2550 K and
@o=17° for the Al,O; system (solid curves); T, = 1753 K for the Si system (dashed curves)
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Fig. 4. Operating curves of crystal thickness as a function of growth rate for Si and Al, O ribbon grown in the

systems described in Table II. Curves (a)}—(i) are for Si with set-point temperatures T, varying from (a) 1793

to (i) 1713 K in ten degree increments. Curves (j}—(m) are for Al,O; growth with different combinations of ¢,
and To; () 17°, 2675 K; (k) 17°, 2585K; (1) 17°, 2496 K; (m) 35°, 2585 K

growth rate, Vs [cm/min]

Fig. 5. Operating curves for ribbon grown at three die capillary gaps. Solid curves are for Al,O; with
T,=2585K and ¢@,=17°; dashed curves are for Si with T,=1773 K

The sensitivity of ribbon thickness to a given variable is shown to be markedly
different in the two systems. The reduced sensitivity of the Al,O, system, as measured
by lower values of

otfohaly,, t/oVily, and BVl
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has been attributed to the dominance of radiative heat transfer, coupled to a lower melt
thermal conductivity, in this system [10]. In contrast, conduction acts as the dominant
mode of heat transfer in silicon over this range of operating variables. This difference is
further reflected in the dependence of the interface melt temperature gradient on
growth speed, as is shown in Table I11. Limits of stable growth with speed increases are

Table 111

Melt temperature gradients at the center of the melt/crystal interface

Material ToK] ST K ¥, [cm/min] dT/dy [K/cm]
Si 1763 357 1 —593x 102
21,=0.025 cm 1763 357 2 —5.99x 102
1763 357 3 —6.69 x 102
1763 357 4 —8.08 x 102
Al, 04 2585 357 0 —6.90x 10°
2l,=0.025 cm 2585 357 1.5 —6.13x 10°
2585 357 3.0 —535%10°

AlL,O, 2585 357 1.5 —2.54x10*
2l,=0.1 cm 2585 357 3 —203x 103
2585 357 4.5 —141x10°
2585 1783 0 —2.60x10°
2585 1783 1.5 —1.98x10°
2585 1783 3.0 —1.40x 10°
2585 1783 4.5 —9.69 x 102

closely set by the interface melt temperature gradient, which must remain greater than
zero if freezing of the ribbon to the die top is to be avoided. It is evident that the trend
predicted for silicon results in growth failure by which the ribbon thickness goes to zero
while the melt gradient increases with growth speed. This is contrary to the behavior
predicted by one-dimensional heat transfer models [9]. The interface melt gradient
dependence on speed for Al,O; follows the reverse behavior.

The gradients in both systems are much higher than usually are realized in
practice because thermal stresses caused by growing a crystal under these conditions
can lead to cracking of the sheet. Temperature gradients of under 500 K/cm are
approached, however, by increasing the ambient temperature to values nearer the
melting point, as shown by the calculations for Al,O5 with 2/;=0.1 cm. Tailoring the
ambient heat transfer conditions to an actual growth furnace and proper accounting of
radiation through the crystal will lead to realistic temperature gradients but to growth
conditions that are more sensitive to h. and V,.
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4. Interface shape behavior

The present model allows study of details of the dependence of melt/solid
interface shape on operating variables not previously examined. In silicon ribbon,
experimental data [7] show that impurity segregation exhibits characteristics not
predicted by simple models which give interfaces uniformly concave toward the melt.
Comparable segregation data are not available for Al,O; ribbon, but this system is
amenable to study on another account because the interface is visible due to crystal
transparency. The model results for these two systems are examined later in view of the
experimental features of interface behavior that need to be accounted for to explain
segregation behavior.

Representative melt/solid interface shapes calculated for silicon are shown in
Fig. 6. Figure 6(a) shows the effect of varying die setpoint temperature Ty; in Fig. 6(b),
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Fig. 6. Variation of melt/solid interface shape for silicon ribbon with (a) set-point temperature at
V=3 cm/min, and (b) contact angle at ¥,=4 cm/min and T,= 1763 K. The x-coordinate is scaled with
L*=0.025 cm

the influence of the contact angle change for the melt/solid/gas interface is shown. The
location of each interface at the centerline of the ribbon has been translated to zero; the
actual height of the meniscus can be calculated by reading the crystal thickness from
this figure and using Fig. 2 for h.=0.5 cm to obtain s.

Interfaces convex toward the melt, obtained when the ribbon thickness decreases
by increasing either T, or ¢,, are not predicted from earlier models [5—7]. This is the
case because capillarity (meniscus shape) effects are not included and hence heat
transfer in the meniscus region is not accounted for properly [9]. The contact angle for
silicon is measured to be 11° in steady-state growth. However, fluctuations about the
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steady-state value, such as during crystal thickness transients thus may affect interface
shape on account of changes in heat transfer near the solidification front.

The interface shapes predicted for Al,O5 ribbon growth have generally more
curvature than those found for silicon under comparable environment and growth
conditions. Examples of this are shown in Fig. 7(a) and (b). This occurs both because of

a)

x coordinate
b)

Fig. 7. Variation of melt/solid interface shape for Al,O, ribbon with (a) growth speed at T, =357 K, and (b)
environment temperature for 2/;=0.025 cm. To=2585K and ¢,=17" for both sets of results. The x-
coordinate is scaled with L*=0.025 cm
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the above mentioned enhancement of radiative heat transfer and of the reduction of
conductive transfer in Al,O; in comparison to Si, and also because of differences in die
conductivity for these systems. The higher conductivity Mo die in the Al,O; system
distorts the shape of the isotherms near the capillary opening more than for Si. This has
a particularly strong impact on the interface shape for growth at low meniscus heights.

5. Discussion

The model results presented above illustrate the basic relationships between
ribbon thickness and interface shape and operating variables. A number of additional
factors associated with real growth systems complicate application of the model at a
quantitative level. Among these are: the effects of ambient (gas) heat transfer at the
meniscus and ribbon surfaces, approximations in treatment of heat transfer in the solid,
direct radiative heat transfer from the interface by light, and modeling of melt
convection that becomes inadequate in the limit of high growth speeds. These are
examined next.

Ambient convective heat transfer

Radiative heat transport only has been modeled up to this point (see Eq. (3)). Gas
convection at the meniscus and ribbon surfaces is known to affect gro‘wth conditions. It
has been suggested [7] to be responsible for more complicated behavior observed in
silicon ribbon segregation than expected on the basis of interface shapes of the form
presented in Fig. 6. The effects of ambient convection are included in the present model
by introducing non-zero Bi; in"Eq. (3). Significant interface shape changes from those
shown arise for non-zero Bi for silicon [5]. It is likely that ambient convection
contributes toward changing segregation behavior in the near-surface region of the
meniscus in practice.

The Al,O; interfaces exhibit near-surface interface inflections under many
growth conditions (Fig. 7). These features are consistent with shapes required to
account for formation of certain defect configurations such as sheet microvoids at these
locations [10]. They are produced by the dominant cooling effect of radiative heat
transfer at the surface. Gas cooling does not influence surface heat transfer to as great
an extent in Al,O; as in silicon because of the dominance of radiation cooling.

Solid heat transfer
The values for the solid material constants chosen for the calculations, such as
the absorptivity, emissivity and thermal conductivity, significantly influence calculated

temperature gradients and profiles in the ribbon. The present results are all for constant
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solid parameters. Both silicon and Al,O; crystals are known to transmit significant
amounts of radiation through “light piping”. In general, the absorptivity and emissivity
are strong functions of wavelength (hence temperature), and the lattice thermal
conductivity also depends on temperature.

In silicon, free carrier absorption is very high near the melting point making the
solid opaque, but this decreases rapidly with increasing wavelength so that the solid is
transparent at lower temperatures [13]. Calculations have been done to incorporate
these features in modeling heat transport in silicon ribbon [14], and show that direct
radiation effects reduce interface gradients below those obtained for the black body
model.

Light piping in Al,0,

Radiation into the crystal is clearly a more significant mode of heat transfer for
Al, O, than for silicon. In absence of accurate data on the lattice conductivity and a
model to include light piping effects, we have estimated the influence of light
transmission by introducing a heat sink along the melt/crystal interface to simulate
direct radiation heat loss. The sink is parameterized by a variable f, which is
introduced as a multiplier of a radiative heat loss term in the interface heat balance
according to:

n-VT,—(k/k) (- VT)=Pe,St(n-e,)+pR(Ty—T%). (4)

nis the interface unit normal projecting into the solid, and e, is the unit vector along the
growth (y) axis. f is negative here.

The impact of non-zero f is to produce significant changes in interface curvature
with respect to the f=0 solutions, as is shown in Fig. 8. At = — 1.0, the radiative
interface heat loss term of Eq. (4) for T,, =357 K is of the order of the latent heat term
Pe, St at the higher growth speed (2.5 cm/min), but more than an order of magnitude
greater at the lower (0.005 cm/min) speed modeled (Fig. 8). This demonstrates the
extent to which direct radiative heat loss influences interface shape as growth speed is
varied. The exaggerated interface curvatures produced at the low speed by including
direct radiative heat loss from the interface appear to bring the calculated interface
profiles qualitatively into closer agreement with those reported experimentally from
direct visual observation [ 15]. However, growth conditions and model parameters are
different, and experimental data are not available to warrant a closer comparison at
this time.

Melt heat convection approximation
Convective heat transfer by melt flow to the growth interface becomes more
important with increasing growth speed. The ratio of convected to conducted heat is

measured by the Peclet Number Pe,= V,L*/x,. For Si and Al,O, systems operating at
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x coordinate

Fig. 8. Effect of djrecl interface radiation heat loss (see Eq. (4) in text) on interface shape of Al,O, ribbon;
To=2671 K and ¢,=17". The x-coordinate is scaled with L* =0.025 cm

the same pull rate and die dimensions, comparison of Peclet numbers between Al,O,
and Si reduces to only a comparison of thermal diffusivities. The thermal diffusivity of
Al,0; melt («;~0.026 cm?/s) is ten times smaller than that of Si (a; ~0.264 cm?/s), and
causes convection to be ten-fold more important in the Al,O, system. As demonstrated
in [12], incorporation of a full two-dimensional velocity field can lead to up to a 20%,
decrease in crystal thickness at ¥,=5 cm/min over the value of 2f predicted by the
uniform flow model used here for Al,O;, but has a negligible impact in the case of
silicon ribbon growth at this speed. Convective heat transfer will be of greater
importance in any systems where fluid flows driven by density or surface-tension
gradients are more intense than the growth velocity.

In summary, the model described here for meniscus controlled EFG of silicon
and sapphire ribbons is capable of incorporating all relevant physical aspects of the
growth process in obtaining solutions of coupled capillary and heat and mass transfer
equations. Application of the analysis at a quantitative level requires more detailed
knowledge of a number of material parameters of the solid phases of Siand Al,O5, and
experimental data on system response to process variable changes. Preliminary
experimental data have already been obtained in the study of 10 cm wide silicon ribbon
growth to test certain aspects of the model [9, 12]. The basic relationships between
process variables and ribbon properties discussed here are shown to be reproduced at
this level of application.
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PREPARATION
OF ALUMINIUM-SAPPHIRE BICRYSTALS

H.-G. LINDENKREUZ, M. JURISCH

Central Institute of Solid State Physics and Material Sciences
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and
S. SAHLING

Technical University, Department of Physics, Dresden, GDR

The growth of aluminium-sapphire bicrystals necessary for studies of the thermal boundary
resistance between a metal and a dielectric at low temperatures is reported. Some results
characterizing the perfection of the interface and the near interface region are discussed.

1. Introduction
b

The acoustic mismatch theory of the thermal boundary resistance (R, ) between
two different materials developed by Khalatnikov [1a] and improved by Little [1b]
predicts a theoretical temperature dependence for the low temperature region
according to Ry, =k, T2 (k,, =constant). The existence of electrons in the meta! of a
dielectric/metal contact should not contribute to the thermal boundary resistance if the
sound velocity in the dielectric is greater than in the metal. Otherwise the electrons lead
to a reduction of the thermal boundary resistance, i.e. the thermal boundary resistance
of a contact with the metal in the superconducting state should be higher than in the
normal state.

Measurements of the thermal boundary resistance of sapphire-indium [2] and
sapphire—lead interfaces [3] show that the thermal boundary resistance in the normal
state is lower than in the superconducting one. This qualitatively disagrees with the
theory because the sound velocity in sapphire is larger than in the metals studied.
Further Ry>R,,, and Ry~ T ~" with n>3 was observed for these interfaces. It was
argued that the observed discrepancies between theory and experiment are caused by
imperfections in the interface and in the near interface region. In order to elucidate the
influence of imperfections high quality aluminium-sapphire bicrystals were grown.
This communication gives a detailed description of the sample preparation and
characterization. The results of the measurements of the thermal boundary resistance
were published in detail in [4].
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2. Crystal growth

In Fig. 1 the finally used graphite container for a vertical Bridgman arrangement
under vacuum or hydrogen is shown. It consists of threc parts: a lower one, the
dimensions of which agree with the sapphire single crystal except of the part near the
sapphire end face, where the diameter is increased from 5 to 5.8 mm, a middle part for

aluminum

Fig. 1. Graphite container

the directional solidification of aluminium and an upper part for the initial
polycrystailine aluminium. Using a two-zone resistance furnace or r.f. heating the
whole container is heated slightly (app. 50 K) above melting temperature of aluminium.
In this way, an oxide free melt is poured on the cleaned end face of the sapphire, filling
the whole middle part of the container. Directional solidification was carried out with a
displacement rate of the heater of 5 10~ mm/s. For growth under hydrogen a small
slot parallel to the sapphire in the graphite in connection with a radial hole in the lower
part of the container was necessary. Verneuil grown cylindrically shaped sapphire
single crystals of 40 mm length with roughly ground surfaces and polished end faces of
random orientation were used. The roughness of the end faces was varied: 0.5, 3.8,
8.4 um. Two qualities of aluminium characterized by the data in Table I were used. An

Table 1

Average content of the used aluminium (at. ppm)

Sb . iGa’ Cu. ‘Fe  ‘Mn-i€r \' T A Ca S WaMg o
High purity 3.5 2.1 09 1.6 1.1 1.6 1.3 09 08 33 6.7 2500...1700
Pure 9.6 18 120 320 840 390 3.1 13 381750 =96 3

as grown bicrystal is shown in Fig. 2. Owing to the special pouring technique
aluminium adhered tigthly to the graphite container. Usually the bicrystal could be
removed by destruction of the container, only. This adhesion was more pronounced for
growth under vacuum than under hydrogen. For measurements of the thermal
boundary resistance the diameter of the aluminium crystal was reduced to 5 mm (for
details see [4]).
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Fig. 2. As grown sapphire-aluminium bicrystal

3. Perfection of the grown bicrystals
3.1. Physical perfection

Looking through the sapphire single crystal an optical inspection of the interface
was possible. After optimization of the melting and growth procedure homogeneous
highly mirroring contact faces of aluminium without visible oxide particles, areas of
insufficient wetting or cracks in the sapphire crystals independent of the roughness of
the sapphire end face were found. The contact was extremely tight, attempts to separate
the aluminium from the sapphire always resulted in the destruction of the sapphire.

The directionally solidified aluminium was single crystalline without favourable
orientation for high purity initial material, but polycrystalline for lower grade material.
No distinct orientation relation between the sapphire “seed” and the aluminium single
crystals was found.

Cross sections in different distances from the interface and longitudinal sections
containing the interface were cut from the crystals by a 50 pm tungsten wire saw,
slightly electropolished using a standard procedure and investigated by Berg-Barrett
Topography. A typical picture of a longitudinal section is shown in Fig. 3. Similar to
Bridgman grown Al-single crystals a pronounced substructure with subgrains slightly
elongated parallel to the growth direction was observed. There was no detectable
difference between the substructures near and far from the interface.

Fig. 3. X-ray topograph of a longitudinal section of the Al component single crystal (mag.: 8:1, {311})
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3.2. Chemical perfection

The impurity distribution was studied by microautoradiography on ORWO K
106 stripping film after neutron irradiation of longitudinal sections containing the
interface. Autoradiograms were taken after different decay times. Together with an
investigation of the decay behaviour and y-spectroscopic analysis the image forming
isotopes could be identified.

In Fig. 4a the optical density which is approximately proportional to the average
impurity content is shown as a function of the distance from the interface. The copy of

Fig. 4a. Optical density (proportional to average impurity concentration) as a function of the distance from
the sapphire-aluminium interface

the corresponding autoradiograms is represented in Fig. 4b. Bright regions correspond
to high impurity concentration. Three regions can be seen: the interface region with an
enhanced impurity content followed by a minimum of concentration in the aluminium
single crystal. After this region the concentration increases up to a nearly constant
value. The decay behaviour of the interface region agrees with that of the bulk of the
aluminium proving that the impurity enrichment in the interface region has a
comparable composition. It is assumed that the impurity rich region is created if the
sapphire temperature at the beginning of the pouring procedure is lower than the Al-
melting temperature resulting in a high solidification rate of the first melt layer. After
this the usual transient segregation takes place leading finally to a nearly constant
concentration. Up to the optimization of the growth procedure the region of nearly
constant concentration was characterized by an inhomogeneous cellular impurity
distribution for both grades of aluminium. An example is shown in Fig. 5. Since cells are
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oriented perpendicular to the growth front a curved solidification isotherm must be
assumed for the crystal. This is due to a disturbance of the heat flux because of a crack in
the sapphire single crystal. The region of cellular solidification could be completely
avoided for high purity aluminium using the optimal growth procedure.

Fig. 4b. Corresponding autoradiograph

4. Thermal boundary resistance

In Figure 6 the thermal boundary resistance of an aluminium sapphire bicrystal
is shown as a function of temperature (curve la, b) in comparison to the theoretical
curve (2) and results from the literature (curves 3, 4). It follows that in the normal state
of Al (curve 1a) the T2 dependence is obeyed below 1.5 K in agreement with the
theory. However, the measured thermal boundary resistance is smaller than the
predicted (explanation see [4]). Comparing our results (curve 1a, b) with those of [2]
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Fig. 5. Cellular impurity distribution near the interface of high purity Al single crystal (Background: Sc—46,
impurities: Sb-—122/124, Sn—113, Ce—141, Ir—192)

Fig. 6. Thermal boundary resistance for sapphire-metal samples as a function of temperature
(1a) Al,O; — Al (normal state), roughness <0.5 um; (1b) Al,O, — Al (superconducting state), roughness <0.5
pm; (2) calculated from the acoustic mismatch theory; (3a, b) Al,O; —In, [2]; (4) Al,O,—Pb, [3]
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and [3] (curves 3, 4) it must be concluded that the reported disagreement between
thcory and experiment was due to the insufficient quality of the studied samples.

A drastic deviation from the T ?® law was found for the thermal boundary
resistance of the bicrystals in the superconducting state of aluminium (curve 1a). The
effect is observed for high purity aluminium only. A comparable result does not exist in
the literature. An explanation for this behaviour was given in [4] taking into
consideration an extended region near the interface in the Al-single crystal, where the
quasiparticles of the electron system are still not in the thermal equilibrium.
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The homogeneity range of ZnO is very narrow and cannot be determined by conventional
analytical methods. The determination was performed by oxidation of the substoichiometric samples
in a gas stream with coulometric control of the gas-solid phase reaction by the aid of a solid
electrolyte cell. ZnO single crystals were prepared by chemical transport. Transport of stoichiometric
ZnO is possible with Cl,, Br, and HCI going from the higher to the lower temperature, whereas HBr
transports from the lower to the higher temperature. ZnO, which exhibits the lower phase boundary
composition, can be transported only by HCl and HBr or their ammonium salts, respectively, from
the higher to the lower temperature. The deviation of stoichiometry depends on the preparation
temperature, i.e. the deposition temperature during the chemical transport. The value of the
deviation amounts to 30—240 ppm in the range 800—1100 °C. Measurements of the electrical
conductivity and the Hall mobility yield the same temperature dependence of the phase boundary
composition.

Preparation of ZnO

The application of the chemical deposition from the gas phase for preparing

single crystals or layers of defined non-stoichiometric phases is one of the trends in
chemical wransport reactions (CTR). In this connection the question concerning the
kind and composition of the deposited solid is a very important one. Generally, if a
phase with homogeneity range exists, it is possible in CTR to deposit samples with the
upper phase boundary and the lower phase boundary too, also in the case of a very
small range of homogeneity.

Zinc oxide — as the only compound in the system Zn/O — shows a very small

range of homogeneity. According to Hagemark and Toren [1] the phase width is
between 1 and 100 ppm as a function of temperature. Within this range of homogeneity
the physical properties of ZnO change very much.
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The preparation of the investigated zinc oxide single crystals was carried out by
chemical transport in a closed system.

In comparison with the deposition in an open system [2, 3] this preparation has
the advantage of the possibility to adjust the coexistent pressure of oxygen more
exactly, and therefore the properties of the crystals can be obtained as required.

In a closed quartz ampoule ZnO powder and the transport agent X, are brought
to reaction:

ZnO,s+X,,g=7ZnX,,g+1/20,,8. (1)

Using the dependence of the chemical reaction or reactions on the temperature of the
equilibrium state (Eq. (1) — schematically) — (see Fig. 1) — the ZnO powder is

T2

Fig. 1. Scheme of reaction and diffusion during crystal growth of ZnO

dissolved at T, and precipitated in crystals at T,. The reaction products ZnX, and O,
formed at T, diffuse to the location of deposition, where the backreaction takes place
under formation of ZnO and X, . The X, diffuses back to T,, reaction takes place and so
on.

Br,, Cl,, HBr, HCI, NH,Cl and NH,Br have been used as the transport agent.
The transport behaviour depends on the transport agent, the total pressure and the
temperature, or the difference between the temperatures of the location of dissolution
and deposition. Moreover, to a high degree the transport behaviour is a function of the
coexistent pressure of oxygen above ZnO, e.g. a function of the stoichiometric
composition of the deposit at the dissolution part of the ampoule as shown generally as
well as by some examples [4, 5, 6]. The coexistent pressure of O, above zinc oxide
(ZnO,):

[O].0=1/20,,¢ (2)

decreases with decreasing O,-content (decreasing x) from the upper phase boundary
ZnO, to the lower phase boundary ZnO,,. Within the range of homogeneity
(Io < x <u) the pressure of solubility of O, is therefore a function of x and T. At the
lower phase boundary the pressure of O, is only a function of temperature because of
the reaction of decomposition:

ZnO,,,s=Zn,1+1/20,,8. (3)
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The dependence of the pressure of decomposition of O, on the temperature at the
phase boundary ZnO, /Zn is shown in Fig. 2. This fact permits the unambiguous
preparation of ZnO of the upper and the lower phase boundary by chemical transport

[7].

Fig. 2. Decomposition pressure versus temperature

Upper phase boundary

For unambiguous transport of zinc oxide of the upper phase boundary mainly
Br, and Cl, are useful, giving an oxidizing atmosphere by the simple reaction (1):

Zn0O,s+X,,g=7nX,,g+1/20,,8

under which deposition of ZnO rich in oxygen takes place. The transport behaviour
can be described by one reaction because the pressure of O, for ZnO of the upper phase
boundary is given by the ratio p;,x,/Po,=2; this means that ZnO is precipitated
stoichiometrically.

The above-mentioned transport agents move from hot to cold (with the
exception of HBr). According to thermodynamic expectations Br, shows the best
transport effect, followed by the ammonium halides; the lowest effect is given by HCI.
Optimum transport temperatures are at 1000—900 °C, where partly well-formed rod-
shaped crystals with hexagonal cross-section are precipitated (Fig. 3) and partly
crystals with a plaingrowing hexagonal area.

Concerning the quality of the crystals Br, is also the most suitable transport
medium. The crystals of the upper phase boundary are predominantly colourless and
clear — some are opaque.
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Fig. 3. ZnO crystals (upper phase boundary) by CTR with Br,

Lower phase boundary

At the lower phase boundary p,, is fixed by reason of the decomposition
equilibrium (3) therefore the transport of ZnO with the lower phase composition is only
possible with the transport agents HX and NH X, where the mass transport of oxygen
is carried out by H,0. For all transport agents the transport at the lower phase
boundary takes place from hot to cold because of the decreased pg,. Contrary to the
upper phase boundary three independent reaction equations are necessary besides the
consideration of the decomposition equilibrium (3) to describe the transport:

Zn0O,,, s+2HX,g=ZnX,,g+H,0, g (4)
Zn0O,,,s+X,,g =ZnX,,g+1/20,,8 (5)

2HX,g=H,,g +X,,g (6)
Zn0,,, s =Zn,1 +1/20,,g

To realize the chemical transport for lower phase boundary a small amount of
elemental Zn besides ZnO is given into the ampoules, reducing ZnO at the reaction
temperature to the lower phase boundary and maintaining the coexistent partial
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pressure of oxygen of ZnO,, at the location of deposition during the transport. If
the deposition temperature T; is changed from 700 °C to 1100 °C, crystals of the
corresponding lower phase boundary ZnO,, can be obtained even if the phase width is
small and analysis of the phase boundary difficult. According to Hagemark and Toren
[1], with increasing temperature the phase boundary line is shifted to the side of Zn-
excess. Crystals of zinc oxides of the lower phase boundary are orange to brown; the
intensity of the colour increases with increasing deposition temperature and therefore
increasing deficit of oxygen or excess of zinc. Crystals of the lower phase boundary
transported by HBr at 1000—900 °C are shown in Fig. 4. Often the Zn-particles adhere
to the crystals, complicating the formation of crystals without defects.

Fig. 4. ZnO crystals (lower phase boundary) by CTR with HBr

Determination of homogeneity range

The homogeneity range of ZnO is very narrow and cannot be determined by
conventional analytical methods [8]. The determination was performed by oxidation
of the substoichiometric samples in a gas stream with coulometric control of the
gas—solid phase reaction using a solid electrolytic cell [9, 10], Fig. 5. An inert gas
containing only a few vol.-ppm oxygen was used as the gas phase for the sensitive
detection of the deviation from stoichiometry.
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Fig. 5. Scheme of coulometric determination of the deviation from stoichiometry; 1 inductance coil, 2 Ni
catalyst, 3 molecular sieve (O, elimination), 4 diffusion membrane, 5 quartz boat, 6 solid electrolytic cell

If the ZnO, _ .-sample reacts with the gas, we obtain the mass of oxygen via the
potentiostatic measured stream I over the time

12
do,=k [U@)—1Io)dt  k=828ugO,/A s (7)
151

and from this the deviation from the stoichiometry

qOZ'Ml

Ax—x— P e s
(E+4qo,) M,

(8)
where E denotes the mass of the sample, M | the mol mass of ZnO, and M, the mol mass
of O,.

If the composition of the sample is equal with the lower phase boundary and the
end of the oxidation equal with the stoichiometric oxide the difference is equal with the
homogeneity range of ZnO.

Figure 6 demonstrates a typical curve for oxidation, the endpoint of which is
indicated by the stream I(t) going back to /. This Figure shows two types of reactions:
only the second type can be assigned to nonstoichiometry; the first one is due to
impurities, especially from the transport agent.

T/°C

Fig. 6. Typical curve for oxidation
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The deviation from stoichiometry depends on the preparation temperature, i.e.
on the deposition temperature during the chemical transport reaction. The value of the
deviation amounts to 30240 ppm in the range 800—1100 °C (see Fig. 7).

200 150 100 50 0
— » &/ppm

Fig. 7. Phase diagram of the Zn/O system. The lower phase boundary results from our coulometric
measurements, the upper phase boundary is drawn schematically [1]

Measurements of the electrical conductivity and the Hall mobility also show the
temperature dependence of the phase boundary composition [7]. In both types of
crystals the electrical conductivity o and the Hall coefficient R, were measured in the
temperature range from 77 to 1000 K by the van der Pauw method. We can summarize
these measurements as follows: The crystals from the lower phase boundary show a
clear dependence of the carrier concentration n, the electrical conductivity o, the Hall
mobility x4 and the donor concentration N on the growth temperature 7T; (Fig. 8),
whereas for crystals from the upper phase boundary no correlations were found. The
correlation between growth temperature T, and carrier concentration n and donor
concentration N in crystals from the lower phase boundary can be understood with
the help of the phase diagram assuming that native donors play the decisive role for the
electrical properties. On the other hand, this correlation can be used to construct the
phase diagram as carried out by us (see Fig. 9). The concentration of the donor given by
Ny is, on average, larger by a factor of 2.2 than n (300 K) as is shown in Fig. 9. The line
N represents the lower phase boundary composition in the system ZnO/Zn. The
right-hand scale gives the concentration in ppm. The results are in good agreement
with the data of Hagemark and Toren [1], but they are at lower temperatures by a
factor 2 lower than our results from coulometric and electrical measurements — with
another temperature dependence. The described preparation of ZnO and the
determination of its very small homogeneity range provide a striking example of the
use of chemical transport reactions for the defined preparation of non-stoichiometric
compounds.
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Fig. 8. Temperature dependence of the Hall mobility for samples from the lower phase boundary [7]

- 10

07 08 09 10 1 12
flK -

Fig. 9. Electron concentration n (x-experimental), the donor concentration N,, and the coulometric
determined lower phase boundary (0) vs the reciprocal growth temperature
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PREPARATION OF GaAs STRUCTURES
FOR DIFFERENT DEVICES
BY CHLORIDE TRANSPORT

T. GOROG, 1. GYURO and K. SOMOGYI

Research Institute for Technical Physics
Hungarian Academy of Sciences
1325 Budapest, Hungary

GaAs, one of the basic materials of many electronic devices, has become widely used because
of the improvements in epitaxial growth techniques. This paper presents the results obtained during
the development of GaAs structures. Data are given on the optimum growth parameters, on the
requirements against the raw materials, the flow velocity of gases, the growth rate of the layers, on the
possibility of reducing the background impurities to 5-10'*/cm?®, and on the dlﬂerem electrical
measurements performed on structures such as n* * —n,—n,, n/ * —n—n,—n}*, n—n,; —n, and
submicron layers.

The wide application of GaAs for device production has been promoted by the

intense development of the crystal growing and epitaxial technologies during the last
decade [1-—2]. At present numerous types of GaAs devices (Gunn and Schottky
diodes, MESFET transistors, integrated circuits) are on the market.

The majority of GaAs devices contain different layer structures which can be

fabricated by vapour phase epitaxy (VPE), liquid phase epitaxy (LPE), or molecular
beam epitaxy (MBE). However, for mass production, VPE has some advantages over
the other methods:

— it can be used to develop a great variety of structures consisting of different
A"BY compounds and differently doped layers,

— uniform doping and sharp transitions between the individual layers can be
maintained,

— besides the good reproducibility, the background impurity level is below
5-10'* at/cm?,

— the short technological cycle and the relatively large substrate area used in
every run result in high yields.

The VPE technology is based on the following transport reactions:

4AsCl, +6H,=12HCl + As, ,
2HCl +2Ga=2GaCl +H,,
4GaCl+ As, + 2H,=4GaAs + 4HCl .
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The development of GaAsP LED-s and GaAs homoepitaxial layers made in
laboratory conditions was reported earlier [3]. The increased interest in our GaAs
products required the installation of first-class VPE equipment. The aim of this paper is
to present those technological experiments which have been carried out to reach the
optimum growth conditions for producing GaAs devices of high quality. Among other
aspects the effects of varying the growth rate, the background impurity level and the
dopant concentration on the different electrical and other physical properties of layer
structures are also discussed.

Experimental

Figure 1 illustrates the technical set-up of the VPE equipment. The system
contains a Pd-diffusion cell to purify the hydrogen carrier gas and the four gas lines for
transport, etching, by-pass, and doping.

Hydrogen saturated with AsCl; reaches the source and the deposition zone
through the transport and the etching lines, respectively. The by-pass line prevents the
diffusion of reaction products back to the source area. The transport line can carry
simultaneously two different gas mixtures to the deposition zone.

Fig. 1. Temperature profile and scheme of the VPE reactor
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After proper saturation of the source material the growth process consists of the
following steps:
— the GaAs wafers are placed in the substrate holder,
— the system is heated up to the required temperature,
— the surface of the substrates is cleaned by etching,
— the layers are deposited,
— the reactor is cooled to room temperature.
Materials used for the experiments:
Hydrogen (Tungsram, Hungary) purified in a Pd-cell.
dew point: 183 K
oxygen concentration less than 1 ppm
Gallium (Aluminium Works, Hungary) 6N purity
AsCl; of semiconductor grade (USSR)
The typical growth parameters of the epitaxial layers:
Source temperature: 1093—1103 K
Deposition zone: 1003—1113 K
Temperature gradient in the deposition zone: 0.8—1.5 K/cm
Temperature of AsCl;: 290.5 K
Flow rates of hydrogen
— in the transport line (b): 400—1000 cm3/min
— in the by-pass line (a): 2000—4000 cm?3/min
— in the etching line (c): 400—800 cm?®/min
The experiments were designed to determine the optimum parameters for
producing n—n,—nJ *, nf * —n—n,—n}*, n—n, and n—n, — n; structures, where n
=active layer, n,=buffer layer, n* * =semiconducting, n,=semi-insulating and n, *
=contact layers. The thickness and the electrical parameters of some device structures
are shown in Table I.

Table 1
Structures
Parameters
n**—n,—n n**—n} —n—n i—n, —n
Carrier 5. 101 56-107 1.5-10' 2-10'* >6-10'7 18-10'7 8-10' <10'S 7-10'
conc. [at/cm”]
Thickness
of layers 300 3—-4 ~10 300 3—4 ~11 2-3 300 5-6 <03
[um]
Hall
i 3005 7300 7300 o —
8

mobility 77 K 2500 41000 2500 43000 i % 4085
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In the first experiment series the change of the growth rate was examined as a
function of the deposition and the source temperatures, meanwhile the gas-flows were
kept constant. _

The rate of deposition increases with the source temperature and/or with the
temperature of the wafers. Above a certain value of the deposition temperature the
growth rate, however, starts to decrease and the curves belonging to constant source
temperature are nearly symmetrical (see Fig. 2a). This means that the optimum
deposition rates, corresponding to different source temperatures, nearly overlap
therefore the ideal deposition temperatures found between 1003—1013 K can easily be
determined. Using these experimental data the lowest possible growth rates can be
chosen to control the thickness of submicron layers.

Figure 2b shows the dependence of the charge carrier concentration on the
deposition temperature at different source temperatures. Based on this relation the
most suitable deposition temperatures, resulting in the lowest background impurity
level, can be selected for each source temperature.

720 760 760 780 dep. temp. T [°C]
a) b)

Fig. 2. Growth rate (a) and free carrier concentration (b) vs deposition temperatures

By maintaining constant source and deposition temperatures, one can obtain the
changes in the deposition rates (a) and in the carrier concentration (b) as a function of
the H, : AsCl, ratio (see Fig. 3). The gas mixture entering the reactor tube was varied by
using different H, flow rates in the by-pass line.

The effect of H, + AsCl,, flowing in the etching line, on the growth rate and the
carrier concentration are illustrated in Fig. 4/a and Fig. 4/b, respectively.

Comparing Fig. 3 with Fig. 4, it can be seen that the growth rate and the
background impurity level are much less influenced by the flow of hydrogen in the by-
pass line than by the amount of H, + AsCl, fed through the etching line. Even a small
quantity (50—100 cm?) of H, + AsCl; added through the etching line can considerably

Acta Physica Hungarica 57, 1985



PREPARATION OF OaAs STRUCTURES 227

Fig. 3. Growth rate (a) and free carrier concentration (b) vs AsCls —H: flow rate

g b

Fig. 4. Influence of by-pass AsCls concentration on growth rate (a) and carrier concentration (b)

decrease both parameters, meanwhile — which is very important — the thermody-
namic parameters of the system remain practically unchanged.

Utilizing the technological relationships discussed above, one can easily select
the optimum growth conditions of individual device structures.

In Fig. 5 the distribution of layer thicknesses (a) and carrier concentrations (b)
representing a Gunn structure series is shown in yield diagrams. The planned carrier
concentration and thickness were: Na= 15« 1015at/cm3and 10 pm, respectively. The
average carrier concentration effectively found in 46 samples was 1.25+ 1015 at/cm3
within the required 30% limits (18%). The carrier concentration of 9 wafers was exactly
the planned value. This is 19% and can be taken as a good result. The layer thicknesses
measured in 21 wafers gave an average of 10.14 pm showing only 1.4% difference.
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Fig. 5. Concentration (a) and thickness (b) distribution of GaAs epilayers grown for Gunn devices

Measurements

Applying mainly capacitance type measurements, (photo-) electrolytic etching
and DC Hall measurements, we have been able to control the most important physical
properties of the layer structures: the carrier concentration and the mobility of carriers
in the active layer.

Using Schottky barriers made from tiron electrolyte it was possible to realize
continuous etching and simultaneous capacity measurements.

The continuous modulation type technique used allowed the determination of
the capacitances as a function of the depth and their dependence on the DC bias
voltage. From C and dC/dV values the carrier concentration data could be calculated.
The samples with Schottky contact were etched under the continuous radiation of a
slightly higher energy than the GaAs gap, and the integral of the currents —
characterizing the etching process — was proportional to the removed thickness. These
profiles allow not only the determination of the carrier concentration but also the layer
thicknesses.

The measurements serve two main purposes:

— to help in understanding the technological processes,

— to qualify the structures grown for device purposes.

Figure 6 shows the concentration profiles vs depth of different structures. The
typical distribution profile of a multi-layered structure prepared for technological
investigations can be seen in Fig. 7. The main informative layers were grown under
different conditions to provide a means of following the influence of the individual
technological parameters on the carrier concentration and the growth rate. Between
the layers there are thin markings with a high doping level to separate the informative
layers from each other.
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Fig. 6. Carrier concentrations vs depth profiles
a) Multilayer structure on highly doped substrate
b) Multilayer structure on semi-insulating substrate
¢) Submicron structure on semi-insulating substrate
d) Structure with a highly doped built-in layer
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Fig. 7. Concentration profile of a multilayered structure for technological experiment

The typical concentration profile of a Gunn structure is shown in Fig. 8. In order
to determine the mobility of the carriers in the active layer, a similar layer was
deposited on a semi-insulating substrate in order to enable Hall measurements to be
performed. The mobility values found at room temperature are 7700—7900 cm?/Vs.

Fig. 8. Concentration profile of a common Gunn purpose structure

Conclusions

The technological experiments and related measurements have shown the
possibility of producing practically all types of GaAs layer structures, with a great
variety of carrier concentrations and thicknesses. The wide range of growth rate
obtained allows the preparation of submicron structures, too. In addition, using by-
pass AsCl; + H,, both the growth rate and the background impurity concentration can
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be reduced. The measuring techniques applied give a good possibility for the rapid
control of the technology and the layer structures. The balanced technology results in
good reproducibility and reliability of the structures from which different devices of
high quality may be fabricated.
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GROWTH OF PbSe CRYSTALS FROM LEAD MELT

V. RAKOVITS and M. HARSY

Research Institute for Technical Physics
Hungarian Academy of Sciences
1325 Budapest, Hungary

Using the growth from solution technique, PbSe was synthetized in presence of excess lead
and crystallized from the metallic melt in a closed, evacuated quartz ampoule. It has been found that
the preferred morphological shape of the crystals is the cube with lead enclosures in it.

PbSe, mainly in the form of a microcrystalline thin layer, is a widely used active
component of different optoelectronic devices [ 1, 2]. Its single crystalline properties are
less known because the preparation from melt is difficult, requiring a high pressure
technique.

The slow cooling (SC) growth of PbSe from nonstoichiometric melts eliminates
this problem. Table I shows the solubility of Se in lead [5].

Table 1
Se solubility in Pb

Melting point

(1 ['C) al %
1006.2 4001
982.1 350
969.1 300

952.40 25
926 205
825.9 10.0
710 231
675 1.59

Lead and 15 at%, of selenium, both of SN quality, were weighed into a quartz
ampoule and sealed under 10 * Pa pressure. The ampoule was then placed into the
homogeneous temperature zone of a vertical furnace, and was kept at 880 °C for three
hours during which time the formation of the compound was completed. After this the
melt was cooled to 400 °C at a rate of 30 degrees per hour.

The bulky PbSe crystals were thickly covered with lead so they were placed on a
quartz plate and the majority of the metal was melted and it flowed away in a hydrogen
atmosphere.
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Figure 1 illustrates a conglomeration of PbSe crystals grown from a lead
solution. It can be seen that crystallization favours the formation of cubes; however,
due to the uneven supersaturation and diffusion limited conditions, the growth of the
edges and the corners was more rapid than that of the plate centres, resulting in raised
edges with some ghostlike metal enclosures in between.

It is of interest to mention that other semiconducting compounds such as the Zn
and Cd chalcogenides or the I11—V intermetallics in similar conditions, i.e. SC grown
from metallic melts, usually follow a dendritic mechanism caused by the development
of sufficiently high temperature gradients on the growing surfaces, and form H-
dendrites [3, 4].

In the case of PbSe the conditions of thermal conductivity should be different.

Fig. 1L PbSe grown from lead
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SELECTIVE EPITAXIAL GROWTH
OF Al,Ga,In,_,_,Sb

E. LENDVAY, L. PETRAS and V. A. GEVORKIAN*

Research Institute for Technical Physics
Hungarian Academy of Sciences
1325 Budapest, Hungary

Using polycrystalline GaSb substrates and LPE techniques the orientation dependence of
the growth rate was studied for AlIGalnSb quaternary III—V alloys. On differently oriented
substrate grains different growth rates have been observed. In extreme cases a definite inhibition of
growth on particular orientations were detected. On twinned regions on one side thick epitaxial layer
formed, however, on the other side no epitaxial layer was formed at all. Revealing the substrate grain
structure by chemical etching and determining the orientations for both the substrate and epitaxial
layer, one-to-one correspondence was found between the substrate structure and the overgrown
epitaxial layer.

1. Introduction

Recently the interest in quaternary III—V alloys has increased considerably
owing to their application in optoelectronics. These alloys have certain advantages
over the pure binary compounds, however, only one quaternary, GalnAsP has
thoroughly been examined. Quaternary alloys can be lattice matched to III—V
binaries or ternaries and this factor is extremely important in optoelectronics, where
the devices used are minority carrier type ones. The lattice matched heterojunction
devices are of interest for light-sources and detectors, as well. Different devices
operating in the 0.7—1.7 pm spectral range have been developed using the
heteroepitaxial principle. These efforts are also supported by the fact that quaternaries
have more degree of freedom than binaries or ternaries so the “taylor-made”
production of a material with a proper forbidden band gap and lattice constant is easy.
In practice, however, the preparation of the homogeneous solid phases of these alloys is
rather complicated because of the phase relations, segregation and inmiscibility effects.

One of the most interesting groups of these materials is the pseudo-ternary
group. In these alloys three different ions share a single sublattice in the sphalerite
lattice. Unfortunately, in the cationic pseudo-ternary group AlGalnP and AlGalnAs
can be prepared only in limited composition regions. The third material, AlGaInSb has
a complete miscibility over the whole composition region. This material was recently
described [1—3]. As it is seen in Fig. 1 AlGalnSb can be lattice matched to AlSb,

* Permanent address: Erevan State Univ., USSR

6* Acta Physica Hungarica 57, 1985
Akadémiai Kiado, Budapest



238 E. LENDVAY ct al

Fig. 1. Forbidden bandgap (E,) vs lattice parameter curve in the pseudo-ternary Al,Ga, In, ,  Sbsystem.
The shaded area presents the indirect band gap region.

however, the lattice constant of GaSb is also very close to the lattice parameter of the
quaternary alloy in a very wide composition range. As the possible bandgap values
show, this system is a candidate for developing devices designed for the optical range of
0.2—2.0 um. According to previous investigations, AlGalnSb has a direct bandgap in
the 0.18—1.5 eV region, the indirect bandgap region covers an area falling into the
1.1—2.1 eV range [1].

Although in the whole compositon range there is a complete miscibility, LPE
growth of this material is difficult due to the large distribution cocfficient of Al. The first
successful LPE growth of this material has recently been described [2]. The epitaxial
layer formation was studied in different (Ga- and In-rich) melts. The role of the growth
parameters (supercooling, growth temperature) and the substrate (misfit) were also
studied [4], but the substrate orientation dependence of the growth rate has not yet
been studied in detail. This dependence has to be determined in order to control
accurately the layer thickness and to develop the theoretical model for calculating the
growth rate, too.

It has been reported earlier that the LPE growth rate of InGaAs on the (100) face
of InP is larger than that on the (I11)B face [5, 6]. Similar orientation dependence was
found for InGaAsP/InP heterosystem [7]. In these systems not only the growth rate,
but the composition also change with the substrate orientation. For the pseudo-
ternaries no similar data are available. In this paper the dependence of the growth rate
on the substrate orientation is studied in the AlGalnSb —GaSb system using a LPE
method. .AlGalnSb layers were grown from In-rich melts on the GaSb (I111)B face and
on polycrystalline GaSb surface to determine whether the above mentioned growth
rate — orientation dependence exists.
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2. Experimental

In order to study the substrate effects Al Ga In, _,_ ,Sblayers were grown onto
GaSb wafers from quaternary melts. The LPE apparatus consisted of a horizontal
furnace system and a multiwell graphite boat of a sliding type. The LPE growth was
performed in Pd-purified hydrogen atmosphere. Materials used were semiconductor
grade GaSb, InSb as well as Ga, In, Al and Sb of 6N grade. The composition of the
growth solution was X§,~0.07; X\, ~0.40; X},~0.37 and X, ~0.15 where the X!
values represent the atomic fractions. Prior to growth the components were
homogenized at 850 °C for about 3 hours, and the melt was cooled down to room
temperature. The substrate was placed into the graphite holder at room temperature,
and then the system was heated up to the growth temperature (7;). At the start of the
growth run the melt was supercooled first. Reaching the necessary supercooling (4T)
value the melt was contacted with the substrate and then it was cooled with a constant
rate. AT supercooling values of 2—10 °C were used. The applied cooling rate was in the
0.1—1.2°C min~ ' range. The growth was terminated after cooling down the system
10—20 °C by removing the melt.

It was found that using macrocrystalline GaSb substrates one can determine in
one experiment numerous data of the growth rate. The method is very simple and
effective. Preparing macrocrystalline GaSb wafers with a known texture [8, 9] after the
LPE growth on several, differently oriented grains the difference in growth rate can
directly be observed. A further advantage of the method is that the growth rate
dependence is measured under the same conditions, so the experimental circumstances
are strictly the same for all measured data. The crystallites in the substrate contact the
same melt, therefore, the segregation effects can completely be excluded from the seed
orientation dependence.

The substrate grain and the epitaxially overgrown layer orientations were
measured by X-ray diffraction technique using Cu K, reflexions. The grain structure
was revealed by chemical etching [8, 10] on the back side of the GaSb substrate wafer.
Both the substrate grains and the epitaxial layer grown onto the wafer counterpart
were examined by Laue technique. The solid composition at the epitaxial surface was
measured with a JEOL JSM—35 type scanning electron microscope using both
wavelength and energy dispersive X-ray spectrometers. The growth rates were directly
determined measuring the layer thicknesses on cleavage surfaces by scanning electron
microscopy.

3. Results

The surface morphology of the quaternary Al,Ga In, _,_ ,Sb LPE layers were
examined in relation to the growth rate. Figure 2 shows the typical surface morphology
of the epitaxial AlGalnSb layer grown onto polycrystalline GaSb substrate. As it is
clearly seen, only a definite part of the substrate is covered by the epitaxial layer. The
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Fig. 2. LPE growth of AlGalnSb onto polycrystalline GaSb waler from In-rich quaternary melts.
(T,=650°C, AT=5°C and dT/dt=1°C min" ")

as-grown layer of AlGalnSb had normally a rough surface topography and thicknesses
on different substrate grains were different. On the samples grown at low supercooling
hillocks were regularly seen (Fig. 3). On cleaving through the samples a very strong
anisotropy of growth rate has been observed. On the substrate surface there are regions
where no epitaxial overgrowth can be found. In Fig. 4 the cleavage cross section of such
aregion is shown. At the interface there are no traces of substrate dissolution which was
observed earlier for ternary antimonide/GaSb systems (see e.g. [11]). Even at the free
substrate surfaces neither back melting nor surface roughening could be observed. In
order to determine the orientation relations the substrate backside was chemically
etched to reveal the grain structure [8]. The substrate thickness being typically 200 pm,
the counterpart of the wafer had the same grain structure. Fig. 5 shows both the etched
GaSb surface and the epitaxially grown AlGalnSb. It can clearly be observed that a
one-to-one correspondence exists between the grain structure and the epitaxial
topology. Measuring the orientation of the different GaSb substrate grains, two
characteristic species can be found. Some grain surfaces have nearly (112) orientation

Acta Physica Hungarica 57, 1985



SELECTIVE EPITAXIAL GROWTH OF Al,Gavin,_ -,Sb. 241

(light regions in the Figure. These crystals belong to the [110] zone), the other ones
belong to the same zone, but their <111) direction differs from the previously
mentioned with an angle of 39°. The two orientations form a twin with a twinning plane
of (111). Comparing the two lateral surfaces it is obvious that an epitaxial layer formed
only on the first type surface. Previously, for other materials it was found that the
saturated composition of the liquid depends on the substrate orientation used and the
liquid-solid distribution coefficients also depend on the seed orientation. This means
that the equilibrium phase diagram is thus not completely adequate for the exact
determination of the LPE conditions. Therefore, the perturbing effects of the substrate
on the liquidus and solidus compositions must be considered in the LPE growth, too.
The cooling rates used were also fast to achieve near equilibrium conditions. However,
for 11—V alloys it was described that fast cooling has an unimportant role in
determining the orientation dependence of distribution coefficients [12]. Even when
the solution with the same composition is used, the a0lattice constants of a layer grown
on differently oriented faces are different. For InGaAs e.g. the layer thicknesses on the
different faces were found different regardless of the lattice misfit [13]. For the
explanation ofthis orientation dependence in a simple case (eg. for (100) and (111) faces)

Fig. 3. Growth hillocks on AlGalnSh epitaxial layer surface
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Fig. 4. Cleavage cross section of a AlGalnSb epitaxial layer grown onto polycrystalline GaSb wafer

Fig. 6 represents the pseudo-ternary phase diagram. A denotes the initial melt
composition at temperature T, (T, = T,). Paths AB and AC represent the trajectories of
the melt compositions during the LPE process. The terminal points (B and C) are on
the liquidus isotherm at 7, (7, >T,) depending on the seed orientation. As the
solubility of the AISb component at B is larger than that at C, the amount of AISb
incorporated into the layer at B would be smaller than that on the face presented at C.
It means that the growth rate on the B face should be smaller than that on the C face
giving a growth rate — orientation dependence. Using polycrystalline substrate the
solution is approximately uniform throughout its volume and the composition changes
along AD path take place diminishing the effect of the distribution factors. This means
that the observed anisotropy cannot be caused by segregation effects alone. This
assumption was also proved by a previous work [13], where two, differently oriented
substrates were used in the same run set in the graphite LPE boat. During the
growth in this experiment only the orientation dependence without the segregation
effects can be observed for InGaAs. There is another factor, the so called surface
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Fig. 5. Heteroepitaxy of AlGalnSb on polycrystalline GaSb substrate:
a) grain structure of the polycrystalline wafer revealed by chemical etching;
b) epitaxial overgrowth of AlGalnSh. Dots denote the spots of Laue measurements (black dots-quaternary,
light dots-substrate)
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a b
Fig. 6. Pseudo-ternary phase diagram (ac and ab are binary phases) and liquidus curves at T, and T,
temperatures

roughness factor () on which the nucleation probability on different faces linearly
depends [14]. For sphalerite lattice

AH 1 AH

’

. 7
4 6023x10%° 1.38:10° 2T 332T’

where 4H is the fusion enthalpy (per atom) and Z is the number of nearest neighbour
sites in the 2 dimensional (2D) nucleus, « must differ from 0, so the effect must be due to
some other factors. Similar extreme growth anisotropy (epitaxy on one side of a twin
and no overgrowth on the other side) has not yet been found among the 11—V
heterocpitaxial systems. Most probably the effect is a consequence of the chemical
difference existing between the polar faces.
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HEAT CONDUCTION vs CRYSTAL DEFECTS
IN GaSb INGOTS GROWN
BY THE VERTICAL BRIDGMAN METHOD

M. HARsyY, F. KoLTAI and T. GOROG

Research Institute for Technical Physics,
Hungarian Academy of Sciences
1325 Budapest, Hungary

GaSb growths were performed in a vertical Bridgman arrangement to clarify the role of the
radial heat loss, as the source of the radial component of thermal elastic stresses, in the formation of
dislocations. Using identical ingot shapes, the variation of growth conditions — including a space
experiment — has proved that correct isolation of the ampoule wall from the convection currents of
the furnace can considerably decrease the dislocation density. It is concluded that the existence of
radial stresses in the growing ingot has to be taken into account in both the theoretical calculations
and the development of crystal growing methods.

Nowadays, because of the ever increasing demand for more and more perfect
semiconducting materials, the sources and the formation of crystal defects are the
subject of many recent publications. In general, the dislocations are supposed as
originating from impurity defects, vacancy clusters or as a result of thermal elastic
stresses. As for the grain boundaries they can be produced when migrating dislocation
lines form a plane or they may also be caused by the wall effect and spontaneous
nucleation [1—3].

In certain growth conditions, e.g. Floating Zone Melting and Czochralski
Pulling, most of the factors that produce defects can virtually be eliminated. Thermal
elastic stresses, however, remain a constant problem. During the widely used
techniques based on growth from the melt, the temperature difference between the
interface and the cooler parts of the growing ingot initiates stresses which can play a
dominant role in creating defects. Usually the major part of the crystallization heat is
conducted axially away from the ingot and, due to the temperature gradient, stresses
also arise in the axial direction. This fact is the main assumption of many works
studying the correlation between the thermo-elastic stresses and the formation of
dislocations; on the other hand, the radial component of the heat loss has scarcely ever
been taken into account.

Nevertheless, our earlier experiments showed that the radial stress could not be
neglected. GaSb ingots grown by the vertical Bridgman method showed an
approximately longitudinal texture. The (110) type texture axis subtended an angle of
5—30° to the boule axis. This (110) direction was parallel in every grain while the
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crystallographic coordinate systems of the grains were rotated around it. This type of
grain structure can only be explained as the effect of radial elastic stresses.

It was supposed that the radial component of stresses was produced mainly by
the cooling effect of the air around the growth ampoule. If, therefore, one were to reduce
the radial heat transport a decrease in the density of the crystal defects could be
expected.

Experimental

GaSb ingots of identical shape (8 mm in diameter, and 50 mm in length) were
grown in a vertical Bridgman arrangement [6]. The furnace temperature was kept to
within 0.5 °C by using a stabilized DC voltage supply and running the experiments in a
room of even temperature. The starting material used was a pre-synthesized
polycrystalline GaSb of 7-10~ 2 ohmem resistivity and 1.3-10'7 at/cm?® impurity
concentration. Two growth series were performed either by varying the lowering rate
or by the ampoule construction. The different ampoule shapes can be seen in Fig. 1.
One of the growths using an E-type ampoule was carried out in 1980 under
microgravity conditions as a part of the Eotvos Project of the Intercosmos Program
during the joint Soviet—Hungarian space flight.

Samples cut perpendicularly and axially from the ingots were chemically
polished and etched to reveal grain boundaries and dislocations. The Electron
Channelling Method was used to determine the low and high angle boundaries [4, 5].
The dislocations were counted on photographs taken in a scanning electron
microscope.

Fig. 1. Quartz ampoules used for GaSb growths
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Results

The dislocation densities and the number of grain boundaries found in samples
grown in conventional ampoules with different lowering rates are summarized in
Table I. Table I presents the same parameters measured on samples grown in different
ampoule constructions. Figures 2 and 3 show the cross-sectional fine structure of a
space-grown sample and that of the boule which was grown on Earth under the same
conditions.

Table 1
Lowering Dislocation Number of Number of
Sample Ampoule : i g 5ok
N° type rate density ; low angle high angle
[mm/hour] x 10%/cm? boundaries boundaries
1 A 0.3 17+ 10 4 2
2 A 0.6 24410 6 3
g A 11.3 65+ 60 15 9
4 A 18 118+ 100 16 11
Table 11
Lowering Dislocation Number of Number of
Sample Ampoule i % : .
N° type rate density ) low dng_lc high angle
[mm/hour] x10°-cm ™2 boundaries boundaries
2 A 0.6 24+10 6 3
5 B 0.6 36+ 30 15 7
6 C 0.6 16+5 9 5
7 D 0.6 10+2 4 1
8 E 11.3 5+4 4 0-3
5 A 11.3 65+ 60 15 9
Discussion

The members of the first growth series (Table I) differ from each other in the
lowering rate. At higher cooling speeds the number of defects increases. This effect, of
course, may be due to the higher axial or to the higher radial stresses. The radial
distribution of defects, however, is not even. It can be seen in Fig. 3, which shows the
fine structure of Sample 3 grown at a relatively high lowering rate, that the grain
boundaries are concentrated mainly around the centre of the ingot. According to the
dislocation counts the densities near to the surface may be a magnitude lower than
those in the core of the boule.
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Fig. 2. Fine structure of space grown ingot

Sample 8 (Fig. 2) was grown at the same speed under space conditions. There was
only minimal contact between the quartz and ridged surface of the ingot, and there was
no air convection around the ampoule. Under these conditions the radial heat loss was
highly decreased resulting in an ingot of much better quality with an even dislocation
distribution.

Table 11 represents our efforts to minimize the radial heat loss mainly due to the
convection current in the furnace. Sample 5 is the central section of a large ingot of
30 mm in diameter, separated by an inner quartz tube from the rest of the material. This
type of isolation, however, has not given any improvement. Comparison of Sample 2
and Sample 5 shows the latter to have such an average dislocation density which
corresponds to the central area of Sample 2.

Sample 6 was placed into an evacuated outer ampoule. This vacuum envelope
decreased the conduction in every direction and resulted in an ingot of slightly better
quality than Sample 2.

The simplest ampoule modification — a conventional ampoule covered with a
quartz bell — has given the best terrestrial result. The bell seems to reduce effectively
the air convection around the ampoule. The dislocation density found in Sample 7 is
less than half of that in Sample 2.
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Fiy. 3. Fine structure developed on terrestrial control GaSh

The number and the distribution of dislocations show a definite correlation with
the cooling effect of the convection current. When the chimney effect was effectively
restricted by the application of the quartz bell (Sample 7), or even in the case of the
space experiment (Sample 8), the ingots were characterized by the low density and the
uniform distribution of dislocations. Using conventional set-ups, the distribution is
uneven; higher densities can be found in the centre rather than near to the surface of the
ingot.

Similarly to the density ofdislocations, the number of grain boundaries found in
the different samples is influenced in the same way by the lowering rate and the
ampoule construction. (See Tables | and I1.) Their distribution, however, is not so
unambiguous. In samples grown at a relatively high lowering rate the wide angle
boundaries seem to be concentrated in the centre of the ingot (Fig. 3) whereas in other
cases they show a random distribution. Usually the lower part of the ingot contains less
boundaries than the upper section which solidified later.
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Conclusions

The growth experiments performed in different ampoule constructions have
proved the effect of the radial heat loss on the dislocation formation. Correct isolation
of the growing ingot from convection currents results in a considerable decrease in the
dislocation density. The lack of convection is one of the reasons why crystals of good
quality can be grown in space conditions. Using a simple bell cover in terrestrial
experiments, it ncarly halves the number of dislocations. Therefore, the radial
component of the thermal elastic stresses as a defect forming factor has to be considered
together with the axial component. The reduction of the radial heat loss by using a
proper shiclding can be utilized in other crystal growing techniques too.

While the appearance of low angle boundaries can be related to elastic stresses,
the grains misorientated with wide angles are probably generated by random
nucleation with the wall effect having a minor role.
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X-RAY AND SEM INVESTIGATION
OF CRYSTAL DEFECTS IN N-TYPE,
P-TYPE AND SEMI-INSULATING GaAs

P. FRANZCS! and G. Salviati
MASPEC — C.N.R. Institute, 43100 Parma, Italy

In the present work X-Ray topography (XRT) and Transmission Cathodoluminescence
(TCL) observations were performed for investigating crystal defects in GaAs single crystals grown by
the Liquid Encapsulated Czochralski (LEC) method; n-type Si, S and Te-doped, p-type Zn-doped,
semi-insulating Cr-doped and undoped crystals were tested at 300 K.

Single dislocations, dislocation arrangements, such as slip lines, cellular structures and
precipitates have been imaged by using both techniques under various experimental conditions. XRT
pictures were taken using scanning transmission and reflection geometry, which make use of different
diffraction vectors; on the other hand TCL experiments were performed at different accelerating
voltages. Consequently it was possible to compare the XRT and TCL images using similar
penetration depths and geometrical resolution.

Efforts were made to interpret the results obtained by evaluating the different mechanisms
responsible for the defective contrast ofthe two techniques. The complementary characteristics of the
XRT and TCL, which allow for a satisfactory characterization of the defective state of GaAs single
crystals, were evidenced.

Introduction

One of the best established techniques for investigating extended crystal defects
in single crystal specimens is X-Ray Topography either by using Reflection (RXRT) or
Transmission (TXRT) modes. The main advantages of the XRT are that it is possible to
obtain both comprehensive images of relatively large samples and information on
Burgers vectors of the dislocations and the deformation field at either the precipitates
or inclusions. The main disadvantages here are the length of time that the exposure
requires, the rather poor resolution, ofthe order of magnitude ofa few microns, and the
fact that some features of the semiconducting materials, for example the growth
striations, are sometimes not detectable owing to the low anisotropic stress induced by
the doping variation.

In as far as the semiconducting materials are concerned, especially the 11—V
compounds, the Scanning Electron Microscope (SEM) using the TCL method [1,2],
can be employed in order to characterize the defects in these materials with quite a
good resolution (~ 1pm). It must therefore be noted that one of the limits affecting the
TCL resolution is the minority carrier diffusion length of the specimen investigated.

In this paper we will compare the XRT and TCL images, by using similar
penetration depths and geometrical resolution, in order to study single dislocations,
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dislocation arrangements, such as slip lines, cellular structures and precipitates. Both
techniques were used under various experimental conditions: i) XRT pictures were
taken by scanning transmission and reflection geometry and different diffraction
vectors; i1)) TCL experiments were performed at different accelerating voltages.

The aim of this work is to interpret the results obtained by considering the
different mechanisms responsible for the defect contrast of the two techniques and to
demonstrate the validity of the TCL method for studying semiconducting materials
which have a doping level of 10'® cm ™3 or lower.

Experimental

XRT experiments were performed using the Lang technique. The samples,
mounted on a conventional Lang camera, were impinged by a collimated X-ray beam
with a horizontal divergence of about two minutes of arc. The geometrical resolution of
the experimental apparatus was estimated to be in the range of a few microns because of
the finite height of the X-ray tube focal spot. Cu Ka, radiation was used for taking
topographs either by anomalous transmission scanning geometry or by the reflection
one. IlIford L4 nuclear plates were used to record X-ray topographs in both cases.

As for the TCL observations, a solid state Si detector and its preamplifier circuit
were placed just under the specimen within the vacuum chamber of a Cambridge
Stereoscan 250 SEM [2]. Owing to the close proximity of the sample to the detector, a
good signal to noise ratio and a high collection efficiency (70—809%;) were obtained even
if measurements were made at 300 K. An active area of 0.2 cm? made it possible to
image relatively large areas of the specimens. The samples were thinned by grinding
them mechanically with a diamond abrasive up to a thickness of about 100—150 pm,
polished to a mirror-like finish on both sides and the residual work damage was
removed by usual chemical polishing etching procedures.

Single crystals of GaAs n-type Si, S and Te-doped, p-type Zn-doped, semi-
insulating (SI) Cr-doped and undoped were investigated. The electrical and
crystallographic properties of the crystal samples investigated are shown in Table 1.
With the exception of the Zn-doped specimen, all the others were grown at the
MASPEC Institute using the LEC method.

Results and discussion

Figure 1 shows a TCL micrograph and a TXRT image of the same area of a Si-
doped GaAs specimen (N ,= 1.6 10'” cm ~ *). The orientation of the surface studied was
the (001). A particular scratched zone of the specimen (a in Fig. 1a and b in Fig. 1b), was
selected to emphasize how the two images correspond. In the TCL image it is possible
to see growth striations and dislocations in the two [110] and [110] directions. It can
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Table |

Electrical and crystallographic properties of the investigated crystals

Carrier Dislocation
Type Dopant concentration density Orientation
[ecm-3] [em"2]
n Si 3-5 10 102 111
n Si 1017 104 111
n Si 1.6 10°'7 104 100
n Si 2= 1016 105 111
(not intentionally doped)
S 1018 0- 103 111
Te 1018 102 110
p Zn 1018 103 110
S.L Cr - 104 111

be emphasized that the observed strong TCL contrast, due to the dislocations, is
connected with their known non-radiative recombination centres behaviour [3,4]. The
black areas in the corners of the picture, due to geometrical conditions and
corresponding to apparently non active zones, are caused by the circular shape of the
solid state detector placed under the specimen.

In the TXRT image, it is possible to see dislocations in the [110] direction and
some scratches due to work damage. The reason for this apparent difference between
the two images can be easily explained:

i) because the dislocations, for which g B=0, do not show XRT contrast and,
since the dislocations in Fig. 1were proved to have Enormal to their directions, it was
possible to see only those dislocations which were perpendicular to g.

i) because a TXRT geometry was employed and since the thickness of the
specimen was ~ 120 pm, it was also possible to see some features of the underside of the
specimen (c,, c2, c3in Fig. Ib).

On the other hand, it is impossible to obtain the same results with the TCL mode,
because only information can be obtained within a thickness of 3—5 pm when, as in
this case, the technique is used with an accelerating voltage of 20 KV [5].

It can be noted that in the TXRT image the growth striations are not visible and
this is probably justified by the fact that growth striations, in this case, are due to a
small variation in the doping level. Consequently, the above variation does not justify
the presence of an anisotropic stress within the specimen which is large enough to give a
XRT contrast.

On the contrary, in the TCL image it is possible to see growth striations owing to
the fact that this technique is also sensitive to small local doping level variations [6].
Therefore, the reason for the apparently inexact correspondence between the two
pictures is due to a simple contrast feature. In Fig. 2 it is possible to see a TCL and a
RXRT image, of a (111) oriented GaAs —SI Cr-doped specimen at 300 K grown by the
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Fig. L TCL micrograph a) and TXRT image b) comparing a scratched zone of a (001) GaAs Si-doped
specimen (NB= 16 10:- cm '3). Growth striations and dislocations are revealed
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Fig. 2. TCL and RXRT images of dislocations in a (111) oriented SI—GaAs Cr-doped. The one-to-one
correspondence between the two images is evidenced
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LEC method. RXRT images were obtained using Cu Ka, radiation and 333 symmetric
reflection. An X-ray penetration depth of 8.7 pm was connected with the X-ray
diffraction. Because the geometrical resolution was estimated to be about 2 um, a direct
correlation between TCL and RXRT images can be made.

This Figure shows two enlarged micrographs of the same area in which the two
imaging methods are compared. In spite of the weak contrast of the XRT image, due to
the experimental conditions, dislocations, some of which emerged along inclinated
directions, while others were nearly perpendicular to the surface, were imaged and a
one-to-one correspondence between TCL and RXRT images was confirmed.
Therefore, it can be concluded that the dark contrast in the TCL images was really
produced by dislocations [7].

Comparing the pictures of Figs 1 and 2, it is possible to see that both the
transmission and the reflection XRT mode confirm the validity of the TCL technique as
a valid tool for imaging dislocations in GaAs single crystals ranging from heavily
doped to semi-insulating samples.

In Figure 3 three TCL micrographs of (111) oriented GaAs Si-doped crystals
with different doping levels are shown. In Fig. 3a it is possible to see a typical cellular
structure with dislocations lying in the {110) directions and emerging at different
angles with respect to the surface in a specimen with N,=10'7 cm 2. In the same
picture it is possible to note both the impurity gettering effect at dislocations [3] and
the different luminescence efficiency due to the different defect concentration [8].
Figure 3b shows dislocations (black spots surrounded by white halos) and growth
striations in a specimen with N, =3—5 10'® cm ~*. The horizontal white lines are not
due to the contrast but only to the noise from the TCL apparatus amplifier. Figure 3¢
shows a TCL image of a crystal with a carrier concentration of N, =2 10'® cm ~3; the
surface studied was always the (111) one and in this case no additional pertinent
information is given even if irregular cellular structures surrounding dislocation-free
areas are evidenced. In any case the different arrangement of the defects in the three
pictures and their varying concentration, due to the different doping levels, are features
to note.

In addition to the above, GaAs p-type Zn-doped specimens were also studied.
The TCL image of a (110) Zn-doped specimen (N ,=10'®cm ?) is shown in Fig. 4.
Besides a number of dislocations, the interesting feature of this picture is that some
areas of the specimen have an uneven contrast level as a result of the fact that some
areas are lighter than the more homogeneous grey of the background. Until now it has
not been clear if this is due either to a non-homogeneous dopant distribution within the
ingot, or to a non-uniform absorbtion from the bulk of the transmitted radiation or to
clusters of precipitates. In any case some more experiments will be carried out in our
Institute to interpret this phenomenon.

The presence of microprecipitates was very evident in GaAs n-type Te-doped
samples (N, = 10'® cm ~3). As shown in Fig. 5, besides a scratch and a few dislocations,
the most relevant feature of this specimen is a very small scale precipitation of the
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Fig. 3. TCL micrographs of (111) oriented GaAs Si-doped specimen, a) N,
=107cm '3 b) ND=3—5 10:s cm-3;c) N,,=2 10 cm*“3. The accelerating
voltages in (a) and (c) are the same as in (b). For some more details see text
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dopant, which TCL revealed to be a dense mass of small dark spots on the grey
background. Impurities gettering around the dislocations is also well evidenced to be a
precipitate-free region. It can be noted that the TCL images of dislocations and
microprecipitates are clearly distinguishable owing to their different dimensions (8 pm
for the dislocations and 1 pm for the precipitates).

In Fig. 6 a slice of a GaAs S-doped ingot (N, = 10"® cm ~?) normal to the {111)
pulling direction can be seen. The picture shows dislocation slip arrays along a (110)
direction, whose density seems to decrease as it approaches the centre of the slice. A
non-homogeneous contrast distribution is also well evidenced. Figs 7a and 7b show
TCL and RXRT pictures of the centre of the same slice as in Fig. 6. Once again the one-
to-one correspondence of the two images which show a core effect of the LEC grown
ingot is evident. In this particular case the TCL micrograph shows that the difference
between the A and B regions in Fig. 7a is probably due to the presence of S precipitates
in the inner region of the ingot. In this picture it is not possible to see growth striations
only because of the fact that the stronger contrast within the A zone masks the weaker
one within the B zone. The presence of precipitates is justified by the high doping level
in the fuse and this interpretation of the TCL image also seems to be supported by the
contrast of the XRT pictures.

Conclusions

This series of TCL, TXRT and RXRT micrographs shows that the Transmission
Cathodoluminescence is a good technique for imaging crystal defects at room
temperature in semiconducting materials, such as n-type, p-type and semi-insulating
GaAs single crystals. This technique is a rapid, simple and sometimes more sensitive
one compared with the more established and tedious XRT technique. Notwithstanding
the fact that the two techniques are completely different as far as the contrast is
concerned, a good comparison of the results obtained from the two different
experimental approaches is possible. Thus complementary information on the types of
defects investigated becomes available and this feature is particularly useful for the
characterization of materials such as were studied in this work. Furthermore, in the
case of GaAs this technique is not limited by the doping level or the type of dopants in
spite of common beliefs. In conclusion, it might be possible to routinely use the
Transmission Cathodoluminescence technique for a large scale investigation of
semiconducting materials emitting in a range from 0.4 to 1.8 pum (in this case only a Si
detector was used but, of course, it is possible also to use a Ge one). On the other hand,
not only can this technique be used for characterizing bulk materials but, when
combined with the emission Cathodoluminescence [9] it can also be used for epitaxial
homo or heterostructures, for example LEDs and LASERs emitting in the above
mentioned range.
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Fig. 4. TCL micrograph of a <110> oriented GaAs Zn-doped sample (Nn
=10:s cm"3). Dislocations and uneven contrast level are imaged

Fig. 5. TCL image of a (110) oriented GaAs Te-doped specimen (/V,,
= 10 s cm-3). A few dislocations and a high density of microprecipitates are
shown
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Fig. 6. Dislocation slip arrays and non-homogeneous contrast level in a (111)
oriented GaAs S-doped specimen (N,,= 10"® cm ™) are shown. The pictures
concern the slice periphery

Fig. 7. TCL and XRT pictures of the centre of the same slice of the Fig. 6: an evident core effect is shown. Once
again the one-to-one correspondence between the two images is evidenced
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LEC-GROWTH AND THE MAJOR ELECTRICAL
AND STRUCTURAL CHARACTERISTICS
OF SEMI-INSULATING GALLIUM ARSENIDE

R. FORNARI, C. PAORICI, L. ZANOTTI and G. ZUCCALLI
MASPEC — C. N. R. Institute, 43100 Parma, Italy

Etch-pit density, mobility, Hall constant and sheet resistance have been measured in several
GaAs ingots grown by LEC procedure. The main results are that: i) the dislocation density is
influenced by the melt stoichiometry; ii) the sheet resistance varies monotonically along the crystal
radius; iii) the mobility and Hall constant vary with temperature and behave as if one deep level
(which changed its filling state according to T) were present. Moreover, it has been observed that
PBN crucibles chemically react with the molten boron oxide, resulting in a contamination of the
melt, which can be responsible for crystal twinning.

Introduction

Semi-insulating (SI) gallium arsenide has become important because of its
applications in FET technology and in the field of high speed logic devices [1]. For
these purposes, materials with high resistivity, high mobility, low concentration of
defects and good thermal stability are desirable. To obtain GaAs with the above
mentioned properties the following two methods may be used: i) growth of Cr-doped
crystals by either Horizontal Bridgman or Liquid Encapsulation Czochralski (LEC)
techniques, ii) direct synthesis and growth of undoped GaAs by the LEC method.
However, since Cr-doped wafers can give rise to thermal instability effects, due to
outdiffusion of the dopant during the annealing processes, necessary either for
activating implanted ions or for growing epitaxial layers, undoped high resistivity
GaAs seems to be more reliable. Therefore, during the past few years, a lot of research
aimed at producing good quality semiinsulating GaAs, without intentional doping, has
been developed; consequently the LEC technique has received increasing attention
because of the possibility to obtain regularly shaped, large, undoped crystals [2, 3].
Recently, the melt stoichiometry has been identified as the key parameter determining
the electrical behaviour of the grown crystal and a critical value of the Ga/As ratio was
determined (Ga/As=0.98), below which the GaAs exhibits high resistivity and
mobility, and good thermal stability [4, 5].

A great deal of research has also been devoted to better understanding the
compensation mechanisms which lead to a very low conductivity in GaAs. Actually, it
is believed that a deep level located at mid-gap (called EL2 and probably related to a
native antisite defect) whose concentration heavily depends on the impurity
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background and the melt stoichiometry, is responsible for the greatly reduced number
of free carriers [6, 7].

In this paper we shall describe the growth procedure that we used to prepare SI
undoped ingots of about 300 grams, and we will examine their main electrical
properties as determined by Hall effect measurements and dark-spot sheet resistance,
with reference to melt stoichiometry. The same parameter will be employed in
comparing the dislocation density in several ingots grown under different conditions
and emphasis will be placed on the role of stoichiometry in EPD reduction.

Finally, the twinning probability is discussed taking into account the type of
crucible used for the growth and the contamination induced by it.

Experimental part

All the pulling experiments listed in Table I were carried out within a high-
pressure A. deLittle puller, by adopting the ‘in-situ’ synthesis and growth process first
described by AuCoin et al [8]. The starting materials were arsenic and gallium, 6 N
purity, purchased from MCP and Alusuisse, respectively. The crucible in which both
the elements were placed had been carefully cleaned, and a pellet of boron oxide (of
about 70 grams) was put on the Ga-As charge. Both PBN (pyrolitic BN) (Union
Carbide) and silica (Heralux) crucibles were employed, whereas the encapsulant was, in
a few instances, B,O, produced by Johnson—Matthey with a water content less than
250 ppm, and in some other cases by Yamanaka with an unknown amount of moisture
(certainly more than in the JM pellets).

Pulling rates of 8—15 mm/h were used and the ordinary synthesis and growth
runs lasted about 12 hours. The stoichiometry of the melt was determined by weighing

Table 1
Undoped GaAs crystals, (111) oriented, obtained by direct synthesis and pulling

Starting composition Diameter

Sample (As/As+Ga) Crucible Encapsulant [mm] Result
27 0.500 silica Yamanaka 40—-45  single
28 0.500 silica Yamanaka 40—45  single
51 0.499 PBN I° (+) J M. 35—-42  single
53 0.512 PBN I1I° L M. 35—40  twinned
54 0.507 PBN I° J M. 38—40  single
55 0.496 PBN 11" J. M. 35—38  twinned
56 0.498 PBN I’ I M. 35—-40 single
58 0.499 PBN II° JM. 40—45  twinned
59 0.482 silica J M. 35—45  single

(+4)1°,11° and I11° mean new crucible, and crucible already used for two or three runs,
respectively
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the initial Ga and As amounts, the seed, the crucible and the B,O; pellet and then, at
the end of the growth, by weighing the crystal and the crucible containing the residual
charge and the solid encapsulant. In this way the exact quantity of arsenic which
evaporated, as well as the precise Ga/As ratio in the melt were found.

Specimens for electrical measurements were taken from different zones of the
ingots, and their dimensions were about 8 x 8 x 0.5 mm?®. Ohmic contacts were
obtained by evaporating a gold-germanium alloy (17: 3, w: w) and by annealing the
samples in an inert atmosphere at 350 °C for a few minutes. In some cases, the contacts
were not perfect at room temperature, and the ohmic behaviour appeared only above
50 °C. Hall effect measurements versus temperature were carried out using an
equipment developed for high resistivity samples. The magnetic field was constantly
kept at 4500 Gauss, and the current was varied between 10 nA (at RT) and 5 pA (at
240 °C) to achieve a measurable voltage. Dark-spot resistivity profiles were obtained
along the slice diameter, by means of a movable mask, similar to those described in [9],
and by a 1000 W white light source.

To investigate the dislocation density the samples were etched in molten KOH
(300 °C) for 30 minutes and were then examined using optical and electron
microscopes. X-ray topography and transmission cathodoluminescence were also
performed.

Results

In Table I a series of crystals with their relative stoichiometry and growth
parameters is shown; it can be seen that three of those ingots twinned. We will discuss
the probable meaning of this evidence in the next Section.

As for the structural perfection, Fig. 1 shows the results of an investigation on the
dislocation density in several ingots pulled in both {(111) and (100) directions, and
obtained by direct synthesis or from commercial polycrystals. It must be stressed that
in the (111) orientation, the density of dislocations tends to be lower than in the (100)
direction. Furthermore, the direct synthesis is always accompanied by a noticeable
reduction of dislocations, especially when the liquid phase is nearly stoichiometric.
Measured resistivities in our undoped crystals were in the 5x 10° to 8 x 107 2 x cm
range. Mobility values versus temperature were rather scattered and difficult to analyze
correctly, however, the mobility very often exhibited an increase in the RT-100 °C
range and had a maximum around 100 °C. From the absolute values we deduced that
the conduction in our samples was mixed. In Fig. 2 we report some typical mobility
characteristics in the RT-220 °C range; the relative Arrhenius plots are shown in Fig. 3.

In Fig. 4 the behaviour of sheet resistance along the wafer diameter is reported.
Our characteristics are different from those shown in [9]. This has been attributed to a
different growth procedure, i.e. to different thermal gradients and liquid—solid interface,
which influences the local resistivity in the slice [10].
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Fig. 1. Eich-pit density in several undoped LEC crystals: O <100) oriented, grown from commercial

polycrystals; [ | (111 oriented, grown from commercial polycrystals; @ (100> oriented, direct synthesis; B

{111) oriented, direct synthesis; A {111} oriented, direct synthesis, nearly stoichiometric melt. Y/L is the
grown fraction of the GaAs ingot
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Fig. 2. Hall mobility measured in three samples taken from the top (®, &) and from the bottom (O) of a LEC
boule
Discussion

A) Dislocations
When undoped material is grown, the hardening effect obtained when some
particular dopants [11] are used cannot be exploited. Therefore, to decrease the

dislocation density, a reduction of internal and external stresses must be reached. The
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1000/T

Fig. 3. Arrhenius plot for samples A, O of Fig. 2

Fig. 4. Experimental characteristics of current (1L) under illumination and relative sheet resistance
(calculated as p b= v/iL ) along the diameter of two wafers cut at V/L=0.9 (¢, A) and 0.5 (O, A). Constant
applied voltage V= 10V
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latter ones are given by thermal stresses which can be partly eliminated by lowering the
pulling rate [12], and adopting suitable shields.

In Fig. 1 all the crystals investigated were of comparable size and, except for the
pulling orientation, were grown under the same experimental conditions, thus it can be
assumed that the internal stress related to the melt composition is the dominant factor
influencing the dislocation density. The results in Fig. 1 have been interpreted on this
basis. In fact, by growing material from nearly stoichiometric melts, the concentration
of vacancies can be decreased. This means that there is a smaller probability that
dislocations will form through vacancy collapsing. Moreover, the stoichiometry is
connected to local defect formation, such as, for instance, microprecipitates and
complexes, whose role could be that of preventing dislocations from propagating into
the crystal.

B) Twinning

The twinned crystals listed in Table I were always grown in PBN crucibles which
had previously been used. This fact has suggested to us that, if the crucible is not new, a
reaction between encapsulant and boron nitride takes place, giving rise to a heavy
contamination. If the amount of boron in the liquid phase exceeds a certain limit,
twinning and polycrystallinity occur.

As a matter of fact, we never obtained twinned crystals when either quartz or new
PBN crucibles were used, despite the wide range of melt stoichiometry. These
observations are in agreement with a recent study on the residual impurities in high-
purity LEC grown GaAs [5]. On the other hand, it would seem that the role played by
the stoichiometry in twinning is negligible with respect to the role of impurity content,
as long as we remain in the 0.48 <As/As+Ga <0.52 range. Perhaps, beyond these
limits, the twinning probability quickly increases, according to a well known
qualitative study [13].

C) Electrical properties

By testing a number of samples we determined, from the Arrhenius plots, the
activation energy of carriers in SI GaAs; this was always around 0.70eV. The
material behaved as if only one level at mid-gap were present.

The Hall mobilities gave a clear indication that both holes and electrons
contributed to the conduction, i.e. compensation ratios EL2/N ,— N~ 2. [6]. Most of
the samples exhibited a maximum in mobility in the 100—150 °C range (Fig. 3),
probably due to a larger electron contribution activated from the deep electron trap. At
higher temperatures the mobility decreases because of the significant increase of carrier
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scattering. To prove that the n/p ratio is responsible for the change in mobility let us
consider the expressions of mobility and Hall constant for mixed conduction:

' e P(Ilp/lln)z

Hu=Tyly n+ p(u, /) > (1

2
(aRy) 1=yt ELTHDE ©
np=p? (function of T) (3)

where n, p, u,, u, have the usual meanings of the density of negative and positive
carriers and their mobilities; r, is the scattering factor and p; is the intrinsic carrier
concentration. For example in one sample we found (50 °C)=1100cm?/V.s and
uy (100 °C) = 1500 cm?/V s; by substituting these values in Eq. (1), assuming that r;; =1,
M/, =15 and p,=5000 and 4000 cm?/V.s at 50 and 100 °C, respectively, we found n/p
=0.013 at 50°C and n/p=0.033 at 100 °C. Moreover, since p?=8x10'° and
4 x 10'8/cm? at 50 100 °C, respectively, we can find the absolute values of n and p for the
two temperatures. With these values the Hall constant can be calculated; such (gR ;) ™!
values fit the experimental data very well. We observed that the Hall constant is
negative even if p is larger than n, due to the difference between electron and hole
mobility in GaAs. If there is a mixed conduction a quick method of understanding is to
look at the Hall constant value at 100 °C. For (gRy) ' <5 x 10'°/cm?® we have reduced
mobility, i.e. mixed conduction. The mobility behaviours found in three samples cut at
the top and bottom of an ingot confirm that the filling state of EL2 determines the
slope of the initial characteristic of the mobility (Fig. 2). The very different values of
mobility for those samples can be explained by the fact that the top and the tail portions
of a crystal are grown with a different melt stoichiometry. Since the investigated crystal
was pulled from a nearly stoichiometric melt (slightly poor in As at the beginning of the
growth) we conclude that the larger the Ga/As ratio, the smaller the n/p ratio, thus the
lower the mobility. This confirms Holmes et al’s previous results [4].

The sheet resistance measurements showed a minimum resistance in the slice
centre (Fig. 4). Similar measurements have shown a close correspondence between
dislocation density and leakage current (equivalent to sheet resistance) [9, 14]. In our
case it is difficult to directly correlate these entities, since the EPD along the diameter of
many samples always followed a W shape (according to Jordan’s model [12]), while the
resistivity profiles were V-shaped. The shallow impurity accumulation, due to facet
effect, in the wafer centre [10], could explain such a discrepancy, also if the trapping
action of dislocations is considered.
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Conclusions

We have measured the dislocation density in crystals grown from melts with
different stoichiometry and we have found that the pulling from nearly stoichiometric
melts (by in-situ synthesis) gives less dislocated ingots. This was attributed to a lower
concentration of vacancies and to a particular interaction of defects which prevented
the dislocations from propagating within the crystal. We also suggested that the
contamination due to PBN crucibles is crucial in producing twinned crystals.

Furthermore the behaviours of (4Ry) ' and mobility versus temperature have
been explained on the basis of a single deep level at the mid-gap, by taking into account
its various filling states within the temperature range examined. Finally, a new figure
for the sheet resistance profiles is reported; the minimum resistance is found in the slice
centre and interpreted as being due to a higher concentration of shallow impurities in
that wafer zone.

Acknowledgement

This work was partly supported by the Progetto Finalizzato CNR ‘Chimica Fine e Secondaria’.
Some of the crystals listed in this paper were grown with the help of Dr. V. Rakovics of the Research Institute
for Technical Physics (Budapest). Thanks are due to Mr. M. Curti and Mr. R. Magnanini for their technical
assistance.

References

1. H. Winston, Solid State Tech., January 1983, p. 145.

. B. Lent, M. Bonnet, N. Visentin and J. P. Duchemin, Microelectr. J., /3, 5, 1982.

3. H. M. Hobgood, G. W. Eldridge, D. L. Barret and R. N. Thomas, IEEE Trans. on Electron Dev., ED 28,
140, 1981.

4. D. E. Holmes, R. T. Chen, K. R. Elliott and C. G. Kirkpatrick, Appl. Phys. Lett., 40, 46, 1982.

5. H. M. Hobgood, L. B. Ta, A. Rohatgi, G. W. Eldridge and R. N. Thomas, Proc. of Semi-Insulating IT1—V
Compounds, Evian, ed. S. Makram-Ebeid and B. Tuck, Shiva, 1982, p. 28.

6. G. M. Martin, J. P. Farges, G. Jacob, J. P. Hallais and G. Poiblaud, J. Appl. Phys., 5/, 2840, 1980.

7. J. Lagowski, H. C. Gatos, J. M. Parsey, K. Wada, M. Kaminska and W. Walukiewicz, Appl. Phys. Lett.,
40, 342, 1982,

8. T. R. AuCoin, R. L. Ross, M. J. Wade and R. O. Savage, Sold State Tech., 22, 59, 1979.

9. R. Blunt, S. Clark and D. J. Stirland, 1EEE Trans. on Electron Dev., ED 29, 1039, 1982.

10. R. Fornari, L. Zanotti and G. Zuccalli, Mat. Chem. and Phys., 9, 307, 1983.

11. G. Jacob, Proc. of Semi-insulating 111-—V Compounds, Evian, ed. S. Makram-Ebeid and B. Tuck, Shiva,
1982, p. 2.

12. A. S. Jordan, R. Caruso and A. R. Von Neida, Bell System Tech. J., 59, 593, 1980.

13. A. Steinemann and V. Zimmerli, Solid State Electr., 6, 597, 1963.

14. S. Miyazawa, T. Mizutani and H. Yamazaki, Jpn. J. Appl. Phys., 2/, L 542, 1982.

Acta Physica Hungarica 57, 1985



Acta Physica Hungarica, 57 (3—4) pp. 271—283 (1985)

ELECTROCHEMICAL ETCHING

CHR. NANEV and K. DICHEVA

Institute of Physical Chemistry, Bulgarian Academy of Sciences
1040 Sofia, Bulgaria

Silver faces with only a few exactly known dislocation emergence points were etched
electrochemically. Deep pyramidal etch pits were observed on the screw dislocations whereas flat-
bottomed pits arise on the edge dislocations. Qualitatively, this fact corresponds to the results
obtained with natural, i.e. as-grown from the vapour phase, {0001}-faces of zinc single crystals. They
were etched electrochemically by a new “droplet™ technique. Quantitatively, the formation of two-
dimensional negative nuclei during the etching of the edge dislocation emergence points is
understood as an atomistic process. Electrochemical etching of zinc was compared with chemical
etching. It was concluded that SOj selective adsorption (from ZnSO, aqueous solution) changes
significantly the polar diagram of the lateral dissolution rate on the basal face of the zinc single
crystals and that the electrochemical etching reveals better the actual structure of these crystals.

1. Introduction

Etching is the most accessible method for revealing defects emerging on (close
packed) crystal faces. The electrochemical variant of chemical etching has some
advantages. First, it is easy to dose and to measure exactly the etching parameters
(being electrical quantities in this case). Second, in some cases it can be applied in situ
during the electrocrystallization process. This fact reveals the unique possibility not
only to control the defects (and their “destiny” [1]) but also to investigate their impact
on the processes of crystal growth and dissolution in the most simple and immediate
way. An example how electrochemical etching can contribute to the growing of more
perfect crystals gives the capillary technique [2] developed by Kaischew, Budevski,
Bostanov et al. Crystal faces free of screw dislocation emergence points were prepared
here under special growth conditions, elaborated also by means of electrochemical
etching control.

Because of its advantages, electrochemical etching is the subject of our lasting
interest.

2. Theory

The most simple explanation for the preferred dissolution of the crystal at the
screw dislocation emergence point during its selective etching relies on the presence of
the well-known non-vanishing step created by this type of lattice imperfection. In
contrast, at dislocations having pure edge character an immediate, i.e. simple
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geometrical, reason is lacking. However, in practice, experimentally the edge
dislocation emergence points are etched selectively and approximately as fast as the
screw dislocations themselves.

Cabrera [3] was the first to reveal the proper physical meaning of edge
dislocation etching. He considered it as a process of successive generation (and spread)
of two-dimensional negative nuclei preferably created at the dislocation emergence
points where, due to the released deformation energy, the process is favoured. In this
way a greater final decrease in the free energy for the whole system is achieved there
compared with the unconstrained regions. In his considerations Cabrera took into
account only the elastic strain energy accumulated in the crystal lattice surrounding
the dislocation. However Schaarwachter et al [4, 5] indicated that for metals, and
especially for copper, the nuclei are so small that they have to confine practically only
the dislocation core region; they drew the conclusion that one has to consider only the
dislocation core energy instead of the elastic energy.

Our experiments show that the creation of clearly distinguishable etch pits on the
edge dislocations emerging on the {0001}-faces of zinc single crystals required
surprisingly high anodic pulses (amplitudes as high as 400 to 800 mV were necessary).
In order to grasp this fact let us calculate now the radius R of the two-dimensional
negative nucleus formed on the perfect crystal face under these conditions. Especially
under strong undersaturations these nuclei arise randomly distributed on the perfect
crystal face regions. They have to have a larger radius R as compared with radius R, of
the two-dimensional negative nuclei arising at the edge dislocation emergence points
under the same conditions. The well-known Gibbs—Thomson’s equation is applicable

for the calculations
xS
R=—
A ﬂl ’ (l)
where x denotes the peripheral energy, s is the surface of 1 mol from the substance and
Ay’ means the undersaturation. In the electrochemical case

Ay =zFn,, )

where F is Faraday’s equivalent, z is the number of electrons exchanged during the
electrochemical reaction, 7. means the crystallization part of the applied overvoltage.
One simple estimation taking into account these 400 to 800 mV shows the
inapplicability of the classical nucleation theory. Its applicability suggests the
formation of one nucleus consisting of at least a hundred atoms. This is necessary in
order to define one real ». For example, for a hexagonal two-dimensional cluster
consisting of 127 zinc atoms (i.e. with only 6 atoms in the edge row and radius of the
inscribed circle 1.61 nm, taking x=2to4 x 10" ! J/m (2 to 4 x 10~ ® erg/cm) like silver
[2] and with s=3.4 x 10* m? (3.4 x 10® cm?) one can easily calculate a crystallization
overvoltage n.= 3.5 mV. Despite the fact that in the case under consideration we do not
know exactly the percentage of the crystallization overvoltage in the total experimen-
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tally applied overpotential this n.-value is very far below our expectations based on the
experimental data. Thus, our experiments strongly support Schaarwichter’s conclu-
sion concerning R,. But his considerations are not free of shortcomings, too:

1. Like Cabrera, Schaarwachter again applies one approach based on the
continuum approximation despite the fact that, especially here, for the limited number
of atoms in the dislocation core, the atomistic treatment is obligatory.

2. He accepts one linear function for the dependence of the dislocatidon core
energy vs radial distance, as measured from the dislocation centre, which is rotary-
symmetrical, i.e. one evidently non-realistic assumption, especially for the edge
dislocations characterized by their pronounced non-circular core (see e.g. [6]).

This is the reason to try one consistently atomistic treatment of the problem of
edge dislocation etching. (Schaarwichter himself also understood the fact that the
formation of two-dimensional negative nuclei confined in the dislocation core region is
one atomistic process [5. p. 26]).

The atomistic treatment of crystal etching is based on Stranski—Kaischew’s
theory. It does not operate with any macroscopic quantity, e.g. such as peripheral
energy, and thus suggests an unequivocal way for calculating the two-dimensional
nucleation work. (This is the value determining the deepening rate during the etching of
the edge dislocation emergence points). The work for the formation of a two-
dimensional negative nucleus is given by the maximum change of Gibbs’ thermody-
namic potential AG vs the number n of atoms in the complex. In the case under
consideration

A6~ Z (@i— o) —ndp, (3)

where @; is the separation work for the corresponding atom (for the sake of convenience
the atoms are numbered here starting from the very central atom of the edge
dislocation) and ¢, is the separation work of the atom in the half crystal position, 4u
being the undersaturation per atom.

One has to keep in mind that the separation work ¢; for the detachment of one
atom in a constrained position is decreased as compared with the separation work ¢
from an unconstrained lattice position by the value of its deformation energy ud.
Besides, we can accept that nearly one lattice bond less has to be destroyed for the
detachment of the very central atom of the edge dislocation as well as for the following
few atoms (until the fifth or sixth one, for which the decrease in lattice bonding may
become double and so on; as a matter of fact the coefficient g; (see Eq. (4)) expressing
this relation may depend in a more complicated way on the kind of crystal lattice under
consideration). Thus, the third term in Eq. (4) holds for the decreased number of lattice
bonds and u] is the relaxation energy:

Qi=Q—ui —a, +u. ()

Here y denotes the work done for the separation of two next nearest neighbours in the
crystal lattice.
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On replacing (4) in (3) one obtains
AG;i=i(9—po)— Y, U +ay —u)—idp. )
i=1

As a matter of fact, only the main energetic term (¢ — ¢,) is exactly known. The

n
whole expression Y (uf*'+a;y —uf) has to be estimated under some reasonable
i=1

assumptions. One possibility in this respect will be shown here:

If we consider the etching of one edge dislocation emergence point on the {0001 }-
face of a zinc single crystal we have to have ¢ =9y, ¢,=6y and hence ¢ — @, =3y.
Reliable values for uf*f by zinc are unfortunately lacking therefore a rough estimate will
be given here on the basis of the calculations performed by Cotterill and Doyama [7].
Using central force interaction described by the Morse potential function these authors
evaluate the deformation energy values for every individual atom of the edge
dislocation 1/2{110) {111} in the copper lattice. It can be estimated (see Fig. 11 of [7])
that

2} Ul =027y +0.26y In i. (6)

Due to the constrained lattice state the relaxation mode of the top-most crystal
lattice plane is also altered. It is obvious that the lattice tends strongly to relax and to
close the gap (it is especially pronounced after the detachment of the very central atom
but in an ever decreasing way also after the separation of the following atoms from the
dislocation centre). As far as our task is to create a hole there we have to counteract with
energy u}. Evidently u], i.e. the work done in order to prevent the disappearance of the
single vacancy introduced (forced) in the dislocation centre, has the same value and the
opposite sign of the relaxation energy which would be gained by closing the gap, i.e.
approximately the energy for the creation of one elementary jog [8]

u; ~0.1Gb?, ()

where G is the shear modulus and b is Burgers vector of dislocation. With the values for
G,,=34x10" N/m (3.4x10'"" dyn/cm?) and b=0.26 nm (2.6 x 10" ® cm) one can
easily calculate ] =0.37 eV, that is, u; ~ 1.6y. For the next atoms u} decreases quickly
approaching the relaxation energy value of a (single) vacancy in the non-constrained
crystal lattice (about 0.1 eV [9], that is, ~0.4¢). As a first approximation let us think
that u! decreases linearly between u| =16y and uf_,,=0.4y. (These values are
proposed as a basis for reflection, until better figures turn up.) The numerical data
estimated as a result of the above considerations are presented in Table I.

The maximum values of 4G, i.e. the works for the two-dimensional nucleation,
were evaluated graphically by assigning definite values for Ay, expressed in ¢ units
(with y =0.23 eV in the case under consideration). In this way one can determine the
undersaturation intervals presented in Table II in which the corresponding critical
complexes i* can exist, i.e. clusters of vacancies, situated in the edge dislocation centres,
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which serve as two-dimensional negative nuclei, are stable. In the fourth column of the
same Table one can see the corresponding critical undersaturation values . (calculated
according to Eq. (2)). They agree with our experimental results concerning the pulse
amplitudes necessary to develop etch pits on the edge dislocations emerging on {0001} -
faces of zinc single crystals (see para 3).

Table 1

Energy sum values
2(pi—@o)=il0—po—¥)—0.27Y —0.26y In i+ _; u

i 1 2 3 4 ) 6
Z(p;—¢o) 3.3y 6.6y 9.9y 13.0¢ 16.0y/ 18.9y
Table 11

Undersaturation intervals in which complexes of i* vacancies appear on the edge
dislocation emergence point

g Her n
[number of atoms] vl Ape,/kT [mV]
3 3331 29-+-27.5 380357
4 3.1+3.0 27.5+26.7 357345
5 30+29 26.7+-258 345334

3. Electrochemical etching of separate faces of silver single crystals grown
by capillary technique [10]

The capillary technique as developed by Kaischew et al [11] and Bostanov et al
[12] consists in the forced growth of a silver single crystal in a glass capillary tube. By
electrocrystallization under special conditions the front crystal face grows larger filling
up the whole capillary cross section. This process is accompanied by the progressive
diminishing of the number of screw dislocations.emerging on the face. By slow growth
and modulation of dc with an ac of much higher amplitude the appearance of new
screw dislocations was avoided. The explanation is that as a result of the reverse the
growing crystal face is cleaned from foreign particles (occasionally) embedded in the
crystal lattice [10]. Since the existing screw dislocations lie inclined to the growth
direction [1] the crystal face gradually becomes liberated from them.

Figure 1 shows an octahedral face of a silver single crystal prepared by the
capillary technique. By means of a short cathodic pulse small growth hillocks are
produced on the emergence points of the screw dislocations (Fig. 1a). This cathodic
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b)

Fig. 1. Octahedral face of a silver single crystal (microphotographs taken by means of a Nomarski
interference contrast)
a) cathodic picture (pulse parameters 28 mV, 90 ms)
b) anodic picture (pulse 28 mV, 90 ms)
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Fig. 2. Cubic face of a silver single crystal (same contrasting technique as Fig. 1)
a) cathodic pulse 30 mV, 40 ms
b) anodic pulse 30 mV, 40 ms. Generally, flat-bottomed etch pits are larger (for explanation see para 4)
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picture has been compared with the anodic one. After an appropriate smoothing of the
surface, accomplished by growing the crystal with very low current density, we apply
an anodic pulse. It results in the creation of relatively deep pyramidal etch pits (Fig. 1b)
at the screw dislocation emergence points (as marked by the small growth pyramids). In
addition, one other defect is etched here. A flat-bottomed shallow etch pit is observed
(Fig. 1b). By repeating the etching procedure several times, each time smoothing the
surface, it was proven that this is also a line defect, i.e. probably one edge dislocation.
Like the pyramidal etch pits on the screw dislocations also this etch pit appears at every
run. (Occasionally other flat-bottomed etch pits appeared as well. Due to their
statistically random character it was concluded that these reveal defects which do not
deeply penetrate the crystal lattice, i.e. they are foreign particles embedded in it during
the growth of the crystal for smoothing the face). If the face is free of screw dislocation
emergence points no pyramidal, but eventually flat-bottomed, etch pits appear.

Exactly the same results were obtained with the cubic face of the silver single
crystals (Fig. 2). Thus, these experiments are very instructive, but restricted only to
qualitative and semi-quantitative explanations. The restriction is due to the fact that
the periphery of the crystal face is also attacked during the anodic pulse (Fig. 1b, Fig.
2b). In order to avoid this “edge” effect and to perform quantitative measurements on
the etching parameters we developed the so-called droplet technique.

4. Electrochemical etching of zinc [13]

The experiments described here were performed with “natural”, i.e. as-grown
from the vapour phase, {0001}-faces of zinc single crystals (Fig. 3) [14]. As compared
with the usually used {0001} zinc cleavage planes [ 15] they are smoother. On the other
hand, we were able to establish that most of the more mobile screw dislocations slide
out of the crystal as a result of its cleavage.

The basic principle of the droplet technique can readily be seen in the scheme
presented in Fig. 4. A small droplet of the electrolyte (1n ZnSO, aqueous solution, pH
=1.8 to 2.0) has been pressed to a desired point, sufficiently far from the edges of the
relatively large basal face of the zinc single crystal. The experimental arrangement
enables us to scan over the surface, i.c. to use one and the same crystal several times
etching different regions on its basal face. Besides, we have the possibility to observe the
etching process in situ (by means of an interference microscope). Etch pits were
produced, only on the wetted portion of the basal face, by an applied anode pulse. Well-
pronounced etch pits were observed as a result of single shots with the parameters:
amplitude ranging from 400 to 800 mV and durations from 100 to 40 ms, respectively.
No pits were observed by pulse amplitudes lower than 400 mV.

With zinc we have no possibility to reveal the screw dislocation emergence points
via cathodic pulses, i.e. to create growth pyramids. Therefore we applied the classical
double pulse potentiostatic technique in order to distinguish between screw and edge
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Fig. 3. Zinc single crystal grown from vapour phase

Fig. 4. Schematic representation of the principle of the droplet method (1 droplet, Zn zinc single crystal
(anode); Ob — microscope objective, Pt/Zn — zinc-plated platinum plate cathode, Qu — quartz-glass plate)

dislocations by means of electrochemical etching. The anodic pulse was shaped in this
case in the following manner (Fig. 5). The first pulse is ofa high amplitude (400 mV) and
short duration (30—40 ms). The second one is many times longer (2—3s) but only 30—
50 mV high. As shown by our preliminary experiments this value is one order of
magnitude less than the undersaturation required for two-dimensional nucléation at
the edge dislocation emergence points. In other words, the small hole created at the
edge dislocation emergence point during the first (shorter) pulse only spreads to visible
dimensions during the second one. In contrast, the screw dislocation emergence points
dissolve without any barrier during the whole time. Really, there we observe pin-
bottomed pyramidal etch pits (Fig. 6). Due to the presence ofthe non-vanishing step the
deepening continues here with nearly the same intensity also during the lower second
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pulse. If this self-perpetuating step disappears for some reason the pit takes the form of
a truncated pyramid. In several cases we observed such pits (Fig. 7). Flat-bottomed pits
were created by means of the double-pulse technique much more frequently. It is worth
noticing that, as a rule, they are considerably larger compared with the pyramidal etch
pits (on the same scale of magnification). In complete accordance with our previous
considerations this fact can be attributed to the different dissolution mechanisms
(compare also Fig. 2b). Thus, as with silver, the flat-bottomed pits are obviously due to
the edge dislocations or/and foreign particles embedded in the crystal lattice.

Fig. 5. Double potentiostatic pulse shape (for parameters see text)

Fig. 6. Pyramidal etch pit produced on basal face of zinc single crystal by means of a double pulse
(interference contrast by differential shearing; microscope objective 50 x)
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Fig. 7. Truncated pyramid resulting from a double pulse (differential interference contrast, objective 50 x )

5. Comparison with the chemical etching of zinc [13]

Electrochemical etching was compared with the classical chemical one. As a
chemical etchant we used an alcoholic solution of hydrochloric acid [16] (in our
experience this is the best selective etchant for zinc). Two kinds of hexagonal etch pits
(relatively deep pyramidal forms and shallow flat-bottomed pits) are observed also by
chemical etching (Fig. 8) but the similarity finishes here. The first difference was found
by the -azimuthal orientation of the etch pits. Their edges run in the {1010)
crystallographic direction with chemical etching and in {1120) by electrochemical
etching. It was by no means easy to reveal the cause of this phenomenon. Adding the
components of both solutions to each other we were able to find that the SO}-anions
are the species which are predominantly adsorbed on the steps of the basal face during
the etching. Thus, SOj-adsorption changes the polar diagram of the azimuthal
dissolution rate on the basal face of the zinc single crystals and causes the (1120)-
orientation of the etch pits.

The second difference is perhaps more important. By means of X-ray diffraction
topography it was found [17] that our zinc single crystals contain screw dislocations
with Burgers vector 1/3¢(1123) (besides those with Burgers vector {0001)). But as a
result of the chemical etching we observed only etch pits in the form of regular
pyramids, i.e. due to {0001 )-dislocation etching. In contrast, from electrochemical
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Fig. 8. Edges of chemical etch pits are perpendicular to edge of basal face of zinc single crystal

Fig. 9. Symmetric and non-symmetric (at top left) etch pits. Shearing method, microscope objective 50 x
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etching, pits in the form of inclined pyramids were observed additionally. It was
measured interferometrically (Fig. 9) that the dissolution direction in this case is very
close to the <1123> one. Thus, our conclusion is that electrochemical etching reveals
better the actual structure of (the basal face of) zinc single crystals.
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INVESTIGATION OF MORPHOLOGY
AND SURFACE STRUCTURE
OF SMALL NaCl PARTICLES

M. Rési.er

Institute of Solid State Physics and Electron Microscopy
Academy ofSciences of GDR, DDR-4020 Halle (Saale) GDR

The morphology and the surface structure of small NaCl particles, produced by gas-
evaporation-technique (GET), were investigated by means of the decoration method. It was shown
how the size and the morphology of the particles from the inner zone ofthe convection flow depend
on the temperature ofthe evaporation source and the gas pressure. Details of the surface structure of
spherical, facetted spherical and cubic particles are correlated with the experimental conditions of
particle production. The first stage of sintering of cubic particles was detected from the step structure
around the contact region. Evaporation structures on the particle surface were produced and
described. The advantages of the decoration method in comparison with direct transmission of the
particles were shown also for other NaCl aerosol generation methods.

1. Introduction

In the past years the properties of small particles have been investigated by
means of various electron-microscopical methods. Thus, Uyeda and co-workers [1]
examined the crystallography and the habit of diverse metal aerosol particles with the
help of transmission electron microscopy (TEM). Particles of many substances,
however, are not suitable objects for direct TEM investigation because of their high
sensitivity to electron radiation damage. In their TEM investigations of the
morphology and the size distribution of ionic crystals Washida and Kobayashi [2] as
well as Podzimek [3] imaged only the profiles of the particles. In these studies certain
changes of the profiles were observed which are due to radiation damage inside the
electron microscope. In such cases a replica technique in connection with the
decoration method appears to be a more appropriate means of obtaining information
on the surface structures, the morphology and the size distribution of the particles.

2. Experimental procedure

Small particles of NaCl were produced by the gas-evaporation-technique (GET)
[L 4].

NaCl was selected as a model substance for aerosol formation in laminar
buoyant-flows for the following reason: The small absorption of IR-radiation by NaCl
prevents the particles from being directly heated by thermal radiation from the
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evaporation source. Moreover, NaCl is not subjected to chemical reactions with most
of the usual carrier gases even if they contain some impurities of oxygen. Later, the
NaCl surfaces can be investigated in molecular dimensions by means of the decoration
technique.

The experiments were carried out in a bell jar of a conventional vacuum system
(Fig. 1). Via a dose valve (1) a certain amount of nitrogen (99.99 vol %) or helium (99.99
vol %) was let into the chamber after it had been evacuated. The actual gas pressure was
measured by a membrane vacuum meter (2).

Fig. 1. Work section for producing NaCl aerosols by GET (1: valve, 2: membrane vacuum meter, 3: NaCl
evaporation source, 4: Au evaporation source, 5: Pt/C source, 6: shutters, 7. NaCl finger for particle
collection)

The NaCl evaporation source was a standard molybdenum boat (3), which was
fixed a few cm above the bottom of the work section of the vacuum chamber. All the
other components such as the gold evaporation source for the decoration technique (4)
and the platinum/carbon source for the shadow-casting technique (5) were fixed below
the NaCl evaporation source and were covered by shutters (6) during the aerosol
formation.

The aerosol particles were collected from the inner zone of the laminar
convection flow at a certain distance above the source by their settlement on narrow,
cold NaCl fingers (7). These fingers were fixed with tungsten spirals, which made it
possible to heat the substrate and the settled aerosol particles to the temperature
necessary for decoration after evacuating the work section. In order to catch particles
from the inner zone of the flow these fingers were movable in a plane perpendicular to
the flow direction.

The temperatures of the NaCl evaporation source and of the NaCl finger were
measured by a Pt/PtRh-thermocouple and a Ni/NiCr-thermocouple directly at the
source and in the finger, respectively.

The surface of the NaCl finger together with the settled aerosol particles was
investigated in TEM by means of a standard replication. It is important that the
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particle concentration on the specimen surface should not be too high, otherwise the
replica will break into small pieces during the preparation, or due to the repeated
superposition of particle covers it will be impossible to find out the structure of

individual particles.
\

3. Results

In electron microscopy appropriate characteristics of the aerosol particles are
the mean size (size distribution), the morphology and the surface structure. The
dependence of these characteristics on the experimental conditions can yield
information about the generation mechanism of the aerosol particles in the convection
flow.

3.1. Dependence on the evaporation source temperature

In these experiments the temperature of the evaporation source Tgqwas varied
from 1000 K to 1373 K. Below 1000 K the convection flow was not visible and therefore
it was not sure that the flow was laminar. Above 1373 K, evaporation proceeded so
rapidly that the evaporation substance was consumed before the flow became
stationary. The pressure of the helium carrier gas was 2.65 ¢ 104 Pa in all experiments.

In the whole temperature interval small cubic particles occur the mean size of
which lies between 40 and 180 nm. With increasing source temperature the mean size of
these cubic particles increases only slowly. At source temperatures above 1150 K there
appear additional spherical and facetted spherical particles. The mean diameter of
these spherical particles increases with increasing source temperature and reaches a
value of 500 nm at 1373 K.

3.2. Dependence on carrier gas pressure

In order to ascertain the role of the gas pressure in the particle formation process
the He pressure is varied from 1.33- 102to 2.65 « 104 Pa at a source temperature of 1183
K. At low pressures the measurement of the mean size becomes inaccurate because of
the frequent superposition of particles and their tendency to build up network-like
structures. Therefore instead of the exact mean values Fig. 2 shows the size intervals in
which particles were observed at the respective pressure. Below 1.33 m103Pa only small,
strongly agglomerated cubic particles occur. Between 1.33- 103 Pa and 6.7 » 103 Pa
spherical particles are additionally formed, the size interval of which increases with
increasing gas pressure. Above 6.7 « 103 Pa the size interval of the particles formed does
not change markedly. The diameter of the biggest particles is about 280 nm.
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Fig. 2. Size intervals of the particle diameters D depending on He gas pressure P, T, = 1183 K, distance
between evaporation source and collector: 8.5 cm

3.3. Surface structure of aerosols

The fine structure of the NaCl particles was observed by means of surface
decoration. The preferred objects of investigation are cubic particles because the
surface steps on a flat surface can be resolved better than those on rounded surfaces,
which are characterized by a high density of steps.

Figure 3a shows a rectangular particle, which lies on the substrate. The
substrates (NaCl fingers) were produced by cleavage in air, resulting in a much higher
gold nucleus density on the substrate surface than on the fresh aerosol surface. The
aerosol particles are visible due to the small density of gold nuclei, the absence of
dissolution structures and the intensive contrast at the edges of the particle. Figure 3b
and 3c shows groups of particles, the individuals of which collided during the transport
to the substrate. They are oriented with their {100} planes parallel to each other. The
contact region represents mostly a high step (indicated by arrows). In the illustrations
high steps of this origin can be seen to split up by emission of a system of lower steps.
This is the first stage of the sintering process of the particles. Since the particles are
transported with the convection flow into regions with lower temperatures these step
systems around the contact zone are frozen-in and can be decorated.

Figures 4a and 4b represent the rare case of sintering of nonisometric particles.
The process of sintering starts with the formation of feet, which consist of narrow piled-
up steps whose height is approximately 6 nm (indicated by arrows).

Investigation of the surface structure of spherical NaCl particles shows that there
are two types of morphologies: the nearly perfect sphere (Fig. 5a), which has flat regions
only in a small area around the {100) directions, and the facetted sphere (Fig. 5b),
which has extensive octagonal {100} planes and rough {110} and {111} planes. The
irregularities in Fig. 5b are due to deformation of the replica film. Particles with a
diameter smaller than 300 nm mostly show only the {100} planes and bands connecting
the {100} planes in {100) directions.

At sizes of spherical particles smaller than approximately 100 nm one can often
observe only disc-shaped {100} planes, because due to the high curvature in other
regions the decoration technique cannot resolve further step structures. Figure 5c
shows a particle with a diameter of 90 nm where the diameter of the pole plateau

Acta Physica Hungarica 57, 1985



MORPHOLOGY AND SURFACE STRUCTURE OF SMALL NaCl PARTICLES 289

(indicated by circles) is 40 nm. Besides the regular particles described above, twinned
NaCl cubes occur. Analysis ofangular projections in the image plane shows that these
are {111} twins. All of these twinned particles were found in the size interval of 80 to
160 nm edge length.

Fig. 3a. Rectangular NaCl particle

Figs 3b and 3c. Decorated steps around the contact region of collided aerosol particles

3.4. Evaporation structures of NaCl aerosols

In order to compare the surface structure of as-grown particles produced by
GET with defined evaporation structures, NaCl particles were heated for 15 min at a
temperature of 360 °C after they had settled on the substrate. Because of the different
heat contact with the substrate they had different temperatures. The network-like
structure of the particle ensemble guarantees that the substrate does not influence the
particle surface structure.
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Figs 4a and 4b. Formation of feet during the process of sintering of nonisometric particles

The main features of the evaporation structures are: the formation of lochkeims
on the {100} planes, the existence of step ensembles over the whole particle surface
(Fig. 6)as well as sometimes the appearance of {110} and {111} planes. Such structures
have never been found on particles which are not especially heated, neither in laminar
nor in turbulent flows.

Fig. 5a. The nearly perfect sphere Fig. 5b. The facetted sphere with {100], {110] and
{i11] regions

Fig. 5c. Small facetted sphere with circular {100} planes
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Fig. 6. Evaporation structure: Steps on the whole particle surface

4. Discussion and conclusions

The dependence of particle sizes on source temperature and carrier gas pressure
is qualitatively in agreement with the results of Washida and Kobayashi [2] for KCL1.
But the use of the decoration technique besides the conventional TEM yields
additional information about the change of the growth morphology with increasing
source temperatures. In the inner zone, there is a transition from the cube over the
cube with steps along all the edges, and the facetted sphere to the nearly perfect sphere.
Experimental investigations of the temperature profile along the flow direction and
calculations on the actual partial vapour pressure in laminar flows have shown [5] that
three typical situations may arise:

i) At high source temperatures nucléation, growth and coalescence appear in the
liquid phase. After solidification of the particles there is no molecular material in the
flow for further growth. This leads to spherical particles (see Fig. 5a).

i) At medium source temperatures nucléation and growth also appear in the
liquid phase, but after solidification there is enough molecular material for further
growth. The particles have facetted forms (see Fig. 5h).

iii) At low source temperatures nucléation, growth and coalescence will appear
in the solid state. The cubic form as well as various compound forms will arise (see
Fig. 3a, 3b and 3c).

No evaporation structures were found on the surface ofas-grown NaCl aerosols.
The fall-out of particles back into the hot region of the convection flow can therefore be
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excluded. Moreover, the re-evaporation, which was proposed by Thélen [6] for metal
aerosols in the inner zone of the flow cannot be confirmed for NaCl particles.

It was proved experimentally (see Appendix) that the decoration method is useful
also for other techniques of NaCl particle production and yields far more information

on morphology and the structure of growth, coalescence and dissolution than the usual
TEM.

Appendix

By means of a Rapaport—Weinstock generator and a heat drift tube NaCl
particles were produced from a saturated solution of NaCl in water. The use of the
decoration method allows one to distinguish between coalescence structures of cubic
particles which form rounded compound particles (Fig. 7a), the dissolution structure of
cubic particles (Fig. 7b) and really rounded single particles (Fig. 7c).

Fig. 7a. NaCl compound particle produced by the Fig. 7b. NaCl aerosol particle with dissolution
Rapaport—Weinstock generator structures

Fig. 7c. Small rounded aerosol particle
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In such a way it is possible to analyse natural giant salt aerosols with respect to
formation by coalescence as well as natural aerosols with a size below 0.3 pm for which
it is difficult to work with aerosol size spectrometers.
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THE GROWTH OF Te02 CRYSTALS
FROM THE BOILING SOLUTION
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A closed circulating system is described in which the circulating solvent transported the
material from the nutrient to the seed crystals growing by evaporation at the boiling point. By means
ofthis technique tetragonal paratellurite crystals have been grown from nitric acid. The morphology
and kinetics of paratellurite crystals have been investigated.

K. Nassau [1] described eleven years ago a novel technique by which iodate
crystals had been grown from solutions at their boiling point. Recently Rodriguez-
Clemente et al [2] applied this technique to the growth of KH2P 04, NaCl and KC1
crystals.

The single crystals of paratellurite have excellent acoustooptical properties due
to their low ultrasound velocity. The single crystals of paratellurite are usually grown
from the melt by the Czochralski method [3]. There were attempts to grow these
crystals from aqueous solutions of hydrochloric acid which is an effective solvent for
growing paratellurite single crystals under hydrothermal conditions [4, 5].

We tried to grow paratellurite crystals from aqueous solution of nitric acid at
normal pressure at the boiling point. One of the main parts of the growing apparatus
was a modified Thielepape extractor (Fig. 1). Refluxing solvent from the condenser
passed through the extraction thimble containing pieces of Te02. The resaturated
solution dripped again into the boiling solution. In this way a closed circulating system
has been attained in which the circulating solvent transported the material from the
nutrient to the seed crystals growing by evaporation at the boiling point. The cir-
culating system was necessary because the solubility of Te02in aqueous solutions of
nitric acid is rather low. The solution in the spherical flask was heated with a two-
zone resistance furnace controlled by a variable autotransformer. The temperature of
the boiling solution was 120 °C. The reflux of the resaturated solution was 5—6
drops/min. The seed crystals of different orientation were cut out of paratellurite
crystals grown from the melt by the Czochralski method. The seed crystals were
mounted on platinum wires. The growth period lasted 2—3 weeks and the crystals
attained dimensions of 15—20 mm.

It was questionable whether the crystals grown from the solution have the
tetragonal paratellurite (SG: P41212) or the orthorhombic tellurite (SG: Pabc)
structure [6]. To decide this, Bragg angles of the crystal faces were searched for, back
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reflection Laue photographs were taken from several directions and a powder
photograph was compared with that of a Czochralski-grown paratellurite crystal. The
Bragg angles of the crystal faces could have been assigned to paratellurite as well as
tellurite, however, one of the Laue patterns showed a 4-fold rotation axis (Fig. 2) which

Fig. 1. Thielepape extractor

means that the point symmetry of the structure cannot be the point group mmm of
tellurite. Two other Laue patterns taken from directions having an angle of 45° between
them and being orthogonal to the 4-fold axis showed 2-fold rotation axes. With these
symmetries a structure has to have tetragonal Bravais lattice and may only be
described by one of the following point groups: 422, 4/m2/m2/m, 4mm and 42m. The
parameters of lattice calculated from the powder photograph are a=0.4811 nm,
¢=0.7623 nm being in good agreement with the literature data (a=0.48122 nm,
¢=0.76157 nm). Comparing the powder pattern of a solution grown crystal with that
of paratellurite (Fig. 3) a perfect agreement is found.

On the basis of these evidences the structure of our solution grown crystals has
been determined as paratellurite. Our paratellurite crystals were usually bounded by
tetragonal dipyramids and tetragonal prism faces. The habit of the crystals is presented
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in Fig. 4, where d denotes the {101}, m the {110} and n the {112} faces. The growth rates
of the faces were:

p110=0.89x 10-2 mmh"1,
r112=0.47 X10-2 mmh-1,
d,0i =0.40X10“2mmh-1.

On the {101} faces growth layers (Fig. 5) while on the {112} faces growth hillocks
(Fig. 6) could be observed.

Fig. 2. The back reflexion Laue photograph ofa T e0- crystal grown from solution. The 4-fold symmetry axis
shows that the crystal belongs to the point group 422 of paratellurite and not the point group mmm of
tellurite
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Fig. 3. Powder photographs of paratellurite grown from melt by Czochralski method and T e0. grown from
solution. Their similarity proves the identity of the two phases
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Fig. 4. The habit of Te0: crystal grown from solution

Fig. 5. Growth layers on the (101) face. Magnification: 20 x
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The transparence of TeO, layer grown from solution on seed crystal was quite
good (Fig. 7).

Fig. 6. Growth hillocks on the (112) face. Magnification: 10 x

Fig. 7. Transparence of TeO, layers grown from solution on seed crystal
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GROWTH AND LUMINESCENCE PROPERTIES
OF GaSb SINGLE CRYSTALS

W. LEWANDOWSKI, M. GAJEWSKA, B. PASTUSZKA and M. BUGAJSKI

Institute of Electron Technology
02—668 Warsaw, Poland*

The Horizontal Bridgeman Method has been used to grow undoped GaSb single-crystals. It
is demonstrated that device quality material can be grown by this method.

Low temperature photoluminescence revealed excitonic structure of the spectra comparable
to those observed in high purity LPE layers. Besides the edge emission, luminescence due to the Gag,
antisite defect has been observed. The mechanism of the antisite formation and the influence of
background donors on its concentration is discussed.

1. Introduction

The ternary and quaternary III-—V alloys based on GaSb are commonly used for
fabrication of optoelectronic as well as high speed electronic devices as: the low
threshold In,Ga, _,Sb Gunn oscillators [1], the low noise Al,Ga,_,Sb APDs for
1.3 pm band [2], Ga, _,Al,As, _,Sb, LEDs and LDs for 1.7 pm band [3], AISb/GaSb
superlattices for new kinds of LDs [3] and InAs/GaSb superlattices for high speed
electronic devices [4]. These alloys are grown epitaxially on GaSb substrates whose
quality appears to be crucial for device performance. There are several methods used
for obtaining GasSb single crystals, i.e. Czochralski pulling [5—8], Bridgeman method
[9], Travelling Heater Method THM [10] and solution growth methods [11—13]
with either stoichiometric or nonstoichiometric melts. To date the best results have
been obtained with THM method. It suffers, however, from the very low growth rate
(several millimeters per day) which makes it impractical for industrial purposes. On the
other hand, similarly as in the GaAs case, the Bridgeman method seems to be the most
promising for obtaining device quality GaSb single crystals. It appears to be relatively
easy to implement and does not require sophisticated equipment.

2. Crystal growth

In this work a modification of the Bridgeman method, i.e. Horizontal Bridgeman
Method (HBM) has been applied to grow GaSb single crystals. The narrow heat zone
characteristic of the THM method was used. The schematic drawing of the crystal
growth apparatus is shown in Fig. 1. Direct synthesis of stoichiometric GaSb has been

* Address: Al. Lotnikow 32/46, 02—668, Warsaw, Poland
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carried out in quartz boat with inner walls covered with pyrolitic carbon. The process
was run at T=740 °C for 3h in hydrogen atmosphere. After this time the synthetized
material was cooled down to T=600 °C at the rate of about 1.5 degree/min and then to
room temperature. Prior to crystallization the polycrystalline ingots were several times
purified by using the floating zone method. After purification the tail ends of the

RF coil

10 mowor .4

Fig. 1. Growth apparatus for Horizontal Bridgeman Method

polycrystalline ingot were cut out and the ingot was etched in the solution
HF : HNO;: CH,;COOH (1:9:20) [6]. The crystallization of GaSb was carried out in
the furnace with radio frequency (RF) coil suitable for obtaining a narrow heat zone.
On both sides of the RF coil ohmic heaters were placed, providing the necessary
preheating of the synthetized material as well as allowing to control the cooling rate of
the crystallized material. Close to the coil there was an extra heater which was used to
determine the front of crystallization. The reactor was inclined at an angle of 7° to avoid
mass transport during the growth process. The crystallization itself was initiated by a
seed material with (111) B plane oriented perpendicularly to the growth direction. At
the first step of the process the seed was slightly etched by the melt to remove the surface
defected layer. For the crystallization the reactor was moved with the speed of
11 mm/h. The temperature of the molten zone was kept at T= 720 °C. The dimensions
of the grown crystals were determined by the size of the quartz boat. In the GaSb
growth processes a boat of 13 mm in diameter and 150 mm in length has been used.
The resulting material was p-type with a hole concentration at room temperature of
the order of 10'7 cm 3,

3. Photoluminescence
The quality of the grown GaSb single crystals was characterized by photo-
luminescence. The photoluminescence measurements were carried out in the
temperature range from liquid helium to room temperature. The samples were

mounted on a cold finger of liquid helium cryostat. As excitation source an argon ion
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laser was used. The emitted radiation was analyzed with a grating monochromator and
detection was made using PbS cell.

It was shown [ 14,15] that low temperature spectra of undoped GaSb crystals are
strongly dependent both on the quality as well as on the growth conditions. The typical
low temperature spectra consist of two emission bands; an edge emission and the low
energy band labelled as A. The spectra for the temperature range from 17 K to 77 K are
shown in Fig. 2. In our samples we have observed a fine structure ofthe edge emission.

Fig. 2. Photoluminescence spectra of as grown GaSb in the temperature range from 17 K to 77 K. FE — free
exciton recombination, B: . s and BE: — bound exciton recombination, A — band to acceptor
recombination

This structure has been attributed to the recombination of free excitons (FE) and
excitons bound to residual impurities. The bound exciton emission is not completely
resolved, however, by comparison with the spectra of high quality LPE layers we were
able to identify the observed peaks with BEj _3and BE4 transitions (notation follows
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[15]). Such recombination transitions were observed so far only in the crystals grown
by THM or in the LPE layers but not in the crystals grown by the Bridgeman method
[14]. Since bound exciton recombination is effectively quenched by crystal in-
homogeneities and residual stress its presence is a direct sign of the high crystal quality
of the Bridgeman grown material. The A band situated at about 35 meV below the
energy gap is connected with conduction band to acceptor recombination. With the
increase of temperature above 77 K the A band becomes gradually weaker and at 300 K
completely disappears (see Fig. 3). The thermal rejection of the hole, trapped at the

680 700 720 740 760 780 800 820

Fig. 3. Photoluminescence spectra of as grown GaSb in the temperature range from 77 K to 300 K. BB —
band to band recombination, A — band to acceptor recombination

acceptor level, into valence band is responsible for that behaviour. This acceptor is
directly responsible for the p-type conductivity of undoped GaSb crystals. Technolo-
gical experiments have shown that stoichiometry of the crystals is responsible for such
property of GaSb. It has been observed that the hole concentration in the crystals
depends critically on the antimonium content in the melt [14]. On the other hand
annealing experiments have indicated that the lack of antimonium is responsible for
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p-type conductivity of as grown GaSb [16]. All these experiments support a model of
antisite defect as being the origin of A acceptor in GaSb. For being the acceptor this
defect should include gallium on antimonium site (Gag, ) but the problem whether it is a
simple antisite defect or a complex including antisite defect and gallium vacancy is still
unresolved.

This defect is similar to the major deep level (EL2) in GaAs [17]. At is has been
stated before the concentration of Gag, antisite depends on the number of factors. The
role of these factors can be understood in terms of the following model of the antisite
formation.

Gag,+ Vg,2Gag,™ + Vg, +4e* . )
The concentration of [ Gag, ] antisite defects produced according to the reaction (1) is

[v;b:] P -4
Veads

where K is the equilibrium reaction constant for the reaction. The intensity of the A
band in the luminescence spectrum should be proportional to the [Gag, ] antisite
concentration and therefore should depend (via Eq. (2)) on the free hole concentration.
To check this we have compared the spectra of three GaSb crystals with slightly
different background donor concentrations and resulting different free hole concen-
trations. The spectra referring to the temperature of 80 K are shown in Fig. 4. The hole
concentrations for each sample have been measured by a conventional van der Pauw
method. It can be seen that with increasing hole concentration the A band intensity
drops which is equivalent to the decrease predicted by Eq. (2). Summarizing we would
like to stress that although the Gayg, antisite formation leads to the generation of free
holes the background donor concentration through the charge neutrality condition
can influence the rate of reaction (1) and thus the Gag, concentration.

[Gas, 1=K 2

Fig. 4. Normalized 80 K photoluminescence spectra of GaSb samples with different hole concentrations
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4. Conclusions

The Horizontal Bridgeman Method has been used to grow GaSb single crystals.
The usefulness of this method for the production of device quality substrate material
has been proved by detailed photoluminescence measurements. The low temperature
spectra have revealed an excitonic structure comparable to those observed in high
purity LPE layers. Since bound exciton recombination is effectively quenched by
crystal inhomogeneities and residual stress its presence is a direct sign of the high
crystal quality. Besides the edge emission, luminescence due to the Gag, antisite defect
has been observed. The intensity of this luminescence is proportional to the [Gag, ]
antisite concentration and is inversely proportional to the fourth power of free hole
concentration. This behaviour suggests the following model for the antisite defect
formation: (a) formation of antimonium vacancies during the solidification process,
which is influenced by melt stoichiometry; and (b) defect migration to the nearest
neighbour gallium site leading to the formation of double acceptor antisite [Gag, ]
defect. The antimonium vacancy migration occurs during the post growth cooling of
the crystal. The antisite formation is described by Eq. (1).
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EVOLUTION OF IMPURITY CENTRES
IN NaCl: Ca SINGLE CRYSTALS UNDER
LASER RADIATION

M. V. GALUSTASHVILI and D. G. DRIYAEV

Institute of Physics, Academy of Sciences
of the Georgian SSR, Thbilisi, USSR

The influence of multiple laser irradiation of the prethreshold intensity (A= 10.6 um) on the
threshold of optical break-down Wand the yield point 7 of NaCl crystals with different concentration
of Ca* * impurity (from 30 to 500 ppm) was studied. W and t samples were measured simultaneously,
which were annealed isothermally with the following hardening.

Comparison of the effect of laser and heat treatment on Wand t allowed to conclude that the
multiple irradiation of NaCl crystals with high concentration of Ca* * impurity leads to dissolving
the impurity complexes absorbing the radiation, causing the increase of the crystal optical strength.

In view of the current widespread use of NaCl crystals as elements of CO,-laser
optical systems, investigations of the dependence of optical breakdown threshold of
these crystals on various factors are rather urgent.

It has been established that one of the mechanisms responsible for the optical
breakdown of transparent dielectrics within the nanosecond range of laser radiation
pulses is the thermal explosion on absorbing inclusions. From such a viewpoint, one
can explain the dependence of the optical breakdown threshold in alkali halide crystals
(AHC) on the type, concentration, and state of impurity [1—3]. It is known that the
impurity composition also determines the mechanical properties of AHC. Evidently
this fact led to the correlation of AHC yield point and optical strength [1, 2]. The
increase of the impurity centre concentration and dimensions was found to increase the
yield point and to decrease the optical breakdown threshold.

While investigating the influence of laser radiation upon the materials, it was
observed that the multiple irradiation of the same region of an NaCl crystal by a series
of successive pulses of pre-threshold intensity (1= 10.6 pm) results in an increase of the
optical breakdown threshold [4, 5]. It has been hypothesized that this phenomenon is
due to laser-induced change of the absorbing centre state.

To confirm this hypothesis, we have investigated NaCl crystals with Ca impurity
contents from 30 to 500 ppm subjected both to laser radiation and thermal treatments.
The radiation source was a single-mode CO, laser with a pulse of 150 ns and maximum
radiation energy of 2 J. The beam was focused within the crystal volume. The intensity
of the incident radiation was varied by means of neutral filters. The assumed optical
breakdown threshold W represented the minimum intensity causing local destruction
fixed according to the flash, accompanying the optical breakdown. To measure the
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yield point we used a deformation-testing machine with a stability of 2 - 10 kg/mm; the
deformation rate was 10 3s™ .

We measured experimentally the optical breakdown threshold Wand the yield
point 7 of initial specimens and those subjected to multiple action of laser radiation of
pre-threshold intensity (10—15 successive pulses with an intensity equal to 0.7—0.8 of
that of the optical breakdown W, in the case of unit effect).*

Wand t were also measured on the specimens subjected to isothermal annealing
at various temperatures with the subsequent “quenching” (rapid cooling in air).

The experimental results presented in Fig. 1 and in Table I show that repeated

laser irradiation substantially influences Wand 7 only in the case of crystals with high

Fig. 1. Dependence of relative change of optical breakdown threshold on the initial optical strength W, of
NaCl crystals subjected to repeated laser irradiation (the arrow points to the increase of Ca impurity content
from 30 to 500 ppm)

Table I

Change of yield point of NaCl:Ca™* crystals under laser and thermal

treatments

Yield point 7, g/mm?
C=30 ppm C =500 ppm

Control sample 80+ 10 320425
Laser treatment 80+ 10 230+20
Thermal treatment at 400 °C 75+10 200+ 20

* When measuring 7, the whole specimen (in portions) was subjected to multiple action of laser
radiation of pre-threshold intensity.
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impurity concentration. The optical strength of such crystals increases (in some cases
by an order of magnitude) and the yield point decreases, whereas in crystals with low
impurity content these parameters remain unchanged after laser irradiation.
Thermal treatment also leads to W increase (Fig. 2) and 7 decrease (Table I) in the
crystals with impurities, the largest effect being observed at the temperature 400 °C.

Fig. 2. Dependence of optical breakdown threshold on annealing temperature: 1—C= 500 ppm;
2—C=30ppm

The identical nature of the effects resulting from repeated laser irradiation and
from thermal treatment of the crystal shows the same influence of both factors upon the
impurity state. It is known that at high concentrations of divalent cationic impurities,
the crystal annealing and rapid cooling dissolve the impurity centres—the process
being the most intensive for quenching from 400 °C [7]. This causes the optical
strength increase and yield point decrease observed in our experiments on crystals with
impurities. In the case of low concentrations, no impurity clusters are formed and the
impurity remains in the dispersed state [6, 7]; therefore, neither Wnor 7 changes are
observed during thermal treatment.

Evidently, the same process of the impurity complex dissolution determines the
phenomenon of the optical strength increase and yield point decrease of the crystals
under the action of repeated laser irradiation. If the radiation intensities exceed the
optical breakdown threshold, the electromagnetic radiation absorption by the
impurity centre leads to thermal microexplosion; consequently, the impurity centre
burns out [8]. In the case of pre-threshold intensities used in the present work, local
heating of the material with subsequent rapid cooling takes place thereby contributing
to the decomposition of the impurity complexes similarly to ordinary annealing
followed by quenching.

The repeated action of laser radiation causes the irreversible process of defect
accumulation due to the breaking of the interatomic bonds [9]. This process reduces
the optical and mechanical strength of the material, finally leading to visible
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destruction. However, the results of the present paper show that for NaCl crystals with
a high content of Ca impurity the process of impurity complex dissolution causing the
effective increase of their optical strength, plays the predominant role.
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KDP Q-SWITCHES AND SECOND HARMONIC GENERATOR
FOR HIGH-POWER SOLID-STATE LASERS

J. BAkos, T. JuHASz, Cs. KUTI and L. V. VANNAY

Institute of Physics, Technical University of Budapest
1521 Budapest, Hungary

KDP electrooptic light modulators and optical second harmonic generators have been
developed for high power solid-state laser applications. The device parameters and the results in
switching and frequency doubling of Nd-glass lasers are reported.

1. Introduction

KDP (potassiumdihydrogenphosphate) crystals grown from water solution are
very suitable for high power laser applications because of their good optical quality,
high resistivity to laser damage and large size available. Longitudinal Z-cut KDP
electro-optic modulators are preferred to other modulators in Q-switching of high
power solid-state lasers because of their high transmission ratio, large aperture and
simple construction [1]. Although KDP crystals are characterized by medium
nonlinearoptic properties [2] they are widely used for frequency doubling of pulsed
and CW Nd-YAG, Nd-glass, ruby and different dye lasers because of the advantages
listed above and mainly the possibility of their room temperature phase matching.

2. Preparation of KDP samples

Optical quality KDP monocrystals were grown by automatically controlled,
slowly cooling (0, 3 °C/day) of water solution of “Optipur” grade MERCK KH,PO,
material from 50°C to 30°C. The double sheet thermostat was supplied with
electronically controlled, programmable alternating mixing [3]. Two prisms of
monocrystals sized about 45 mm x 50 mm x 85 mm were obtained. Rectangular
samples oriented optically were cut from the prisms for Q-switch and frequency
doubling devices. The end faces of the samples were optically flat polished. The samples
were selected by strain-optic, interferometric and light-scattering methods of optical
test equipment KP-74 [4]. Mechanical and microscopic investigation of the
dislocation structure was performed [5] on the crystal samples and their resistivity
against laser damage was also investigated [6]. Strain free 0° Z cut crystal samples of
1000/cm? dislocation density and 1 GW/cm? damage threshold, measured by ruby
laser, were used for large aperture longitudinal electroopic modulators designed for Q-
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switching of high power Nd-glass solid state lasers. 45° Z cut samples similarly treated
were further oriented and sliced to obtain phase matched samples for optical second
harmonic generation of Nd-glass radiation.

3. Investigation of longitudinal 0° Z KDP modulators

Some construction versions of 0°Z longitudinal KDP modulators were
investigated. End-plate and stripe electroded modulator crystals were compared
considering electric field characteristics of the electrooptic modulators as follows: the
static and dynamic half wave voltages, the electric field distribution uniformity and the
electric breakdown. The effect of mounting and mechanical clamping on the
transmission distribution and the contrast ratio of the modulators was investigated.

20 mm x 20 mm aperture, 25 mm long 0°Z cut KDP samples supplied with
copper plate electrodes with 15 mm diameter circular openings pressed by spring to the
Z-faces of the sample were compared to the identically sized and oriented modulator
crystals electroded with 4 mm width, 0.1 mm soft copper stripes rolled on the lateral
faces at the optical windows. The results obtained for the half-wave voltages, the
electric field uniformity and the contrast-ratio are summarized in Table 1.

Table 1

Comparison of the modulator characteristics

Clear Half-wave voltage [kV]  Field nonum  Contr.
Electrode = : o :
aperture static dynamic 7 ratio
end-plate 15 mm diam. 14.1+1 18242 16 980:1
stripe 20 mm x 20 mm 10.5+1 15342 5 1100:1

The half-wave voltages were determined by taking the transmission-voltage
characteristics of the modulator crystals placed between crossed polarizers. The trans-
mission was measured with 1 mm diameter He—Ne laser beam passing through the
modulator in the middle of the aperture. To characterize the electric field nonuni-
formity the difference of the maximum and minimum half-wave voltage expressed in
the percentage of the maximum one, i.e. the half-wave voltage measured in the middle
of the aperture, was used. The half-wave voltage distribution was obtained by scanning
the He—Ne laser beam across the aperture. The stripe-electrode construction proved
to be more advantageous than the end-plate construction having less half-wave voltage
and more uniform driving field and, consequently, a smoother transmission distri-
bution [7]. Only the problem of electric breakdown at lower voltages arose because of
the small electrode distance. To avoid the breakdown the length of the crystal can be
increased or, as it was done in our experiments, the stripe electroded modulator crystal
can be embedded in silicon rubber before mounting it in the polyamide house.
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4. The frequency doubling crystals

For frequency doubling of 1.06 pm laser output KDP optical second harmonic
generators were constructed. 20 mm x 20 mm aperture, 25 mm long KDP samples
phase matched for the oo—e interaction frequency doubling were sliced from the 45° Z
cut prism samples selected by quantity tests mentioned. The phase matching direction,
i.e. 41.2° inclination of the axis of the KDP sample to the Z axis, was optically set. The
frequency doubling crystals were embedded in silicon rubber and mounted in
polyamide house.

5. Q-switching and frequency doubling of the Nd-glass laser radiation

The stripe-electroded modulators have been used for controlling the Q-factor of
the laser resonator (Fig. 1) operating with 20 mm diameter, 240 mm long Nd-glass rod
as active element. The modulator was biased to be closed and the laser has been
switched by very fast switch off the biasing electric field. As the modulator crystal was
transmitted by the laser radiation twice, the modulator was closed by quarter wave
voltage taken about 10 kV-s which, regarding the wavelength difference of the He—Ne
and Nd-glass laser radiation, agrees with the measured static half-wave voltage.
1.06 pm wave length, 15 ns halfwidth, 10 J energy giant pulses have been reproducibly
generated.

The giant pulses of the Nd-glass laser were frequency doubled by the optical
second harmonic generator reported above. 500 mJ maximum energy, frequency
doubled, 0.53 pm wavelength pulses could be obtained. Although 0.5 J in green is a
fairly high energy, the 5% efficiency of the frequency doubling is a moderate one
considering the 149 efficiency reported in [8] for KDP crystals. The possible reason
for the moderate efficiency could be the large divergence and multimode operation of
the Nd-glass laser constructed for the investigations. Improvements of the beam
parameters are designed to repeat the frequency doubling experiments.

%
Z
7z
Z
%
%
%
7z
Z
7

1)\ /

mirror Q-switch polarizers laser rod mirror

Fig. 1. Nd-glass laser switched by KDP 0° Z cut electrooptic modulator
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ON THE VARIATIONS IN SURFACE DIFFUSION
COEFFICIENT OF LFM CRYSTAL

M. RAK

Institute of Physics, Technical University of £odz
93-005 Lédz, Poland

Calculations of values of surface diffusion coefficient as a function of surface concentration of
growth units show that for solution growth of HCOOLi - H,O crystal this coeflicient practically
remains constant (maximum variation is about 19%) for the variation of estimated n, for
supersaturation 1.01 <f<1.1.

1. Introduction

Crystal growth from solution is usually described by the BCF surface diffusion
model [1—5]. In this theory it is assumed that the surface diffusion coefficient is
independent of local solute concentration and that surface vacancies are not present.
The surface supersaturation ratio is defined as [1]

Bs=—, (1)
: nsO
where n, is the number of adsorbed growth units per unit area and n, is the value of n,
at saturation.
Madsen proposed another definition of surface supersaturation ratio [6, 7]

My =p3+kTIn B, 2

where y, is the chemical potential of solute in solution, u5 the chemical potential of the
crystal, and in terms of thermodynamic considerations of a Bragg—Williams
monolayer model with empty sites, he derived equations for the variations of surface
supersaturation and surface diffusion coefficient with surface concentration of growth
units [7]. By analogy with Eyring’s theory for volume diffusion [8], he expressed the
surface diffusion coefficient by [7]

D,=(a%/1,) (1—-0), (€)

where a is the shortest distance between growth units, 7, is the time constant for the
jump of a molecule to a neighbouring empty site and @ is the fraction of sites occupied.
As (1 —©)isfunction of B, which depends on n,, so does D, [7], and 7,, may be treated as
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constant according to Bragg—Williams theory. Thus the dependence D, on ny is given
by [7]

@

where Dy, is the value of D; at saturation and n, the number of sites per unit area of
interface.

For the one-dimensional problem of a series of equidistant parallel steps, using
the first law of Fick, Madsen [ 7] established a generalized form of the BCF equation.
This is differential equation in relation to ng and it may be integrated numerically if n;

dn f :
and g—s are known at a given point on the surface.
Yy

2. Method of calculations

The generalized form of BCF equation, obtained by Madsen, was solved for
HCOOLIi - H,O (LFM) crystal [9, 10]. The solution of this equation shows that in case
of LFM crystal n, can change from 840 nm 2 to 8.60 nm 2 for supersaturation
1.01 < < 1.10. Therefore the surface diffusion coefficient, Dy, is calculated for values of
n, from 8.40 nm 2 to 8.60 nm ~ 2. The solution of the equation enables to find n, as a
function of distance y from the step centre for given supersaturation and n, as a function
of supersaturation, f, at the step centre (y=0). From these calculations [9] it follows
that the concentration of adsorbed growth units, n,, is the greatest at the centre of the
“terrace” and decreases non-linearly as the step edge is approached. The calculation
[9] of n, at the step centre as a function of f shows that n () curves have a maximum.
For low supersaturation (f < f,,21.02) concentration ny increases with increasing
supersaturation, while for higher values of f>pf,, it decreases with increasing
supersaturation. The n,(f) and n,(y) dependences enable to obtain D, as a function of
and D, as a function of y.

The values of D, as a function of n, are presented for {101} and {110} faces of
LFM crystal, and D, as functions of B and of y are presented for {101} faces only,
because the dependence for all faces of these crystal are similar. All calculations are
made for a crystal grown in temperature 7= 307.65 K, and the values of the parameters
of Eq. (4) are given in Table L.

3. Results

Calculations show that in the case of LFM crystals the surface diffusion
coefficient practically remains constant (maximum variations about 1%) for the
variation of estimated n, for supersaturation used and that it decreases quasilinearly
with increasing n, (Fig. 1). It is a consequence of poor variations in exponential term of
Eq. (4).
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Because Dsdecreases with increasing ns, the dependence Ds(R) at y=0 and Ds(y)
(Figs. 2, 3) are the inverse of those ns(3) at y = 0 and ns(y), respectively. So, the surface
diffusion coefficient, Ds, is the smallest at the centre ofthe “terrace” and increases non-
linearly as the step edge is approached (Fig. 2), and curve Ds() has a minimum for
supersaturation 8 =RM for which concentration ns has a maximum.

The poor variations in surface diffusion coefficient, Ds, with supersaturation
confirm that in crystal growth models Dsmay be taken as constant, particularly that in
view of the present state of the theory, most of the parameters of these models can
merely be estimated.

Table |
The values of parameters used in calculations

Value of parameter for

Pi:ametei Unit Reference
{1 01 } {1 10 }
c 4 4 - [9, 10]
0. 9.39- 10t 161 mos nmzS-1 [9]
w0 84 84 nm-: [9, 10]
"o 8.39 8.39 nm- [9, 10]
T 307.65 307.65 K -
<P\-<Pr 4KT 4KkT J [9, 10]
4 0.5 kI 0.3kT J [9, 10]

Fig. 1. Dependence of surface diffusion coefficient, Os, on concentration,  of growth units for {101} and
{110} faces of LFM crystal
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Fig. 2. Dependence of surface diffusion coefficient, D, on supersaturation, f, at the centre of step, for {101}
face of LFM crystal

Fig. 3. Dependence of surface diffusion coefficient, D,, on distance, y, from step centre for {101} face of LFM
crystal at supersaturation f=1.01
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List of symbols

a — shortest distance between growth units

¢ — number of horizontal nearest neighbours

D, — the surface diffusion coefficient

D,0 — the values of surface diffusion coefficient at saturation

Kk — Boltzmann constant

n0 — the number of sites per unit area of interface

ns — the number of adsorbed growth units per unit area

n,0 — the number of adsorbed growth units per unit area at saturation
T — absolute temperature

Yy — the axis being perpendicular to the step edge

y0 — the distance between two steps of an equidistant step train (the width of “terrace”)
B — the supersaturation ratio

BM — the value of supersaturation ratio for which dependence njji) has a maximum
B, — surface supersaturation ratio

u2 — the chemical potential of solute in solution

H2 — the chemical potential of the crystal

<p  — the energy of interaction of two liquid molecules on neighbouring sites

4. — the energy of interaction of two solid molecules on neighbouring sites

1
— (<, + 99 + »—the energy of interaction of a pair of liquid-solid molecules on neighbouring sites.
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PRELIMINARY STUDIES ON CRYSTAL GROWTH
OF Pb, _,Cd,S SOLID SOLUTIONS

P. STETILU

Department of Physics, University of Cluj-Napoca
3400 Cluj-Napoca, Romania

Results are presented concerning the growth of Pb, _ Cd.S solid solutions crystals using the
Bridgman technique (BT) and the vapour-phase technique (VPT). It was found that the component
concentration of VPT crystals was nearer to that of the starting mixtures than that of BT crystals. The
VPT crystals showed only p-type electrical conductivity, independently of the type of starting
materials. Using BT samples and X-ray powder diffraction analysis two points of the liquidus line of
the X—T phase diagram of the system were determined. By means of microbeam analysis in a
scanning microscope we found good average homogeneity of Cd distribution in the examined
samples.

1. Introduction

Our interest in studying the PbS—CdS system is justified by the well known
semiconductor properties of both components.

It is established that in this system there is only one region of solid solubility [ 1—
4]. The phase diagram of the system is not known in every detail. In [1, 2] the position
of the solidus line was determined at temperatures up to 950 °C. In [4], based on DTA
studies, the solidus line was drawn between 1080 °C and 1115 °C, while in [3] the same
technique was used to draw both solidus and liquidus lines between 1055 °C and
1113 °C. The so-determined lines do not fit together, the limit of solid solubility (x,,)
being x,,=0.24 at 950 °C [2], x,,=0.15 at 1080 °C [4] and x,,=0.30 at 1055 °C [3].

In two works [5, 6] laser heterojunction diodes made on Pb, _,Cd,S synthetic
crystals were reported. The authors mentioned that their crystals were grown using BT
[5]and VPT [6] but no details were given about the growth procedure. In[3]a VPT in
a closed system was used in order to grow (Pb, _ ,Cd,), 5;S¢.49 single crystals. These
crystals showed n-type electrical conductivities and only at x>0.08 does CdS
precipitate as a second phase.

In order to study the physical properties of Pb, _,Cd.S crystals we tried to grow
bulk crystals using BT and VPT. This work presents our results and discusses them on
the basis of some structural investigations performed with X-ray analysis and
secondary emission microscopy.
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2. Experiment
2.1. Raw materials

Because we had no pure PbS we had first to synthesize it. We used for this
purpose spectral pure sulphur (Johnson—Matthey) and lead purified in our laboratory
by zone melting.

The synthesis of PbS was performed following a variant of Lawson’s old method
[7]. This variant is to be described in detail elsewhere [8].

In order to check the quality of our PbS we grew from it single crystals with BT
and we measured their electrical properties (Hall and Zeebeck effects, electrical
conductivity) at room temperature. The obtained crystals showed p-type electrical
conductivity with carrier concentration of p~4.10** m 3. This corresponds to an
excess of sulphur of about 1.10 * at 9 relative to the exact stoichiometry [9].

We submitted the p-type PbS to high temperature treatment in order to obtain n-
type PbS (with lead in excess). For this purpose we used a two zone temperature
furnace. In the high temperature region was set p-type PbS, in the low temperature
region was set pure lead (both being sealed in an evacuated fused quartz ampoule).
Appropriately choosing the temperatures of these regions [9] we succeeded in
obtaining n-type PbS with a carrier concentration of n~4.10>4 m 3,

Further we used both n and p-type PbS in an attempt to check the influence of
nonstoichiometry of PbS on crystal growth of the solid solutions under discussion.

CdS was obtained by the courtesy of Prof. E. Gutsche of the IVth Physical
Institute of Humboldt University (Berlin, GDR). It ‘was there purified by multiple
recrystallizations from the vapour phase. We used this polycrystalline material to grow
CdS single crystals using the well known Pipper—Polich method [10]. Our crystals
were lemon yellow colour and showed a dark electrical resistivity of about 1022 m at
room temperature, which in our opinion was acceptable.

2.2. The BT growth of Pb, _.Cd S crystals

For the purpose of growth we built a Bridgman furnace whose section and
temperature distribution along its axis are shown schematically in Fig. 1. J

The two components (PbS and CdS) were introduced in the desired quantities in
purified quartz-glass ampoules, which were afterwards evacuated down to 2.6.10 3 Pa
and then sealed. These ampoules were placed in purified larger ones which were also
evacuated to the same pressure and then sealed. In this way we prevented the diffusion
of oxygen through the walls of the inner ampoules.

The ampoules were then introduced to the upper zone of the furnace and the
power supply was turned on. The steady temperatures in the two zones were chosen to
be 50 °C above and 50 °C below the corresponding point on the solidus line previously
determined by us 4 (Fig. 2)
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The temperature regime was maintained constant with an accuracy of 0.5%.

After 10 hours of heating at the chosen temperature, the ampoule was moved to
the lower temperature region at a rate of several millimetres per hour.

When the whole ampoule reached the lower temperature region of the furnace,
we removed it at once, in order to freeze-in the cadmium concentration at its high

a) b)

Fig. 1. Details of Bridgman apparatus. a) Longitudinal section of the furnace: 1-heating element, 2-ceramic

obturator, 3-fused quartz-glass ampoule, 4-quartz stick, S-metallic wire. b) Typical temperature distribution

along the axis of the furnace. The zero point on the distance axis scale corresponds to the middle of the
ceramic obturator

Fig. 2. Phase diagram of PbS—CdS system at higher temperatures. The dotted lines indicate how the points
on the liquidus line were found using BT samples
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temperature level. In this way we surely induced great mechanical stresses but our
primary goal was to try to obtain crystals with large CdS concentrations.

2.3. The VPT growth of Pb, _,Cd.S crystals

For the VPT approach we used the same technology to seal and evacuate the
ampoules as described in the previous Section. For the furnace we used the upper part
of our Bridgman furnace, the top part of which was taken off. In this way we obtained a
temperature gradient of a few degrees per centimetre whereas the maximum
temperature difference between the top and the bottom of the ampoules was about
20 °C. The temperature at the bottom of the ampoules was between 700 °C and
1000 °C.

We held our samples in the heated furnace for two weeks; the temperature was
then merely decreased to 500 °C, after which the furnace cooled down.

2.4. X-ray diffraction analysis

In order to check the CdS concentration in the obtained samples we used the
known dependence of the lattice constant versus CdS concentration [4].

For this purpose we used Debye-Scherrer cameras (XDSA) of 57.3 mm diameter
and Cug, radiation. Measuring 622, 711, 640 and 642 reflexions and employing an
extrapolation procedure [11] we achieved an accuracy of 1.10~# nm in lattice constant
determinations, i.e. an accuracy of about 0.002 in x determinations.

We checked the monocrystallinity of our samples by means of Laue patterns
(XLA). For this purpose a slide was cut from each sample perpendicularly to its axis.
This slide was first mechanically polished and then chemically cleaned in order to
remove the damaged surface layers.

These slides were introduced into a Laue camera and irradiated with a wide X-
ray spectrum using a W anode and a voltage of 55 kV.

2.5. Scanning electron microscopy and microbeam analysis

Scanning electron microscopy (SEM) was used in order to have information
about the surface of the samples (presence of twin boundaries, precipitations of CdS,
etc.). Microbeam analysis (MBA) was employed in order to have information about
cadmium distribution in the samples.

The samples used in XLA and in physical measurements were used in SEM
(JEOL JSM-50A) provided with an EDAX spectrometer at an acceleration voltage of
25kV.
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Our EDAX detection system had a resolution of 100eV. Because a silver paste
was used to connect electrically the samples with the microscope, the cadmium Lx] line
was superposed on the silver LBl line in channel 32 and the cadmium LRI line was
superposed on the silver LR line in channel 34. Therefore, in order to avoid any
possible interference with silver, we had to use for cadmium distribution studies the
cadmium LR line (channel 36) in spite of the fact that its intensity was several times less
than that of the other two mentioned lines.

On the same photos we superposed both SEM and MBA images for each sample.

3. Results and discussion
3.1. BT samples

These ingots always consisted of several rather big twins (each of them with a
volume of 15—35 mm3) and had visible irregular borders (Fig. 3).

Along their longitudinal axes the BT ingots showed that Cd concentration at the
bottom or at the top of the samples was lower or higher respectively than that of the
initial mixtures. This fact suggested a way to find some points on the liquidus line of the
phase diagram of the system using BT samples as follows:

Fig. 3. Photos oftwo Bridgman ingots of Pb, _,,Cd"S solid solutions. The numbers correspond to the sample
numbers from Table I. The scale is in millimetres
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Let us denote by x; the cadmium concentration of the initial mixture submitted
to the growth process; by x; and x5 the cadmium concentrations on the liquidus L and
solidus S lines of the I'—x phase diagram corresponding to the same temperature
T=T,=Ts.

Examining the experimental procedure (Sect. 2.2) and refs. [3, 4] we assume:

a) For T>T, (but not much higher than T} ) there is complete miscibility
between CdS and PbS at any x;. This means that at T=T,, x=Xx;.

b) The BT crystallization process occurs in almost equilibrium conditions. This
means that the very first crystals which appear during the cooling process of the
samples have x=xg.

If one measures x; ' the concentration on the very bottom-B of the ampoules, x,
= x5 and one may determine Tg(Ts= T}, ) if the position of the solidus line of the system
is known. If in addition to all this the bottom is very sharp, the amount of the liquid
phase which is crystallized at T=T;=T, is very small. As a result x, =x; and the
diffusion of Cd through the bottom is not important during the next steps of
crystallization of the sample. Intersecting the line T= Ty with the line x=x; one may
find a point on the liquidus line.

We succeeded in separating the very bottoms from samples No. 54 and 57 and in
determining with XDSA their x; (Table I).

Now let us suppose that the phase diagram given in [3] is valid. Then for x;
=0.0568 (sample 54), x5 =0.002 and for x; =0.03 (sample 57), xg= 0. However, our data
show that for sample 54 xz=x3=0.045 and for sample 57 xz=x5=0.024, viz. a
considerable discrepancy with those predicted by [3].

If we define the segregation coefficient of CdS in PbS as K =xg/x; , we find
K =0.79 for sample 54 and K =0.8 for sample 57.

Reference [4] mentioned that in DTA experiments the Pb, .Cd,S (x=0
included) samples exhibited a tendency to supercooling. This behaviour might be
understood if we accept the supposition [12] (based on viscosity measurements) that at

Table 1

CdS concentrations in some synthetic Pb, _,Cd,S crystals

Initial Determined CdS conc.
Sample Preparation  CdS conc. [mol%]

number procedure (*) [mol%] Top Bottom 0k
i X7 Xp
28 VPT 5.46 56 5.6 p-type
58 VPT 5.6 5.66 5.66 p-type
54 BT 5.68 12.70 4.48 p-type
57 BT 30 3.6 240 n-type
30 BT 8.06 - 5.8 p-type

* VPT-vapour phase technique
BT-Bridgman technique
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T > T, (but not much higher) the liquid PbS has another structure compared with f.c.c.
of the solid PbS. If the liquid PbS cools, this “liquid structure” (LS) still holds below T;, .
In that our liquid Pb, _,Cd,S solutions exhibited thermic behaviour similar to PbS, we
are prone to think that a similar LS may exist in these solutions too. From here ensue
several consequences:

Firstly, the points reported in [3] as liquidus points might in fact be something
else and in particular might be points on the “liquid crystallization” line of the system.
This hypothesis deserves a separate study and probably XSDA at high temperatures
will answer this question.

Secondly, in BT experiments the speed of cooling is much lower than that in
DTA. For instance, in the present work the speed of cooling in BT experiments was 5—
10 times less than that reported in [4]. Therefore, the crystallization process in BT
experiments is closer to the true thermodynamic equilibrium than in DTA. Hence BT
experiments deserve more confidence. In Fig. 2 we plotted the liquidus line for the
solidus line known from [4].

If we had accepted [3], the cutectic point would have had its coordinates Ty
=1055 °C and x;~0.32. If we accept [4], T, = 1080 °C, x;=0.2 (Fig. 2). At the same
time if we accept the eutectic temperatures mentioned before, we may extrapolate the
solidus line reported in [2] and find x;=0.5 for T;=1055°C and x;=0.6 for T
=1080 °C, in disagreement with [3] and [4].

We consider that these great differences are due to the oxygen diffusion through
ampoule walls at high temperatures because in [2] no special care was taken in this
respect. We have also to express some reservations concerning the DTA work reported
in [3] as the authors mentioned that at x>0.08 CdS precipitates as a second phase,
while the phase diagram drawn in this work has x,,=0.32.

Thirdly, the solid and liquid lines on the T— x phase diagram are very close to
each other confirming the supposition [4]. We have to note that in the homologous
PbTe —CdTe system the distance between the liquidus and solidus lines is also small
[13].

Fourthly, the crystallization in BT processes comes close to equilibrium without
being entirely in this regime. This means that due to the fact that LS holds below T, and
in addition to the presence of CdS it may influence the rearrangement of atoms to form
the solid f.c.c. lattice, and the crystallization of Pb, _,Cd,S occurs under not well
controllable conditions. As a result of this a tremendous amount of crystallite forms
initially and in the ingots we will have always several twins.

A Laue pattern from a slide cut from sample 57 is presented in Fig. 4a. It can be
seen that big mechanical strains are present and that the slide consisted of several twins.

In Fig. 5a we present a combined photo made with SEM and MBA about a slide
cut from sample No. 57.

We remark first that the background of this photo, due to SEM, is dark almost
everywhere. This means that the greater part of the surface of the sample is clean and
smooth.
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b)

Fig. 4.Laue patterns from slides cut from: a) sample No. 57 (BT), exposition 60 hours; b) sample No. 28 (VPT),
exposition 20 hours. The diffraction patterns were obtained in transmission with a TUR-M apparatus W-
anode, I7=55 kV, /,=12 mA
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Fig. 5. Photos of Cd distribution in slides cut from: a) sample No. 57 (BT), b) sample No. 28 (VPT).
Magnification 100 x . White points mark cadmium distribution using Cd, R characteristic radiation
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Fig. 6. Two Pb, .~Cd.S crystals obtained by vapour phase technique, a) sample No. 28. b) sample No. 58.
The size of crystals is several mm
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The bright isles in the upper part of the figure might be some dust on the surface
while the large bright line in the bottom left hand corner must be a twin border.

The superposed picture of Cd distribution obtained by MBA is presented by
white small points. We see that cadmium is fairly uniformly distributed and therefore
the sample is homogeneous over quite a large area.

3.2. VPT samples

Two VPT samples are shown in Fig. 6.

We can see that these samples also consist of 3—4 big twins with quite well
defined but irregular-shaped borders.

Table I shows that in our VPT samples the cadmium concentration is very close
to that of the initial mixtures. We think this is natural taking into account the adopted
technology in VPT.

Figure 4b shows the Laue pattern obtained from a slide cut from sample No. 28.
The spots are well defined. This means that there are no mechanical strains. Our
attempts to interpret this Laue pattern with a view to determining the orientation of
crystallographic axes relative to the surface of the slide suggest that the slide consists of
several twins.

Figure 5b is a combined photo made with SEM and MBA about the same slide
(sample No. 28) used to obtain Fig. 4b. We see that in the explored field there are no
twin boundaries, the cadmium is fairly homogeneously distributed along the sample.

It is interesting to note that our VPT samples showed only p-type electrical
conductivity, regardless of which type of starting PbS was employed. This remark
opens the problem of the exact phase diagram of the PbS—CdS system, with influences
of deviations from stoichiometry. This problem does not seem to have been researched,
or possibly it is just unpublished so far.

4. Conclusions

1. The VPT seems promising and enables good homogeneous p-type crystals to
be grown. In these crystals the CdS concentration is near to that of polycrystalline
starting mixtures.

2. BT ingots showed a moderate variation of CdS concentration due to a
segregation coefficient K smaller than unity—evaluated as K =0.8. A small distance
between the solidus and liquidus lines on the T— x phase diagram of the system makes
K close to unity.

3. It seems that BT may be very useful in establishing the position of the liquidus
line for systems with known position of solidus line and which tend to supercool.

4. SEM and MBA showed a godd average homogeneity of Cd distribution in our
samples.
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BUNCHING OF MONOMOLECULAR
STEPS DURING GROWTH
AND EVAPORATION OF CRYSTALS

L. MALICSKO

Research Laboratory for Crystal Physics
Hungarian Academy of Sciences
1502 Budapest, Hungary

The growth and evaporation layers formed on KCIl, KBr and sodium thiosulphate crystal
faces grown or evaporated under different conditions (in solutions, melts or in high vacuum) were
studied by optical and transmission electron microscopic methods. Different stages of bunching of
the monoatomic steps, visualized by the surface gold decoration replica technique, were observed.
The probability density functions of the heights of step bunches (growth and evaporation layers) were
approximately determined. The results are presented and discussed.

1. Introduction

The atomically smooth faces of polyhedral crystals generally grow, dissolve or
evaporate, by single monomolecular steps formed by random two-dimensional
nucleations (islands or holes) and/or by dislocations emerging on the faces. The growth
and decomposition processes show certain similarities. Under actual conditions the
monomolecular steps often coalesce into step bunches forming layers of different
thicknesses and profiles. Since, during growth, the bunching processes influence the
homogeneity and the as-grown dislocation structure of the crystal products [1, 2],
studies of step bunching are of fundamental and practical importance.

Several theoretical models describing step bunching are known [3—5].
According to these models the bunching begins with fluctuations in the distances
between neighbouring steps belonging to a monomolecular step train. Such step
distance fluctuations were also experimentally observed by optical and electron
microscopy of monomolecular growth and evaporation step trains [6, 7]. These
fluctuations are the consequences of impurity effects [8, 9] as well as of temperature
fluctuations [10]. The later stages of the bunching of monoatomic steps into layers of
different thicknesses were also studied with different optical microscopic methods (see,
e.g. [6, 11, 12]). In these studies a reciprocal relation was empirically found between the
tangential moving rate and the thickness of the layers [6, 11].

The aim of this work is to collect experimental results on the stages of the
bunching of evaporation and growth steps with the help of different observation
methods and to draw attention to some common statistical features among the
observed processes.
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2. Experiments

2.1. For the static investigations of the monoatomic step structures on crystal
faces the surface gold decoration replica technique is a very good tool [8, 13]. With this
technique the various disturbances in the motion of monoatomic steps and the different
stages of the step bunching could be studied on KClI single crystals in a conventional
transmission electron microscope. For the investigations macroscopic KCl single
crystals grown from Pb doped aqueous solutions by temperature reducing or by the
solvent evaporation technique [14, 157, and undoped KCl single crystals grown from
the melt by the Kyropoulos method, were used. Both original {100} growth faces and
{100} cleavage faces evaporated previously in high vacuum, were investigated. The
temperature and the duration of the vacuum evaporations were varied between 670
and 770 K and between 20 and 120 minutes at pressures of about 10”3 Pa.

The steps developing on the faces during the evaporation may lead to
disturbance. On the basis of the observable disturbances between a chosen step and the
surrounding known monoatomic steps, the heights of chosen steps can be measured in
a/2 atomic units, where a is the lattice spacing (a=0.628 nm for KClI). In this way the
steps of heights between 1 and about 30 atomic units could be well-studied.

 For the static observation of the later stages of step bunching the structures of the
growth steps on the original {100} growth faces were studied by optical microscopy.
For this purpose, after growth had finished the remainders of the solution were quickly
and carefully removed from the crystals with fine filter paper.

The growth steps on the growth faces of the crystals are visible by reason of dark
contrast lines in the optical microscope at suitable illumination. From the measurable
widths of the dark contrast lines the relative step heights could be determined. The
average heights of more thin single steps and the heights of individual thick steps could
be measured directly. Thus, by comparing the relative and the directly measured
values, step heights from 50 (measurable limit) up to several 1000 nm could be
measured. By decorating the original growth faces at 450 K the fine structure of the
polyatomic growth steps could also be studied.

2.2. In optical microscopic in-situ experiments the dynamics of the step bunching
was studied. The motion of the growth layers on thin side faces of small plate-like KBr
and sodium thiosulphate crystals growing in supersaturated solution drops or in
undercooled melt drops, respectively, was observed and filmed [11]. On the microfilms
the heights of growth steps could be measured. They varied in the range between 0.5
and 25 um.

2.3. The height data measured both on the evaporation and on the growth steps
formed under given constant conditions, were statistically evaluated enabling the
probability density functions of the heights of step bunches (evaporation and growth
layers) to be approximately determined.
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3. Results and discussion

According to the BCF theory [16] the dislocations emerging onto the crystal
faces produce trains of equidistant monomolecular steps during the growth or
decomposition of atomically smooth faces. In the case of the evaporation of nominally
pure alkali halide crystals this fact was verified [7, 8]. For comparison Fig. 1 shows
such trains of decorated equidistant monoatomic steps formed around the emergence
points of a pair of screw dislocations (a) and of an edge dislocation (b) with a/2 {(110)

Fig. 1. TEM micrographs of trains of equidistant steps a — of monoatomic heights, formed around the

: 3 z ; MRl I kg 3
emergence point of a pair of screw dislocations with 2 (110) Burgers vectors, b — of monoatomic heights,

formed around the emergence point of an edge dislocation with ; (110) Burgers vector, c — of biatomic

heights, formed around the emergence point of an a (100> type screw dislocation on one of the {100}
cleavage faces of a KClI crystal after thermal treatment and subsequent decoration in high vacuum
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type Burgers vectors and a train of equidistant biatomic steps formed around an
a (100) type screw dislocation (c) on the cleavage faces of KCl crystals after suitable
thermal treatments in high vacuum. The explanation of such evaporation step
configurations is well known [8].

With similar step systems (step trains) well measurable statistical fluctuations
were found in the step distances [7]. These fluctuations occur due to temperature
and/or impurity concentration fluctuations on the evaporating faces of the crystals.

The local fluctuations of the temperature and the impurity concentration may
lead to different local disturbances in the motion of mono- and biatomic steps. For
instance, Fig. 2 demonstrates surface ranges in which the motion of the atomic steps is
disturbed. The main direction of the step motion during the evaporation is marked by
the arrow v,. Figure 2a shows small irregularities in the contours of monoatomic steps
(see the arrow); they are caused by single foreign atoms or very small clusters of
nonvisible foreign atoms [17]. In Fig. 2d, e and f dark granulates and spots of different
sizes (marked with arrows) causing local disturbances in the motions of more
monoatomic steps, are seen. They are already able to lead to the bunching of the steps
in the surrounding areas (Fig. 2f). The arrows in Fig. 2b and ¢ show small areas where
the monoatomic steps have already been bunched into step sections of heights of 2 or 3
atomic units due to nonvisible fluctuations.

Fig. 2. TEM micrographs showing different disturbances in the motion of monoatomic steps on {100} faces

of KClI crystals: — small disturbances caused mainly by single nonvisible foreign atoms (a) or by enrichment

of foreign atoms in small areas (dark spots in e), — greater disturbances leading to local bunching of the

monoatomic steps, caused by nonvisible fluctuations (b, c) or by small foreign particles (dark granulates in d
and f), as marked by the arrows. The arrow v, marks the main direction of the step motion
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Besides the three simple types of evaporation step systems seen in Fig. 1

evaporation systems of so-called roughly quadratic steps can also be found on the faces.
In Fig. 3some stages of the development of such step systems are demonstrated (a—c).

Fig. 3. TEM micrographs showing developed stages of roughly quadratic step systems (a, b and c)and atomic
steps each bunching into straight steps of a quadratic step system (d)

HonTe]

Fig. 4. Histogram of (discrete) heights of straight steps belonging to a well developed quadratic step system on
{100} face of a KCI crystal
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These systems are formed around step sources of step emission activities greater than
the step emission activities of the single dislocations, ¢.g. around strongly poisoned
dislocations [8, 18]. Great activities result in great average step densities around these
step sources. Due to the great step densities and the mentioned possible disturbances,
the bunching of mono- or biatomic steps into steps of greater heights occurs already in
the beginning stages of the evaporation (Fig. 3a). The bunching becomes more and
more marked in later stages (Fig. 3b and c).

On the basis of the number of surrounding atomic steps each coalescing into
straight steps (see the arrow in Fig. 3d) the heights of steps belonging to quadratic
systems can be measured. Judging by the observations the step heights in these systems
vary randomly. Figure 4 shows a typical histogram of the heights of straight steps
belonging to a well developed quadratic system.

By calculating an average monoatomic step density d for the surface areas of each
quadratic step system, an approximately proportional relation could be found between
the average heights h of the real steps and these average monoatomic step densities d
(Fig. 5). The radii of the circles are proportional to the number of data yielding the
measurement points. This relation means that the probability of step bunching
increases with the rising step density. From Fig. 5 it can be concluded that above a step
density of about 2.10° cm ! the tendency to bunch becomes considerable. This density
value corresponds to an average step distance of about 50 nm. This means that the

Fig. 5. Relation between average step height h and average step densities d measured on roughly quadratic
step systems developed during different stages of evaporation
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considerable overlapping of the surface diffusion fields belonging to each individual
atomic step, is average at this step distance. Consequently, this step distance may be
approximately equal to the mean surface diffusion path of the adatoms. This value of
50 nm, estimated in this way for the mean surface diffusion path in the case of KCl, is
commensurable with the value of about 200 nm found for the free evaporation of NaCl
at 673 K [19].

The KCl single crystals grown from solutions are mainly bordered by {100} and
{111} faces as demonstrated by the macrograph in Fig. 6a. On the original {100}
growth faces of the crystals nearly concentric step systems (Fig. 6b) caused by
dominating growth centres are observable in an optical microscope [18]. Because of
the activity of the growth centres, the {100} type growth faces are fully covered by such
layers. Besides the rough steps (Fig. 6c) the bunches of finer steps of mono- or more
atomic heights can also be revealed by decoration in the TEM (Fig. 6d).

Fig. 6. Rough and fine structures of growth layers on {100} growth faces of KCI crystals:
a — macrograph of KClI single crystal bordered by {100} and {111} faces
b — optical micrograph of growth layers of polyatomic thicknesses on {100} growth face
¢ — TEM micrograph of fine growth steps of polyatomic heights
d — TEM micrograph of a fine growth layer bunched from decorated atomic steps.

The optical microscopic observations also show the heights of such growth steps
to vary randomly between 50 and several 1000 nm. Figure 7 shows a typical histogram
of the heights of growth steps measured by optical microscopy on one of the { 100} faces
of a solution grown KCl crystal. In contrast to the previous case (Fig. 4) no maximum
appears. It means that the maximum should lie in the range below 400 nm.
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The behaviour of the later stages of the step bunches was studied in in-situ optical
microscopic experiments. During the growth of small plate-like KBr crystals within
supersaturated solution drops fine moving layers were observable on the thin {100}

Fig. 7. Histogram of heights of growth steps measured by optical microscopy on {100} face of a solution
grown KCI crystal

type side faces. This is demonstrated by two successive photos of a ciné film in Fig. 8a
and b. The shifting between the small perpendicular lines drawn-in marks the motion of
one of the visible layers. v, and v, represent the normal growth rate of the side faces and
the tangential rate of the growth layers, respectively. In the case of different individual
crystals, v, and v, varied between 0.3 and 4 pm/s or between 0.3 and 50 pm/s,
respectively.

The same moving layers were observed on the thin {110} type side faces of plate-
like sodium thiosulphate crystals grown within undercooled melt drops (Fig. 9a and b).
In these cases, however, the normal and tangential rates amounted to approximately
100 times greater than those in the case of KBr crystals. In Figs 8 and 9 the bright
parallel lines within the crystals mark the layered internal defect structure caused by
the layer growth. In both latter cases the corner ranges of the small crystals were the
sources of the observable growth layers as described by Kossel [20].

The thicknesses of the growth layers observed either on the KBr or on the
sodium thiosulphate crystals, varied randomly. Figure 10 shows a typical histogram of
the layer thicknesses measured on small KBr crystals grown at the same average
normal rate of 1.5 p/s in supersaturated solution drops. A similar histogram is given in
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Fig. 8. Optical micrographs showing growth layers moving (see the marks) along the thin side face ofa small
plate-like KBr crystal grown within a supersaturated solution drop

Fig. 11 which presents layer thicknesses measured on a sodium thiosulphate crystal
grown at an average normal rate of 150 pm/s in an undercooled melt drop.

Having found the thicknesses of the evaporation and growth layers formed in
different stages of the bunching of monomolecular steps to be probability variables, the
possible common description of their statistical behaviour was attempted. Between the
tangential moving rate v, and the thicknesses h of the growth layers the following
empirical relation was found [6, 11]:

@

where A and Bare constants and the approximation is valid if his small enough. It was
also shown that the statistical fluctuations of the tangential moving rates of the growth
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Fig. 9. Optical micrographs showing growth layers moving along the thin side face of a plate-like sodium
thiosulphate crystal grown within an undercooled melt drop

Fig. 10. Histogram of thicknesses of growth layers measured on KBr crystals grown at the same average
normal rate in supersaturated solution drops
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layers can approximately be described by a Maxwellian type density function [21]:
f)=a- v} exp {— by}, ®)

where a and b are constants. According to the known rules for the probability variables
standing in functional relations Eq. (2) can be transformed into the density function of
the layer thicknesses using the approximate form of Eq. (1), viz.

o = oo {12}, i

where a=aA> and f=hbA? are constants. In accordance with Eq. (3) the insets of the
histograms in Figs 4, 7, 10 and 11 show the term of In [h*- g(h)] versus 1/h% The

In [h4g(h)]

Fig. 11. Histogram of thicknesses of growth layers measured on a sodium thiosulphate crystal grown in
undercooled melt drop

straight lines fitted to the measurements points verify that Eq. (3) approximately
describes the common probability density function of the thicknesses of layers being
formed under very different experimental conditions. The results suggest that the
bunching of the height steps from atomic up to pm scales occurs according to common
basic principles.
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MACRO- AND MICROANALYTICAL INVESTIGATIONS
OF IMPURITIES DURING PRODUCTION
OF TeO, SINGLE CRYSTALS

L. MALICSKO, I. CRAVERO and L. OTs1

Research Laboratory for Crystal Physics
Hungarian Academy of Sciences
1502 Budapest, Hungary

On samples chosen from the main production steps of tellurium dioxide single crystals
macroscopic and microscopic analyses were carried out using flame atomic absorption spectroscopy
and energy dispersive X-ray spectroscopy connected to a scanning electron microscope. The
propagation of the impurities from the raw material into the single crystals grown by the Czochralski
technique is followed and the results are discussed.

1. Introduction

Because of their excellent acousto-optical properties, TeO, single crystals are of
practical importance; practical applications require single crystals of high quality.
According to earlier works, Czochralski-grown TeO, single crystals contain visually
imperfect ranges in which gas and solid inclusions are randomly formed during the
growth in the presence of various impurities [ 1—5]. In a recent work the enrichment of
different impurity elements and their close connection with the gas bubbles within the
visually imperfect ranges of TeO, single crystals were directly shown by optical and
scanning electron microscopy combined with electron beam X-ray microanalysis [6].

The aim of the present investigations was to obtain information about the origin
and the passing-on of the undesirable impurities during the main production steps of
TeO, single crystals, using macroscopic and microscopic analyses.

2. Experiments

For the investigations the following samples were chosen from the main steps of
the TeO, single crystal production in our laboratory:
— Cleavage pieces of SN pure (Aluterv-FKI, Hungary) cast metal tellurium (M)
containing single crystalline grains of up to a few cm? in size.
— Fragments from the upper part of a zone-refined tellurium ingot (ZM) assumed to
be enriched with certain impurities. The vertical zone-refining was carried out in a
conical quartz crucible, a little above the melting point of the tellurium (725 K).
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— Crystalline reaction products (P) precipitated within the solution during the
oxidation of metallic tellurium with nitric acid. After suitable heat treatment these
reaction products serve as starting material for growing the tellurium dioxide single
crystals.

— Pieces from the visually imperfect parts of TeO, single crystals (C) grown by the
Czochralski technique [4, 7].

— Remaining impurity phases (R) extracted from imperfect TeO, crystals by
treatment in conc. HCI [4].

In samples of macroscopic quantities the average concentrations of K, Mg, Fe
and Ni were determined by flame atomic absorption spectroscopy (FAAS) using a
SPECTROMOM 190 A spectrophotometer working with an air-acetylene flame.
Because of the high sensitivity of this method the specimen materials, after dissolution,
were directly measured without any previous enrichment or separation procedure. The
disturbing effect of the tellurium as the majority component could be avoided by the
addition of disodium hydrogen citrate. The composition of the basic water solution
used for the calibration and for the measurements of the samples in the spec-
trophotometer was: 0.1 M Te+ 1.0 M HCl+10~* M disodium hydrogen citrate. The
composition of the calibration and the sample solutions was the same and they also
contained the elements to be measured in appropriate concentrations. The errors of the
measurements depended on the quality of the measured elements but lay below + 10%.
The detection limits were 10 pM/M for K, Mg and Fe and 20 pM/M for Ni,
respectively.

In order to obtain further information about the distribution of the impurities in
microscopic dimensions, the samples were investigated by imaging and analysing
modes in a JSM-35 C scanning electron microscope (SEM) equipped with a KEVEX-
7000 energy dispersive X-ray spectrometer (EDS). In the samples defect-free and
imperfect places were imaged, analysed and compared. The impurity concentrations
were formally computed in atom percentages (at%,) related to the Te majority
component using a usual standardless analysis program (SLA). These concentration
data, however, are suitable only for qualitative evaluations because of the sample
structure differences.

3. Results and discussion

The results of the FAAS and EDS analyses are separately listed (Table I)
according to the analysing methods and the sorts (St) of samples (M, ZM, P, C and R).
The first column contains the symbols of the impurity elements found. The
concentrations are given in pyM/M units for FAAS and in atY, units for EDS data.

According to the FAAS analyses (column M—F in Table I) the SN Te raw
material in average stands for its specification. This material consists of large single
crystalline grains. The secondary electron (SE) image of two neighbouring large
columnar grains (A and B) is shown in Fig. 1. Defects could be observed (see arrows)
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Table 1

Foreign elements found by flame atomic absorption spectroscopy (F) and by energy dispersive X-ray
spectrometry (E) in specimens chosen from different main steps connected with the production of TeO, single
crystals, and the element concentrations in pM/M Te (F) or in at%, units (E). The sorts (St): M — metallic Te,
ZM — metallic Te enriched in impurities by zone-refining, P— crystals precipitated in nitric acid solution, C
— TeO, single crystals grown by the Czochralski method and R — rests after dissolving the imperfect
crystalline materials

St M ZM P c R

El F E F E F E F E F E
Mg 10 03 100 . o 17 3.1 85 142 20 -
K 10 - <10 43 <10 = v i 10.6 10 12
Fe <10 - 25 04 4200 - 3000 14 ) 19
Ni <20 03 <0 .- 85 = 70 & 50 1.7
Al = - 25 715 30
Si 1.0 - 52 482 71.0
S 0.8 = 22 17.2 6.3
cl 1.0 0.7 24 60 9.7
Pt = = = 9.2 22

Fig. 1. Secondary electron image of a cleaved piece from metallic Te raw material. The arrows mark defects in
the inside of one of the two large single crystalline grains (A and B)
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Fig. 2. Energy dispersive X-ray spectra. Made on

a — defect-free range of a Czochralski-grown TeO, single crystal, showing only the characteristic
lines of Te. This spectrum is typical for defect-free ranges of tellurium grains, solution- and melt-
grown intermediates, and the single crystalline product;

b — imperfect range of a TeO, single crystal, showing characteristic lines of some impurity elements
in addition to Te. The spectrum is typical for imperfect ranges of metallic Te, solution- and melt-
grown intermediates, and the end product;

¢ — piece of dissolution remainder showing the characteristic peaks of impurity elements
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inside the single grains. In the defect-free places of the grains only the characteristic X-
ray peaks of Te can be detected with EDS as is demonstrated by a background
corrected X-ray spectrum in Fig. 2a. However, in the defect areas, marked in Fig. 1, and
along grain boundaries the characteristic peaks of certain impurity elements also
appear together with the Te X-ray lines. The impurity elements detected in M-samples
are listed in column M—E of Table I. From the results obtained with FAAS and EDS it
can be concluded that the impurities in the raw material are mainly present as smaller
or larger inclusions formed during the casting process within the grains and along the
grain boundaries.

The fractured surface of the polycrystalline upper part of a zone-refined Terod is
shown in Fig. 3. Here again in the cleavage faces of larger columnar single crystalline
grains (see arrows), tiny crystallites can be seen. In these samples the average
concentrations of Mg and Fe increase related to the raw metal (column ZM—F in
Table 1), which means that the distribution coefficients of Mg and Fe are smaller than
that between the liquid and the solid phases [8]. The defect-free parts of larger grains

12

500 jim

Fig. 3. Fractured surface of upper part of zone-refined tellurium rod, imaged by secondary electrons
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Fig. 4. Secondary electron images of
a — block-like Te0. crystallites, b — whisker-like basic tellurium nitrates precipitated from nitric acid
solution saturated with Te
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are practically pure and, of course, the finely grained debris contains mainly the
impurities found by EDS (column ZM—E in Table I).

When the metallic tellurium is oxidized with nitric acid, crystalline reaction
products (P) containing tellurium dioxide precipitate within the solution. The crystals
that appear have two typical forms. From about 45% nitric acid solution saturated
with Te small block-like TeO, crystallites precipitate at about 390 K. The SE image of
such crystallites is shown in Fig. 4a. On slowly cooling the nitric acid solution whisker
crystals of basic tellurium nitrate appear below 390 K (see the SE image in Fig. 4b).

In the solution-grown crystals (P) the increased concentrations of Ni and mostly
of Fe impurity elements are conspicuous (column P—F in Table I). According to the
EDS analyses they, in spite of their high average concentrations, were not found to be
enriched in any defects contrary to other impurity elements (see column P—E in
Table I). Comparison of the EDS data in columns M, ZM and P indicates that the
higher concentration values of Al, Si, S and Cl may mark a contaminating effect of the
solution procedure.

From the data in column C—F of Table I, it can be seen that the impurity
elements found in the previous steps also appear with high average concentrations in
the visually imperfect parts of the Czochralski-grown single crystals (C). In the case of the
single microscopic defects observed by SE imaging, some impurity elements (column
C—E of Table I) could generally be detected by the microanalyses described earlier in
detail [6]. A typical EDS spectrum is shown in Fig. 2b. The suspiciously high
concentration of the impurities found in the bulk and locally at the defects, clearly show
the important but undesirable role of these impurity elements in the deterioration of
the quality of the single crystals. It should be mentioned that in single crystals grown
from the melt the platinum crucible material also appears as an additional impurity
element [4—6].

The results of the control macroscopic and microscopic analyses of the
dissolution remainders (R), listed in column R of Table I and demonstrated by an EDS
spectrum in Fig. 2c, support again that almost all of the impurity elements mentioned
before accompany the technological steps of single crystal production.

Summarizing, it can be concluded that for the incorporation of the impurities
into tellurium dioxide the solution phase procedure seems to be the most delicate step.
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