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68 ( 1 - 2 )  (1995), 1-6.

ON THE INTEGRAL OF THE LEBESGUE 
FUNCTION OF INTERPOLATION. II

P. ERDŐS, member of the Academy, J. SZABADOS and P. VÉRTESI (Budapest)1 

To Professor K. Tandori on his seventieth birthday

Let

( 1) xk =  cos tk {k =  l , . . . , n +  1; 0 й  Í1 < . . .  < tn+i ^ ж)

be an arbitrary system of nodes of interpolation, and let

n+1
\ n(x) := |k (* ) |

k=i

(where lk{x) are the fundamental functions of Lagrange interpolation) be the 
corresponding Lebesgue function. In [1], we gave a lower estimate for the 
integral of the Lebesgue function with respect to an arbitrary set of nodes
(1) over a fixed interval [a, b] C [-1 ,1 ], for n’s sufficiently large depending on 
the interval [a, 6]. In this paper we extend this result to intervals depending 
on n, and for all n’s (Theorem 1). The method of proof is the same as in [1], 
with a slight modification. We also prove that, apart form a multiplicative 
constant, our result is best possible. (In fact, Theorem 2 is slightly stronger 
than that, since it estimates the maximum of the Lebesgue function in the 
interval in question.)

T heorem 1. There exists an absolute constant c > 0 such that for an 
arbitrary system of nodes ( 1) and arbitrary intervals [an,bn] ^ [—1, 1] we 
have

f b r .

/ Xn(x)dx  ^ c(bn - a n) log (n (an -/?„) +  2) (a„ = cosara, = cos/3n).
J dn

P roof . Assume first that

log (n (an — /?„) + 2) log2 
n(an - ß n) 2Ű7T '

1 R e se a rc h  s u p p o r te d  by  H u n g a r ia n  N a tio n a l Science  F o u n d a tio n  G ra n t  N o. 1910 
(seco n d  a n d  th ird  a u th o rs )  a n d  N o. T 7 5 7 0  ( th ir d  a u th o r ) .
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Then n(an — ßn) < c\ with an absolute constant C\ > 0, and the statement 
of the theorem trivially holds, since Ап(ж) ^ 1 (|ar| ^ 1). So from now on we 
assume that

( 2)
log (n (an -  ßn) + 2) < log2

ß n )  207Г

Also, without loss of generality we may assume that

(3 )

namely

a n s  Q S' s  ^
T - A  = * - 2 '

Or
COS cos a, —  b n  ö n -

[ßn, a n] can be considered as the union of subintervals obtained by consider
ing the partition points tk G [ßn, a n]. Among'these subintervals, let [<$„,7„] 
be of maximal length. (If there are no f*’s in [/3n,a n], then let -yn = a n, 
Sn = ßn.) We distinguish two cases.

Case 1: ln -  Sn > ё Ъ  • ЫЧ°п-Рп)+2) . Then letlog 2

37n +cos dn := cos 27  n +  Зй„

and
Pn(x) := П  (x -  zk),

Zk£[cn4n]

a polynomial formed from the roots of the Chebyshev polynomial

71
Tn(x) := cos(u arccos x) = 2”_1 (a; — Zk).

k = 1

Since in this case there exists an absolute constant c2 > 0 and
a set Hn C [cn, dn\ such that

\тп( у ) \ г \  (у 6 н п)

and
\Hn\ =  ^2 (Ттг ^п)?

Mathematica Hungarica 68, 1995



ON TH E  IN TE G R A L  O F  T H E  LEBESGUE F U N C T IO N  OF IN TER PO LA TIO N . II 3

where \Hn\ denotes the measure of the set obtained from Hn by projecting 
it to the unit circle. Thus, if \Hn\ denotes the ordinary measure of the set 
Hn, then we get

(4 )

\ и I 2 I £/ I • a >» ■ “ »/ 10c2s in ^  log ( n(a n ~ ßn) + 2)IHn\ й - \ H n\smßn г  c2sm — ('In — 6n) ^ — -— —±------------------------------ L7Г 2 log 2 n

Now denoting Cn = cos7„, Dn = cos<$n we obtain for x G [— 1,1] \
\  (^m ^n')t k̂ G [cn, dn] and У G Hn

У -  Zk
X -  Zk

dn Cn sin 1

sin (^ ± ^ -  -  = V2'Dn c-n 2 cosJlL

provided 7„ — bn is smaller than a properly chosen absolute constant. (If 
this fails to hold, then the statement of the theorem reduces to that of [1].) 
Hence

\P n(x) \
Tn(x)I

П \x -  z k  I
£ [cnidn]

\Pn(y)\
T n ( x )

Tn(y) П
Zk C [Cn2n]

У -  zk
x -  zk

<

= 2|p„(i/)| • Yl ^  = \ Р п{ у ) \  - 21
Zk£[cn4n]

n( 1 n - 6n )IOtt <

. ,  l oK( n( qn - g n H-2)
= IPn(y)\ • 21 >°*2

2
u(on ßn) T 2« | p n ( i O | ,

since evidently, there are at least z*’s in the interval [cn,dn]. Hence
using the reproducing property of Lagrange interpolation we get

П+1

\Pn(y)\ ^ ' \ Ш \  =
k=\ d(o!n ßn) \pn{y ) \K (y )  (y e H n),

since by construction, there are no x^'s in the interval (Cn, Dn). Thus

kn(y) = n(an — ßn)/2  ^ — —  (y £ Hn).2 sina„

Hence and by (4)

Г bn
[  K { y ) d y  ^ /  An(y)dy  ^ >

'x J H n 2 sin a r

a4cia Mathematica Hungarica 68, 1995



4 P ERDŐS, J  SZABADOS and P  VÉRTESI

> 5 c 2 :(bn -  an) log(n(an -  ßn) + 2) ^
2 cos log 2

^ c(bn -  an) log(n(an -  ßn) +  2).

Case 2: ln  -  6n ^ ■ Ы ^ - р п)+2) _ Then by (2)> ^ I ? which

means that there are at least two Xk's in [an, 6n], one of them in [an, y 6"] , 
say. Thus the sums appearing in the inequality

У  ^ Xm У;
Ax kf bn 1/ Лn(x)dx  i> -

L 8 ^  Xk — xr
an<Xm<ant bn xm<xk^bn

(where A x j  : =  x j  — X j + 1) are certainly not empty. This inequality is taken 
from [1]; its proof is the same as therein. Now let

I f m  := [ x m  +  t(D n — C n ) ,  X m  +  ( f  +  1 ){Dn — C n ) )  ( t  — 0, . . . , Sn )

where by (3)

bn an
2 (Dn - C n)

1 ^  c3 —
sin ßn a n -  ßn
sin o r; = c4---- 7-----------  •l n ~  К  log[n(an -  ßn) + 2)

u(On ß n )

Then Itm C [an,bn] (t =  0, . . . , . s n), and each Itm contains at least one Xk. 
Thus

E Axk Sn  д  -1 s n  -j

V  У  Ахк > ----- ------ У  —— у А хк >
~L ■”  Xk — хт D n — Cn f—̂ t + 1 Х- jхт<хк<Ъп Хк Xm t=0xk€ltmXk Xm " n t = 0 - - ~ x kZlt„

[*n/2] > » /2]
>

2 (DrУ ) Е г г т  E  Д* У E  7TT = C5log>"
t—o  XicEÍ tm^I t  + l,m  ̂—Ö

^  celog-— , ?̂ Q?l 7 ~yT = c7log (n (an - /? „ )  + 2).
log(ra(an -  /3„) + 2)

>

Therefore
/ Ьп £ _^

Xn(x)dx  ^ — log(n (an -  ßn)) 2_j ^ xm Z
H /  /  Otr». "T bn

Z  c(bn -  an) log( n(a„ -  ß n ) + 2) ,  

and Theorem 1 is proved.

Acta Maihematica Hungarica 68, 1995



ON TH E  IN TE G R A L  OF T H E  LEB ESG U E F U N C T IO N  OF IN TE R PO L A TIO N  II 5

T heorem 2. Given an arbitrary interval [an,bn] S [—1,1], there exists 
system of nodes ( 1) such that

max An(z) = 0(log(n (a„  -  ßn) + 2)).
an<x<bn

P roof. Since the proof is a routine calculation, we give only a sketch. 
Let (1) be the roots of the polynomial (x — Zo)Tn(x), where zo -  cos to is a 
nearest point to the interval [an,bn] such that |Tn(20)| = 1. (If a n -  ßn ^
^ 7 r /n ,  then Zq £ [an, bn]; otherwise only |го -  an^hn | ^ ^  is guaranteed.) 
Denoting by /o(t ) the fundamental function of Lagrange interpolation asso
ciated with the point zo, evidently |/о(ж)| = | Tn(x )I й  1, so this part can be 
omitted when estimating the Lebesgue function. For the fundamental poly
nomials belonging to the Chebyshev abscissas Zk = costk (k — l , . . . ,r a )  we 
have

Lc(z)|
(x -  z0)Tn(x) 

Tf{zk){zk -  Z0 ) ( x  -  Z k )

Without loss of generality we may assume that, with the notation x = cost, 
0 ^ t й to ^ 7t/ 2. Then an easy calculation yields

lk(x)
Í sin V
\  n sin sin \>k-t\

2

1 0 ( 1)

Now

if |t -  tkI £

If |l -  i*| ^ i .

(к =  1

Y  \h{x)\ = О E tüjihä + o(t) = o(i)
^  2

(if t ^ to/'.i; otherwise this sum does not appear at all). Further

E I h(x)\=0 (n1) Y  . lUi+Qd)-
l í - í f c l ^ j ( f o - í )  | í - í * | ^ | ( t o - í )  S ln  2

= O (log(u(<0 -  <))) =  0 (log(u(an -  ßn)) + 2) ,

by t 6 [ßn,a n] and the definition of to-
The remaining two sums, namely those extended for |<o — tkI = ^(fo — tk) 

and tk ^ 3Ч~* are entirely similar to the ones considered above.

Acta Mathematica Hungarica 68, 1995
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R eference

[1] P. Erdős and J, Szabados, On the integral of the Lebesgue function of interpolation, 
Acta Math. Acad. Sei. Hungar.. 32 (1978), 191-195.
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ON THE CONNECTION  
BETWEEN QUASI POWER-MONOTONE 

AND QUASI GEOMETRICAL SEQUENCES 
WITH APPLICATION TO INTEGRABILITY  

THEOREMS FOR POWER SERIES
L. LEINDLER, member of the Academy and J. NÉMETH* (Szeged)

Dedicated to Professor Károly Tandori on his seventieth birthday

1. Introduction

Recently Mazhar [5] generalized partly and slightly one of our theorems 
[4]. The purpose of the present note is to continue the generalization by one 
step further, and expose the features of the sequences appearing in our new 
theorem.

It is well known that several papers have been devoted to studying inte- 
grability theorems for power series; we refer to the references in [4].

In [4] we proved a theorem generalizing most of the results known up 
to that time. Before recalling our theorem we present some notions and 
notations:

Ф = Ф(р) (p ^ 1) denotes the set of all nonnegative functions f (u)  hav
ing the properties: <p(u)/u is nondecreasing and <p(u)/up is nonincreasing on 
(0, oo).

Ф = Ф(р) denotes the set of all functions ф(и) whose inverse functions 
belong to Ф.

P = P(Ä) denotes the set of all nonnegative nondecreasing functions 
p{u) with p(u2) ^ Rp(u) (и £ (0,oo)).

Л =  A (i] , $2) denotes the collection of all nonnegative functions A(t) 
defined on [0,1] having the following properties:

(1.1) ( t ) í 6 2A {$ ,  0 < 6 1 < 6 2 < oo

holds for any < t < j ,  к =  1, 2, . . . ,  where

л<? := rnin

* T h is  re se a rc h  w as p a r t ia l ly  s u p p o r te d  b y  th e  H u n g a r ia n  N a tio n a l F o u n d a tio n  fo r 
S cien tific  R e se a rc h  u n d e r  G ra n t # 2 3 4 .

0 2 3 6 -5 2 9 4 /9 5 /$ 4.00 (c) 1995 A k ad ém ia i K ia d ó , B u d a p e s t



8 L LEIN D LER  and J N É M E TH

and

max

(It clearly holds for any quasi-monotone function.)
We shall say that a sequence 7 = {7n} of positive terms is quasi ß -power- 

monotone increasing (decreasing) if there exists a constant К  — K( ß ,  7 ) ^ 1 
such that

( 1.2) AV37„ i> m/37m (n/37„ ^ K m ßj m)

holds for any n ^ m. Here and in the sequel, К  and К\ denote positive 
constants, not necessarily the same at each occurrence. If (1.2) holds with 
ß  = 0 then we omit the attribute “/3-power”; and if ( 1.2) holds with К = 
= 1 then we neglect the attribute “quasi” . In brief, sometimes, we shall call 
these sequences quasi ß-increasing (quasi ß -decreasing), etc.

Furthermore we shall say that a sequence 7 =  {7„} of positive terms is 
quasi geometrically increasing (decreasing) if there exist a natural number ц 
and a constant К  = K ( 7 ) ^ 1 such that

(1.3) 7n+/x ^ 27n and 7„ ^ Kr/n+1 ( 7n+M ^ ]pn  and 7„+i <i A'qn) 

hold for all natural numbers n.
Finally a sequence {7n} will be called bounded by blocks if the inequalities

(1.4) 01Г£> g  7n g  а 2Г $ ,  0 < Oi ^ Ö2 < OO

hold for any 2k ^ n ^ 2fc+1, k — 1, 2 . . . ,  where

TW  := min(72* ,72k+i) and := max(72fc,7 2k+i).

Our theorem mentioned above reads as follows:
T heorem A. Let A(t) be a positive nonincreasing function on the inter

val 0 < / < 1 such that

n 2 < A'A ( — ) A; 12> ( ; )
n - k  4  7

and let {cvn} be a positive increasing sequence with

OO 1

( 1 .6 )  ̂ 7? < OO.
71—1

naT

Acta Mathematica Hungarica 68, 1995



QUASI PO W E R -M O N O T O N E  AND QUASI G E O M E T R IC A L  SEQUENCES 9

Suppose that p(u) 6 P, that rj(u) denotes either a function of Ф or a function 
о/Ф , and that

1.1 F(x ) = ^  cnxn, 0 ^ x < 1.
n—O

Then, under the condition

(!-8) cn > - M n - ' r j i —  ” . )  ( M > 0),
\ a nX(l /n)p{n)J

we have
Л(1 -  x)rj(\F(x)\) p(\F(x)\ )  € 1(0,1)

if and only if 

(1.9)
0 °  /  ^ \  n

Y , x {-)  ы ) < °°-
n = 1 4  7  k = 0

This theorem was generahzed by Mazhar [5] in the following form:

THEOREM B. Let X(t) be a positive function such that t~°X(t) is nonin
creasing for some h £ (0, 1] and

(1.10) A n~2p(n ) ^ K \  k~l p{k),
n—k ^  /  '  '

where p G P. Then under conditions (1.6), (1.7) and (1.8),

A(1 -  x)T](\F(x)\)p(\F(x)\)  E f ( 0 , l )

if and only if 

( 1 . 1 1 )

OO ✓ у \ ть Tt

Z A ( “ ) n_2r?(ZiCfci) ̂ (S icfe0 < 00 ’
n=1 4 7 k=о fc=o

for r](u) = <p(u) or T](u) — ф(и) with p(u) =  1.

Comparing our theorem to that of Mazhar it is easy to see that t~s X(t) is 
nonincreasing for any <5 > 0, whenever A(t) is noniiicreasing, but the converse 
is not necessarily true; thus Theorem В slightly generalizes Theorem A, but 
only if rj(u) — <p(u) or p(x)  =  1 and 77(11) = ф(и).

Acta Mathematica Hungarica 68, 1995



10 L. L EIN D LER  and J N EM ETH

2. Theorem s

First we prove the following theorem which slightly generalizes both The
orems A and B, but in this proof we shall use some results of Theorems 2 
and 3 to be proved later in this work.

T heorem 1. Let p(u) be a function belonging to the class P and let {on} 
be a positive increasing sequence with (1.6). Let A(t) be a function of A such 
that the sequence

(2.1) ^  := A ( i )  n~xp(n)

is quasi ß -power-monotone decreasing with some positive ß. Furthermore, let 
гj(u) denote either a function of Ф or a function of Ф, and let F (x ) be given 
m (1.7). Then, under.condition (1.8), A(1 — x)r/( |F (i) |)  p( |fr'(x)|) £ L(0,1) 
if and only if (1.9) holds.

Recently in [2] and [3] it turned out that the quasi power-monotone se
quences appearing in Theorem 1 and the quasi geometrically monotone se
quences are closely interlinked; furthermore that these sequences have been 
appearing in the generalizations of several classical results, sometimes only 
implicitly.

We shall prove shortly that if a sequence 7 is, e.g., quasi /З-power mono
tone increasing with a negative /3, then the sequence {72"} is quasi geomet
rically increasing. It is clear that the converse of this assertion cannot be 
true since the 2”-th terms of the sequence do not determine the behavior 
of the other terms of the sequence {7«}. Therefore a relevant question is 
the following: What additional assumption on the sequence {7«} along with 
the assertion that {72"} is quasi geometrically increasing will imply that 
the whole sequence {7 ,1} should be quasi /З-power-monotone increasing with 
some negative /3? We shall verify that a fitting very mild sufficient condition 
is the boundedness by blocks.

We would like to point out that if the sequence {7„} is either quasi 
/З-power-monotone increasing or decreasing, then condition (1.4), i.e. the 
boundedness by blocks, is always fulfilled.

Taking into consideration all of these remarks we can formulate two fur
ther results as follows.

T heorem 2. If a positive sequence {7n} is quasi ß -power-monotone in
creasing (decreasing) with a certain negative (positive) exponent ß, then the 
sequence {'/2n} is quasi geometrically increasing (decreasing).

T heorem 3. If a positive sequence {7n} is bounded by blocks and its 
partial sequence {72 }̂ is quasi geometrically increasing (decreasing), then 
the whole sequence {7,,} is quasi ß -power-monotone increasing (decreasing) 
with a certain negative (positive) exponent /3.

Acta Mathematica Hungarica 68, 1995
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The following corollary is an im m ediate consequence of Theorems 2 and
3.

C orollary 1. A positive sequence {7„} bounded by blocks is ß-power- 
monotone increasing (decreasing) with a certain negative (positive) exponent 
ß if and only if the sequence {72"} is quasi geometrically increasing (decreas
ing).

Corollary 1 and Lemma 3, by (1.4), easily imply Corollary 2.

C orollary 2. A positive sequence {^n} bemnded by blocks is ß-power- 
monotone increasing (decreasing) with a certain negative (positive) exponent 
ß if and only if the inequality

holds for any natural number m.

Consult S. Aljancic [1] for related results.
It is quite obvious that if we extended the given definitions from se

quences to functions according to the sense, then analogous theorems and 
corollaries for functions would be also valid.

It is also easy to see that similar results with ß — 0 do not hold, see e.g. 
the constant sequence 7 = 1.

According to these results, it is easy to see that the assumptions of The
orem A, or B, one by one, imply the presumptions of Theorem 1. Namely 
if t~8X(t) [6 > 0) is nonicreasing, which implies boundedness by blocks and 
property (1.1), and the sequence {7„} given in (2.1) fulfils condition (1.10), 
then the sequence {7„} is quasi /З-power-monotone decreasing with some 
positive /3. Thus, our Theorem 1 generalizes both Theorems A and B.

m 00

3. Lemmas

We require the following lemmas. 

Lemma 1. If £ Ф and p £ P , then

holds.
Furthermore if if & Ф, then the following inequalities are valid:

(3.2) Ф{а + b) ^ ф(а) +  ф(Ь),

Acta Mathematica Hungarica 68, 1995



12 L. L EIN D LER  and J N É M E TH

and for any 0 < к 1

(3.3) ф(кх) Ф к11рф{х).

Inequality (3.1) immediately follows from results of Mulholland [6] (see 
Theorem 1 and Remark (2.34)) and from the properties of the functions <p(u) 
and p{u).  The validity of inequalities (3.2) and (3.3) can easily be derived 
from the definition of ip(u).

L emma 2. If p(u) £ P then for any integer r there exists a constant Cr 
such that for any numbers a  > 0, ß > 0

(3.4) ap(ß)  <: Cra p (a ) +  ßrp(ß)

holds.
This inequality is implicitly proved in Lemma 13 of (8] (see statement 

(2.38)).

Lemma 3 ([2]). For any positive sequence 7 = {7„} the inequalities

OO

(3.5) 7 n й K i m  (rn = 1 ,2 , . . . ;  К  ^  1),
71 —  771

or

771

(3.6) й K im  (m =  1 ,2 , . . . ;  К  ^ 1)
71— 1

hold if and only if the sequence 7 is quasi geometrically decreasing or increas
ing, respectively.

Lemma 4. If a positive sequence {cn} is quasi geometrically increasing 
(decreasing), then there exists a positive e such that the sequence {cn2~ne} 
({cn2"£}) is also quasi geometrically increasing (decreasing).

P roof . Assuming that the sequence {cn} is quasi geometrically increas
ing, according to the definition there exist a natural p and a constant К  = 
= A'(c) ^ 1 such that

(3.7) cn+ß ^ 2c„ and cn й K cn+1

hold for all n.
Now let £ := (2p)~l and p\  := 2p.  Then, by (3.7),

Cn+Ri — Cn+2fi = 4c„

Acta Mathematica Hungarica 68, 1995
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and thus

(3.8) cn+Ml 2-<n+w>e £  4cn2 -ns2~1 = 2cn2~n£, 

furthermore

(3.9) cn2~ne ^ K cn+i2~ne = K 2Ecn+12-(n+l^

hold. Inequalities (3.8) and (3.9) imply that the sequence {cn2~n£} is also 
quasi geometrically increasing, since the requirements of the definition given 
in (1.3) are satisfied with /íj and К 2е in place of p and К , respectively.

The decreasing case could be proved similarly.
The following lemma is a slight generalization of Lemma of [4].
L emma 5. Let A(i), p(u) and q(u) be defined as in our Theorem 1 and

let

(3.10)
OO

f (x)  := ' 2̂/ а^хк with ^ 0, 0 ^ x < 1 
k=0

Then

(3.11) A(1 -  x ) v { f ( x ) ) p ( f ( x ) )  G 1(0 ,1)

if and only if

(3.12) ( ~ )  n~2v(An)p(n) < oo,
n=l

or equivalently

(3.13) n~2ri(An)p{An) < oo,
n=l

where
П

An — ^  ̂ •
k = 0

P roof . We follow the line of the proof of the Lemma in [4] with the 
required changes.

First we show that (3.12) and (3.13) are equivalent. It is easy to verify 
that (3.12) implies (3.13). Namely, (3.12) implies the existence of a natural 
number t such that for all n(^ 2)

(3.14) An ^ n \
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so the implication (3.12) =$■ (3.13) is obvious. In order to show that (3.13) 
also implies (З.Г2) we use Lemma 2. Using (3.4) and considering ri(u)/up j 
and p(u) £ P we obtain for any integer r that

14  L L EIN D LER  and J N ÉM ETH

(3.15) У  Л ( n )  П 2?l(i4n)/t,(n ) =
П— 1

й  A f - ' j  п~2т](Ап)р(г]{Ап)) + У  A n~2nl/Tp(n)  ^
71 — 1 71=1 '  '

71=1 V '  71 =  1 '  '

n ^nrp(n).

By (3.13) and Lemma 4 it is easy to verify that 

(3.16) У  A f —̂  n~2nxl Tp(n) < oo

for all sufficiently large values of r. So, by (3.13) (3.15) and (3.16) we have 
(3.12).

Now we prove the equivalence of (3.11) and (3.13). Set у = 1 — x. Since 
( l  — L)n is an increasing sequence, we have for ^ у ^ A (n ^ 2) :

71 П .  \  к  ,  1 4 7 1  71

/ ( i - y ) ^  Y l ak^ ~ y ^ =  Е ам 1 _ й )  -  ( 1 _ n )  Y , ak = 4 An-" \  /  \  у kz=0k=0 k—0

Using this and (1.1) we obtain

1
n

My)dy й
Л —У  A ( у  J n~2rj(An)p(An) ^  К  У  rj(An)p(An) /  ^

n = 1 '  n — 1 n + l
°°̂  /*l/n

^А ' + А’ У  /  A(y)r/(/(l -  y ) ) p ( / ( l  -  y)')dy ^
n=2 n+i

^ A' + К  [  A(1 -  x)rj(f{x)) p( f (x) )dx.
Jo

This proves that (3.13) follows from (3.10). To prove the inverse statement 
of the equivalence we consider the following estimations:

(3.17) /  A(1 -  x)r i ( f (x) )p( f (x) )dx = 
Jo
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/ * 1 /7 1

= Y  /  , b ( y M f ( l - y ) ) p { f C L - y ) ) dy =
n= 1 2 n+T

0 0  fl/il /  0 0  \  /  0 0  \
X] Л  a(.í/)7? ( X^ 0^ 1 ~ ) ^ ( 1 - 0) * ) ^  =
n= 1 • ' ' s i r  'A:=0 7 A/t=0 7

00 r 1 /?г /  ° °  /

 ̂ E  / . л̂ м  Е я* Í1
n = l 7  n+ l 4 = 0  4

00

71 +  1 k=0

k \  /  00

гг + 1
dy E

‘ ‘■5 + ) - Ч 5 " ( - * ) М £ " ( - = Ш

Since i  ^ ( l  -  j ^ ( l  -  ^ 2) for n = 1, 2 . . . ,  we have

OO "(j + l)
(3.18)

w  /  \ \  к  oo ,  ч К

E - (‘-irr) SE E  -  ‘- ^ r  s
fc=0 '  7 J= 0  k~nj V 7

00 /  1 \ n-j "0+ 1) OO

= £  Í 1 -  ^ r + r )  5 Í  nk = 2 2 г̂ иг-
j = 0  ^ 7 k= nj i— 1

Henceforth we split the proof into two parts. If т/(гг) = +(и) then we use 
Lemma 1. By (3.1) we get:

(3.19)
O O O O  OO

(Х>-*Лш)р(Х>-Мш-) E  K Y 2 ~ l A A n i ) p ( A n i ).
i—1 i—1 г=1

Hence and from (3.17), (3.18) and (3.19) we get that

r1 ™ / i \  0 0

/  A ( 1  -  x ) i p ( f ( x ) )  p ( f ( x ) )  d x  U i  V l  -  + 2 V 2 - V ( 4 W 4 )  E
n=i W

OO OO /  , 4

= K Y 2~’ Y X [ ~ )  n~2(p(Ani)p(Ani) E
2 — 1 71=1

OO OO

2 =  1
E A’ V  2 - г 2 V  Л -  (пг)_2^ (+ м )р(А„г) E 

' Z—' \ m  )
l 71 =  1 x 7

E К  Y  л ( - )  rc_V ( H n)p( Hra).
71=1
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If r](u) = ф(и) the proof runs similarly hut we use the following inequality

OO /  OO  \

(3.20) ф ( ^ 2 ~ гАп^ р ( У 2 ~ гAni\ ^
i= 1 '  Z — 1 '

OO OO ( -\t OO

^ A ' ^ 2  ~p^(Ani) p ( ^ 2 ~ [ - )  й A ^  2~*Ф(Ап{)р(п)
Z = 1 Z=1 Z = 1

instead of (3.19). Inequality (3.20) is just an easy consequence of Lemma 1 
(see (3.2) and (3.3)) and (3.14). Thus the proof of Lemma 5 is complete.

4. P roof o f the theorem s

P roof  of  T heorem  1. Let A{x)  =

and

OO

Y  akxk for 0 ^ x < 1 with no = 0 
k = о

ak M k ~ xrj(̂ a*A (l/к)р(к) )■ к ^ 1.

First we consider the case r/(u) — <p(u). We show that the coefficients ak 
satisfy condition (3.12). Using the inequality

OO 0 0 / 0 0
(4.1) Ап<Р(Лп) ^ Ii\ ^ 2  АПЫ y  ^ 2  Afc

n=l n=l ' n k—n

which holds for any Xn > 0 and an ^ 0 (see inequality (8 ) of [7]), with A„ = = A(1 /n)n~2p(n) and the inequality

A n 2Pin ) ^ A'A к гр{к),

which follows from the assumption that the sequence {7„} given in (2.1) is 
quasi /1-power-monotone decreasing with some positive ß  (see e.g. Corollary 
2). we have

2v(A„)p(n2 A ( l ) n

S K t ( ( K M r  + i ) j r \ (X\
n = 1

p(n)<p(Knan) ^

n p(n)n
«пА(1/п)р(п) S Л'2 £ < OO.

n=l
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Hereby we proved that the coefficients of the function A(x)  satisfy condition 
(3.12), so by Lemma 5

(4.2) \ ( l - x ) y { A ( x ) ) p { A ( x ) )  € £ (0 ,1 ) .

By (1.8) the coefficients an + cn are positive, thus the function

OO

A(x)  +  F(x)  =  ^ ( a n + cn)xn
n=0

has the property

(4.3) A(1 -  x)<p(A(x) + F(x) )p(  A(x)  + F(x))  G £(0 ,1)

if and only if

(4.4)
OO /  \  FI

£ A u r ~ 2K 5 > fc +  Ck) ĵp{n) < OO.
n=l ' n ' k=0

If Л( 1 — x)<p( |F (x)|) p( |F (x)|) g L(0,1), then this and (4.2) imply (4.3), 
(see e.g. (4.5) below) which implies (4.4). But by (1.8) we have

\ n̂\ ~ 2an T cn,

whence, by (3.12) and (4.4), (1.9) follows.
If (1.9) holds, then this implies (4.4), because from (3.1) immediately 

follows that

(4.5) <p(a + b)p(a + b) ^ K(ip(a)p(a) +  <p(b)p(b) ) , a > 0, b > 0.

But (4.4) yields (4.3). By (4.2) and (4.3)

A(1 -  x ) < / 3 ( |F ( x ) | ) / 9 ( | F ( x ) | )  € £(0,1)

follows obviously.
Thus Theorem 1 is proved for rj(u) = The proof for rj(u) =  ф(и)

runs similarly. To prove (3.12) we use Lemma 1 (see (3.2)), thus

OO /  1 \  71 ° °  * /  1 \  ^

^ A u )  n_2p(n)4 £ a0  -  £  s  Au ) n_2/,(n)4 S  a0  -
n= 2 V '  k=1 m = O n= 2m+ l  '  '  k=1
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18 L. LEIN D LE R  and J  N EM ETH

k=1 A(l/2*)o2»p(2*)
lp(2m) í  k T  —  < 00.

t i a *k

From this point the proof runs on the same line as before. The proof of 
Theorem 1 is thus complete.

We shall detail only the proofs of the decreasing cases of Theorems 2 and 
3, the increasing cases would run likewise.

P roof of T heorem 2. Since the sequence is quasi /3-power-monotone 
decreasing with a positive /3, therefore, by (1.2),

(4.6) 2(m+^ 72m+,  ^  A'2m^72m

holds for arbitrary natural numbers m and p. If p is large enough, e.g. if 
2̂ /3 > 2K,  then (4.6) implies that

(4.7) 7 2 m+, x ^  ~ 7 2 m

holds for any m. The inequality

(4.8) 72m+1 = K l2 m

obviously follows from (4.6). Thus, (4.7) and (4.8) show that the sequence 
{ 7 2 n }  is quasi geometrically decreasing.

This completes the proof of Theorem 2.
P roof of T heorem 3. Since the sequence {72"} is quasi geometrically 

decreasing, therefore, by Lemmas 3 and 4 there exists a positive e such that

OO

2”e72n ^  A'02m£72
n=m

holds for any m. Hence, since the sequence 7 is bounded by blocks, thus, by
(1.4) an elementary calculation shows that if n m then

(4.9) n*7n = Ar(oq, a 2, A'0)m£7m

holds with a constant К  depending on 01,02 and A'o-
Finally, setting ß := e and К  K{ a\ ,  02, A'o), (4.9) verifies that the 

sequence {7„} is quasi /З-power-monotone decreasing with a positive /3.
The proof of Theorem 3 is complete.

Acta Mathcmatica Hungarica 68, 1995



QUASI PO W ER -M O N O TO N E AND QUASI G E O M E TR IC A L  SEQU ENCES 19

R eferences

[1] S. Aljancic, Some applications of O-regularly varying functions, Proc. Conf. in Gdansk
(1979), 1-15.

[2] L. Leindler, On the converses of inequality of Hardy and Littlewood, Acta Sei. Math.
(Szeged), 58 (1993), 191-196.

[3] L. Leindler, Some inequalities of Hardy-Littlewood type, Anal. Math., 20 (1994),
95-106.

[4] L. Leindler and J. Németh, An integrability theorem for power series, Acta Sei. Math.
(Szeged), 39 (1977), 95-102.

[5] S. M. Mazhar, An integrability theorem for power series, Demonstratio Math., 25
(1992), 843-850.

[6] H. P. Mulholland, The generalizations of certain inequality theorems involving powers,
Proc. London Math. Soc., 33 (1932), 481-516.

[7] J. Németh, Generalizations of the Hardy-Littlewood inequality, II, Acta Sei. Math.
(Szeged), 35 (1973), 127-134.

[8] P. Ul’janov, Embedding of some function classes ff“ , Izv. Akad. Nauk SSSR, Ser.
Mat., 32 (1968), 649-686 (in Russian).

(Received December 31, 1993)

BOLYAI IN STITUTE 
JÓZSEF ATTILA UNIVERSITY 
ARADI VÉRTANÚK T E R E  1 
H-6720 SZEGED 
HUNGARY

Acta Mathcmatica Hungarica 68, 1995





A c ta  M a th .  H ungar .  
68  ( 1 - 2 )  (1995), 21-36.

ASYMPTOTICS FOR DIRECTED RANDOM  
WALKS IN RANDOM ENVIRONMENTS

LAJOS HORVÁTH (Salt Lake City) and QI-MAN SHAO (Singapore) 

Dedicated to Professor Károly Tandori for his seventieth birthday

1. Introduction

Random walks in random environments have received much attention 
from mathematical physicists as well as probabilists in recent years. Buffet 
and Hannigan [4] points out that directed random walks in random envi
ronments are mainly used as “models for the motion of electrons in crystals 
with impurities. The presence of the defects perturbs the normal hopping 
behaviour of the electrons from one ion of the crystal to the next, thus 
modifying the transport properties of the medium. Because the nature and 
location of the defects can only be controlled in a statistical sense, their ef
fect is best taken into account by treating the transition rates of the walk 
as random variables.” Let {X (i) ,0  5= ( < oo} denote the position of the 
integer-valued random walk at time t. Following Aslangul et al. [1]—[3] and 
Buffet and Hannigan [4], we assume that X( t )  is a pure birth process and 
Pn(t), the probability that at time t the random walk is in state n, satisfies

(1.1) P„(t) =  - w nPn(t) +  w„_iPn_ i(i), 1 ^ n < oo,

(1.2 ) P'(i) = -woPo(t),

where w = {гег, 0 ^ i < oo} are independent, identically distributed non
negative random variables. We also assume that the process X(t )  starts its 
random walk from state 0.

Using holding times, Buffet and Hannigan [4] gave a simple representa
tion for X(t ) .  Let ■S'(O) =  0 and S(n) denote the time of the nth jump of 
the random walk. The holding times are defined by Tj = S( j  -f 1) — S(j) ,  
0 ^ j  < oo. It is well known (cf. Feller [10], Cinlar [6] and Buffet and Han
nigan [4]) that {T j,0 ^ j  < oo} are conditionally independent, exponential 
r.v.’s with parameters {fUj,0 й j  < oo}, i.e. we have
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2 2 L. H O RVATH and QI-M AN SHAO

for all 1 < к < oo and 0 ^ щ < ri2 < . . .  < n .̂ It follows from the definition 
of the holding times that

Since X(t )  is the inverse of S(n), the properties of the partial sums can be 
used to get asymptotic properties of X(t) .

In Section 2 we study the rate of convergence in the strong law for 
X( t )  and in Section 3 we obtain approximations for X( t )  using suitable 
constructed Wiener processes.

2. The rate o f convergence in the strong laws o f  large
num bers

Horváth and Shao [13] obtained the necessary and sufficient condition 
for the law of large numbers.

T heorem 2.1. (i) If Ew^1 < oo, then

(1.4) X( t )  = max { n : S(n) ^ t } .

for almost all realizations of w.
(ii) If there is a positive constant c such that

( 2 . 2 )

for almost all realizations of w , then Ewff1 < oo and c = Ew^1.

The main result of this section is the rate of convergence in (2.1).

T heorem 2.2 (i) Let 1 ^ v < 2.
If E wqu < oo, then

(2.3)

for almost all realizations of w.
If there is a positive constant c such that

(2.4)
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for almost all realizations of w, then Ew0 v
(ii) If Ewq2 < oo,then

< oo and c =  (Ew0 )

(2.5) Pw < lim sup
t —> OO

X (t) -  t / E wq1 

(  ̂log log i )172
< oo =  1

for almost all realizations o f w.
(iii) If there is a constant b such that

( 2 .6 ) Pw < lim sup
t—KX>

\ X ( t ) - b t \
( t log\ogt )1/2

= 1

for almost all realizations of w , then Ew0 2 < oo and b = Ev)0 l .

The first part of Theorem 2.2 generalizes the Marcinkiewicz-Zygmund 
strong law of large numbers to directed random walks in random environ
ments. Assuming that 1 ^ v < 2, then X( t ) / t  goes to (Ew^1) 1 Pw-a.s. and 
the rate of convergence is о(р/"-1 ) if and only if E w ^  < oo. The second 
part says that the law of the iterated logarithm holds for X( t )  if and only if 
E wq 2 < oo.

The proof of Theorem 2.2 is based on the following lemma.

L emma 2.1. (i) We assume that Ewlf1' < oo with some 0 < v < 2. Let 
b -  0, if 0 < о < 1 and b = Ew^1, if 1 ^ v < 2. Then

(2.7) (  lim -I n—+ OO

S(n) — nb
=  1

for almost all realizations of w.
(ii) Lei 0 < и < 2. If there is a constant 0 ^ c < oo such that

( 2 .8 )
S(n)  — nc 

n 1/"
=  1

/or almost all realizations of w , then Ew0 u < oo. А/so, c = Ew0 l , if 
1 <; v < 2 .

(iii) 7/ Ew0 2 < oo, then there is a constant c such that

(2.9) Pw < lim sup
S(n ) — nEw0 11 

(nlog logrc)1/ 2
=  1

Acta Mathematica Hungarica 68, 1995



2 4 L H O RVATH and QI-M AN SHAO

for almost all realizations of w.
(iv) If there is a r.v. c(w), depending only on the environment w and a 

constant b such that

( 2 . 10) Pw < lim sup
S(n) — nh I

oo (n log log n) 1/2 < c(w)

for almost all realizations of w, then Ewtí2 < oo and b = Ew0 l .

P roof , (i) and (iii). It is proven in Horváth and Shao [13].
(iii) The strong approximation of S(n) in Section 3 (cf. Lemma 3.1) im

plies that

( 2 . 11)

/ ’w lim sup

S(n)  — X  w
0 <г<п — 1

-1

X  wt 2 \og\og X  wi 2)
•' 1 a/  /  1 /

1/2 = 2,/Л2 > =  l Pw-a.s.

О ̂  гХ n  — l  О^г’̂ т г—l

The law of the iterated logarithm for partial sums of i.i.d.r.v.’s yields

(2.12) P

X  wt 1 -  nEw0 1
О̂ г̂ п—1

lim sup 
n-+oo (2n log log n)

—1\ l /2----- = (war tw0 ) =  1.

Putting together (2.11) and (2.12) we get immediately (2.9).
(iv) It is easy to see that (2.10) implies

(2.13)
I S(n)  — nb\

HIOUJ) -rjö
П-+0О ( n log log n) '

P  < lim sup = d \  =  1

with some constant d. Since S(n)  is a sum of i.i.d.r.v.’s, (2.13) holds if and 
only if ETq < oo and b = £T0. If F denotes the distribution function of wo, 
then we have

(2.14)
r OO

P{T0 > t } =  /  e - txdF(x), 
Jo

and therefore elementary calculations show that ET0 = Ew0 1 and ETq < oo 
if and only if E wq 2 < oo.
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P roof of T heorem 2.2. (i) It follows from (1.4) that

(2.15) X( t )  = n, if S(n) g  < < S ( n +  1),

and therefore we have

n -  S(n + 1) / Eiv0 1 ^  X(t)  — t j E wq1 ^ n -  S(n)/ Ew0 l 
S't l'(n + 1) = pT" = ’в Щ п )

if S(n)  ^ t < S(n + 1). Lemma 2.1 gives

(2.17) lim S(n) / n = Ew0 1 Pw-a.s.,

and therefore (2.3) follows from (2.7) and (2.16). 
Since 1 ^ v  < 2, (2.14) implies that

(2.18) limX(<)/< = c Pw-a.s.,

and therefore Lemma 1 of Buffet and Hannigan [4] gives

(2.19) lim S(n) /n =  -  Pw-a.s.
n—foo C

According to Lemma 2.1, if (2.19) holds, then c = l / Ew^1. Using again 
(2.15) we obtain

( 2 .20) lim sup I S(n) -  nEw0 11 / n 1̂  ^

^  S ^ i n )  ,. n _S iim sup yl,— lim sup£/^0
n—уоо 71 ' t—foo

11 X( t )  -  t / E w0 
t 4 v

- и
= 0 Pw-a.s.

Now Lemma 2.1 implies that Ew^" < oo.
(ii) and (iii). Putting together (2.15) and Lemma 2.1(iii) and (iv) we get 

the last two statements in Theorem 2.2.
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3. G aussian approxim ations for X( t )

Let

(3.1) p ( i ) =  ^  w j l
1

and

(3.2) p[t) = fi(i) + w~l (t -  i), i ű t ^ i + 1

be the broken line connecting the points { ( г,/х(г)), 1 ^ i < oo}. We also 
define

(3.3) S(x)  =  ^  T j, 1 ^  x < oo,

(3.4) r 2(t) = wj 2
0<?'gi-l

and

(3.5) 7 2 = E w ~2.

We say that { Г(<),0 E t < oo} is a Wiener process, if Г is an almost surely 
continuous Gaussian process with covariance i?r(f) = 0 and £T (f)r(s) = 
— min(l,s).

Lemma 3.1. Assume that E wqU < oo for some о ^  2. Then for almost 
all realizations of w we can define a Wiener process {Tw(/), 0 E t < oo} such 
that

for almost all realizations of w. 
P r o o f . Let

3.7) fio — < w = £
I <i<oo

W- 2 u

P
<  0 0

We show that

(3.8) Р(П o ) = l .
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The moment condition Ew0 u < oo implies

(3.9) P{w~' > i'>v i.o.} =  0 

and therefore it suffices to establish that

- 2 u
(3.10) ]T  /{ w "1 ^ г1/"} < oo a.s.

1 5Í г <  o o

It is easy to see that

(зли E  E =
1 ^  г <  oo

= E £ i1'-}) =
1 ^  i <  OO

= E E E (VT о - o'7" < »’o_1 s j1'"}) =
1 ^ г < о о  1

= E E (̂«-»■̂ ({(i-D̂ o»«'1 sj,/’'})s
l ^ j < o o  oo

= 2 £  (t!7-2-Z {(j -  l ) 1/ -  < t̂ o 1 ^ J1/l' } )  ^
1 < 7 < oo J

£ 2  yí ( » ; ‘'í {(í - i )1, ' < % 1 S j ,,,' | ) £ 2 4 " ' .
l < ! < 0 O

which implies (3.10). 
Now (3.8) yields

(3.12) ^  E^T?"/ i2 < oo, if w 6 fi0-
1 ^  i <  OO

We can write (3.12) as

(3.13) E £-
1 £! ! <  OO

1
Wi

< oo, if w 6 il0.
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Hence by Theorem 1.4 of Shao [18] (cf. also Einmahl [9]) for all w E Slo we 
can find a Wiener process {Tw( i), 0 is t < oo) such that

(3.14) Pw \ lim max \S(k) — /i{k) -  Г(т2(k)) \ /n1̂  = 0 > = 1, 

if w G iio- Observing that S(x) — S(k) ,n(x)  — [i(k), \i к ^ x < к + l and 

max sup I fi(k) — ц{х) \ /га1/" =  max — /n 1/" = o( 1) a.s.,
X^k^nk^z<k+1 X̂ k n̂

Lemma 3.1 follows immediately from (3.14).
Hanson and Russo [11] obtained the following result for the increments 

of a Wiener process {Г(<),0 ^ t < oo}.

L emma 3.2. Assume that b(T) TZ. 0, a(T) > 0 and a(T)  + b(T) —» oo as 
T —* oo. Then

(3.15)
|Г(< + *)-Г(*)|

Ilin sup sup sup ----------------------------------------------------------------Yß
г-ос o ^ 6(T)o^a(T) ( 2a(T)  (log a{T̂ Tb}{T) + loglog ( b(T) + a (T ))) )

is 1 a.s.

The proofs of the approximations of X( t )  require some elementary results 
on fi{t). Let

А(Г) = sup sup I /i(f + s) -  n(t) -  sE wq 11. 
оЯ -ÍT 0^s^u(T)

Lemma 3.3. (i) / /  Ew^2 < oo and 0 < u(T ) is T, then

(3.16) A (T) =• о(Тг/ 2) + 0  ^ (u (T ) (log 7 ~ j + log log t ) )  1

(ii) If E wqV < oo for some о > 2 and 0 < u(T)  ^ T, then

(u(T)  (log Г + log log r ) )
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P r o o f . Let

if 2n ^ k < 2 n+\

where F* is the distribution function of w0 l . Major [16] constructed a 
Wiener process {T (i),0  ^ t < 00} such that

(3.18)

where

(3.19)

max
1'йк'̂ п

£  w - ' - k E w ^ - T t f i k ) ) o(»l/2),

q2W  = ">■
a < i < k - i

It follows from the definition of of  that

(3.20) lint of — var Wq 1.
k — * 00

It is easy to see that

(3.21) sup sup \T(q2(t +  s)) -  T(q2(t))\  ^ 
оg tg T  oüsgu(T)

^ sup sup I Г(< +  s) — T (i) |,
0 g t g q 2(2T)  O g s g C u ( T )

where C — sup erf. Now (3.16) follows immediately from Lemma 3.2.
l^i<oo

If E wq1/ < 00 for some и > 2, then by Komlós, Major and Tusnády [14], 
[15] and Major [17], there is a Wiener process { Г(<),0 й t < 00} such that

(3.22) max
\<к<п £

0 < A;—1

-1 kEw0 1 -  (var w0 1)1̂ 2T(Ä;) a .s . /= o(n 1 /«M

Thus Lemma 3.2 implies (3.17).
After these preliminary results we are ready to get some approximations 

for X{t).  Let /r_1(t) denote the inverse of //(<) and

er2 = E wq2/ ( E wq1)3 .
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T heorem 3.1. Assume that Ew0 2 < oo. Then for almost all realiza
tions of w we can define a Wiener process { f w(i),0  ^ t < oo} such that

(3.23)

Tw{ lim (T loglogT) 1/2 sup ( X ( t ) - f i  1{ t ) ) / a  -  f w(f)
' T—>oo о <t<T

=  0 = 1

for almost all realizations of w and for all e > 0 we have

(3.24) lim Tw
T  —Kx>

{ t  1/2 sup ( X ( t ) - p  x(t)) /(7 -  f w(<) > Л = 0  
*• o< í < t  J

for almost all realizations of w.

P r o o f . The strong law of large numbers gives

(3.25) r 2(:r) -  72з; a=' o(x), as x —► oo.

If Tw is the Wiener process of Lemma 3.1, then by Lemma 3.2 and (3.25) we 
have

(3.26) Tw < lim (T loglogT) 1/2 sup |r w(r 2(f)) -  Lw(7 2<)| =  0
( T—>oo оЯйТ

= 1 Tw-a.s.

Using Lemma 3.1, (2.1) of Theorem 2.1 and (3.26) we get

(3.27)

Tw{ lim (T loglogT )"1/2 sup |5 ( / /_1(<)) -  t -  r w( 7 2//_1(<)) | =  o} =
t Т-+СЮ O t̂gT J

= 1 Tw-a.s.

By the law of the iterated logarithm we have

(3.28) sup \p(t) — t E w ^ l  a= 0 ( ( T \ o g \ o g T) 1̂ 2) , 
o^t^T

and therefore Lemma of Horváth [12] implies

(3.29) sup \ p - 1( t ) - t / E w ~ 1\ = 0 ((T lo g lo g T )1/2).
oűt^T
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Lemma 3.2 yields that

(3.30) Tw { lim sup (Tlog log T)_1/4(lo g r )_1/2 sup | Tw (7 V 1(i)) -
 ̂ T —*-oo 1710 <t<T

Ew0 1 )| < 001 = 1 Tw-a.s.

Let

(3.31) t w(t) =  - ( E w ~ 1 )1 , 2 Tw(7 2 t / E
7

Wn

It is easy to see that Fw is a Wiener process. Putting together (3.27) and
(3.30) we obtain

(3.32) Pw lim (T log log T) x! 2 sup
T ->°o OűtűT

S(n  \ t ) )  -  t —

I r . .r l(L w0  )
Г w(t) = 0 > = 1 Tw-a.s.

Hence by Theorem 3.1 of Csörgő, Horváth and Steinebach [8] (cf. also Chap
ter 2 in Csörgő and Horváth [7]), there is a Wiener process {r w(t),0  ^ t < 
< 00} such that

(3.33)

Pw <1 Jim (T loglogT )-1/2 sup
0 <t<TT —k x >

1
(Ewo 1)172

f w ( i ) = oy =

=  1 Tw-a.s.

The law of the iterated logarithm yields

(3.34)

Tw i lim sup (2T log log T)-1/ 2 sup | f w(/)| = 1 > = 1 Tw-a.s.,
{ T^co 0Я%т )

and therefore (3.29) and (3.33) imply

(3.35)

Tw < lim sup (Tloglog T )-1/ 2 sup |A'(<) -  /r_1(i)| < oc > = 1 Tw-a.s.
7 —>00 0 <t<T
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Lemma 3.3 and (3.35) yield that

(3.36) Pwi lim T -1/ 2 sup I ̂ (X ( t )  -  fi~1 ( t ) ) —
^T—oo о űtűT

~ { X ( t )  -  E wq 'I = 0 > = 1 Pw-a.s.

Combining (3.33) and (3.36) we get immediately (3.23).
Since Tw is almost surely continuous, (3.25) and the scale transformation 

of the Wiener process imply

(3.37 lim Pw i T 1/2 sup I r w(r2(<) -  Tw(7 2<)| > £ > =
Г—оо ( oűtűT )

— 0 Pw-a.s.

for all £ > 0. Hence similarly to (3.27) we have

(3.38) lim Pw \ T-1/ 2 sup |.S’(/r-1 (<)) -  t -  r w(7 2/i_1(0 ) | > £ f =  0
T^oo o^tgT J

Pw-a.s.

for all £ > 0. Putting together (3.37), (3.38) and (3.30) we get that

(3.39) lim Pw \ t  l ! 2 sup
T - o o  I о <t<T t r  - i d / 2( Ew0 )

fw (t) > £}=
= 0 Pw-a.s.

for all £ > 0, where f w is defined by (3.31). Theorem 4.1 of Csörgő, Horváth, 
and Steinebach [8] gives that the Wiener process {Tw(i), 0 ^ t < oo} of (3.33) 
also satisfies

(3.40) lim Pw{ t  X̂2 sup
T —*oo t n<t<'0 <t<T

M(X(t)) - t
( W )1/2

f w ( 0 > £}=

= 0 Pw-a.s.

for all £ > 0. Now (3.24) follows from (3.40) and (3.36).
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The law of the iterated logarithm for directed random walks follows im
mediately from Theorem 3.1. If E wq 2 < oo, then

(3.41) Pw jlimsup (2T loglogT )-1/'2 sup I X(t)  — /i_1(t)| = a j = 1
 ̂ Т~*оо  o g t ^ T

for almost all realizations of w. Also, it is clear from Theorem 3.1 that 
{ T -1/ 2 (X (T t )  -  /i_1(T<)) /<7, O ^ i ^ l }  converges weakly to a Wiener pro
cess for almost all realizations of w. Thus we have

(3.42) lim /  w
t—KX> a t 1! 2

Ф(.г),

where Ф is the standard normal distribution function and

lim Pw < T x/ 2 sup j X(t)  — fi 1 ( t ) \ / а  й x > = H(x),
T ~ '°° {  o ü t^ T  J

for almost all realizations of w, where

H (x) = ^  Y  ^ ^ T ex p ( - * 2(2k +  l )2/ ( 8x2)).
Of̂ kKoo

We note that (3.42) was also proven by Buffet and Hannigan [4] under much 
stronger moment condition than Ew q 2 < oo.

Assuming stronger moment condition one can improve on the rates of 
approximation in Theorem 3.1.

THEOREM 3.2. Assume that E wq1' < oo for some 2 < и < oo. Then for 
almost all realizations of w  we can define a Wiener process { f w(f), 0 ^ t < 
< oo} such that

(3.43)

Pwí  lim T _1^(log T )-1/ 2 sup 
It—*°o о

(X (t) — p~1(t)) / о  — f w(<)| = o} =

for almost all realizations of w, if 2 < v < 4 and

Pw{ lim sup (T log log T')-1 4̂(log T )-1/ 2
*• T — oo

sup
0 < i < T

1( i ) ) / a - r w(i) < 00 } =  1

for almost all realizations of w,  if 4 ^ v < oo.
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P r o o f . We follow the proof of (3.23). The Marcinkiewicz-Zygmund law 
of large numbers (cf. Chow and Teicher [5], p. 125) and the law of iterated 
logarithm yield

(3.44)
Í o(z2/"),

\  O ( (x \og \ogx) l/2)

if 2 < v < 4 

if 4 ^ и < oo,

as x —*■ oo. Let

(3.45) rv(T)
T1/ l/(logT)1/2 , if 2 < íz < 4

(T loglogT )1/4(logT)1/2 , if 4 ^ i / < o o .

First we assume that 2 < i> < 4. If Tw is the Wiener process defined in 
Lemma 3.1, then by Lemma 3.2 and (3.45) we have

(3.46) Pw < lim sup |r w(r 2(i)) -  r w(7 2<)| /г„(Г) = 0 1 = 1 Pw-a.s.
{ г ^ ° ° о ^ т  J

Using Lemma 3.1, (3.30) and (3.47) we obtain that

(3.47)PW< lim sup
I < t < T

(<)) - 1
' Ew ,- l T / 2 f  w(0 / Ы Т )  =  о } =

1 Pw-a.s.,

where Lw is defined in (3.31). Applying again Theorem 3.1 of Csörgő, 
Horváth, and Steinebach [8] (cf. also Chapter 2 in Csörgő and Horváth [7]) 
we can define a Wiener process {Fw(/), 0 ^ t < oo} such that

(3.48) Pw lim sup
T- ‘°° 0<i<T (Ew~l f 2

Г w(<) M T )  = о

= 1 Pw-a.s.

Similarly to (3.36) one can easily establish that 

(3.49)

P J  lim T~l ' v sup \f i(X(t))  - » { » - ' ( t ) )  - { X ( t ) - f i - \ t ) ) E w ü 1 \ = 0 }  =
' Т—ЮО oüt^T J

= 1 Pw-a.s.
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Now (3.43) follows immediately from (3.49) and (3.50).
Similar arguments work, if 4 ^ v < oo. The probabilities in (3.47)-(3.50) 

should be replaced by

Pw <Himsup sup | r w( r 2(t)) -  r w(7 2t)| / r 4 (T) < oc > =  1 Pw-a.s.,
T  —>co 0<t<T

Pw \ lim sup sup
T—oo o<t<T

/г 4(Т) < oo =

1 Pw a.s.,

Pw < lim sup sup
T —>oo о<t<T

p{x(t)) - t 7

(E wq

1 a.s.

l \ 1/2t I w(0 /r 4(T) < oo j =

and

P jlim su p  sup I n ( X ( t ) ) - n ( p  1 ( t ) ) - ( X ( t ) - n  1 (t)) Ew0 1 \ / r 4 (T)<
1 T ->oo 0<t<T

00 > =

Pw a.s.,

and we get immediately (3.44).
Theorem 3.2 implies, for example, Chung’s law of iterated logarithm for 

directed random walks in random environments. If E wqU < oo for some 
2 < v < oo, then

/w  { lim inf T-1/ 2(log log P )1/ 2 sup \ X ( t ) - , - \ t ) \  = a ^ - }  =  
t T^oo o^i^T » '■ >

— 1 Pw-a.s.
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INTERPOLATION BETWEEN CONTINUOUS 
PARAMETER MARTINGALE SPACES: 

THE REAL METHOD
F. WEISZ1 (Budapest)

To Professor К. Tandori on his seventieth birthday

1. In tro d u c tio n

It is well known that interpolation spaces of Lp spaces are Lorentz spaces 
and that interpolation spaces of Lorentz spaces are Lorentz spaces, too. More 
exactly (see e.g. Bergh, Löfström [2]),

А Р0,Я0 1 L p i w  )g<q — L P,4-
1 1 - 6  0— _ ---------1-----
P Po Pi

where 0 < 0 < 1, 0 < po < pi ^ oc and 0 < qx,q Ú oo. In [10] and [19] Fef- 
ferman, Riviere and Sagher have identified the intermediate spaces between 
the classical Hardy spaces; they have shown that

( 1 ) ?»
1
P

1 - 6  6
---------1-----

Po Pi

where 0 < 6  < 1, 0 < po < p\ ^ oo, 0 < q;, q ^ oo, and Tip,q =  LPi4 if 1 < 
<  p  ^  oo. (1) is proved between the classical 'HPoM and B M O  in Hanks [13] 
and Bennett, Sharpley [1]:

( 2 ) (HPom, B M O ) e>q = U
1 _  1 -  6

P Po

where, again, O < 0 < l , O < p o < ° o  and 0 < qo, 6  = °o-
These results were shown for the discrete parameter martingale H* spaces 

defined by the maximal function by Janson and Jones [14] and Milman [17], 
but for 1 ^ poi only. This will be generalized for martingale Hp spaces gen
erated by quadratic variation. Recall that -ф- #11. (1) and (2) were also 
verified in the discrete time for martingale Hp spaces defined by conditional

1 T h is  re se a rc h  w as p a r t ly  s u p p o r te d  b y  th e  H u n g a r ia n  Scien tific  R e sea rch  F u n d s  No.

F4189.

0236-5294/95/$ 4.00 © 1995 Akadémiai Kiadó, Budapest



3 8 F. W EISZ

quadratic variation (see Weisz [21], [22]). In this paper these results will be 
extended to continuous parameter martingale spaces.

2. Basic facts of in terpo la tion  theory

For a measurable function /  the non-increasing rearrangement is intro
duced by

7 (0  := inf{y : P({x : \f(x)\ > у}) ^ t}.

The Lorentz space Lp/] is defined as follows: for 0 < p < oc,0 < q < oo

while for 0 < p ^ cx)

ll/IU := s"p
< > o

Set
LPl4 := Lp,q( t t ,A , P )  := { /  : | | / | |Pt, < oo}.

One can show that Lp<p = Lp and Lp>0o is the weak Lp space (0 < p й oo).
The basic definitions and theorems of interpolation theory in the real 

method are given shortly. For the details see Bennett, Sharpley [1] or Bergh, 
Löfström [2]. Suppose that To and A\ are quasi-normed spaces embed
ded continuously in a topological vector space A. The interpolation spaces 
between To and A\ are defined by the means of an interpolating function 
K(t,  / ,  T0. A \ ). If /  G T0 +  AI , define

K(t,  / ,  T0,T i)  := inf {||/о ||д0 + f||/i|U i }
J—JO+Jl

where the infimum is taken over all choices of /о and Д such that /о G To, 
f\  G A\ and /  = /о +  f \ .  The interpolation space (Ao,A\)gq is defined as 
the space of all functions /  in T0 + A\ such that

/  Г°° л А 1/̂
11/11мо,А1)в|, :=  ( y o [ r ^ ^ ^ T o . T O j ’ y j  < ° o

where 0 < в < 1 and 0 < q ^ oo. We use the conventions (T o,T i)0 ? =  To 
and (To, T i)j = A\ for each 0 < q ^ oo.
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Suppose that Bo and B\ are also quasi-normed spaces embedded contin
uously in a topological vector space B. A map

T : Ao + A\ — * Bo + B\

is said to be quasilinear from (Ao, A4) to (Bo,B\)  if for given a E Ao + A\ 
and a; G А,- with a0 +  ai =  a there exist 6г E Bi satisfying

Та -  b0 + hi

and
\\bú\e, = К М<ч \\а, (K i > °> i =  0.1).

T heorem A (Riviere, Sagher [19]). If 0 < q й oo, 0 5; в ^  1 and T is 
a quasilinear map from (Ao,Aj) to (Bq, B i ) then

T : (A0, A] )g q — * (B0, B\ )g q

and
II Tc l(ßo.ßi)e,, = К 1 ~ 6 A’ilH I (Mo ,A 1'в,я

The reiteration theorem below is one of the most important general re
sults in interpolation theory. It says that the interpolation space of two 
interpolation spaces is also an interpolation space of the original spaces.

T heorem В (Reiteration theorem; Bergh, Löfström [2]). Suppose that 
0 ^ в0  < 0i ^ 1, 0 < q0 ,q\ й 00 and X, =  (A0, A i)e.̂ q. (i = 0,1). If 0 <
< г] < 1 and 0 < q ^ oo then

( X o , X i )v q  -  (Ao, A i ) 0ji

where.
0 = (1 -  rj)0o + ц0].

If, in addition, Ao and Aj are complete and { )<во  = в \ = р <  \ then

((A0,Ai )  , (A0,Ai)  )  = (A0, A \ )

where
1 _  1 -  V л  
Ч Qo Qi'

T heorem C (Wolff [27]). Let A\, A2, A3 and A4 be quasi-Banach spaces 
satisfying A\ П A4 C A2 П A3. Suppose that

M  = (A i, Аз)фд, A3 = (A2, А4)^ г
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for any 0 < ф,ф < 1 and 0 < q, r £1 oo. Then

A2 -  (A\ ,  A4 'p,q' A3 -  (Ai, А^)вг

where
№  Q _  Ф

1 — ф + фф ’ 1 -  ф + фф

The result about Lorentz spaces mentioned in the Introduction is stated 
as follows.

T heorem D (Bergh, Löfström [2]). Suppose that 0 < 7/ < 1 and 0 < 
< Po-.Pi-, e/o 1 <7i, q T 00. If p0  /  p, then

(Lp0 ,q0, ,91 ~  P̂>9’ i  _  1 -  4 ! f l
P PO P i'

In particular,

JP0 ' ^Pl )r),p = Lp»
1 = 1 ~ ч +
P Po Pl '

Furthermore, for 0 < p < oo,

( L p , q 0 , L Pt4l ) rl q =  L p tq,
1 1 — 77 П
— = -------H------.
Я Яо qi

3. Prelim inaries and notations o f m artingale theory

Let (£l,A, P) be a probability measure space and T  — (Tt , t  £ R +) a non- 
decreasing family of sub-о-algebras of A. The о -algebra TteR+Tt is denoted 
by о and it is supposed that T ^  = A.

With the family [Tt ,l G R + ) the following families (Tt+,t  G R + ) and 
(T t- , t  G R + ) of (т-algebras are associated:

T t+ := T t-  := Vs<tTs.

For t = 0 we set T0-  := To- In this paper it is assumed that the family 
(T t , t  G R +) is right-continuous (i.e. Tt — T t+ for every t ) and that every 
set F which belongs to the P-completion of the u-algebra Too with P(F) = 0 
belongs to T0.

A real stochastic process X  is a mapping from (R + X ÍÍ) into R  such 
that, for every t G R + , и X t(w) =  X ( t , u )  is А-measurable. A stochastic 
process X  is adapted if the preceding mapping is T t measurable for every
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t. A process X  is regular if X  is adapted and all functions t X(t,u>) 
have left and right limit for every и  E fi. We use the notation X t-> (X t+) 
for the left (right) limit at a point t. If these functions are right-continuous 
(left-continuous) then X  is called right-continuous ( left-continuous).

A subset of R + X if is called well-measurable (or optional) if it belongs 
to the ír-algebra Q which is generated by the real regular right-continuous 
processes. We say that a real process is well-measurable or optional when it 
is (/-measurable. The cr-algebra of subsets of R + x fi, which is generated by 
the adapted continuous real processes is called the ir-algebra of predictable 
sets and will be denoted by V ■ A process which is P-measurable is called 
predictable.

A mapping v : fi — > R + U {00} is a stopping time if, for every t E 
E R +, the subset {1v ^ t)  of fi belongs to T t- It is well-known (see e.g. 
Metivier [15]) that v is a stopping time if and only if l[0t/] is predictable or, 
equivalently, if and only if {o < t)  E J-t for every t. The graph of и is defined
by

[v] := {(t,ui) : t — v{uj) < 00, t G R + ,u/ E ÍI}.

For a stopping time о one has [и] E Q. If [v] E V then the stopping time is 
called predictable.

To every stopping time v  we associate two cr-algebras and T v-\

Xv {F  E F 0o : f 'n { i ' ^ < } E T j , iE  R + }

and T v-  is generated by

{ F n { r < í } : F E f ( , í É  R + } U Tq.

Note that for a constant stopping time o(l>) = t we have T v -  T t and T v-  =
= * i -

Let us denote the expectation operator by E, the conditional expecta
tion operator relative to Tt, T t~, T v and T v-  by Et, Et~, FA and Eu~, 
respectively. For the space Lp(Cl,A,P)  let us use the shorter notation Lp 
and suppose that for /  E L\ one has EqJ = 0.

A stochastic process X  is a martingale when X  is an adapted process 
with E|X/| < 00 (/ E R +) and EsX t = X s for every s < t. For simplicity 
we always suppose for a martingale X  that Xo = 0. Of course, the theorems 
that are to be proved later hold without this condition, too. A martingale 
X  is said to be Lv-bounded if

sup ||Xf|| < 00. 
te R+

An adapted process X  is a local martingale if there exists an increas
ing sequence of stopping times vn such that 1нпп_юо vn =  00 a.e. and
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the processes X iA„n are all uniformly integrable martingales (n E N ). We 
can suppose that a martingale or a local martingale is regular and right- 
continuous (see Meyer [16] p. 291). A local martingale is said to be locally 
Lp-bounded if there exists an increasing sequence of stopping times vn such 
that linin-,.^ vn = oo a.e. and the processes X fAl,n are i p-bounded martin
gales (n E N ).

The following definitions will be used for a local martingale X:

A X t : = X t - X t-  (A'o = 0),

X ; : =  suplW l, X ^ sup \Xt \.
t<s <ек+

If X  is a locally Z,2-bounded local martingale then there exists a unique pre
dictable, right-continuous and increasing process {X)  such that X 2 — (X ) 
is a local martingale vanishing at 0 (see Dellacherie and Meyer [9]). (X)  is 
called the sharp bracket or the conditional quadratic variation of X . More
over, if X  is a local martingale then there exists a unique right-continuous 
and increasing process [X] such that X 2 — [X] is a local martingale and 
Л[Х]4 = |ДХ4|2 ([X]0 = 0). This process is called the square bracket or the 
quadratic variation of A'.

Let us introduce Hardy Lorentz spaces for 0 < p,q й oo; denote by h \,j?, 
Hp]q and H*q the spaces of local martingales for which

-Y IU  == I P - a i „  < oo,

l*ll„<> H l № l /2 |11 r>. n P.9
< 00

and

'P. 9 <  OO,

respectively.
A local martingale X  is in the space VPi4 if and only if there exists an 

adapted, left-continuous and increasing process A such that

X,| ^ At, Aqq .— sup At E Lp̂ q,
Í 6 R  +

Endow this space with the following quasi-norm:

\\X\\Vp q := inf IHoollp  ̂ (0 < p й oo)

where the infimum is taken over all predictable processes having the property 
above.
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If, in the previous definition, we replace the inequality |W| is At by

[x-f, ni

then the local martingale is in Q Pi4. We define the QPi9 quasi-norm by

im ie M := ir,f ii^ooiu  (o < v  ^ oo)

where the infimum is taken over all predictable processes again.
It is clear that the infima taken in VPtq and QPi9 norms can be attained. 

Indeed, for every к £ N  let A ^  be a left-continuous process having the above 
property such that ||M ^||p9 —» ||X||^>p? as к —>■ oo. Set

At := inf A{tk) (t £ R + ).

It is obvious that the process A is adapted, left-continuous, increasing and a 
majorant of X  and

=  HA. • р,я

The proof is similar for QP}4 spaces.

H 11
Note that in case p = q the usual definitions of Hardy spaces # p;p =  H<> _  I/O

p,p Vp and QPiP Qp are obtained.
p »

IfU и * — U* T>u p  , a p p  — i i p , / PiP
It is a well-known statement in the martingale theory that if X  £

oo such that X t —>■ X ^  a.e. and in£ //*, Hp , Hp (p ^ 1) then there exists X
L\ as t —v oo. Moreover, the Burkholder-Davis-Gundy inequality says that
//j  ~  7/^ and H* ~  Hi) ~  Lp for p > 1 where ~  denotes the equivalence of 
the spaces (see e.g. Dellacherie and Meyer [9] or Weisz [25]). Moreover, by 
Doob’s inequality, 7/^ = Loo-

It was proved by Dellacherie, Meyer [9] and Pratelli [18] that the dual
of resp. is BMO.J resp. BMO2 (see also Weisz [25]), where BM0~ 
resp. BM 0P denote those martingales X  closed on the right by X ^  £ Lv for 
which

f £R +
y IIbmo-  := SUP { E t l X o o - X t- \ p) l/p < 0 0  ( 1 = P < 00)

resp.

LVI I BMOp SUP 
i € R  +

(EtlXoo -  X t\p) 1/p < 0 0  (1 = P < 00).
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In [23] we introduced the sharp functions

X 9  : = sup
Í6R+ « . ( W o o - W i )

r/2 1/r
(0 < r < oo)

and

:= sup
< 6R +

Et { l x )c (0 < r < oo).

Denote the operators X  у-* x P  and X  и-» x P  by t P and t P,  respectively.
The following result, which is a generalization of an inequality due to 

Fefferman, Stein [11] and Garsia [12], is verified in Weisz [23].

T heorem E. The L^  resp. LT norm of tP (X )  is equivalent to the 
BMO2 resp. HP norm of X  and, moreover, the resp. L, norm ofTP(X)  
is equivalent to the BMO J resp. h P norm of X .

4. In te rp o la tio n  of m artingale spaces

In this section the interpolation spaces between martingale Hardy spaces, 
between Hardy and BMO and, moreover, between Lp and BMO spaces are 
identified.

First a new decomposition theorem for martingales is given. The proofs 
of the following two theorems are based on the atomic decomposition given 
in Weisz [25].

T heorem 1. Let X  £ Hp , у > 0 and fix 0 < p ^ 1. Then X  can be 
decomposed into the sum of two martingales Y and Z such that

\ \ Y\ \ H 0 Ü 4 Vn  r -

and

|z | |Ho S e p( 7  ( x f T dP
i / p

P roof . Choose N 6 Z such that 2N 1 < у ^ 2^. Let us consider the 
following predictable stopping times for all к £ Z:

vk := inf { t  £ R + : (X)]12 ^ 2*}.
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Note that inf 0 = oo. Set

and

N

lLka t
k= — c

Zf У" pkat 
k -N + l

where

and

P k  : =  2 k 3 P ( v k f  o o  

,  1

P /p

Pk

It was proved in Theorem 1 of [25] that X t — Yt Zt for all t £ R + and 
Y  = X ”N+!. By the definition of l'n +i we get that

T )"2 = S 2«+1 á 4y
which proves the first inequality of the theorem.

On the other hand, the inequality

OO OO

i i z r ( ) s  Y .  w  =  c P £  ( 2 Y - p ( ( v > ^ a 2 ‘ )
fc=./v+i A;=7V+1

follows from Theorem 1 in [25]. By Abel rearrangement, we obtain

l |Z | | й С р [
J u{ 0 0 ^ 2 " }

(A>^2dP S C P [
{(х )ИЧу)

( X Y i 2 dP.

The proof of the theorem is complete. □
By the help of Theorem 2 in [25], the following result can be proved 

similarly.

T heorem 2. A result analogous to Theorem 1 holds i f  we replace Hp 
resp. (X) by Vp resp. A or by Qp resp. В where A resp. В is the adapted, 
left-continuous and non-decreasing least majorant process of X  resp. of
W ,/2 .

The interpolation spaces between these three martingale Hardy spaces 
can be identified in the following way.
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T heorem 3. / / 0  < в < 1. 0 < po = 1 and 0 < q ^ oc then

1 _  i -  в
{Нро->Нoo)g „ — Hp,q 1 -  — —

P Po

where H denotes one of the spaces H^, V and Q. (Note that Vc«о = Fco and
Qoo =  I Ü - )

We are going to show the theorem for ffö  spaces only. The main step in 
ihe proof is the following result.

Lemma 1. / / 0  < p0 ^  1 then

(  r tP°
M ( x )P0

1 / po

where M := (A')^2.

P roof . Choose у in Theorem 1 such that, for a fixed t £ [0,1], у — 
— M (tp°). For this у let us denote the two martingales in Theorem 1 by Y 4 
and Z l. By the definition of the functional K,

r u ,  x, я£, я£) s \\z‘\\ a + «||У'||Н<).
Г  n PQ П  OO

By Theorem 1 we get that

1̂11 vO'H,PO S c (
\ J {

1 /p o
MP0 dP  1 =  C

fPo _ \
M(x)Po dx \

\  l / p o

On the other hand,

Ц \ ¥ % { ) £ С Ш ( Р ° ) й СYl о

ÍPO _  \  l / p o
M(x)P° dx

which shows the lemma. □
The next lemma, which is due to Riviere and Sagher ([19] Theorem 8) 

will also be used in the proof of Theorem 3.

Lemma 2. Let f  ^  0 be a non-increasing function on (0,oo) and 0 < 
< q ^ oc, 0 < s < q. Then

< C,q,s
dt \  1/9
7 /
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1Л 11(Л0 я <>) 
\ 1 1 P0  ' I1  c o  Jв

r l /  r tP0 \ч/ро .иSc/„r4í
~ C Jo t{1~e)4/P° ( j  JQ M(x)Pod x y /P° j .

Applying now Lemma 2 we conclude

• 1г 1Ml'<>„<>, = c / ("-«)»/>»M(i)’- = сцмц;л.
To prove the converse consider the sublinear operator T : X  M.  Ob

serve that T : HО, — * and T : HPo — * LPo are bounded. Therefore, by
Theorems A and D,

^  : (-^po’ ÔO)g q ’ (̂ Po> q ~ LpA

is bounded, too, that is to say A' £ (HPo, H^,)e q implies

I A' H,0 = \ m M s  c\\x\\{H&tH&)
e,q

The proof of Theorem 3 is complete if 0 < q < 0 0 . With a fine modification 
of the previous proof the theorem can be shown in case q =  00, too. □ 

Applying the reiteration theorem we get the following result, which can 
be found in Weisz [21] for discrete time.

Corollary 1. Suppose that 0 < rj < 1 and 0 < po,Pi,qo,qi,q ^  00. If 
Po ±  pi then

' “ PO.IO 5 HP0,40 ’ ± Pl iQ 1 ) r},q/77.a ^PiQi
1 = 1 ~  ri +  a
P Po Pl'

In particular,

HP0 ,H Px P = H,‘pi I  _  1  ~  v + IL
P Po Pl'

Furthermore, for 0 < p < 00,

{ H p w  Hp,qi)v,q = Hp,qi 1 _  1 -  V + 1  

4  4o q\
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where H denotes again one e>f the spaces H®, V and Q.

This result was proved by Fefferman, Riviere, Sagher [10] and by Janson, 
Jones [14] in the classical case.

The interpolation spaces between Hp and BMO2 are to be identified. In 
the classical case this is due to Hanks [13].

T heorem 4. / / O < 0 < 1 ,  0 < < / ^ o o  and 0 < r < 00 then

(tf< \ ВМО2Ц  = //<>,,
1 1-6»

P roo f . It is simple to see that

Н-̂ НвМОа =  SUP ( ^ l [ W o o - W t ] )te h+
1/2 <

= sup
( € R  +

Thus

s  c m i (h<> и».. = o m9,q

To see the converse consider the operator Tu for a fixed 0 < и < r. By 
Theorem E the operator Tu is bounded from IlP to Lr and from BMO2 to 
Loo. Using Theorem A we get that

Tj> : (//<>, BM 02)*i9 —  (Lr,Ioo)fl,, = LP,9

is bounded as well. Henceforth, by Theorem E, one can see that X  6 
€ ( Hr \  BMO2)0p implies

l|X ||Ho S C pp O ( X ) | | ,S C p||V || 0(ЯР ,BM02)9p

which proves the theorem for p =  q, namely,

(Я « ,В М 0 2)в>р =  Я<>,
1 _ 1 - в
p r

Applying the reiteration theorem we can prove the theorem with a usual 
argument (cf. Hanks [13] or Weisz [21]). □
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Considering continuous parameter continuous martingales, only, we 
proved in [25] that Hp ~  Я* (0 < p < oo) and BMO2 ~  BMO^, so, in 
this case,

( я ; , в м о 2- ) . ,р = я ; ,  i  =

where 0 < в < 1 and 0 < r < 00. This result will be extended later.
As a further application of the reiteration theorem we get the following

C orollary  2 . I f 0 < 0 < l , 0 < p o < o o  and 0 < qo,q ^  00 then

(*<>РО,90>ВМ(Ч , , # 0р,ч’
1 _  1 -  в 
P Po

The following result can be proved with the duality theorem (cf. Bergh, 
Löfström [2]) in the same way as in the discrete case (see Weisz [21]). For 
p = q it is due to Pratelli [18].

T heorem 5. Thi dual of Hp]q is Ĥ , , where 1 < p < 00, 1 ^  q < 00, 
1/p + 1/p' = 1 and l /q  + \/q' = 1.

Let us turn to martingale Hardy spaces defined by quadratic variation 
and maximal function and prove similar interpolation theorems for them.

T heorem 6. / / 0  < в < 1 and 0 < q ^ 00 then

(3) ( я | ],я Н )в1, = я П ,, £ =  i - é >

and

(4) ( Я Г , Я ^ 9 =  Я * 9 , i  =

We remark that H^  = Lqq and that Я ^  is not equivalent to я Д . So 
the results of Theorem 6 are two different statements. (4) was proved by 
Fefferman, Riviere, Sagher [10] in the classical case and by Milman [17] and 
Janson, Jones [14] in the discrete martingale case.

Since the proofs of (3) and (4) are similar, we verify the first one only. 
As we have seen in Theorem 3, this statement follows from the next lemma.

L emma 3. One has

S(x) dx
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w h m  .4 :=  [ Х ] ' 1 г .

P roof . First we need some new definitions. Considering a regular pro
cess X  we use the notation Vx,t for the variation of the mapping s i—► X s 
on the interval [0,í] (t G R + U oo). To be locally integrable, for an optional 
process A of finite variation it is necessary and sufficient that there exists a 
unique predictable process В of finite variation (and which is increasing if 
A is increasing) such that A -  В is a local martingale vanishing at 0. В is 
called the the predictable compensator of A (see Dellacherie, Meyer [9]).

For a fixed t consider the following two stopping times:

и := inf { s G R + : [X]lJ 2 > S( t ) } ,

T : = inf { s G R + : Vr,s ^  S ( t ) }

where the process R denotes the predictable compensator of A X v h„y Recall 
that the graph of a stopping time is introduced in Section 3. So Дл„1[„] -  R 
is a local martingale. Set

W  := X й -  (Д Х Л и  -  R)

and
Y : = W T~, Z := X  — Y.

Since R is predictable, r is a predictable stopping time and so Y  is indeed a 
local martingale (see Dellacherie, Meyer [9] or Weisz [25]).

It is easy to see that

(5) 1 aavijkj.oo — 2|ДХ1/|11/<00.

By inequality (12) in Weisz [25] we obtain

(6) Vr,oo = '2 Boo

where В is the predictable compensator of |ДХг,|1|(,]. This yields that the 
local martingale ДХ„1[„] — R has finite variation. Consequently, the contin
uous part of ДХД[„] — R is zero (for the definition and result see Metivier 
[15]). The continuous part of X  is denoted by X е. It is proved in Metivier 
[l5] (p. 122) that, in this case,

m .  = [ * г д, + -  д х . 1 — + д я . ) 2 ( » e  r +)-
Ŝ U
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Ill'll'2 £ ( l- ru -  + У  1ДХ.Р)’'2 + ( У  |AÄ.,P)''2 £
Ŝ U S<U
s<u -

= w 'Z -+E = w 'll- + v„„.
s<u

As [E]^2 = [VF]1̂ 2, by the definitions of v and т we get that

1/2

P i ! ?  s  m  y_2„ _  + s  2S(ij.

Hence

г1|[У ] ~ 2 |1оо =  2 t ^ ( 0  =  2 /  £ (*)<**•Jo
We have for the square bracket of Z that

(7) [Z]J/2 ^ [A' -  A ^ T"]^2 +  [Д Л У Н -  Ä] J f .

Since AA'jH[i/] — Д is of finite variation, we have

[ Д Л Е 1 М -  Д] ^ 2 ^  А д я ^ - Д о о  ^  ЬдАУ1м ,оо +  Vfi.co- 

By the convexity lemma (see Dellacherie, Meyer [9]) and (5) and (6),

II1 Я,оо II j =  2||-ßoo II1 =  2 1] IA A „ |  l[/<oo I) j — К f  AXi/lj ĵjCc- II I • 

Henceforth

( 8 ) |[A A ,lM - ^ t /2 | |1 ^ 4 ||A A i/l,<oo||1 g

^ 4 /  [ X ^ d P  Ü 4  l  ~S(x)dx.
7|fVlH2>S«)f Jo

On the other hand, by the definitions of и and r.

^Лт-Н/2A -  A ! £  I  m ' j j d p + l
J(i/<oof jf i/= o o )n { r< o o }

£ /
J U X ] \{mlo/2>s(<)}

’{ "< 00} ^{г/=оо}П{г<оо}

[X]1̂  dr + P( {v  =  o o } n {r  < oo})5(/).
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By Markov’s inequality

P( t < oo)S(t) = S( t )P(Vr,oo ^ 5 (0 )  ^ HVr.ooIIí

and this is estimated in (8) by S(x) dx. Taking into account (7) and (8) 
we finished the proof of the lemma. □

Applying the reiteration theorem we get
Corollary 3. Suppose that 0 < 0 < 1, 1 < p0 < Pi S 00 am1 0 < 

<  r /o ,  r / i ,  q ^ oo or p0 -  q0  =  1 .  Then

(Hpo^o' Hpi,qi)e,q ~ Нр>Я'

In particular,

(Я«,, Hpi)v,P = Hpi

Furthermore, for 1 < p < oo,

> Hp,qo  > Hp,qi )q,q ~  P p ,q i

1 _  b - 0  6_
P Po P\

=  1 - T]+ JL
Po P\

1 1 —77 , 0
— H—

ч qo <7i

H*.

Observe that

and

C #  n 1 1 -  0
+

0
p Po Pi

if;,,,
l 1 -  0 0

c —  = + —

p Po Pi
follow for all 0 < po < P\ = oo in this case, too.

We remark that ~  я Р  and Я* ~  Я^ ~  for 1 < p < oo. From 
Corollary 3 and Theorem D we get immediately the following result.

C orollary 4. For 1 < p < oo and 0 < q ^ oo we have the equivalence 

Hp]q ~  Hp,q ~ Lp,q.
Analogously to Theorem 4 and Corollary 2 the following result can be 

formulated.
T heorem 7. Suppose that 0 < в < 1, l < p0 < oo and 0 < q0,q ^  oo or 

Po = qo = 1 • Then

(ЯЙ,„,ВМ02-),,, = ЯЙ,,
1 1 - 0
P Po
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An analogous result was proved for the discrete time by Janson and Jones 
[14] with the complex method.

Observe again that

(ЯЙ ,я , В М 0 2- ) в 1 С Я 1 | , ,  ^ = ^

holds for every 0  < p0  < oo.
Note that Theorems 6 and 7 cannot be extended to po < 1 (cf. Janson, 

Jones [14]).
Applying Theorems 7 and C we obtain

C orollary 5. / / 0 < # < l , 0 < p o < o o  and 0 < </о, ч ^  oo then

(9) (LP0>90, B M O J ) , i9 =  Lm ,

P roof . By Theorem 7 and Corollary 4,

1 l — в
(̂ PO.ÍO’BMOj )g = Lptq, — — —

P Po

where 1 < p0 < oo and 0 < qo ^ oo. We are going to apply Wolff’s theorem. 
Set Ai = LP0}40 for any 0 < pQ % 1, A2 = LPugi for any 1 < px < oo, A3 =  
= ЬРд for any pi < p < oo and A4 = BMOJ• By Theorem D we can apply 
Theorem C and so we get (9) for 1 < p < 00. Let us apply again Wolff’s 
theorem. Now set A\ = LP0t40 for any 0 < po < 1, A2 — Lp>q for any p0  < 
< p ^ 1, A3 = TPbgi for any 1 < pi < 0 0  and A4 =  BMO2 . Applying (9) to 
1 < p < 00 together with Theorems C and D we obtain (9) for all 0 < p < 00. 
The proof is complete. □

This theorem can be found in the dyadic case in Schipp, Wade, Simon, 
Pál [20] for Z/2 and BMO2 with the complex method.
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OF MULTIPLE FOURIER SERIES

M. I. DYACHENKO (Moscow)

Dedicated to Professor Károly Tandori on his 70th birthday

§1. In troduction

Let rn ^ 2 be an integer, Zm the set of lattice points in Rm and

( 1) Y йп
n£Z m

an m-dimensional series. There exist many different definitions of conver
gence of the series (1). For instance, let

for natural

for r > 0 and

Y  ••• Y  G-
|ni|íT \nm\ÜL>

Sr — )  " dn
|n|^r

s n =  Y  Y  ak
1̂1 \km\ П̂т

for n E Zm П [0,+oo)m. If the finite limits lim Su — a, lim Sr = a  or
is—►oo r —*■ oo

lim Sy = a  exist then the series (1) is called convergent to a cubi-
m in  n ? —k x >1

cally, spherically or in Pringsheim sense, respectively. One can also define 
the convergence with respect to hyperbolic crosses, simplexes, etc. All these 
definitions have one thing in common. Namely, the partial sums are taken 
with respect to sets U C Zm which possess the following properties:

1. U is symmetric with respect to each coordinate hyperplane.
2. If к £ U then all lattice parallelepipeds

[ [min(0, kj), max(0, kj)] П Z m ^ U. 
j =1

0 2 3 6 -5 2 9 4 /9 5 /$ 4 .00  (c) 1995 A kad ém ia i K iad ó , B u d a p e s t



5 6 M I  DYACHENKO

So, let us introduce the following

D efinition 1. Let U C Zm be bounded. Then U £ A3 iff for every
m

к £ U we have [ — \kj |, |А̂ |] П Z m Q U.
3=1

D efinition 2. We will say that the series (1) и-converges to a iff for 
every £ > 0 there exists N  such that for every set V £ A3 which contains the 
ball { n £ Zm: |n| is A } we have

X > n - «
n£U

< £.

It is clear, that if the series (1) и-converges to a then it converges to the 
same number in Pringsheim’s sense, cubically, spherically, etc. At the same 
time the double numerical series ]T an with a0^ = A;-1 , ct\,k = -  A;-1 , for

n£Z2
к = 1, 2, . . .  and an = 0 otherwise converges in Pringsheim’s sense, but does 
not u-converge.

Definition 2 was introduced by F. G. Arutunian [1], [2] in connection 
with the problems of representation of functions by multiple trigonomet
ric series. In [3] the use of the notion of u-convergence in the theory of 
multiple Fourier series was observed. Namely, it was stated there that the 
Fourier series of functions of m variables with bounded variation in the 
sense of Hardy u-converge at every point. So the results of G. Hardy [4], 
K. Chandrasekharan and S. Minakhisundaram [5], В. I. Golubov [6], 
V. N. Temlyakov [7] about different types of convergence of those series were 
generalized. In [8] the smoothness conditions in Lp-spaces (1 ^ p is 00) suf
ficient for the u-convergence of Fourier series in Tp-metric were found and it 
w’as proved that those results cannot be improved (the corresponding theo
rems will be formulated below).

The purpose of the present paper is to give the best possible estimate for 
the rate of u-convergence of Fourier series in Tp-metric where 1 ^ p ^ 00.

We need some notations. All the functions below are supposed to be 2x- 
periodical with respect to each variable. Let T m = [—7r ,7r)m, 1 fí p й ос and 
f (x)  € I p(Tm), where L ^ T 171) = C{ Tm). Then

1 tv

i i /w ii ,  = ii/ iip = i/(* )M * if 1 ^ p < 00,

ll/ll max \f(x)\,  
xeT™ ’
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u-C O N V E R G E N C E  OF M U LTIPLE FO U R IE R  SERIES 5 7

and if Лт is a natural number then define the fc-th difference of the function 
/  at a point x with step t as

к

A k(f ,x, t )  =  5 ^ ( - l  )rC rkf (x  + rt),
r —0

and the modulus of smoothness of order к in the space Lp(Tm) as

Uk( f J ) p =  sup II A k{f,x, t ) \ \
t e R m:\t\ÜS

D efinition 3. Let 1 ^ p й oo, u(<5) the modulus of smoothness of order 
v, where v is a positive integer, and Hp ( Tm) =  { f (x)  6 Lp(Tm): for every
к > и we have uk(f ,S)  = 0(w (£)) when 6  —»■ +0}. If we change 0  to о in 
this definition we will denote the corresponding class by hp(Tm). For и>(6 ) =  
= Sa the classes Hp (Tm) and hp(Tm) are denoted by Hp ( Tm) and hp(Tm), 
respectively.

More information about the Nikolskii classes Hp ( Tm) can be found in 
[9]. In [8] there is a brief survey of the results about the convergence in 
Pringsheim’s sense and spherical convergence in Xp-metrics. We have also 
proved there the following results. Here and below we denote

r(m,jo) = (to -  1)| 1/2 — l/p |.

T heorem A. Let TO ^ 2, 1 й p й oo, p 2, and the function f (x)  6 
hTp m'p\ T m). Then the Fourier series of f (x)  и-converges in Lp(Tm)-metric. 

T heorem B. Let m ^ 2 and 1 p ^ oo, p ф 2. Then there exists
a function f (x)  6 Яр*т,р^(Тт ) such that its Fourier series и-diverges in 
Lp(Tm)-metric.

In Section 2 the following result will be proved.
T heorem 1. Let то ^ 2, 1 S P = °°> P Ф 2, and assume that the mod-

= 0. Further letulus of smoothness и  (ft) of order q is such that lim -r/--pv
6- »+o * ’

f (x)  £ Hp ( Tm). Then for every set U £ A3  we have the estimate

f - S u ( f ) \ \ < C ( p , m , q ) sup u}(N~1 ) N r(m,p\
N^N(U)

where N(U)  =  max{ u: (u, . . . ,  г/) 6 Í /} ,

Su( f )  =  S u ( f , x ) =  J 2 ak ( f V kx 
keu
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5 8 М I. DYACHENKO

and { ak(f  )} keZm is the sequence of Fourier coefficients of f  with respect to 
the multiple trigonometric system

Here and below we will denote by C  positive absolute constants (which 
need not be the same in different cases), by C(m)  positive constants which 
depend only on the dimension m, etc.

In Section 3 the final character of Theorem 1 will be established. Namely, 
the following theorem is true.

T heorem 2. Let m ^ 2, l ^ p ^ o o , p / 2 ,  and assume that the mod
ulus of smoothness u ( 6 ) is such that lim = 0. Then there exist an

<$—►+0 0
f ( x ) € and a sequence of Аз-sets Un such that N(Un) —»• сю when
n — oo and

f - S Un( f ) \ \ > C ( f )  sup u ( N - ' ) N r^
N ^N (U n)

for every n.
We will give the proof only for p = сю and p =  1. The proof for other p 

uses practically the same considerations. The proof required the refinement 
of the methods of [8].

This article was written while the author visited Uppsala University. He 
expresses his gratitude to Swedish colleagues for their help.

§2. P ro o f of Theorem  1

At first we introduce some more notations.
If x, у G Rm then we will say that x ^ у (x > y), iff Xj ^ yj (Xj > yj) for

771 ^

j  — 1 , . . . ,  m. Furthermore, let xy — Yh xjVji and if 1 ^ j  ^ m, let x(j )  =
j =1

= (x \ , . . . ,  x j - 1, Xj+1, . . . ,  xm) 6 Rm~x. [a] will denote the integer part of a. 
By a we will also denote the vector with all coordinates equal to a.

For functions f (x)  E L(Tm), 1 й j  ^ m and w = 1,2, . . .  denote by 
W ( v , j , f )  the de la Vallée-Poussin’s mean of the Fourier series of f (x)  of 
order 2̂  with respect to the j -th variable, that is

W( u, j , f )  = 2 ^ - 1 2 o > _ i( j , f )  -  a2»-\_i ( j , / ) ,

where

V r ( j , f ) ( x ) ^ J  f ( x +  (0, — , 0 ,i j ,0, — ,0)) K r(tj)dtj
T
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and

К  A t )
1 sin2 -T

r +  1 2 sin2 \ t 

is the Fejér kernel. Then let Г(1,j , f )  = and

F( r J . f )  = W ( r J J ) - W ( r  -  for r =  2 , 3 , ----

For n — (n i , . Tim) G Zm П (0. oo )m denote

G( n, f )  = Г(пто,т,Г(гато_ 1, т  -  1 , Г(п,  1, / ) . . . ) . 

Further, let

5 9

в п =  Ш 2-  \ 2n>)» where 2-
j=1

2“, if a ^ 0. 
0, if a < 0.

For every set и E A3 denote

Ш = Tu(f ,x)  =  Y  G(n, f ) (x)
n^l: ßn_iDt/^0

where the quantities Su( f )  = Su(f ,  x) were defined in the introduction (see 
Theorem 1).

We need some auxiliary results.

L emma 1. Under the previous notations for every к E U we have 
Uk( Tu ) = ak(f) .

P roof. As U is symmetric it is sufficient to consider the case к ^  0.
П — 1Let n \ , . . . , n m be the least natural numbers for which kj < 2 _ 3 for j  = 

= 1, . . . ,  m. Then к E Bn- 1 П U ^ 0. So we have

(

a A n r )  =  a k Y L G ( l  , / )  I + a к

\

Y  6’(7,я
-y:max ( -yj — ( r i j + 1 ))  ^ 0

l<j<m )

= a k ( W ( n m , m , W ( n m - i , m  -  1......W ( n A, l , f )  . . .  + () = a k ( f ) ,

and the lemma is proved.

Acta Mathematica Hungarica 68, 1995



6 0 M l. DYACHENKO

Corollary 1. If p E [l,oo], f ( x ) E Lp( Tm) and U E A3 then the esti
mate

| | / -  & ( / ) l t p i | i / - n . i i p +  £
n ^ l :  Bn—\ n t / ^ 0

G ( n , f ) - S u ( G ( n , f ) )
p

holds.

P roo f . From Lemma 1 we have Su( f  -  w )  =  0. So

| /  -  Su(f)\\p =  11 f - m  + m -  Su i f -ти )  -  S u ( t u ) \ \ p й 

й I I /  -  ти\\ + | |  T u -  Su(ru)\\ _  S  I I  /  -  T u \ \ p +

+ £
n > l :  ß n_ in t /^ 0

G ( n J ) - S u { G ( n J ) )

Lemma 2. Lei m ^ 2, p ф 2, lv(6 ) the modulus of smoothness of some 
order q and f (x)  E Hp (Tm). Then for every n E Zm П (0 ,+oo)m we have

||G '(n,/)|| ^ C(m,p ,q )u(2~l/^ ) , where v(n) =  max nj.

P roo f . We point out that the norms of the one-dimensional de la Vallée- 
-Poussin’s operators are uniformly bounded and that these operators with 
respect to different variables can be transposed. Therefore for к f- j  we have

(2) T( n j J , T ( n k, k , f ) )  = Y( nk, k , r ( r i j , j , f ) ) .

Moreover [9, p. 192-193] for n3 > 1 we have

(3) ||L(»j, j , / ) | | p =  К W( nj J J ) - W ( n J -  l , j , / ) | | p G

^ II W ( n j , j J )  - f \ \ p +  | |m n ,  -  1, / , / )  - f \ \ p i  C(p)E2nJ- 2 j ( f ) p G

й C(m,p,q)oj(2~n>)

where Ek j ( f ) p is the best approximation of /(.x) by trigonometric polyno
mials of order at most к with respect to the j’-th variable in the metric of 
Lp(Tm). If nj — 1 then the estimate (3) is evident. Now the statement of 
Lemma 2 follows from (2) and (3).

Further for U E A3 let

Fu = {n ^ 1: Bn~\ П U ф 0} and D( U) = max{ r: (r, . . . ,  r ) E Fir} .
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C o r o l l a r y  2. Let f ( x ) satisfy the conditions of Theorem 1. Then we 
have

II f  -  Tulin = C(p ,m,q)  SUP u ( N ~ 1 ) N T(m,p'> for every U £ A3 .
N^N(U)

P roof . Using Lemma 2 and the above mentioned theorem from the book 
of Nikolskii [9, pp. 192-193] we get (for brevity D(U)  is denoted by D)

II í - r ü \ \ P ü f -  y  G'(7 ,/)
7: ' y ^ D — l

+ E  I|g(7 ,/)||.S
7: max(7j — D ) ^  0

f  - W ( D  -  l , m , W ( D  -  l ,m  -  -  1 , 1 , / )  • • •)

+ C(m,p ,q )  Y  ^ ( 2~"Ы ) ^
7: max7j 

1

£ C ( m , p , q ) l u>{2 ~d ) +  supu;(2-s)2sr(m’p) Y  2 ~l'b)r{rn’p) ] ^ V S > D  -7 : 111a  /
1

<^C(m,p,q)  sup w(jV~1)jVr(m’p>
NZN(U)

and this was to be proved.

Lemma 3. Let 1 E p g  oc, U £ A3 and for some n £ Z m, V g
Til

g  П [ — 2rb , 2nj] . Then 
3 =1

| |< 4 l lp-L p ^ С ( т , р , 9 )2(п1+- +Пт_Ип))1р- И( г / ( п) - ^( п) + 1)If_1I,

where f(n)  = min n>.

P r o o f . Without loss of generality we may suppose that i/(n) — n m and 
£(n) =  n\.  For p = 1 and p — 00 the norm ||5i/||/ _*/ coincides with the
norm of the Dirichlet kernel Dir(x) = ^  t m;c in the space L{Tm). Further,

net'
in [10] the author deduced from a result of A. A. Judin and V. A. Judin [11] 
that if the bounded set U g  Z m П (0,oo)m, the intersection of U with every 
line parallel to the coordinate axes is either an integer interval or empty; Рг
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6 2 M I. DYACHENKO

and P2 are the numbers of points of the projections of U on two different 
coordinate hyperplanes and Pi £  P  then we have

и а д г ^ с т ^  ( l n ^  +  l ) .

This is the estimate of our lemma for p = 1 and p — 00. For p = 2 the 
uniform boundedness of the norms of Sy  is trivial and for other p we should 
only apply the interpolation theorem of M. Riesz [12, p. 144].

Now we begin the direct proof of Theorem 1. Let U E A3. For every 
transportation a — (o \ , . . . ,  am) of the numbers { 1 , . . . ,  m}  we denote Fa = 
= { n E Fu- nai ^ n „ 2 ^ ^ n 0m } . Then

( 4 ) E I G ( n , f ) ~  Su( G( n, f ) )
n̂ Fxj

< E E IG ( n J ) - S u { G ( n , f ) )
о n£Fcr

T , v-

We can estimate all V„ in the same way, so we deal only with V\ =  
We have

;5)
N(U) V2(U,n\)

^  E E -  E
Fi]—1 FI 2—FI] Tim—Flm_ 1

G ( n J ) - S u { G ( n J ) )
p

Let

Am — Am(ff, Tim — 1) —

= m in |n m ^ nm_i: Su ( g ( ( tii, . . . ,  nTO_i, nm), ф

Ф f ‘ ( ( Tl\ , . . . , Пт—\ , Jlm ), / )   ̂.

It is clear that if ( щ , . . . ,  nm_i) ^ (n[ , . . . ,  then

(6) Am(i7, nb . . . ,7im_i)  ^ \ m(U,n[ , . . . ,  n'm_ j ) ^ N ( U ) ~  1.

Taking under consideration that \ m(U, щ , . . . ,  nTO_i)  = ^m-i we get from 
the estimate (6) that for fixed nb . . . ,  nTO_2 and for every rcm_i E [nm_2, 
pm-i(U, ni, ■ ■ •, V -г)] the following estimates hold:

( I ) Am ( 17. Tl1 , . . . , nTO_ 1 ) E Am ( U) Til, • • • , Tljn — 2 ? I'm —l (n i, . . . , 7lm —2 )) =

= Vm—1 ( ni ) • • • ? Tim—2).
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In many cases below we will write ATO instead of Xm(U, щ , . . . ,  nm- \ ) ,  um 
instead of vm(U, »1, . . . ,  nm- \ ) etc., for brevity. Sometimes we will omit U 
in subsequent formulas. Taking into account that for fixed n we have

S u ( G ( n J ) )  = S Un{ G (n , f ) ) ,  where Un = U П Ц  [~2n> ,2n>] ,
j=1

and using Lemmas 2 and 3 we get for fixed щ , . . . ,  rem_i

T'm
^  G ( n , f ) ~  S u (G (n , f ) ) <

Tim — —1
I'm

=  s  I I ^ K / i l l p d l ^ l l b p - L p  +  ! )  ^  C ( p , m , 9 ) e A r _ i  x
Tim —

L'mx—-4 1 I I „  \ 1 1 I и m —1 I 1 1 I , 2 I
5 ^  2 * ( 1 + - + 7 l m - 1 1 1 2 “  p  12  m  T ~  I 2 _  p  I ( П т  _  щ  +  i ) ! 1 - ? !  < ;

Tim —

^ C(p,m,q)£N^ 2H ni+ -+ nm- i - A»*(m- ,)) |г -Я (Ато -  m +  1)I1_ pI,

where £jv_ i = £n (U)-i — sup Then (see (5))
k ~ Z N ( U ) - i

( 8 )  Vi S C(p,m,q)eN-i 2%n' . . .  г Н " ™ - 1i - W m - ! ) )  | | - i |  .
П1 =1 Tim — 1 —T i m —2

•(Am — Ul +  1)1 pl.

Using (6) and (7) and taking into account that for fixed r a i,. .. ,n m_2 and 
nm- 1 < we have

A,1 — nm_ ] (m l)Am(n i, .  . s , nm_ 2 ? l ) ^

^ Rm_l Am(ui, . . . , 2? 7̂7j— 1 ) — ^

and that for m > 2

Am -  ui + 1 ^ (m -  l)Am -  nm- i  -  (m -  3)nm_i -  rai +  1 ^

^ (m -  l)Am -  nm_! -  (m -  2)ni + m -  2,

A cla  Mathematica Hungarica 68, 1995



6 4 М I. DYACHENKO

we get the following estimate (for m =  2 see (11) below with Л2 instead of i/2)

(9)
Vm — 1 / \ I I I I

n m  — 1 — —2

°° I I I 2 I
^ У ] 2~?l?~plfc(fc — (m — 2)ni +  (m — 2)) l1 pl ^

k—k 0

^ C(m,p,q)'2~ 2 \ 2~ p\k° {k0  — {m -  2)n,\ -\- (m — 2)) \ l *1,

where (see (7))

k0 ^ ( m -  l)vm- i  -  vm- 1 = (rn -  2)i/m_i.

So (see (8))

(10) Vi ^ C(j9,m,9) ^ - l  ]T  2 b  . . .  £  2 |(nm_2-(m-2),m-1) | i - i |  .
AT m̂—2

Tli =1 n m —2 —n m — 3

| l —2.1
-  rai + 1)1 rl.

As for (nb . . . , n m_2) ^ ( n i , . . . ,  n'm_3) we have i/m- i (n i  , . . . , n m_2) ^
^ vm- \ { n \ , . . . ,  n'm_2) and as for every fixed n j , . . . ,  пт _з and every nm_2 G 
G [ ̂ m—3 5 k'm—2(^1 ?•••? ^m—3)] we have

Vm— 1 ( t i l  > • • • ) Hm _ 2 ) ^  Um —i ( i l j  , , 7lm _ 3 ,  Hm _ 2 ( í i i , . . . , n m - 3  )) ~

^ Vm—2(^11 • • • ? з)?

we can estimate the inner sum in (10) in the same way as in (9). If we repeat 
the previous considerations we finally get

( 1 1 )  V i  S  C(p,m,q)eN - 1  У ]  2 ^ ( " 1 _ ' y 2 ) i 5 ’ - p l ( i / 2  -  щ  +  l ) l 1 _ ? l  =
П1 =1

= C ( m , p , q ) e N - 1-

From Corollaries 1,2 and from (4) and (11) we get the statement of Theo
rem 1.
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§3. The p ro o f o f T heorem  2 for p =  oc and p — 1.

At first we fix m ^ 2. Let {£r}^ o  sequence of Rudin-Shapiro
signs [13] and let i>k = [^ 2 fc] for к = 1 ,2 ,. . .  . Then let

Q k { x )  =  ^ 2  e

n ( m ) = 0

Vk m  — 1
i ( n (m)x (m)  + (2k - ( n i+ . . . + n m ) ) x m ) П

.7 =  1
£nj -

m - \  (  Vk \  m - 1
inj(Xj-Xm) I J2kx' ,2>r" П E  -4«

j =1 \*ij= 0
=  € l 2  X m  Д  P V k ( X j  ~  X m ) ,

7 =  1

where P7(i) is the corresponding Rudin Shapiro polynomial. It is well known
[13] that

Halloo =  V 7 T T  for 7 = 0 , 1 , . . . .
So for all к we have

( 1 2 )  | | Q j t | | 0 0 ^ C ( m ) 2 feV .

Now define the function

(13)
OO

f (x )  =  ( 2 - ^ )  2~k̂ Q kr(x),
Г — 1

where kr < kr+x for r — 1,2 are such that

u> ( V ^ + Л  < - ы ( 2 “ M
\  J  -  2  V /

and
ч> ( У Ч  2 кг V  £  C(oj) sup u(k~l )k

m — 1
2

fc>2*r

Then (see (12)) the series (13) converges uniformly. The spectra of the poly
nomials Qk(x) with different k 's do not intersect, so for every n £ Z m the 
Fourier coefficient an( f ) either coincides with the corresponding coefficient
of the polynomial и  (2~кт(п'>) 2~k'r(n')~5~ Qkr(n)(x), or is equal to zero. Now 
we check that f (x )  £ H 0̂ (Tm). Let к be a natural number and к > k \ .  
Then there exists r such that kr < к ^ k r+ \ .  Since u(S) is the modulus of 
smoothness we get for sufficiently large v by usual arguments that

ил
/ Г  OO \

, ( / ,  2~fc)  ^ C (m ) 2 -h ' J « ( 2 " k’) 2 fc'‘'+  ^  w ( V ^ M  <[
7 = 1 7=r + l
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E C(m ,u )  (2~kl/u> ( V fcr) 2*rl/ + w  ( У ^ 1) )  ^ C(m,uj)u(2~k).

So /(* )  <E H £ ( T m). 
Further let

N
tnH ) - Ŝ , e^ent for iV = 0, 1, . . . ,  where £+ — max(£7, 0 ),

"V=0

then Tj (̂t) =  ̂( PjV(t) +  Dj^(t)) , where Рдг( )̂ is the Rudin-Shapiro polyno
mial and Diy(t) is the Dirichlet kernel. Now we have

(14) НглН1с(Т) = _  IIC/v||c(r)) ^ C (^N -  N 2) ^ CN.

Define for r = 1 ,2 ,. . .  the sets

Vr — { n £ Z m: |ni| +  . . .  +  I Tim I < '^T}
and

ly = Vr U { n 6 Zm: I ni I +  . . .  + \nm\ — 2 kr and

е\П]\ =  1 for j  =  l , . . . , m — l } .

Then Vr,Vr/  6 A3 for every r,N(Vr) ~  N(V^) ~  2fcr and (see (14))

||%(/)-%(/)IL =

2_fcr ™21 E
?г(т )= 0 :

pi(ni (x,  -Im )+-+»m -l (*m_l -®m)) >

^ C { m )u (2  кЛ  2кт 2 ^ C ( m , u ) sup cj(Ar X)A;
m —1 

2

A:>2*r

This is equivalent to the statement of Theorem 2 for p = oo.
Now we construct an example for p = 1. The Fejér’s kernel is

AV(i) = I2p(t) + ■ ■ ■ + Dr(t)
r + 1

£  ( 1 _  _ !* L  ) ei**
k=—r r +  1
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It is well known that ||AV||l(T) = 1 for all r- Further, let

OO

(15) / (* )  =  £ * (  2 - к' ) Ы х ) ,
T — \

where

2 "k
Fk{x) =  Y

n(m)=Q

nj -  n -h  
Vk + 1 /

eini xi ei(2k+' - (n i+. . .+nm-i ) )xm _

771 —  1 771 —  1

= et2k+lx- П Д  -  zm),
7=1 j= i

= [^ 2fc] and the numbers kr were defined above. It is easy to check that
the series (15) converges in L\(Tm) metric and f ( x ) G ffp(Tm).

Now denote

Vr = { n 6 Zm: 0 ^ n(fh) ^ 2ufcr, nm = 2fer+1 -  (ni + . . .  + nm- i )  and

£\nj-i/k\ =  1, l = j  = TO — l } ,

where {£r}^L0 *s ^ie sequence of Rudin-Shapiro signs. Let

R r ( x )  =  Y  a n { F k r ) e ' nx  f o r  r  — 1 , 2 . . . . . . . .
ngv;

Notice that (for brevity we denote Ukr by u(r))

(16) Rr(x) = £*2̂ r l"1 Xm е*1/(г)(Х1 -p — \ —(ш \ )xm ) x

m-1 /  /  р(г) Kr)

»II U'f-Ml E  + E
i  =  l  \  \rij  = — y(r) 7lj = — l/(r)

= e'i(x) П (\vr(xj
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where £(x) is a real function and А'„(г) is the corresponding Fejér operator. 
Then we have

(17) ь\\цт) =

!/(■/')

K v(r) Re Y  e»ye‘"
L ( T )

ЦТ)
k  l/(r)(0 II ЦТ)

>

>
‘'(r)

I v̂(r) ( У ] £rij cos Tljt - c .
ЦТ)

Now let
u(r)

Qr(t) — ’Y ]  £n cos nt,
rij =0

then since | |0 г||с(Г) = C 2 ?kr, we get

(18) \ \Kl/{r)(Qr)\\c (T ) i C 2 1̂ .

Moreover,

(W) ||AVw ( 0 , ) | | lj(T 1ä C 2 ^ .

So (see (18) and (19)) we have

C \ 2 l kr ^  (I A„(r ) ( 0 r )|| L2(rj ^  (I Aj/(r)(0r)| |  ЦТ)\\ ^v(r ) (0 r ) | |  c(T) = 

= £  II Л1/(г)(0г)|| L(T)24fcr

and

(20) II A'1/(r)(0r)|| L(T) ^ C2?kr.
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From (17) and (20) we get that

Н^гИцг) = C 2 ^ t

and so (see (16))

(21) ll^ llj ^ C(m)22^(m- 1).

Finally, let

Wr — { n € Zm: |na| + . . .  +  \nm\ < 2fcr+1} ,

W'r -  Wr U {n  G Zm: I t i i  I +  • ■ • +  \nm\ =  2kr+l and ( | t i i | , . . |nm|) G Vr} .

Now the required statement follows from (15) and (21) the same manner as 
for p = oo.
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A c t a  M a t h .  H u n g a r .  
6 8  (1  2 )  (1 9 9 5 ) , 7 1 -9 8 .

THE CESÄRO OPERATOR ON THE BANACH 
ALGEBRA OF L(R2) MULTIPLIERS. Ill 

(EVEN-ODD CASE)
D A N G  V U  G IA N G *  a n d  F E R E N C  M Ó R IC Z  * (S z e g e d )

Dedicated to Károly Tandori on his 70th birthday

1. Introduction

We make a consistent use of the notations occurring in [3,4], where we 
studied the case of odd and even multipliers for L(R2). We summarize briefly 
the basic concepts.

Let /  be a complex-valued function defined on R 2 := (—00, 00) X 
x( — 00, 00). If /  G L(R 2), then its double Fourier transform is defined by

(1.1) ? (* ,» ):=  J J f ( t , v ) e - * xt +vr,)dZdTi, ( x , y ) e  R 2.

For simplicity, we omitted the norming factor (47Г2)-1 .
If f (x ,  y) is even in x and odd in y:

f(x,y) -  - f ( x , - y ) = f (~x,y )  =  - f { - x , - y ) ,  (x,y)  E  R+,

where R .̂ := [0,oo) X [0, 00), then (1.1) becomes a cosine-sine Fourier trans
form:

(1.2) J(x ,y )  =  - 4 i j  у  a /(* ,* )  cos sin w dfcty.

Let A be a measurable function on R 2. We say that A is a multiplier for 
L(R2) (or simply, an L(R2) multiplier) if for every /  G L(R2) there exists a 
function g G L(R2) such that

A{x ,y j f {x , y )  = g(x,y) , (x, y)  6  R 2.

As it is well known (see, e.g. [9, p. 94]), a necessary and sufficient condition 
for a measurable function A to be a multiplier for L(R2) is that there exists

* R e search  p a r t ia l ly  s u p p o r te d  by  th e  H u n g a r ia n  N a tio n a l F o u n d a tio n  fo r Scientific  

R e sea rch  u n d e r  G ra n t # 2 3 4 .

0 2 3 6 -5 2 9 4 /9 5 /$ 4.00 (c) 1995 A k ad ém ia i K iad ó , B u d a p e s t



7 2 D. V G IA N G  and F. M ÓRICZ

a finite Borel measure /л on R 2 such that Л is the Fourier-Stieltjes transform 
of fl\

(1.3) A(* , y)  = j  J  ( x , y ) € K \

Hence it follows immediately that if A is a multiplier for £ (R 2), then we may 
assume without loss of generality that A is bounded and continuous (even 
uniformly) on R 2.

If A(x,y)  is even in x and odd in t/, then the measure /i associated with A 
according to (1.3) is also even in the first and odd in the second component,
i.e. for any Borel sets D , E  £  R + we have

n ( D x E ) = - t i { D x ( - E ) )  = p ( ( - D ) x E )  = - / / ( ( - Я )  x ( - E ) ) . 

In particular, у  vanishes along the a;-axis:

R. Fefferman [5] introduced a new kind of Hardy space as follows 

■h(Rx R) := { f  e L(R2):H 1f ,H 2f, and e L(R2) } ,

where the Hilbert transforms are defined by

(1.4) /j ({x,0 ) :x E D})  = 0 ,  D Q R + .

Furthermore, in this case (1.3) goes into

(Hi f  )*(x, y) := -  i(sign x ) /(x ,y ) ,  

{H2 f ) A(x,y)  := -  «(sign y) f (x ,y ) ,

and
(H1 H2 f ) A(x,y)  := — sign(xy)J(x,y), (x , y ) € R 2.

As it is well known, for almost all (x, у) E R 2 we have
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and

1 f°° f  °°(1.8) H] H2 f { x , y ) — — J  J  { f ( x  +  u, y  +  v ) - f ( x  + u , y - v ) ~

1 du dv
- f ( x  - u , y  + v) + f ( x  -  u , y -  v ) \ --------.

U V

We note that definition of the ordinary Hardy space 7f(R2) relies on the 
notion of Riesz transforms. (See, e.g., [10, pp. 223-224].) Among others, in
[2] we proved the strict inclusion 7f(R x R) C 7f(R2).

Finally, we agree to write F  £ ZA(R 2) if there exists a function /  £ 
£ T(R2) such that

(1.9) F(x, y) =  f (x ,  y), (x, y)  £ R 2.

In other words, LA(R 2) is the space of the double Fourier transforms on R 2. 
If we have /  £ 7f(R x R) in (1.9), then we write F £ 7f(R  x R).

2. M ain resu lts

Let Л be a locally integrable function on R 2. As usual, we define the 
Cesaro mean of Л by

/ ч ч 1 [ u [ v(2.1) a \ ( u , v ) : ——  / / \ (x , y )dxdy ,  u, v ф 0.
uv Jo J0

If A is continuous on R 2, then we define additionally

1 Г(тА(и,0) := — / \ ( x , 0 ) d x , и /  0, 
u Jo

crA(0, t>) := -  [  A(0, y)dy,  v ф 0, 
v Jo

ctA(0,0) := A(0,0);

in which case a A is also continuous on R 2.
The main results of the present paper are summarized in Theorems 1, 2 

and Corollary 1 below.

T heorem  1. If \ ( x , y )  is a multiplier for T(R 2), even in x and odd in 
y, then

Acta Mathematica Hungarica 68, 1995



7 4 D V G IA N G  and F. M ÓRICZ

(i ) сгЛ is also a multiplier for L(YL2),
(ii) crA £ LA(R 2) if and only if

(2.2) / i ( { ( 0 , f f ) : » e f ; } )  = 0 ,  E g  R +,

where p is the finite Borel measure on R 2 associated with A by (1.3).

We note that condition (2.2) can be rephrased to say that the measure 
p is continuous on the y-axis.

T heorem 2. Let A(x,y)  be a multiplier for T(R2), even in x and odd 
in y, and let

(2.3) f ( x , y ) dp(Z,y)

f ( x , - y )  =  - f ( - x , y )  =  f { - x , - y )  := -  f (x, y ) ,  { x , y ) £ R 2+ ,

where p is the finite Borel measure on R 2 associated with A by (1.3). Then

(2.4)
/ 4

(2.5)

a n d

(2.6)
/ 4

2
X

x / 2  r oo2 [ x / 1  f  
-Hxf { x , y )  -  -  /

■E JO Jy
dp(Z,r)) dx dy ^ C||/x||,

ni
H2 f (x, y) \  dxdy  g  C \ \ p l

X j  0  J y / 2  \ \ y - v \ J  V

2 r * l 2 г у / 2

x  J o  J o
In У2 \  dp(f,  p)

y 2 -  Г]2 4
dx dy ^ C\\p\\,

where ||p|| denotes the total variation of the measure p over R+.

Here and in the sequel, by C ,Ci, C2 , . . .  we denote positive absolute con
stants.

It is plain that condition (2.7) below implies the fulfillment of condition
(2.2). Now, it turns out from the proof of Theorem 1 that then we have 
o f  = f  (cf. (4.6)). The following corollary hinges on this equality.
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Corollary 1. If \ ( x ,  y) is a multiplier for L(R 2), even in x and odd 
in y, then cr\ & 77(R X R) if and only if

(2.7) - f  I dp(f,r)) e L(R+) (in x).
X JO JR  +

We note that in the case of multipliers for L(R ), analogous results were 
proved in [1] and [6]. The above Theorems 1, 2 and Corollary 1 can be 
considered as a kind of mixture of those results.

3. A uxiliary results

The first two of them are related to the (improper) Riemann-Stieltjes 
integral.

Lemma 1 (see [1]). If f (x)  is a continuous and bounded function, while 
p is a finite positive Borel measure on R + , then

(3.1! J f (x)dp(x)  = J f(x)dp(x) + f(0)p({0}).

Lemma 2 (see [3]). If f ( x , y )  is a continuous and bounded function, while 
p is a finite positive Borel measure on R | , then

(3.2) J j 2 f(x,y)dp(x,y) f ( x , y ) dp ( x , y ) +

/
СО

f ( x , 0 )dp(x, 0 ) + f(0,y)dp(0,y) + f(0,0)p[{(0,0)}y

We emphasize that, under the conditions of Lemmas 1 and 2, the inte
grals on the left-hand side of (3.1) and (3.2) can be equally considered to 
be Lebesgue-Stieltjes integrals and (improper) Riemann-Stieltjes integrals, 
since in these cases they coincide. (See, e.g., [8, Chs. 1 and 2].)

The third lemma is due to de Leeuw [7] and states that if a function A 
is a multiplier for L(R2), then A restricted to R  is a multiplier for T(R). In 
particular, what we need is the following

Lemma 3. If \ ( x , y )  is a multiplier for L(R 2), then the marginal func
tions A(-,0) and A(0, •) are multipliers for L(R).

Analysing the proof of [1, Theorem 1] yields the following
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Lemma 4. If ]i is an odd finite Borel measure on R, then there exists a 
function h G ?f(R) such that

f 1 -  COS VI]

Vl>
dn(rj) =  h(v), v  E  R .

4. P ro o f of T heorem  1

Without, loss of generality, we may assume that the finite Borel measure 
fi associated with Л by (1.3) is positive on Ríj.. We claim that the function 
/  defined in (2.4) belongs to L{R 2). In fact, f ( x , y )  ^ 0 and by Fubini’s 
theorem

(4.1) / /  / ( ч ) « , =  г г ш г г 4 < 1 =
J  У—0 J ^ O  S7/ Jo Jo

/ ОО roo
/  dfi(£,Ti) ^ p(R+).

■+o J-*о

By the evenness of f ( x , y ) in x and oddness in г/, hence we get /  E L(R2).
In order to reveal the connection between /  and <rA, we start with the 

representation (1.2). Fix u, v , 6 , e > 0. By (2.4) and Fubini’s theorem,

(4.2)
roo r c

J6 Je
f ( x , y) cos их sin vy dx dy

- П

roo roo

J s  Je

Г  ГJ cos их dx J  sin vy dy =
t v

(sin uf — sin u6 )(cos VT) — cos ve) 
u£vt) dfi(^v)-

By Lebesgue’s dominated convergence theorem, hence it follows that

Go f°° f°° sin u £  1 -  cos v nf ( u , v )  =  4i J  J  —------dfi(£,r)).
vrj

Now, by Lemma 2 and (1.4),
(4.3)

sin uf  1 — COS VT/
f (u,  v) =  4i I I . VT)

dfi((, , v ) ~  Г -J^o
— COS V7] 

VT]
d/u(0,7?)
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On the other hand, by (1.5) and (2.1),

(4.4) cr\(u,v)

—4 i 
uv

_ 4 i t u rv r r
= ----- / dx dy cos sin yi]d[i(£,

u v  J o  Jo J  J r *.

/  /  d/r(£, rf) / cos x^dx / smyrjdy —
J Jr*. Jo Jo

v)

_ -4* f f  si
uv J JRi

sin I c o s  vr/ — 1
£

dn(^rj).

Comparing (4.3) and (4.4) yields

(4.5) (t\ ( u, v) = f (u, v )  + / —
J-> 0

COS Р7/

VTj dfj{ 0, 77).

This and Lemma 4 give that crA(w, v) is a multiplier for L(R2), and state
ment (i) is proved.

It is plain that if condition (2.2) is satisfied, then we have

(4.6) ctA (u,v) — f (u, v) ,  (m, u) g R 2

which is the sufficiency part in statement (ii).
Fix v and let и —► 00 in (4.5). As a result, we get

Í 00 1 — cos vn
0 = / --------- - o?/x(0 , 77).

J—*o Щ

Since this is true for all v G R +, we conclude that condition (2.2) must be 
satisfied. (Remember that /r is positive.) This completes the proof of the 
necessity part in statement (ii).

5. P ro o f o f T heorem  2

The proof is a combination of certain parts from the proofs of [3, Theo
rem 1] and [4, Theorem 2]. If the reader feels that the presentation below is 
too concise, we suggest to consult the corresponding parts of [3,4].

Again, we may assume that the finite Borel measure /л associated with A 
by (1.3) is positive. Then the function /  defined by (2.3) is nonnegative and 
nonincreasing in each variable on R 2 .
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P roof of (2.4). By (1.6),

Г / 2  , Г  \ f (x -  u' У)  _  / ( *  +  У)
;5.i)

7Г H\ f ( x , y )  =
♦0 J x / 2

du := / i  + / 2, say.

By (2.3),
I2 du [ x+u dn(£,ri)j  _  Г '  d u  f  [

J— f O  ^  J x—u Jy 
whence, by Fubini’s theorem.

t v  ’

(5.2) J  J  J  h(x,y)\ dxdy  =

= r ^ T d x  r dy Г  Г Щ ^
У - 0 и J i u  J  0 У х-г / J y  t V

r™ du f°° f°° dn{£,Ti) f i+u
J—' 0  ^  Ju J O Jn

dx

< /
00 /*00 /*00

du /
-0 7u 7o

dy(t*V)
t

= 2

m a x ( ( - u , 2 u )

0 0̂

Г  d y ü
Jo

I  du ^ 2/i(R^_).
Jo

Keeping (2.3) in mind, we decompose /2 as follows

(5.3) h  =

Jx/ 2

«I +

x / 2  U

00 ro° d ^ r , )

f (x  -  u,y)  | <‘°°rJ X
/ ( «  -  x, y) du =:

о ./у

' x

Г  Г  M t , v )  f
J— > - 0  Jy Jxi n  J  mctx(x—£,x/2)

+
d[i(£, 1]) [ x+£ du

«i x/2 Г ° ,  +
/■X/2 ГС 

J ^ O  J y
ln - +

/°° г ,  /"2(я: + ОЛ <*//(£,??)+ / / ln -----------  1 — ------= : a i + a 2 + a 3,Л/2 Л V ® /  f*/ say.

By (4.1) 

(5.4) Í I \ai (x,y) \  dx dy =  j  j  dx dy l  —— du ^ (ln 3)/x(R+)
J • / *У ./r2 J 3x f 2 ^
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and, by the substitutions x  : = and s  1 / t ,

(5.5) j  J  ^\ a 3 ( x , y ) \ dxdy  =

, d* r  dy
о ./-+o Ol J o  V х /  J o

OQ 700

In (2( ^ + 1))
ds.

Collecting (5.1) (5.5) yields

(5.6)
R i

\ * I hf ( x , y )  -  a 2 ( x , y )I dxdy  £  Сгц (К 2+ ).

Next, we rely on the estimates

(5.7) 0 ^  T ^ - 7 l n f r ^ T )  ^ ® t  = x/2.
x - Z  Z \ x ~ U  ( x - Z )

Setting

(5.8) a 4

it follows easily that

2 [ x/ 2 Г00 dfi(Z,rj)
- I f  Jx J0 Jy

\o2 - 0 4| < г "  г / _ « ц + _ « _  \ 4 Ш .
J o  J y  l ( x - £ )  x ( x - Z ) \  v

By Fubini’s theorem, 

(5-9) J J J o t 2 (x,y)  -  a A{x,y)\ dxdy  ^

O/'^n 4  , 2Í+

£ n ( R l ) h  + 2 j

( x - Z )  Ф - O j jo

00 dt

гdx dy S
Jo

t ( t -  1)
, x : = £ t .
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Combining (5.6), and (5.9) results in (2.4). 

P roof of (2.5). By (1.7),

(5.10) 7Г H2 f ( x , y )  =

ry/2 roo I y - v ) -  f (x,  У+V)

*0 Jy /2
dv := /3 +  I4 , say.

By (2.3),

h  = Г ' 2 h  Г  f y+v w t ' r i
J —+ 0 ^  J x  J y —v

whence, similarly to (5.2), we get

(5.11) J J J l 3 (x,y)\  dxdy  ^ 2/i(R+).

We proceed to decompose I4 as follows (see (2.3))

(5.12) /4 =

Гу f ( x , y - v )_ r  ! ( * »  +  *) d v +  I
Л/2 v Jv

= ■ a  5 +

fJy

f ( x , v - y ) dv =:
У/2 l ’

- d/i(e,^) r  ^
0 Jm a x(y-r) ,y /2 )  ^

d//(£,7/) f y+v dvf
=  « 5  +

П у/ 

-.0

0 ^  yy

dp(Z,v)• ,2ы ( ^ _ \ м т  + ( ы2)
У- v )  tv Jx Jy/2 W

roo roo ^  ^ у  +  ^  d / l ( £ ,  Tj) _

-о V У

П у /2

.0  V2/2 -  *»V
ln f У + v \  dn((,7]) __

05 +  / / ln

ГОО roo

г/2 \  d/i(£, г/)

l x  J y / 2  V 2у )  £ri 

— : 0 5  +  аб +  # 7 , say.
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Similarly to (5.4) and (5.5), we derive that

(5.13)

and

(5.14)

J J J a 5 ( x , y )I dxdy  ^ (In 3)//(R :

/  /  j «r(a:, 2/)| daidy ^ ) /
4 4r í 41/2

ln((a + l)/2 )
ds.

Finally, it is not difficult to check that

(5.15) J J J a 6 (x , y ) \ dx dy

= г  г
4 - 0  4 —0 4*7 Jo 42

In
27) U /2 -  */2

4  L / ^ } Г  b { w ^ ) d,=>‘(R*) l

Combining (5.10)—(5.15) gives (2.5).

P r o o f  o f  (2.6). By (1.8),

(5.16) ír 2 H, H2 f ( x , y )  =

( [x/2 ry/2 rx/2 rco rco ry/2

= / / + / / + / / +( 4 — о  4 — 0  4 — 0  4 y / 2  J x / 2  4 - 0

dy -  

00 dt
t2 -  Г

{ / ( x  + и, у +  v) -  f ( x  + и, I/ -  v) -  f (x  -  и, у + v) + /(ж -  и, у -  v ) } du dv
и v

—: /оо + Fői +  /ю  +  Fn, say.

5iep (i). By (2.3),

_  r /2 du du rx+u rv+v dp{Z,rj)
00 4 - 0  u  4 - 0  v  J x - u  J y - v  t v

whence (cf. (5.2)) 

(5.17) J J jF o o (s ,y ) | dxdy  =
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= г * г * г л г *  г
J 0 ^ «/—►() ^ J 2 u  J 2 v J x —u J y —u

ft+uL
dn(Í,n)

L
in

ri+v

max(^-ií,2u) -/max() j-v,2v)

dv{Z,il)

dy

in й М Ю -

Step (ii). We decompose 70i as follows (cf. (5.12))

/ х/2 г оо
/  { f ( x  + u,y + u ) ~  f ( x - u , y  + v)}  

■+0 J y / 2

( f x / 2  r y  rx/2  /•oo'j

[J->0 Jy/2 J-* 0 Jy J
rx >2 du ry dv rx+u r°° dn({, Г))

J —+ 0 ^  . /у /2 ^ J x —u J y —v

du dv
и v

( , du dv
{ f (x  +  u,y -  v) -  f (x  -  u ,y -  v ) \  —  —

= : ß i  +

=  ßi  +
x / 2

r3x

x/2 

r3x/2 roo

! du Г ° °  dv I'X +  U roo dp{i,n)
U j<y V Ja: —ia J v —y in
roo dfi(Í,n) f x ' 2 du j y  dv

L in .J \ x - ( \  u  ■Jmax(y-r),y/2) v

! roo dp(Í, n) f x >2 du f y+ri  dv
L o in J \ x - i \  U J y  v

У2 -  f/2
M i ^ n )

in

It is easy to see that

_  r , 2 du Г00 dv Гх+и Г
J —>0 ^  «/y/2 ^  J x —u Jy-\

rx+u r°° dp(£, i7)
ty+V i n

dp(£,r]) f xI2 du ( r)~y dvГ3х/2 Г ° °  d f i { £ , T ) )  f x / 2 d u  Р - У d v  _  

J x / 2  J3y/2 Í V  J \ x - ( \  u  J y / 2 V
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dn(Z,v)
f r

Hence, by integration by substitutions,

(5.19) dx dy =

Similarly to (5.14) and (5.15), we obtain

Combining (5.18)-(5.21) yields

(5.22) dx dy íí C$n (K 2+ ).
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Step (iii). We decompose /ю  as follows (cf. (5.18))

y/2 d u  d vЛОО ry/J.
(5.23) / 1 0  = /  /  { f ( x  +  u , y  +  v ) ~  f ( x  +  u , y - v ) }

J x / 2  J - >  0

{ r x  r y / 2  roo г у / г -!
/ / + /  / > { f ( x  -  u , y +  v )  -  f ( x  -  u , y - r)}

.Ле/2  J ->0 J x  J -*0 J

=.^4+ Г él Г12 él Г  í y + v M Z , y )  |
J x / 2  ^  J —>0 ^ J x —u J y —v ZV

d u  d v

и v

00 d u  f y / 2 d v  f y+v  d p ( Z , y )Г°° d u  ( yt i  d v  í ° °  f  

J  x  ̂ J —►O  ̂ J u—x J у

— ß  4 +

+

*у—V Zy

ro° [ 3 y / 2  M Z M  Г  du П >2 dv
' у / 2  Zy i m a x ( r - í , i / 2 )  ^  J |у—f)| ^

r3y/2 d/x(£, 7?) d u  f y! 2 d v

Г  jJ —+ 0 •/1/

/7
+

y/2 Zy
Í Jl í

J x  ^  J I г

— At +
*/2 /-3y/ 2 + £yi/Z ydi//

У-0 Уу/2

+ / ; /Jx/2 .7v
3y/2, /2 (x  +  0In

t x / 2  J y / 2  

It is easy to see that

At —

In

In

In

ly-’ll ü

2/ \  M Z , y )
x - Z J  \ M - y \ J  Zy 

у \  M Z , y )

+

2 \ y - y \ J  Zy

d u  [ y>2 d v  [ ° °  f y +v  d p ( Z ,  y )

Zy

= : At + ßb + A>, say

d u  f y' 2 d v  r y + l

Jx/2   ̂ J  —>0 ^ J x+u J y —v

Similarly to (5.19) and (5.21), we have

(5.24) J J J ß 4( x , y ) \  d x  d y   ̂Ce/AR+K 

J J J ß 6 ( x , y ) \ d x d y  ^ C 7p ( R 2+ ),(5.25) 

while the quantity

rx/2 r3y/2 / x  +  [ \

(5-26» ä:= I„ L  hb ) h 2|y — 1̂ /  ^
d p ( Z , y )
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will be estimated later on. 
Step (iv). By definition,

(5.27) /и  =
roo roo= / / {f(x+ u,y+ v) - f(x + u,y - v)-f(x - u,y+v)+

Jx/2 Jy/2

.. . du dv ,
+ f ( x  - y , y - v ) } ----- =: 7i + 72 + 73 + 74, }, say.

U V

First, similarly to (5.4), we have

(5.28) /  d x d y  -  (i n 3 )2^ ( R +)-

Second, we decompose as follows (cf. (5.12))

(5.29) 72 f (x  + u , y - v )
(  roo ry  roo fOO ^

J r/2 Jy/2 J r/2 J у J
r°° du r y dv r°° r°°

J x / 2  ^ J y / 2 x  J  x + u  J  у —г 

f°° du j°°  dv i°° j° °  dn(£, r,

Jx/2  ̂ Jy x Jx+uJv—y

du dv
U V

dp(Z,r)) +

= _ Г  Г  MZ,v) [t~x du jy
J3X/2 J-+O £У Jx/2 u Jrr

dv

+

'max(y—r),y/2) v

j °° j °°  dp{Z, 17) /*"* du fy+r> dv _

J 3X / 2 J —,0 J x / 2  ^  J y  V

- +

>Zx/2 

roo ry/2roo ry/2  /

=- L nL  '4 
+ r  Г

73г/2 Jy/ 2  \  x

t v

2(i -  * In y 2 _  ц2
dp(Z,v) +

2?/ 7

Similarly to (5.14) and (5.20), we derive that

, , У +  »Л dp(Z,T]) bi I —— 1 —г—-  =: 721 + 7 2 2 , say.

(5.30) J J 2 l72i(*,y)| dxdy  =

>lcia Mathematica Hungarica 68, 1995
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dß(Z,rj) [ 2̂ \  ( 2 ( £ - * ) '

= J J  M t , n ) J  '  I n  i ‘ l  I n  ( j ^ n )  Л  S  C 8 / , ( R

and

(5.31) J J J 722(z,t/)| dxdy

2 ( Z - x )

) i x L
J T ® f u ^ | ü (

о J-+ о t,1! Jo V x J Jo

= 1 d s S I in( ^ r )
Collecting (5.29)—(5.31) gives

í/í ^ C9/i(R^_).

(5.32) J J J~i2 (x,y)\  dxdy  ^ C'ioM(R+).

Third, we decompose as follows (cf. (5.3))

7з = - U V

r°° r°° dfi(Z, 71) Г  du Г ~ у d v _

J—>0 Jzy/2 £»7 Jmax(x—£,x/2) 77 Jy/2  77

d/i{t, r/) f xH du П - у dv _
Jx 77 Л /2 77О У3y/2 í 7?

- С й - т м

y / 2

2 ( r j - y ) \  dn(S,T))
t v

say.
Jx/ 2  Jov/ 2  \  * J \  У J tVf x / 2  J 3 y / 2  
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Similarly to (5.5) and (5.30), we get 

(5.34) J 7 3 2 (i,ii) |

7 -0  7 -0  i 4  Jo \  * J Jo \  S

=/ L h,(s r a ) * jT h(2 T i
while the quantity 

(5.35) 731 - c i j - т н

dt ^ Ci i /lí(R

2(̂ 7 -  2/)Л

will be estimated later on.
Fourth, we decompose as follows

(5.36) 74
{ /•I yy  y i  yoo yoo у у yoo у 00

L L 4 J ,  + L  L + L  l
du dv

J(x -  y ,y  -  V ) -----------=: 74! + 742 + 743 + 744,
U V

(5.37) Г  —  Г  —  /° °  Г
J x / 2  ^  «А//2 ^  J x —u J y —v

= Г r Г  du I
J ^ o  Д о  t v  Jmax(x—£,:r/2) ^  ./rr

гг/2 /.y/2

du i y dv

m ax (y —у ,у /2 ) v

dn(£,il)
- П П ' Ш ' Ш  *

+(1„2) Г  Г ' ~  ‘  y
Jx/2 0

- +

ь , . f
c/2 ./ —>o \ y - v J  t v

+(1i i2)2 i ° °  r * « ( , n )
Jx/ 2  Jvc/2 Jy/ 2  id

+

: 7411 +  7412 +  7413 +  7414,

x4cia Mathematica Hungarica 68, 1995
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(5.38) /42
f x du Г°° dv Г°° Г°° dp(Z,ri)

J x / 2  ^  J y  V J x —u J v —y t Vc /2  "  Jy

r°° r°°d/i( t ,v)  '*Г  [
J m a x (x —6,x/2)  ^  Jv

du f y+r> dv
0 J —>0 t V  Jma,x(x—£,x/2)  ^ J y  ^

rx /2

J-+ 0

the symmetric counterpart of (5.38): 

(5.39)

+ Г / " y ü íW - U
J x / 2  J^O \  X J \ y ~ v J  tV

„ [°° f x  + t \ d n { t , v )+ (lll 2) /  /  ln ( -------  ) ---------  =: 7431 + 7432 + 7433 +  7434,
J x / 2  J y / 2  V X J  t v

and

(5.40) dfi(t ,v)
t v
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{ /•r/2 ry/ 2  rx/2  r oo roc ry/2  r oo гоо 1
/ + / + / / + / /
Jo J^O J ->0 Jy/ 2 Jx /2  J —>0 Jx/ 2 Jy/ 2 J

+ ^  / у  + dv{£,v)
ш  I I ln  I —  I -  r —: 7441 +  7442 +  7443 +  74445 s a y -
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У J  t v

It is easy to see that

7414 +  7424 +  7434 +  7444 =  — /  /
Jx/2  Jy

°° r°° in (  +  £Л  ln (  У±_п\ du(^  ?/)
/ 2  Jy / 2  \  * /  \  2y /  £7?

whence

(5-41) J J J  7414( ^ , 2/) +  7424(2;, 1/) + 7434(2, t/) +  7444(2;, y)\ dxdy

dy

/
00 roo r 2/ dn(Z,T]) /  ln 
-,0 7-»o Уо

Analogously,

2(з -f 1) /4 ^ 2y

dt S Ci2/i(R+)-

y2 - v 2J t v
7413 +  7423  +  7433  +  7443  

whence

(5.42) J j  2 17 4 ,з(*, У) + 7423(2, „) 4- 7433Í*, У) + 7434Í*, V)| rf« rfy

= I  L  W t ' t i  J*ы  ( 2(' ,+ 1)) ^ / ° ° 1п ( í T T i )  dt = C13M(R+);

and

7422+7442 = - С  C ( ^ ) ln (a t )
2/ + dfi(t,r])

t v
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whence

(5.43) J J  J  7422(2:, y) +  7442(3:, 2/)| dx dy =

ч т ч ч с - ш ч :-(■ ? )* -

= J L  ln( ^ t) ln(^ r) - Cli(Ri)-
Finally, the quantities

(5.44) 7412 + 7432

and
(5.45)

x / 2  roo

— (In 2) Г  [
0 Jv

ln x +  £ \  dfi(^ri)
y/2 \ X - U  t V

r x / 2  r y / 2

7411 + 7421 + 7431 + 7441 =  J  J  In ^  ) In
X + £ У2 \  dß(i,ri)

y2 - v  J t v

will be estimated in the next step.
Step (v). Combining (5.26), (5.35), and (5.44) yields

(5.46) ß5+ 731 + 7412 + 7432 - /J / U (fr|) I" (]̂ [)у \  M Z , v )
\ y - v \ J  t v

Taking into account (5.16), (5.17), (5.22)-(5.28), (5.32)-(5.46) results into 
the following:

(5.47) Í  [  it2 Hl H2 f ( x , y ) -  Г ' "  f l n (
J J r 2, J - > 0  Jy/ 2 \

' x +  £
ln

y / 2  \ X - U  \ \ y - Z \ J  t v
У \  dp(£,T])

- j : i > № h

y2 \  dp{Z,ri)
У2 -Г]2)  £»/

dx dy ^ Cis/i(R+).

We rely again on estimate (5.7) and similarly to (5.8) and (5.9), to obtain 
the following:

d/i(Z,y)
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Ф  Г°° 2 ь (  у \ d ^ T j )

<

►o J y f 2 x  \ \ y - v \ J  У

j  [  dxdy  Г '2 Í 
J J R 2, J ^O Jy

dx dy ^

1/2
y / 2 { x - Í f  \ \ y ~ y \ J  У

i f  » | i #
J  J r 2 У J 2i  ( x - n 2 Jo \ \ У - У \

i L M(’ l (TTIji d‘f ( f=Ti) dt = C‘«"(R2:
and

2/ \  d/i(£,r/)

4 L
dx dy

y/2 x ~ Í  \ \ y - y \ J  У

dx dy =
\ \ y - y \ y  У

Г I  ,У-о Jy / 2 x (x -  0  Vis/ — 7 /  у
• n  M__ ln /" * 1 <w (.>j)

dy
-+ »7 Л* * ( ® - 0

ro° ds ' 2
= J L  М(,ч)Г < г т ) 1 ln (irhr)й s Ci7(R

From the last two inequalities it follows immediately that

(5.48) / /  /  7

2 г ф  г b í _ a _ \
х  Jo Jy/ 2 Vis/ т71У

»/2 \ x ~ U  \ \ y - y \ J  bi  

M b  у )
й C x M R +).

Л с/а  Mathematica Hungarica 68, 1995
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We proceed analogously in the case of the last term occurring in 
integrand in (5.47):

п л ' С ' - т и

У2 \  dß((,T))

Г  Г  2 tJ ^ )
J^O J^o X ~ Z  \У -  Т /

r ^ / 2  f y / 2  ^

x - U  \ y 2 - v 2J t v  

у2 \  M A , y )
V

dx dy

У2 \  M A , v )
( x - o 2 \ y 2 - v 2

г г г*/* f уI*
й dx dy I

J Jr2+ J- > о  о

= / /  / " i n  ( - / Ц )  dy =
J  J r 2+ V h i  ( г - O  hr, , W - V 2 J

S  L  М ( ’”)Г й ^ Т 7 ' ,3 1  ln (err) dt s c,9"(r
and

da: dy =

S/2 \ d / i ( t , r i )= / /  d x d y rr» .̂ i j . * - )
J Jr2+ У- o  У-о a r ( * - 0  \ y  - T J

=  / /  =
J  J r \  V J4  ф -O  h r ,  \ y 2 - r )

4 L , М(’л) Г 4=т/* Гы s c«<R
Collecting the last two inequalities yields

« " Ш С С - № ' Ш П Р -
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V
d x  d y  ^  C2 ip(R +).

Combining (5.47)-(5.49) gives (2.6). This completes the proof of Theorem 2.

6. P ro o f o f C orollary 1

By (2.4), we have H \ f  G F(R 2) if and only if 

2 f°°dn(Z,T,)2 f x ' 2 Г
x  J o  J o

G i/(R +) (in x and у ),

or equivalently, by Fubini’s theorem

2 /*/* f ° ° d i i ( b v )
JR+ y x Jo jy  V J X Jo j R+ Л Jo

dy =

2 Г /2 /
= - /  /  d/i(^,í/) G I(R + )

ж 4o ./R+
(in ж),

which is equivalent to (2.7).
By (2.5), we have Я2/  G Z(R2) without any additional condition.
Now, we prove that under condition (2.7) we also have Я 1Я2/  G X(R2). 

Indeed, by Fubini’s theorem,

belongs to L(R +) in x , provided condition (2.7) is satisfied. Furthermore,
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dt

also belongs to L(R+) in x , provided (2.7) holds. Combining (6.1) and (6.2) 
with (2.6) shows that we also have Я 1Я 2/  E L(R 2). This completes the 
proof of Corollary 1.

7. E xtension to  Ц Т 2) m ultipliers

For a complex-valued function /  E Ц T 2), periodic in each variable, its 
double Fourier series

(7.1) J 2 Y , H j ' k V {jx+ky)
U,k)e z2

is defined by

f ( j , k )  := ^  J J m,v)e~i{ji+kT,)d̂ dv, (j,*) € Z2.

Here and in the sequel,

T 2 := T x T, Т :=(-7г,7г], Z 2 := Z x Z, Z - 2 , - 1 ,0 ,1 ,2 , . .

If f ( x , y ) is even in x and odd in 2/, then (7.1) becomes a cosine-sine 
series:

OO OO OO

2 ^ / ( 0 Д )  sin * j/+ 4 f ( j ,  k)cos jx  sin ky =:
k=1 j=l A:=l

= : 2 к) cos j x  sin ky ,
(j.*)€Z2

where p0 = 1 and pj = 2 for j  = 1 , 2 , . . furthermore,

(7.2) / ( у ' Д ) = Л /  /  Ш ,  p) cos j(,sm kp d^drj, ( j , k ) E Z \ ,
я  J J T 2,

T + := [0,7t] and Z+ := {0,1,2, . . . } .
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The definition of the three conjugate series associated with (7.1) is the 
following:

(7 .3 ) E E(-isign j)?(j’kv Ux+ky)
0',fc)ez2

(conjugate with respect to x),

(7.4) EE< -«sign k) f ( j , k)e l^x+ky^
(j,k)e z2

(conjugate with respect to y), and

(7 .5 ) E E(~isign ж-* sign k)lu^y{jx+ky)
(j,k)€ z2

(conjugate with respect to x and y). The corresponding conjugate functions 
are defined by

(7.6) ~f^'°\x,y)  := —(P.V.) /  
*  J  T

Я *  ~ и,У) ,-------7—-— du
2 tan(w/2)

1  Г  f (x + U, y ) ~ f (x  -  ц,у) ^  
7Г 7^0 2tan(w/2)

(7.7) 7 (0ll)(x ,í/):=  -(P .V .) /  ^7Г JT 2tai
2 /-  v)

tan ( v / 2 )
dv.

(7.8) / ( 1-1) ( x , y ) = : E ( p . V.) J  J f ( x - U , y - v ) du dv —
/T2 4 tan (n /2)tan (n /2)

1 Г  Г

f (x + u, y + v ) ~  f (x  +  u , y - v ) ~  f ( x  - u , y  + v) + f ( x - u , y - v )  4
4 tan (tt/2) tan (v/2)

R. Fefferman [5] introduced the following new kind of Hardy space: 

H( T  X T ) : = { / €  L(T 2) : / ( ° ’4  and 7 (1’J> G L(T2) } .

du dr
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It is well known that if /  G H( T  x T), then the conjugate series (7.3)—(7.5) 
are the Fourier series of the conjugate functions (7.6)—(7.8), respectively.

The definition of the customary Hardy space Ti(T2) relies on the notion 
of the periodic Riesz transforms (see, e.g. [10, p. 283]). Again we have the 
strict inclusion 7f(T X T) C 7f(T2) (see [2]).

Let A := { \ ( j , k ) : ( j , k )  £ Z2} be a double sequence of complex numbers. 
We say that A is a multiplier for X(T2) if for every /  G X(T2) there exists a 
function g G L( T 2) such that

A (j, k)f ( j ,  k) = g(j,  k), (j , k) G Z2.

As it is well known (see, e.g. [10, p. 259]), a double sequence A is a multiplier 
for T(T2) if and only if there exists a finite Borel measure /x on T 2 such that

(7.9) \ ( j , k ) =  J L  J  J  dp(Z,ri)t ( j , k)  G Z2.

It follows immediately that if A is a multiplier for L(T 2), then A is bounded; 
furthermore, if A( j ,k)  is even in j  and odd in k, then the periodic measure 
/X associated with A by (7.9) is also even in the first and odd in the second 
component, and

(7.10) A(), k) = —2 Í  I cos sin kr/dfiit,  rj), ( j , k)  E Z \
к J Jt2+

(cf. (7.2)). Motivated by the double Fourier-Stieltjes series

E E  \ ( j , k y t i x+ky) =  ^  ̂  pA(), k) cos j x  sin ky 
(j,fc)€z2 (j.fc)ez2

of the measure /x, we form the arithmetic means

T A (m, n)
1

(m + l)(n  +  1) E E  Pj Hj , k) ,
j =0 к- 0

(m, n) G Z2 .

The following results are the counterparts of Theorems 1, 2 and Corollary 
1 for L(T 2) multipliers, or equivalently, for double Fourier-Stieltjes series.

T heorem 3. If A( j ,k)  is a multiplier for L(T 2), even in j  and odd in 
k, then the double series

(7.11) T\ ( m, n )  cos mx sin ny
(m,n)ez^

Acta Mathematica Hungarica 68, 1995



CESÄ RO  O PER A TO R  ON L (R 2) M U LTIPLIERS 9 7

(i) is also a Fourier-Stieltjes series of some finite Borel measure on T 2;
(ii) is a Fourier series of some function in L(T 2) if and only if

(7.12) n ( { ( 0 , y ) : y e  £ } )  = 0, E Q T + ,

where p is the finite Borel measure on T 2 associated with X by (7.9).
T heorem  4. Let X(j,k) be a multiplier for L(T 2), even in j  and odd in 

k, and let

(7.13) f ( z , y )
Г  r  M ^ v )
L  J y t v  ’

f ( x i —y )  = = f { ~ x i ~ y )  := -  /(*, y ) , ( х , у )  e  t 2 ,

where p is the finite Borel measure on T 2 associated with X by (7.9). Then

2 Г / 2 r d p ( f , v )J L  ' / “ •‘v . s o - f f  г dx dy ^ C ||/i||,

J  J 2 \ l (0 ,1\ x ^y) \d x d y = С Ы 1

and

[ I  - f f  InJ JT'{ x Jo Jy/2
у \  M Z ,  v)

\ y - v \ J  V

Л Г » Г ' \ n ( _ v i _ )
x Jo Jo \ У 2 ~ т )

У2 \  dp(£,T})
V

dxdy  ^ С'Ц/хЦ,

where ||/i|| denotes the total variation of the measure p over T+.
C orollary  2. If X(j ,k) is a multiplier for L ( T 2), even in j  and odd in 

k, then the double series (7.11) and its conjugate series

E E  TX(m, n) sin mx sin пг/,
(m,n)£Ẑ _

- E E  TX(m,  n) cos mx  cos ny,
(m,n)6Ẑ

- E E  T A(m, n) sin mx  cos ny
(m,n)€Z^
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are all Fourier series of some functions in L(T 2) if and only if

9 8  DANG VU G IA N G  and FER EN C  M ÓRICZ: T H E  CESÄ RO  O PER A TO R

(7.1-4) d n (t,r i) 6 L( T+) (in x),

where ft is the finite Borel measure on T 2 associated with A by (7.9).

We point out that condition (7.14) implies (7.12), under which we have

TA(m,rc) = /(m , ra), (m ,n)G  Z+, 

where /  is defined in (7.13).
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REPRESENTATION OF FUNCTIONS 
OF BESOV CLASS ON MANIFOLDS 

BY ALGEBRAIC POLYNOMIALS
S. M. NIKOL’SKII (Moscow)*

Devoted to Professor Károk/ Tandori on his 70th birthday with great respect and pleasure

This note is a generalization of my recent results [4], [5], [6].
Results concerning the class БТ(Г) are carried over to the Besov class

я ;0 (Г).
We consider the ra-dimensional Euclidean space Rn Э х  — ( x j , . . .  , x n) 

and an m-dimensional (1 5Í m й n) manifold Г C Rn.
By definition, a point x° £ Г if it is possible to cover x° by a rectangle 

A which, after some renumbering of coordinates is of the form

A = {x : \x{ — х°г \ < a , i — 1 , . . . ,  m; \xj — Xj | < ß,  j  = m +  1 , . . . ,  n}

with projection

A' = { x 1 : \x í  -  x°| < a, i  — 1,..., m} , x ' = (*i,..., x m )

where

( 1) Xj = ij>j(x') =  4>j(x x, . . . , x m), x’ c t t c A 1 ( j  =  m +  l , . . . ,r a )

are continuously differentiable functions which describe the intersection 7 =  
= Г П A (7 is part of Г).

If it is possible to achieve fi =  A', then x° is an inner point of Г. Oth
erwise fl can only be an essential part of A'. Then z° is a boundary point 
of Г. In such a case we assume fl to have Lipschitz boundary in Rm Э 
Э ( x i , . . . ,  xm) or (for m = 1) fi can be a segment. Such conditions on Г are 
called Б -conditions (see [4], [6]).

We assume Г is bounded and closed. Therefore it is possible to represent 
it as a finite sum:

(2) Г -  (J 7 = ( J  7
i = 1

* T h is  w ork  is sp o n so re d  by  th e  R u ss ia n  F u n d  o f  F u n d a m e n ta l In v e s tig a tio n s  (93— 
0 1 1 -1 9 7 ).

0 2 3 6 -5 2 9 4 /9 5 /$ 4 .0 0  ©  1995 A k ad ém ia i K iad ó , B u d a p e s t
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We write Г G C k, if the functions i/)j(x') have continuous derivatives of or
der k.

We consider functions /  defined on Г or on G D  Г, belonging to the 
class BpQ(G) (r > 0, 1 ^ p, 0  oo, Bpoo = Hp), and approximate them 
by algebraic polynomials

P n ( x ) = ^  a k x k

\k\-gN
к = (кг ,kn), |fc| E * i -

3 = 1

X =  X ,

of degree iV.
Note the following assertion.

A s s e r t i o n  A .  L e t  Г e  ( 1  >  r )  be bounded, closed, with boundary
points satisfying Condition В and G Э Г an open set in Rn. Then any func-

T+ n~m
tion f  G £Г0 (Г) can be continued to a function f (x)  £ Bp& p (G ) finite in 
G such that

||/(z)|| r+-
p̂®

< c
( G ) з;0(г)>

where c is a constant independent (here and later) of the sets indicated (see
И , [6]).

For functions f (x)  given on Г we introduce the ХР(Г) norm:

l|/(*)IUp(r) (/■ l/(:E)li’dr) ’ 1 = P = 00

and
ll/(*)llLc.(r) = supvrai|/(x)|,

xer
where dT is the element of Г.

If f (x)  is defined on 7 , then 3

(3) / | 7 = f  (хъ . . . , х т,фт+1 (х') , . . . ,фп(х'))  = F(x'),  x1 G ft,

ll/WIUpM \F(x')\pX{x')dx'
i / p

X(x')  =
D(xn ,. 
D(x 1,.

• • > X jm ) \  
■ • 1 Xm) /

1/2
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We consider an open cube in Rn:

A a = {x : |xj| ^ a, j  =  l , . . . , n }  (Г = Г С Д .)

and its transform defined by the equations Xj = acosipj,  j  =  1 or,
shortly

x = acosyj, I  G Ä a Í  Ä , 3

x' 6  ÍÍ «=t Ш Э = v',  A* = (0, 7 l)  X X (0, x) .
------ V».......

n  tim es

The Lp(7 ) norm in terms of can be written as follows:

\ \ f ( x )\\LPb) = (У | / (ö COS V?)|P (/7^ =

= i ^J  \ f  (acosíp1 ,...,a co s< ? n,'iJjm+1 (acos<p'),...,il>n(acos<p,))\p X

XXi(y/) dy?1
i/p'

The differential d Г is of the form

(4) d r  =  x i(ip1) dip'.

We do not go into details.
For functions /(x )  defined on A a we introduce a new norm:

(5) |||/(acos<y?)|||, (r)= sup ||/(acos(<£> +  а )||^р(Г)
a

where the supremum is taken over all vectors a =  ( o r , . . . , a n). An impor
tant property of this form is:

| | | / ( a  cos(v> +  a ) | | | L p ( r ) =  |||/(a  cos <Л>|||М Г)

for any a =  (a b . . . , a n).
Let us write

(6) E N ( f ) Lp(r) = inf |||/(acos<yj) -  Piv(acos9 )|||M r),

where the inf is taken over all algebraic polynomials of a given degree N.
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T heorem  1. Let the manifold satisfy the conditions of Assertion A and 
let f  £ IVpP) (Г) (1 E p. 0  ^ oc). It is possible to continue f  from Г to A a 
until the following property of the extended function f ( x ), x £ A a:
(7)

/  OO \  V ®

l l / l l , B ; e ( D  =  l l / ( » c o s v > ) | | ; +  á  с . | | / 1 ! в ^ ( Г ) ,

II • lip* = II ■ ||ь„(Д?р A * = [—тг,тг] X ••• X [ 7Г,7г],
1 "™ '-V- ‘ ^

п times

(8) | | / 1№ ( П  = inf
' оо

Е
<s=0

1/0
|S Í ’0 11кДасо8¥з)|||®р(г) ^ С2||/||в;0(Г),

where the inf is taken over all

OO

(9) f ( x ) =  5 > s(x),
s=0

where qs(x) arc algebraic polynomials of degree 2 s, arid the convergence of 
the infinite series is meant in the metric ||| • |||/ (Г).

Moreover, we have the equivalency

(19) 1^рв(Г) ~  2-®pe(T)i

i.e.

r i | | / l l 1s ; 0 (r) ^  11/1120 рг0 (Г) ^  ^ I I / I I jB ^ id
(see (32) below).

P roof. We write

cosÍ1* — í í , íl* С Д*, tt C A a.

The set Д а is open and Г = Г С Д а, therefore there are open sets 
ifi 5 P'2- fft such that

Г C ill c T h c n 2 c n 2 C 0 3 c  n 3 c  Да-

Using Assertion A one can continue every /  £ /Зр0 (Г) from /  to Д а such 
that the extended function f (x) ,  x £ Д а satisfies the following properties:
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(11) f ( x ) e  z / « V ( A a), 11/0011 r+n=a g  с ||/||в г  (Г),
*p0 P (Да)

f ( x )  = 0, i £  А а \  f ii .

The transformation ж = a cos ip is differentiable on both sides of ÍÍ3, in
finitely many times, therefore (see [1, §21]) the function f  (a cosip) of ip be-

r+n-m
longs to BpQ p (Щ) and

(12) ||/(acos¥>)|| r+n^n ^ c i||/(® )|| r+n ^
Врв P (Щ) Bpe p (03)

But
/ ( « c o s ip) =  0 ,  9  e  Д я  \

f (x)  =  0, Ж e  Да \  fil,
therefore we can write

| | / ( a  COS </?)|| r + n - m  ^  C2 I I / I I  r + n - m

5P0 P (Д.) ЙР0 P (Да)

instead of ( 12).
Since

/ ( « cos ip) = 0, ip £ Д* \  fi,

we can consider / (a cos ip) to belong to the class Bpm& p of periodic (of 
period 27t) functions with the estimate

(13) ||/(«COS¥>)|| r+n=m ^ c ||/ | |Srs(r).
®P*0

„ I n  — m  Г -|------
It is known that the norm of the function f  (a cosip) of the class -0p.@ p 

can be written in the following equivalent form:

(
OO

Y ,  2s(, + ~p—)0||<7s(a cos vs)||®

s= 0

where the inf is taken over all representations of (9) of /  (converging in 
И • II*). (See [2, 5.6(6)] for the class Bp&(Rn) determined by functions of 
exponential type.) For the periodic one dimensional case see [7].
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Now we have to apply an inequality for trigonometric polynomials (see
[5], [6,2.1])

(15) |||<?s(acos<(3)|||M r )^ c2 к ]|?,(acosy>)||p., IMIp* = IM IiP(A?)-

Now (13), (14), (15) imply

inf ( ] T 2 sr0|||&(acos</>)|||?p
l/e

(Г) I =  с Н Л 1 в ; е (Г)
4 S = 0

and (8) is obtained.
Let us now determine

P A  a cos ip) = qi(a cos ip).

Then ' lllip(iy

lll/(a cos<p) — P2»(acosv?)|||Lp(r)^ ]Q ||?,|||-.
i>s

Therefore (see (6))

/  oo \  l / & /  oo \  1/0
(16) Е 2ЯГе^ Я ! р(Г) S £ 2 " e | | | / - / > 2. || |e  ^

\ s = 0 4 5=0

s ( E 2" 9 E l
, s = 0  \ i > s

©\ 1/0 /оо x 1/®
^ c ^ 2sr0 |||9s(acos^ )|||fp(r)

45=0

(see [2, (5.6) (20)]).
Note now the inequality [6, 3.27]

ll/(G cos </>)||p* ^ c|||/(acosv>)|||bp(r),

which is used below:
OO

(17) ||/(acosy>)||p. ^ cl||/(a cos¥’)l||jLp(r)= с ^ Щ
s=0
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oo \  1 /© '  / 0 0  \  1/©
o s r 0  l i e .  III© 1= г, у  2-"-2"|||,.|||S r, £  2~"9' £  r 'e * ’

s= 0 4S=0 4S=0
1 / 0

1 1
= C ^ 2Sre|ll9s(«COS^)|||^p(r)J , -  +  —  =  1.

Finally from (16), (17) we shall have

/ 0 0  \  V ®

11/(0 cos V)||p. + Y ,  2" вЩ / ) ! „ (Г) s
vs=0

^ c  ^ 2- e ||M «  cos 9)111
1 / 0

0
М П

\s=0

or

(18) ! ^ е ( Г )  ^  С11/112В У ( Г ) -

To prove the converse inequality let us take a function /  with the finite
sum

(19) | | / ( a c o s 9 ) | | p . +  ^ 2  sreE A f )
1 / 0

0
М П < OO

V 6 - 0

and let P2s be an algebraic polynomial of degree 2s for which

III/  -  ^H IlL p(r)=  2 E ‘2’( f ) L p(Г)-
Then (19) implies

I I I /— -^» lllip ir)- 0» s o o .

Therefore the series

OO

/ = ^ 9s, q0  = P2o, qs = P2* -  P2, - i , s =  1 ,2 ,...
5=0

converges to /  in the metric ||| • |||/,p(r).
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We have
1 /0

^ 2*г0 |||9Д асо8^)|||®р(г) ^
4S=0
oo 1/0

S ||!» l | |+  2"0 (|||F2, -  ЛЦ+Ц1/- P v - <
\S = 1

S c lll«o(«cos<ri|||lp(r)+ E2 . ( f ) f r

1 / 0

(П
vs=0

Note that q0 belongs to the finite dimensional space of polynomials of 
first degree, therefore the norms

IMI** ~ llkol||Lp(r)
are equivalent.

Inequality (19) says

(20) ||/|12в;0(Г) ^  Cll/His p©(r)-

(18) and (20) imply (10).

T h e o r e m  2 (converse). Let Г £ C k (к > r),
OO

(21) f (x)  =  ] T g s(a:), x £ Д а,
5 = 0

/о с  \  1/0
(22) К  =  inf Í ^ 2sr0 |||9s(acosyj)|||®p(r)j

where the inf is taken over all representations (9) of f (x)  by algebraic poly
nomials qs(x) of degree 2 s.

Then f  £ 2?р0 (Г) and

(23) ||/ | |в ;0(Г) ^  cK.

P r o o f . Let us take a function /( z ) ,  x £ Д а which has the representation
(9), for which

OO

(24) ^  2sre|||(/s(a cosy?)|||0p(r)< oo.
s=0
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Let also 7 be one of the pieces determined in (1). We wish to use (see
(2), (3)) the definition

Xj ,kh
A l , F ( x ' )

\  i/p
X{x' )dx' \

of the Z,p(7 )-norm of the difference of /  of order к on 27 along 7 with step 
h > 0. Here flXt,h is the set of points i ' g H whose distance to the boundary 
fi along Xi is greater than kh.

For any algebraic polynomial of degree N  the following Bernstein type 
inequality holds (see [4], [6, 4.14]):

(25) К ,л (Р л г )7||М ,)  ^
(hiV)<:|||Fiv(acos()2)|||Lp(7)

Afc — 1 +  2 +
(sin 6  )л* 

+ к ,

where 6  (0 < S < n/2)  depends on 7 . Such a number exists because Г = Г С 
С Да-

We also have the inequality

(26) I|A*„/>(/)7I|lp(7) = clll/(a co s^)lllLp(7)-

Now let f (x)  be a function from Theorem 2,

(27) A s  =  | | | ? e ( a c o s < p ) | | | L p ( r ) ,

(28) |||Д Ь к(/),111М 7,-

Then using (25) where Рдj =  qs , N = 2s and (26) where /  =  qSl we obtain 
(see (17))

(29) II/(*)IIlp(7) =  Ё 1 Ы 1 м т )
s=0

= ^ llk s (a c o s 9 ) || |Lp(r)^ ( J ] 2 sr0A
1 /0

s=0 ŝ- 0

ia*„a(/)7iilp(7)  ̂ E  iiaE(/)tIkP(7) + E
h2s<l h2*>l
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N

nk(f, 2 ~n ) í  c2 ~kN Y ,  2 s r  A s  +  C  Y  Л , -
s=0 s=N

Further (see [2,5.6 (16), (17), (18)]) for к > r

(30) \\J\\br 0p©

r\ 00
w = /  r l - @Tn k( f , t ) @d t ^ c x Y  2 TNQÜk { f , 2 ~N)& ^

J0 N = 0

o o  /  ЛГ \  ®  OO /  OO \  0  CO

£  c2 ]T  2(r"fc)iV0 I Y  2 $kxs ) +  c2 Y  r N &  ( Y  X s ) = c Л  2$гвх
N = 0 4S=0 N=0 \ s —N s—0

It follows from (29), (30) that

в;@ы = \\f\\bPb) + l l / I I^ W  = сз ( 5 ^ 2sr0Af
5=0

1 /0

and (see (21))

v /  oo \  ! /е
=  £  И/Ив;0ы  ^ c ( Y r r &x ® )

i= 1 \s= 0  /

Therefore

1 /0

(31) в ; 0 ( Г )  ^  c i n f  Y ,  2 s r 0 | | k s ( ß c o s ( / ? ) | | | 0 p ( r ) -  cK.
ks=0

Theorem 2 is proved. Since К  =  | | / | | 2в г()(Г) the inequalities (7), (8), (31) 
and the equivalence (10) imply

(32) ! ^ 0 (Г) ~  2в;в(г) ~  в;е(т) (г  e c k,k> г).
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ON HERMITE FUNCTIONS. II
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Dedicated to Professor Károly Tandori on his 70th birthday

The aim of this paper is to improve the results of [1], [2] in some sense. 
This will be applied later to obtain Alexits type saturation theorems like
[10] [12]. First we introduce some notations. Denote

Xi > x2 > . . .  > xn

the zeros of the Hermite-polynomial

/ № )  = ( -  I f e *2
dn -*2

*7— e
dxn

and let

lk{x) := Hn(x)
H'n{xk){x -  xk) {к =  l , . . . , n )

be the fundamental polynomials of Lagrange interpolation. If /  is a contin
uous function on R and bounded on R  then in [1] a sharp estimation for 
I f i x)  -  Ln(f ,x) \  was proved, where

Ln( f , x)  := ^ f ( x k)lk(x).
k= 1

If /  is a uniformly continuous function on R then in [2], Theorem 9, Theorem 
10 and Theorem 11 a sharp estimation was proved for | f (x)  — Ln( f , x ) | .

For a function /  : R  —► R we shall use a special form of modulus of 
continuity w( f , 6 ) (see e.g. [3], [4]):

w ( f , 6 ) := sup \\e~(x+t)2 / 2 f(x  +  t) — e~x2/ 2 f(x)\\  + || т(Ьх)е~х21 2f ( x )\\, 

where
f Ы, if \x\ < 1 

t(x ) \
l  1, if |ж| > 1

0 2 3 6 -5 2 9 4 /9 5 /$  4.00  (c) 1995 A k ad ém ia i K iad ó , B u d a p e s t
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and У • У denotes the sup-norm in C(R). If /  € C (R) and

lim e~ x 2 / 2f (x)  = 0
|x|—юо

then

lim w(f ,S)  = 0. 
6—0+

We prove the following

T heorem. If f  £ C(R) and e~ x 2 / 2 f (x)  is uniformly bounded on R, then 

e-*2/2| f ( x ) - L n+l( f ,x) \  = 0 { \ ) n ll*w ( / , - ) = )  (* E R ) ,

where 0 (1) does not depend on x, n and f .

For the proof we need a lemma.

Lemma. If f  E C(R) and e~x2 !2 f {x)  is uniformly bounded on R, then 
there exist polynomials pn of degree Ú n such that

e~*2/2| f (x)  -  pn(x )I = 0 (l)w  (V, •

P roof. See [3], Theorem 1 and [4], Theorem A.
P roof of the T heorem. Using the Lemma we obtain

(1) e-* 2 ' 2 \ f ( x ) - L n+l(f ,x)\  S

^ e ~ x2/ 2 \ f { x ) - p n(x)\ + e - x2 / 2 \ Ln+i(pn -  f ,x) \  =

= 0 (1)«» ( / ,  + 0 (1)«» ( / ,  ^ = )  e- * 2 ' 2 £  e*H2 \lk{x) \ .

Without loss of generality we may assume that x ^ 0. Using [8], (6.1) and
(6.2) we obtain

( 2) e- * 2 ' 2 £ V * / 2|/ fc(z)|
k=1

e~x2 / 2 - \ Hn(x)\
\ / 2 nn\

У  ) \ J Фп{х к)  ■
k= 1

1
X  — X k

)
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where фп(хк) = xk — xk+\. Since x ^ 0 and the zeros are symmetrical with 
respect to the origin, xk =  -  z n_fc, therefore фп{хк) x  фп(хп_к), ^
-  TT—~— г and then it is enough to estimate

\x  x n  — k I

(3)
e ~ ^ 2 \Hn(x)\ 

\ / 2  nn\ E
l

\Afc -  xk+1 
\x -  xk\

We know [9],

(4) xk -  xk + 1  x  n_1/6 • Аг_1/3, 1 ^ A; ^

Using this we obtain from (3)

€ X ^  ' 1 #n(-T)l —1/12 y '
/ й  i<fc<f I* — ®*r

Denote k0 the index 1 ^ ко й |  for which \x -  xk\ is minimal. By the known 
inequality [7]

П
e~x2 ^2 eTUl(x)  < ;1 (i g R ),

k=l

finitely many members of the sum (1) can be estimated by 0(1). Hence it is 
enough to estimate in (5)

(6 ) € X / 2  Hn^ \  - 1/12 у '  k ~ l / 6

fc/fco,fco±l

Here

|x -  xk\ ^ c\xko -  xk\ x  п~1/ 6 (кй1/3 +  . . .  +  к~1/3) x  - ... - .̂n I/b

We know from [5] that e- *2/ 2) Hn(x)| \ / ‘2nn! = 0 ( l)n _1/ 12. Thus we obtain 
from (6)

(7) E |Jfc2/з _ Л2/3| = E  + E + E
l g f c ^ n / 2  И  л 0 I l - í k - í k o / 2  к0 / 2 ^ к й З к 0 /2  3fc0 / 2 g f c g n / 2

I c / f c o ,  f c o ± l  f c / f c o , f c o i t
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Неге

Еz — '< | / , 2 / 3    Л-2 / 3 ! Z -“ '  к 11^кйк0/2  К 0  I l g f c g f c o / 2  Л 0
Е 1,2/3

- 1/6  _ 0(1)п i /б

and

Finally

Е
Зк0/2йк^п /2  l^’2^3 * ( /  I Зк0/2йкйп/2  ^0

Е л-!/®
2/3

Е к -1/« Е

0(1)71

-,-1/6

1/6

к0/2йк^Зк0/2 1̂ ’2/3 ’̂0 I к0/2йкйЗк0/2  ^0  I& ^'01
кф к$  ,A:o=tl кфк{$ ,А;о±1

Ж ^0 1/6 log (fco +  1).

Неге the logarithmic term can be eliminated by two ways in cases x E
Ú у/'hi 4- 1 — (2n + l ) _1/6+Ä and ж ^ \ / 2n +  1 — (2n -f l )_1/6+l55 where 0 < 
< 6 < 2/3 is fixed.

а) ж ^ \/2n + 1 -  (2n -F i ) _1/6+'s. Then by [5]

e ~X2/ 2- \ H n (X )\ =  0 ( l ) n - l / S ( 2 n  +  1 ) ( - l / 6 + 5 ) ( - l / 4 )  =  0 ( 1 ) „ - 1 / 1 2  . n -6/4  
y/‘2 nn\

and then ra-15/ 4 log(fc0 + 1) = 0 (1 ) eliminates the logarithm.
b) x ^ y/ 2 n + 1 -  (2n +  1 ̂ —1/6+6 ^уе hnow from [g| that у/'In + 1 -  

- i !  x  n-1/6, hence by (4)

(8) ^ Т Т - ^ х ^ Г ^ х Л - 1/6 (1 ^ fc ^ | ) .
I—l

Consequently for x ^ \/2n + 1 — £q ■ n */6 (£o > 0 is small)

тГ1/6+5 E с ( \/2п + 1 -  x) ж y /h iT ^  -  xko ж fco/3 • n~1/6,

i. e., fcjf E cnÄ, fco ^ cn3á/ 2, and this implies by 36/2 < 1 that fc0 '^loglfcoT
+ 1) ^ cn1/6. If x ^ \/2n  +  1 -  £oft-1/6 then fc0 =  1, hence f c ^ 6 log(fc0 +
+ 1) =  0 (1).
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Summarizing our estimates we obtain

(9) e-*2/2 j y * / 2|/ fc(z)| = 0 ( l ) n 1'6.
fc=i

Now we prove the sharpness of the upper estimate in (9). Let x* be such 
that x* > 0 and | Iln{x*)\ x  е*г9 2/ 2^ 1 .  Then

Y . fXl' 2 \ i ^ ) \
k= 1

1
v/2 nn!

П

^ . \ / Фп(%к)
Är= 1

//«(a-*)
ж* —

> 1 1
v/271«! >A к —l

Xjẑ  — yfn

> c - ~ _____L_ . e(r*)2/ 2 V  1ß  „1/12 „ 1/ 12Д.1/6
/с =  Со ‘П

e ^ X 1/6,

where 1 /2  < Co < 1 is an absolute constant. 
Using (9) we obtain from (1)

e_r2/ 2| f ( x ) ~ Ln+i(x)\ = 0 (1) Л

The Theorem is proved.

Remark. The estimate in the Theorem is sharp, namely there exist 
functions {/„} and real numbers {yn} such that f n £ C (R). e~x212 f n(x) is 
uniformly bounded on R and

e y"/ 2 \fn(yn) -  Ln+i ( f n, yn)\ ^ cn1/6w ( j n, .

This can be proved similarly as in [1], Satz 4, but we have to make some 
simple modifications, e. g. fn(xk) := e**/2 sign lk(yn), Уп '■= x*, and we can 
extend the definition of f n such that | / n(a;)| ^ e*212 for all x.
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OF R n AND RELATED FUNCTION SPACES

H. TRIEBEL and H. WINKELVOß (Jena)

Dedicated to Professor Károly Tandori on his seventieth birthday

1. Introduction

Let F ф 0 be a closed subset of R ra with empty interior. There are sev
eral proposals what should be called the dimension of F,  globally and locally. 
Besides the classical Hausdorff dimension there exist nearby but, in general, 
not identical definitions, better adapted to the needs of measure theory, see
[14] and also [9] and [7]: Ch.II,l. One aim of our paper is to contribute to 
this field of research by introducing two types of a dimension of F,  the distri
butional dimension and the cascade dimension. The first notion is connected 
with the question whether there exist non-trivial singular distributions with 
a support on F and belonging to some function spaces of Besov type on 
R ”. The second notion is related to the e-entropy and e-capacity of F  and 
its neighbourhood and is connected with atomic representations of function 
spaces. Our approach is intimately linked with function spaces on R™ and 
on F.  Hence, the second aim of this paper is to introduce some function 
spaces of Besov type on F.  In that sense this note might be considered as 
a direct continuation of our paper [13]. On the other hand function spaces 
on (closed) subsets of R ” have been studied extensively by A. Jonsson and 
H. Wallin, see [5], [6], [7], [8] and [15]. Our approach is closely related to this 
work and should also be seen in the context of the theory developed there.

The paper has two sections. Section 2 deals with function spaces on R" 
and on F and related problems: dimension, extension, duality. In Section 3 
we introduce two notion of dimensions. Our main results are Theorems 2.3 
and 3.3.

All unimportant positive constants are denoted by c, occasionally with 
additional subscripts within the same formula or the same step of the proof. 
Furthermore, (k.l/m) refers to formula (m) in subsection k.l, whereas (j) 
means formula (j) in the same subsection. Similarly we refer to remarks, 
theorems etc.
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118 H. T R IEB E L  and H. W INKELVOß

2. Function spaces

2.1. Besov spaces on R n. Since this paper is a direct continuation of 
[13], we restrict the definitions to the bare minimum, necessary to make this 
paper self-contained, independently readable. We take over some material 
from [13].

Let R ” be the euclidean n-space. The Schwartz space 5'(Rra) and its 
dual space .S'fR") of all complex-valued tempered distributions have the 
usual meaning here. Furthermore, LP(R ”) with 0 < p ^ oo, is the usual 
quasi-Banach space with respect to Lebesgue measure, quasi-normed by 
I • I LP(R ”) | | . Let f  £ 5 (R n) be such that

(1) slippy c { } G R " :  \y\ < 2} and f ( x )  — 1 if |ar| ^ 1;

let f j ( x ) = — f (2~3+l x) for each j  £ N (natural numbers) and put
fo = ip. Then, since 1 = ^ ( z ) f°r ah x £ R n, the form a dyadic
resolution of unity. Let /  and f  be the Fourier transform and its inverse,
respectively, of /  £ 5 '(R ra). Then for any /  £ S'(R n), [ f j f j  is an entire 
analytic function on R".

D efinition 1. Let s e  R. 0 < p ^ oo and 0 < q ^ oo. Then Bpq( K n) is 
the collection of all /  £ 5 '(R n) such that

(2) II /  I 5p9(R n)

(with the usual modification if q =  oo) is finite.

R emark 1. Systematic treatments of the theory of these spaces may be 
found in [11] and [12]. In particular, B*q( R n) is a quasi-Banach space which 
is independent of the function f  £ S (R n) chosen according to (1), in the 
sense of equivalent quasi-norms. This justifies our omission of the subscript 
f  in (2) in what follows. If p ^ 1 and q ^ 1, ßp9(R ” ) is a Banach space.

R emark 2. Of peculiar interest for us will be the Holder spaces 
CÄ(R n) =  R a) with 0 < s -  [s] +  {s}, where [5] £ N 0 = {0} U N  and 
0 < {0} < 1, with the equivalent norm

(3) Л /  I CS(R")|| =

= £  II D af  I LoojR" )|| +
WgW

where the supremum is taken over all x £ R n and у £ R n with x /  y.

Z  sup
a |=M

Daf ( x ) - D af(y)\

\x  -  y\ M

^ 2^ | | ( ^ / ) - | L p(R")
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Atoms in R n. We follow [13]. We adapt the atoms introduced by Frazier 
and Jawerth in [2], [3] and [4] to our later purposes. Let N 0 = {0} U N , and 
let Zn be the lattice of all points in R ” with integer-valued components. Let 
b > 0 be given, v G No and к G Z n. Then Q„k denotes a cube in R '1 with 
sides parallel to the axes, centered at xv,k G R" with

(4) \xu'k — 2~vk\ Ú b2~u

and with side-length 2- ". If Q is a cube in R n and if r > 0, then rQ is 
the cube in R™ concentric with Q arid with side-length r times the side- 
length of Q. We always tacitly assume in the sequel, that d > 0 is chosen 
in dependence on b such that for all choices и G No and all choices of the 
centres xu'k in (4)

(5) U  d^ k = R n ‘
k£ Z "

Recall that C'RR'1) with 0 < a $ N  may be normed by (3). Let C°(R”) 
be the space of all complex-valued bounded continuous functions on R n 
equipped with the Loo-norm. If c G R  then we put c+ = max(c,0). Further
more, we use the abbreviation

with 0 < p ^ oo.

D e f i n i t i o n  2. Let 0 p ^ oo and s (jp. Let 0 < cr 0 N . Then a(x) 
is called an (s,p)-atom (or more precisely (5,p)CT-atom) if

(7) supp a C dQvk for some и G No and some к G Z” 

and

(8) a e r f R " )  with ||a(2-I/ • ) | C,cr(R n)|| ^ 2- i/(s_ p).

R emark 3. The number d has the above meaning, see (5) and is as
sumed to be fixed throughout this paper. The reason for the normalizing 
factor in (8) is that there exists a constant c such that for all these atoms

(9) | H ^ 9(R ”)|| ^ c.

In other words, atoms are normalized smooth building blocks.
R emark 4. The above definition is adapted to our later needs, where we 

carry over this definition from R n to closed sets in R ra. Then the Whitney
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extension plays a decisive role. This explains why we used Ca with 0 < a ^ 
^ N . In case of R n one would otherwise prefer C K , the space of all /  £ C° 
with Daf  £ Cn if |a| is A'. Doing so the normalizing condition in (8) can be 
re-written as

(10) I D aa(x)\ <i 2~ф ~ р)2^°‘\, |a| й К.

This is the usual way to introduce atoms, see the above mentioned papers 
by Frazier and Jawerth or [12]: 1.9.2, 3.2.2.

D efinition 3. Let 0 < p oo and 0 < q ^  oo. Then bpq is the collection 
of all sequences A = { A : A^ £ С, и £ N 0 and к £ Znj  such that

(И ) И Л I

(with the usual modifications if p and/or q is infinite) is finite.

If the atom a(x) is supported by dQuk in the sense of (7) then we write 
al/k(x),  hence

(12) suppet^ C dQ k̂'i v € N 0 and к £ Zn.

Recall the abbreviation (6).

T h e o r e m . Let 0 < p ^ o o , 0 < q ^ o c  and s >  crp. Let a >  s and a £  
£ N.

(i) Let A £ bpq and a„k(x) with и £ N 0, к £ Z" be (s ,p )a-atoms in the 
sense of Definition 2 with (12). Then

OO /

S  ( S  1^1II —  П  '  1. Г 7 П. d=o 4kez

oo

( i n  £  £  ^nk t̂/k [x)
n=o ke zn

converges in S'( R n).
(ii) /  G 5 '(R n) belongs to B s ( R n) if and only if it can be represented as

OO

(14) /  = У ] AI/̂ ai/fc(x), convergence in A^R"),
n = o k e z n

where a„k(x) are (s ,p )a-atorns in the sense of Definition 2 with (12) and 
A £ bpq. Furthermore,

(15) inf ||A I bp,И,
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where the infimum is taken over all admissible representations (14), is an 
equivalent quasi-norm in Bpq(R n).

R emark 5. This theorem is at least in principle covered by the work of 
Frazier and Jawerth, see [2], [3] and [4]. Our formulation is different and, as 
we hope, more handsome, even on R", and we switched from requirements 
like (10) to their counterparts (8). We used this modification in [13] to study 
intrinsic atomic characterizations of Bpq spaces in non-smooth domains. In 
the present paper we are interested in corresponding characterizations for 
spaces of Besov type on closed subsets of R n.

R emark 6 . In [13] we gave atomic characterizations of all spaces B* , 
s G R, on R n and on domains. If s ^ ov (see (6)), then the atoms auk on 
R" with v G N  are required to have vanishing moments up to order [op — 
— s]. In the same paper one can also find analogous atomic characterizations 
of the spaces Fpq, 0 < p < oc, 0 < q ^ oo, s G R. on R ” and on bounded 
non-smooth domains.

2 .2 . The spaces Ca(F).  Throughout this paper F ф 0 is a closed subset 
of R n with empty interior:

(1) F ф 0, int F = 0 (that means R n \  F  = R n).

Let C°(F)  be the space of all complex-valued bounded continuous functions 
on F equipped with the Loo-norm. Of course, C°(F)  is the restriction to F 
of C°(Rn) introduced preceding Definition 2.1/2. For the definition of the 
Lipschitz spaces Lip(a, F) with a > 0 we refer to [10]: pp.173 and 176 and 
[7]: 2.3. If a > 1 then one needs in general the jet-version characterized by 
{ f U)} where к G N with к < о ^ к +  1, normed in a way described
there. The advantage of this definition is that Whitney’s extension method 
leads to linear extension operators.

We prefer here the following modification. For c 6 R, [c] denotes the 
largest integer not greater than c.

D efinition 1. Let 0 < о £ N . Then Ca{F)  is the space of all functions 
/  G C°( F)  for which there exists a corresponding jet { G Lip(a, F)
with f °  = / .

R emark 1. Of course Ca(F)  is normed via Lip(<r, F).  Now we have the 
advantage that the so-defined spaces Ca(F)  are continuously embedded into 
C°(F). Of course they are restrictions of the corresponding spaces on R ”,

(2) C°(F) = C°(Rn) \ F  = B"00(X)( R n) \ F ,

where the latter equality holds since о £ N , see Remark 2.1/2. This modifi
cation paves the way to an atomic characterization of function spaces on F.
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Atoms on F. To introduce atoms on F with (1) we again rely on the 
cubes Q„k, see 2.1. Of course only cubes with dQuk П F ^ 0 are of interest. 
If Qvk is such a cube we additionally assume

(3) xv'k G F,

that means Q„k is centered at F. Let, for brevity,

(4) Fv =  {x  G R n : T vx G F}, v  G N 0.

D e f i n i t i o n  2. Let <r > 0, 0 < r ^ N . Then a(x ) is called a ay-atom on 
F if

(5) a e C T(F)  with ||a(2_" •) | CT(F")|| ^ 2~va 

and

(6) supp a C F f l  dQvk for some и G N 0 and к G Zn with (3).

R e m a r k  2. The analogue of this definition in [13] looks more compli
cated. But our situation here is somewhat simpler. The same holds for 
Definition 2.1/2 and its analogue in the mentioned paper.

Next we modify Definition 2.1/3 in an obvious way. Let now

(7) Л = { K k : \ uk G C , i/G N 0, к G Zn, xv’k G F},

and let Ylk£zn I°r Hxe(I y £ N 0 be the sum over к G Zn with xu,k G F.

D e f i n i t i o n  3. Let 0 < p ^ oo, 0 < q ^ oc. Then bpq(F)  is the collection 
of all sequences A given by (7) such that

( oo /  uF
E E  |A,fc|P

1^=0 '  k £ Z n

(with the usual modification if p and/or q is infinite) is finite.

R e m a r k  3. See also [13]: Definition 3.4/1 for a similar construction for 
bounded (non-smooth) domains instead of F.

We are interested in atomic representations

° °  F
(9) /  = E E  Kk<ivk(.*)

v=о ke zn
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of function spaces on F  of Besov type, where in analogy to (2.1/12) the 
subscripts v, к indicate that auk has a support in F П dQvk in the sense of (6).

Let a„k{x) be crT-atoms with r > <7, r ^ N  and with (6). Let Л £ 
E booociF). Then it follows easily that (9) converges in C°(F).

PROPOSITION. Let 0 < a N  and let a < т N . Then f  E C°(F) be
longs to Ca(F) if and only if it can be represented by (9), convergence in 
C°(F),  with A E hoooo(-T) and oT-atoms avk{x). Furthermore,

( 10) in f | |A |60000(F ) ||,

where the infimum is taken over all admissible representations (9), is an 
equivalent norm in Ca{F).

P roof. Step 1. Let /  be given by (9) with A E 60000(F) and a r-atoms 
a„k(x). By the above mentioned Whitney extension method and the mul
tiplication with an appropriate cut-off function each atom a„k(x) can be 
extended individually to a corresponding atom Ьи̂ {х) on R ” in the sense of 
Definition 2.1/2. See [13]: 3.5 for the details of this construction. Let for 
v £ N u, к E Z" with dQ„k П F  = 0, A = 0 and buk -  0. By Theorem 2.1 
the (non-linearly) extended function

OO

ext /  -  X ! ^vkKk{x)
i/=o

belongs to R ”) = C<T(R n). Hence, by restriction, /  E C°{F).
Step 2. Let /  E Ca(F).  Then by Whitney’s extension method we find an 

ext /  E (^ (R '1) = f?̂ 000(R n) with ext /  | F  = / .  Using again Theorem 2.1 
we obtain an atomic representation of ext /  which, by restriction, yields the 
representation (9) with A E 60000(F). Since all these procedures are norm- 
preserving (besides unimportant constants) we have that (10) is an equivalent 
norm.

R emark 4. The proof is surprisingly simple. But we used two rather 
deep ingredients: Whitney’s extension method, now non-linear because of 
our definition of C<T(F), and the knowledge of the atomic representations in 
R n covered by Theorem 2.1. In particular, the main assertion of the above 
proposition, the independence of the chosen value of r, is induced by that 
theorem.

2.3. The spaces Bfq(F).  Again F ф 0 denotes a closed subset of R" 
with empty interior, see (2.2/1). Encouraged by Proposition 2.2 and in anal
ogy to [13] we are going to introduce function spaces of Besov type on F, 
always considered as subspaces of C°(F).  We have to circumvent the prob
lem of the (local or global) dimension of F which is quite clear if one looks
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at Definition 2.1/2 and Theorem 2.1 on the one hand and Definition 2.2/2 
on the other hand. In 2.4 we add a discussion about this subject.

We rely again on atomic representations

00 i/ F
(1) /  = ^ 2  Kkavk(x),

i/=0 i;ezn

now with ay-atoms аиь(х) and A £ bpq(F).

D efinition . Let 0 < p ^ oo, 0 < q ^ oo and a > 0. Let a + ^ < r ^ N. 
Then Bpq( F) is the collection of all /  £ C°(F)  which can be represented by
(1) with A £ bpg( F ) and oy-atoms aPk(x) on F.

R emark 1. As we mentioned above, under the conditions of the defini
tion, (1) converges always in C°(F).  Furthermore, it turns out that Bpq(F)  
is independent of the chosen r in the sense of equivalent quasi-norms. This 
justifies our omission of an additional index r in the definition of Bpq(F).

Remark 2. By Proposition 2.2 we have

(2) C°{F) =  B roooa{F)

where 0 < a ^ N. Now we extend (2) to а £ N. Then we have the full scale 
of Hölder-Zygmund spaces on F.

T heorem . Let 0 < p ^ o o ,  0 < q ^ oo and a > 0.
(i) Let a + j  < T  ^ N . Let

(3) | | / | ^ , ( Л | |  =  inf II A I bpq(F )\\,

where the infimum is taken over all representations ( 1) of f  £ C°(F) with 
A £ bpq(F). Then (3) is a quasi-norm (norm if p ^ 1 and q't. \ )  and Bpq(F)  
equipped with (3) is a quasi-Banach space (Banach space if p ^ 1 and q ^ 
^ l) . Furthermore, Bpq(F) is independent of т in the sense of equivalent 
quasi-norms.

(ii) Let s = о Т Then Bpq(F) is the restriction of Bpq(R n) to F,

(4) B;q( F ) =  BsP4 ( K n) \ F.

(iii) Let 0 < о £ N . Then

(5) C*(F) =  B*0 0 0 0(F),

where Ca(F) has the same meaning as in 2.2.

P roof . Part (iii) is covered by the above remarks.
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Let auk(x) be a oy-atom on F in the sense of Definition 2.2/2. Using 
again Whitney’s extension method combined with the multiplication by an 
appropriate cut-off function we can extend auk(%) to an (s,p )T-atom on R ”. 
For the details of this individual extension we refer to [13]: 3.5. Now both
(i) and (ii) follow in the same way as in [13]: 3.5 and in the proof of Propo
sition 2.2.

R emark 3. The proof makes clear that this part of our paper is the 
direct continuation of the relevant parts of [13].

2.4. The dim ension problem . Let 0 < p ^ o o ,  0 < q ^ oc and s >
> and let F = R ; with 0 ^ d < n, interpreted in the usual way as a
subspace of R ”. By the known trace theorem, see [11]: 2.7.2, and the above 
considerations we have

(1) Bspq( R n) \ F  =  B s/ q(R d) =  B;q(F)

with

( 2 )
n d

0 < a — s ----= Sd------.
P P

In other words, a, sometimes called differential dimension, is invariant, but 
neither are the smoothness s, nor, of course, the dimension. This sheds some 
light on our approach in 2.3 and makes clear why we used the letter В instead 
of В so far. Only in the case p =  oo the above problem does not occur. If 
one wishes to introduce Besov spaces Bpq on arbitrary closed subsets F of 
R ” with (2.2/1) then one must first clarify what is meant by its, maybe 
fractional, dimension d , locally or globally, and define Sd via (2). We return 
to this problem later on looking for adequate notions of dimensions. For that 
purpose duality taken as a guide is shortly discussed in 2.6.

2.5. T he extension  problem . Let again F  /  0 be a closed subset 
of R n with empty interior. With a > 0 and s = a + j  we have (2.3/4). 
Of course, the restriction operator from R* (R n) onto Bp (F) is linear and 
bounded. On the other hand, the extensions constructed so far are non-linear 
for at least two reasons. Firstly our definition of Ca(F)  destroys the linearity 
of Whitney’s extension method, at least in general. Secondly to ensure that 
atoms on F are extended to atoms on R n one needs cut-off functions which 
are individual, see [13]: 3.5 for details. But it would be desirable to have 
linear and bounded extension operators in connection with (2.3/4). We start 
with a preparation.

P roposition . Let 0 < p ^  oo, 0 < q ^  oo and s >
(i)

(1) B spqiF( R n) = { g e B spq( R n) : <?|F = 0}
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is a closed subspace of Bpq(R n).
(ii) Let о = 5 — j .  Then Bpq{F) is isomorphic to the factor space

(2) B spq(R") I BpqF( R n).

P r o o f . Part (i) follows immediately from R*?(R n) c  C°(Rn), see [11]:
2.7.1. Now (ii) is a consequence of Theorem 2.3.

Extension operator. Assume that Bp F(R n) is a complemented subspace, 
that means that there exists a linear and bounded projection operator P from 
Bpq(R" ) onto BspqF( R n). Then

(3) ext : f e  Bpq(F)  ~  (id -  P)g,  g 6 Bspq(R " ) ,  g\F  = /

may serve as a linear bounded extension operator we are looking for. Un
fortunately it is unlikely that, in general, B spq ^(R n) is a complemented sub
space. See [1]: VII, p.157, where the Lindenstrauss-Tzafriri result is quoted. 
It states that Hilbert spaces are the only Banach spaces such that any closed 
subspace is complemented. On the other hand in case of Hilbert spaces we 
have even orthogonal projections.

T heorem . Let a > 0. Then

(4) H°(F)  =  B l 2(F )

is a Hilbert space (equivalent norm) and there exists a linear and bounded 
extension operator from Tta(F) into

(5) H s( R n) =  B l 2 ( R n) with 5 — <r T ~ •

P roof . The proof is obvious by what has been said preceding the theo
rem.

2 .6 . Duality. Interpreted as the usual S — S' pairing we have

(1) ( J^ ( R" ) ) '  = i£ ; ,(R " ),

where s E R, 1 ^ p < oo, 0 < q < oo with </' =  ( x > i f 0 < ( / ^ l  and otherwise

1 1 1 1 ,(2) -  + — -  -  +  — -  1.
p pt q q

This can be complemented if p = oo and/or q =  oo, or p < 1, see [11]: 2.11. 
There might be a temptation to introduce spaces on the above closed set F
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(see (2.2/ 1)) with negative smoothness s or negative differential dimension 
a via duality. However, at least at the first glance there is no natural coun
terpart of S'(R n). We refer in this context to the papers by Jonsson and 
Wallin, especially [8]. We shall not follow this path.

We are going to use duality as a vehicle to deal with the dimension prob
lem. For that purpose we assume that Bp(/F(R n) is defined via (2.5/1) 
whenever the trace on F makes sense. For example, if 1 ^ p ^ oc and F = 
= R d with 0 ^ d < n, then this is the case if s > (n -  d)/p. Let, in addition, 
p ^ 1, such that (1) is applicable. Then by standard arguments the dual 
space of the factor space in (2.5/2) may be identified with

(3) { / e ß ; , ; , ( R " )  : /(¥>) = о if <p e  £ ( R n ) with ^ \ f  =  o}.

Since F has an empty interior it is clear that the space in (3) consists exclu
sively of singular distributions (with the exception of О-distribution). Look
ing for the largest non-trivial spaces one arrives via embedding arguments at 
p' ~ q' = oo, that means the spaces

(4) Cr’F(R n) = { /  G CT(R n) : f{<p) = 0 if ip G S(R n) with <p\F = ()} ,

where CT(R n) = RJooo(R"), now with r ^ 0. Searching for the largest т 
for which CT,F(R ra) is non-trivial means that one looks for the most massive 
parts of F, being able to carry such a non-trivial singular distribution. To 
illustrate the situation we deal first with the case F  = R^. Here Sn d is the 
^-distribution in Rn . Furthermore, x =  (xd, x n~d) with xd G R d, G 
G R n-d.

P roposition. Let F = K d with 0 tS d < n.
(i) Let /  G S'(R n). Then

(5) f(ip) = 0  for all <^G.S'(R'1) with tp\F = 0 

if and only if

(6) f  = f d ® bn~d with fd e S \ R d).

(ii) C_”+'),’F(R ?l) is non-trivial if and only if

(7) 7 ^ d.

P roof. Step 1. We prove (i). The “only if ’ part is clear. Assume that 
we have /  G 5 '(R ”) with (5). Let <p(x) = ip(xd)p(xn~d). For fixed ф

(8) V ^  U(v) = f ( H)
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belongs to 5'(R" d) and it holds

(9) supp ftp = {0} in R n~d.

Hence, /ф is a finite linear combination of 6 n~d and some of its derivatives. 
Since /ф(т]) = 0 if 77(0) = 0 it follows easily

(10) U  = c(il>)Sn~d,

and fd(ip) = c(V0 belongs to 5 '(R rf).
Step 2. We prove (ii). Let /  be given by (6). Let tpd and , j  E N , 

be the same functions as in 2.1 with R^ and R ”_d respectively. We have

(11) Vd(‘2~J ■ )fd -  Id in S'(Rd) if j  -  00 

and

( 12)

( / ( 2 - ^ ) ¥ > r 7 ) | £ o o ( R n ) — c2 (n -d ) j ( / ( 2 ~ J • ) / )  | ^ o o ( R d )

with с ф 0. Her we used d = d(2 •?+1 • ). Now (7) follows from the
counterpart of (2.1/2) with p — q = 00. We tacitly used a replacement of the 
annuli in 2.1 by cubes, see [11]: 2.5.4, which, in particular, covers also the 
“if ’ part of (ii).

3. D im ensions

3.1. The d is tribu tiona l dim ension. By (2.6/7) the dimension d of 
F = R d can be characterized by asking under which conditions C (R'1)
is non-trivial. We take this observation as a starting point of a correspond
ing definition. However, for more general sets F a structural result of type 
(2.6/ 6) cannot be expected.

D efinition. Let F ф % be a closed subset of R" with empty interior. 
Then the distributional dimension of F is

(1) dimd (F) = sup {7  : C-n+’7,F(R n) is non-trivial} .

R emark 1. We defined CT,F(R n) in (2.6/4). Of course

(2) 0 ^ dimd (F) ^ n
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since 6 C ”(R n) and since C£(|R n) with e > 0 consists of continuous func
tions. Furthermore,

(3) dimD(R d) =  d

by Proposition 2.6. Thus, any (smooth) d-dimensional surface in R n has also 
the distributional dimension d , as it should be.

R emark 2. The distributional dimension is local by nature: One has 
to look for the most massive part of F\ the other parts are without any 
influence. This is in contrast to the F-entropy or £-capacity.

R emark 3. If F  is sufficiently regular then dimd (F) coincides with the 
Hausdorff dimension and also with the uniform metric dimension, see [14].

3.2. T he cascade dim ension. The question is how to calculate 
dimjr)(F), which may be fractional. For that purpose we introduce a more 
geometrical dimension which is closely connected with the £-entropy and e- 
capacity of sets, but now in an adapted localized version. See also [9].

D efinition. Let F ф 0 be a closed subset of R n with empty interior,
(i) Let 7 > 0 and 27 G N . Then a sequence of points

{ xJ,k £ R n with j  = J , . . .  and k =  1 , . . . ,  27^ --7 }̂ 

is called a 7-cascade (with respect to F) if

(1) 2- j_1 ^ dist (xj’k, F) <: 2~j 

for all admissible j  and k;

(2) d i s t ( x ^ * i+ 1’m) ^ c 12~j 

and

(3) dist(®J'’*1,* itfca) ^ ci2"j

for some cj > 0 and all admissible j ,  k, m, k\ and &2 with k\ /

(4) dist (xJ’fc, ^ C22- ^

for some C2 > 0, all admissible j , к and

(5) l =  27(fc — 1) + 1 , . . . ,  27&.
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(ii) The cascade dimension of F is

(6) dimc(T) =  sup{7 : there exists a 7-cascade}.

R emark 1. One can replace the supremum in (6) by the maximum. In 
each layer

(7) { i e R " :  2_J_1 ^ diet (x, F) ^ 2~J}

we have by (3) the usual procedure of the e-capacity with e ~  2_J. But the 
allowed density of the points is getting larger and larger if j  —► 00. By (4) 
the 27 points ж-7+1,г with (5) are subordinated to xTk. In other words, any 
point xi,k is the spring of 27 points xJ+1, with (5), where all these points 
keep maximal distances by (2) and (3).

R emark 2. To get a feeling what is going on one can again consider F = 
R d, 0 ^ d < n. Looking for 7 -cascades there is no contribution “orthogonal” 

to R rf and there are 7 — d contributions “parallel” to R (i. In other words 
whether one finds a 7 -cascade depends on the question whether one finds in 
each layer (7) “parallel” to F  sufficiently many points satisfying (3) and (4). 
In any case

(8) 0 5Í dimcfT) fi n.

Indeed: choose a point x F and connect it with a point on F that min
imizes its distance from F. O11 that line one constructs easily a 0-cascade. 
This proves the left-hand side of (8).As for the right-hand side we obtain a 
much sharper result in the next subsection.

R emark 3. Instead of points with controlled distances one might use 
disjoint balls of a given radius e and ask how densely they can be packed. 
Then one is near to constructions suggested in [9]: p. 179.

3.3. The m ain theorem . All notations have the previous meaning, in 
particular the two types of dimensions we introduced in the preceding two 
subsections.

T h eo r em . Let F ф 0 be a closed set in R n with empty interior. Then

( 1) 0 ^ dimc^-T) ^ dimd (F) S n-

P roof . Step 1. By (3.1/2) and the left-hand side of (3.2/8) we must 
prove the middle part of (1).

Step 2. Let 7 = dimc(F)  and let {x '̂k} be a corresponding 7 -cascade. 
We are going to construct a non-trivial distribution /  £ c~n+1'F{R") in the 
sense of Definition 3.1 by means of an atomic representation. Since we are
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now concerned with negative smoothness indices some of the atoms in this 
representation are required to have vanishing moments up to a certain order, 
say L ' t  0. See also Remark 2.1/5, Remark 2.1/6 and the papers mentioned 
there. Details will be given in due course.

Let {Qj,k} be a related sequence of disjoint cubes centered at x ,̂k and 
with side-length q2~ 3 for some sufficiently small q > 0. Let ip be a C°° 
function in R" which has a support in a cube centered at the origin with 
side-length g such that

(2) J  p(x)dx  =  1, J  x^p(x)dx  = 0 if 0 < |/3| ^ L 

for some L 6 N. Then

( 3 )  ч> {̂х) = 2^-^ч>(У(х-х^к))

are located in the above cubes Qj,k- This corresponds to (2.1/ 12) and 
(2.1/10) with j  = i/, p =  оо and s =  — n +  7 besides some constants. Let 
xj+i,i be the 27 subordinated points with respect to x ,̂k in the sense of 
(3.2/4) and (3.2/5). We put

2 -<k
(4 ) 4 k ( X) =  -<Pj,k(X) +  Y  Ví+U(X)-

/=2~i'(fc—1)+1

Thus we have

(5) J  x^a:ik{x) dx = 0 if 0 ^ \ß\ ^ L,

now with /3 = 0 included. We claim that if we chose L sufficiently large, 
L ^ n — 7 ,

(6) f = <pjti(x)+Yai,k(X)
j,k

is the distribution we are looking for. Firstly, by (3)-(6) and the theory of 
atomic representations of distributions in F_n+'y(R n) developed in [2], [3],
[4], see also [13], we have

(7) /  € C_n+'Y(R n).

In particular, (6) converges in 5 '(R n). Let jo > J and

(8) f °  =  4>J,ÁX) +  Y Y  aJ*(x )-
jfijo k
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All terms cancel each other with the exception of terms with j  =  jo. This 
proves

(9) supp /  C F and J  f J°(x)dx  = 2 ~lJ ,

the first by f JO —> /  in 5 '(R n), the second by (2)-(4). By the last assertion, 
/  is not trivial. Finally, let ф E 5 (R n) with ф(х) =  0 on F. Then we have

(TO) КФ) — hm / ]0 {Ф) = bm [  f-'0 (х)ф(х) dx =  0 ,jo~*oo jo—юо J

the latter again by (2)-(4) and ф(х) =  0 (  dist (x, F ) j . Hence, /  E 
E C~n+1 ,F(R") in the sense of Definition 3.1. The proof is complete.

3.4. B esov spaces B^q(F).  If s stands for smoothness then (2.4/1) 
and (2.4/2) suggest how B^q{F) and Bpq(F) might be related. However the, 
say, distributional dimension of F  reflects the most massive part of F. So it 
seems to be reasonable to introduce a dimension at each point x E F.

D efinition, (local distributional dimension). Let F ф 0 be a closed set 
in R ” with empty interior. Then

(1) d(x) = inf dim£>(F П ß ), x E F,

where the infimum is taken over all balls В centered at x.
R emark . We have

(2) d(x) =  liin dim£> { у : у E F, \x — y\ й  e} .

Besov spaces. Let <r>0,  0 < p ^ o o  and 0 < q ^ oo. Then

(3) B « * \ F )  =  B*pq(F)  with s(x) = o F ^

is at least reasonable. It coincides with R*?(F), defined in the usual way if 
F  is a smooth d-dimensional surface, see also (2.4/1) and (2.4/2). But now 
the smoothness s(x) may vary from point to point.

Added in proof (December 1, 199j). Let dim#.F be the Hausdorff di
mension of an arbitrary set F in R". We obtained recently the following 
result:

T h e o r e m . Let F be a Borel set (or, more generally, a Suslin set) in R n 
with empty interior. Then dim# F = dime F.

A proof will be published elsewhere.
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ON A RESTRICTION PROBLEM 
OF DE LEEUW TYPE FOR LAGUERRE 

MULTIPLIERS
G. GASPER1 (Evanston) and W. TREBELS (Darmstadt) 

Dedicated to Professor Károly Tandori on the occasion of his 70th birthday

1. In troduction

In 1965 K. de Leeuw [3] proved among other things in the Fourier trans
form setting:

If a continuous function m(£ i , . . . , £ n) on R n generates a bounded trans
formation on Lp(R"), 1 < p < oo, then its trace m ( £ =  m(£i , . . . ,

0, . . .  , 0), к < n, generates a bounded transformation on Lp(Tlk).

The purpose of this paper is to discuss the analogous question: suppose 
{ т к}кеы0 generates a bounded transformation with respect to a Laguerre 
function expansion of order a on some Xp-space, does it also generate a cor
responding bounded map with respect to a Laguerre function expansion of 
order ß  ? To become more precise let us first introduce some notation. Con
sider the Lebesgue spaces

Li b )  = I  /  : II/IIl^  = [ l  \ f ( x ) e - x/2 \p^ d x ^  < oo I  ,

1 fb p < oo,

C (7) =  { / : II/IIl“  , = ess sup I f ( x )e ~x / 2 \ < 00}  , p = oo,'  ’ l  wb )  x > 0  j

where 7 > — 1. Let T“(z), a  > — 1, n £ No, denote the classical Laguerre 
polynomials (see Szegő [15, p. 100]) and set

K ( x )  =  О Д А Ж L an ( 0 )  =  A
Of

n
ri +  o )  

n )
Г(п +  a  + 1) 

Г(п +  1)Г(а +  1)'

1 T h e  w ork  o f  th is  a u th o r  w as su p p o r te d  in  p a r t  b y  th e  N a tio n a l Science F o u n d a tio n  
u n d e r  g ra n t  D M S -9 103177.
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Associate to /  its formal Laguerre series

00

Я * ) ~  ( Г ( а +  l ) ) - ' Y , f ° ( k ) L k ( x ) ,

k= 0

where the Fourier-Laguerre coefficients of /  are defined by

( I ) fa(n - f f(x)R^(x)xae x dx

(if the integrals exist). A sequence m — {m^}fceN. is called a (bounded) 
multiplier from Lp . , into Lq notation m £ M p'q if

1 w( 7 ) w(o)i a ; 7 , o ’

к- 0

< c

L q . . .
t t ( 4 )

k=0 L p ,  ̂U'(-y)

for all polynomials / ; the smallest constant C for which this holds is called 
the multiplier norm }|m||MP,q . For the sake of simplicity we write M pf-y :=

a ;  7 , <5

Maf-y,'у if 7 =  <5 and, if additionally p = q, Ma-,-y ■= 'Лу.

We are mainly interested in the question: when is M pfa continuously 
embedded in Mß'4ß:

The Plancherel theory immediately yields

l°° =  М 2а;а =  М > ф , a , ß  >  -1 .

A combination of sufficient multiplier conditions with necessary ones in
dicates which results are to be expected. To this end, define the fractional 
difference operator A s of order 6  by

OO

A b m k  =  Y l A j S ~ l m k + ]

i=0

(whenever the series converges), the classes wbv4is , 1 S 4  =  °°? > 0, of
weak bounded variation (see [5]) of bounded sequences which have finite 
norm s , where

IH L « := sup [TTifcl + sup 
к л / e  n 0

\(k + l )8A 6m k \
1 /я

q < oo,
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IHlooÄ := sup|m fc|+  sup \(k + l ) 6A 5m J , q -  oc.
к  N  6 N 0

Observing the duality (see [14])

( 2) дIP — \fP'
<*>7 ex; cup'—7 P r/ p  ’ — 1 < 7 < p(a +  1) — 1, 1 < p < oc,

where \fp-\- Ijp' — 1, we may restrict ourselves to the case 1 < p < 2. The 
Corollary 1.2 b) in [14] gives the embedding

(3) M%.QC^ wbvp>}S, s =  (2a +  2 /3 )( l/p  -  1/2), a > -1 /3 ,

when (2a +  2 )(l/p  — 1/2) > 1/2. Theorem 5 in [5] gives the first embedding 
in

wbVpi'gCwbib:SĈ , Mp.ß,

whereas the last one follows from Corollaries 1.2 and 4.5 in [14] provided s > 
> max{(2/3 + 2)(1 f p — 1/2), 1), в  > — 1. Hence, choosing 7 = a in (2), we 
obtain

P roposition 1.1. Let 1 < p < 00 and a be such that (2a + 2 /3)[ l /p — 
— 1/2] > 1. Then

M*.a — 1 < ^  < a  — 2/3.

In the same way we can derive a result for M p,?-multipliers. The neces
sary condition in [6, Corollary 1.3] can easily be extended in the sense of [6, 
Corollary 2.5 b)] to

(  2n \  1/ч1

sup|(/c + I f  mk\ + sup ( ^  \(k + l f +sA smA:| ? / к ] ^ С'НтЦд,™ ,
k n  \ k = n  J

where a > -  1/3, l / q  = 1/p -  a/(ot +  1), 1 < p < q < 2, (a +  1)(1 /q  -  
— 1/2) > 1/4, and s =  (2a + 2/3)(l/<? -  1/2) > 0. Using this and the suf
ficient condition for MS.’̂ -multipliers given in [4, Corollary 1.2], which is 
proved only for ß  ß  0 , we obtain

0 ^ ß  < a -  2/3,

C , Mfij,

(2a + 2 /3 )(l / q -  1/2) > 1 ,  1 < < 2 .

In this context let us mention that the same technique yields for 1 <
< p,q < 2
(4)

M*.aC* M «;/9 , (2a + 2 /3 )( l/p  -  1/2) > max{(2/5 + 2) ( l /g -  1/2), 1}.
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This embedding is in so far interesting as it allows to go from p, 1 < p < 2, 
to q ф p, 1 < q < 2, connected with a loss in the size of ß  if q < p or a gain 
in ß  if 1 < p < q < 2 ; e.g.

M j^cC ^ M5% , 1.08 ^ 2 ,  or M2%7C * M 4% , 3/2 ^ 9 ^ 2.

Improvements of (4) can be expected by better necessary conditions 
and/or better sufficient conditions; but this technique cannot give something 
like

М1.йC* (a  + l ) ( l / p -  1/2) > (ß +  l)(l/<7 — 1/2), 1 < M < 2 ,

which is suggested by (4) when choosing “large” a  with p near 2 since then 
the number 4(1 /p  — l/2 ) /3 , which describes the smoothness gap between 
the necessary conditions and the sufficient conditions in [14, Corollary 1.2], 
is “negligible”.

Concerning the general problem “When does Ä C_*
hold?”, we mention results in Stempak and Trebels [14, Corollary 4.3]: For 
1 < p < oc there holds

Щфр/2+S -  ^ 0-8

-1  -  ßp / 2  < 6  < p -  1 +  ß p / 2, - 1  < ß < 0 ,

- 1  < 6  < p -  1, 0 ^ ß,

which for 6  = 0 contains half of Kan jin’s [9] result and for 6  = p/4 — 1/2 
Thangavelu’s [16]. In particular, there holds for - 1  < ß < a.  1 < p < oo,

(5) Mß-ß -  Mß-,ßp/2+ßp(l/p-l/2) -  Ml-,cp/2+ßp(l/p-l/2) ’

(2/3 +  2 ) |l/p  — 1/2) < 1.

These results are based on Kanjin’s [9] transplantation theorem and its 
weighted version in [14]. The latter gives further insight into our problem in 
so far as it implies that the restriction ß < a — 2/3 in Proposition 1.1 is not 
sharp.

To this end we first note that the following extension of Corollary 4.4 in 
[14] holds

wbv2 ,.C_> M pa.ap/2+ri(p/2_ lV 0 ^ 1 ,  1 < P = 2, s > l / p .

(For the proof observe that for a — 0 the parameter 7 =  r/(p/2 — 1), 0 й p ^ 
^ 1, is admissible in [14, Theorem 1.1] and then follow the argumentation of
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[14. Corollary 4.4].) This combined with (3) yields for s =  ( 2 a  + 2/ 3)(1 /p  —
- 1/ 2) > 1 Гр

Ma;aC+ M*.ap/2+р/2_г , 1 < P й 2, « > ( P  +  l)/(6  -  3p).

Thus, by interpolation with change of measure,

M a-,a p / 2 + 6 ’ p / ‘2 -  l  ^ 6  ^ a -  ap/2,  a >  (p +  l )/(6  — 3p).

Since (5) gives
mp — Mpa;ap/2+ßp(l/p-l/2) VIß;ß

we arrive at

P rososition 1.2. Let 1 < p й 2 and a  > (p + l)/(6 -  3p). Then 

M p . a ( ^ M pß . ß , ( 2 3  +  2)(l /p -  1/2) < 1, - l < 3 < a .

The first restriction on ß is equivalent to ß < (2p -  2)/(2 — p). This 
combined with the restriction on a  gives a — ß  > (7 — 5p)/(6 — 3p), the latter 
being decreasing in p and taking the value 2/3 at p = 1. Hence Proposition 
1.2 is an improvement of the previous one for all 1 < p < 2 provided (p -f 
+  l )/(6  -  3p) < a  ^ (2p — 2)1(2 — p). For big q ’s , Proposition 1.1 is certainly 
better. If in the transplantation theorem in [14] higher exponents could be 
allowed in the power weight — which is possible in the Jacobi expansion 
case as shown by Muckenhoupt [12] — the technique just used would give 
the embedding when — 1 < ß < a,  1 < p < 2, and a  > (p-f 1)/(6  — 3p).

Summarizing, it is reasonable to

Conjecture. Mlfa c _ *  - 1  < ß < a ,  1 ^  p й Q й

Apart from the above fragmentary results, so far we can only prove the 
conjecture in the extreme case when q — oc and /3 ^ 0 ; the latter restriction 
arises from the fact that we have to make use of the twisted Laguerre convo
lution (see [7]) which is proved till now only for Laguerre polynomials L%(x) 
with a  ^ 0. Our main result is

T heorem 1.3. If l 5s p S oo, then

M pa '.~ c *  0 ^ ß < a.

R emarks. 1) One could speculate that an interpolation argument ap
plied to

-  M ß \ ß  > M % a = M * . a C-i. M ß . ß  = M ß ( ß , ß  <  а ,
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could give the open case M%;a C_>. Mf. ß , 1 < p < 2. In this respect we men
tion a result of Zafran [17, p. 1412] for the Fourier transform pointed out to 
us by A. Seeger:

Denote by M P( R ) the set of bounded Fourier midtipliers on Lp(R) and 
by M A(R) the set of Fourier transforms of bounded measures on R . Then 
M P(R),  1 < p < 2, is not an interpolation space with respect to the pair 
( M A(R),  L °°(R )).

Thus de Leeuw’s result mentioned at the beginning cannot be proved by 
interpolation.

2) It is perhaps amazing to note that the wbv-classes do not play only an 
auxiliary role in dealing with the above formulated general problem. In the 
framework of one-dimensional Fourier transforms/series this was shown by 
Muckenhoupt, Wheeden, and Wo-Sang Young [13]. That this phenomenon 
also occurs in the framework of Laguerre expansions can be seen from the 
following two theorems.

T h e o r e m  1.4. If a > -  1, а ф 0, then

wbv2 AC_+ M 2a.a + l .

In the case —1 < a < 0 the multiplier operator is defined only on the subspace
{ f e  i 2w(a+l,■■ Ш  = o> ■

T h e o r e m  1.5. If a > - l ,  then

Ml , a+iC-, wbv2 p .

A combination of these two results leads to

(6) = Mß-,ß+i = wbv2A , a , ß > - l ,

and a combination with [14, (19)] gives

М ^ ц , a ^ O ,  (2a + 2)/(a  + l ) < p ^ 2 .

2. P ro o f of T heorem  1.3

Theorem 1.3 is an immediate consequence of the combination of the fol
lowing two theorems.
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T heorem 2.1. Let f  £ Lpw^  with a > — 1 when 1 ^ p < oo and a  ^ 0 
when p — oo. Then there exists a function g £ LPw^ßy — 1 < ß  < a, with

g(x) ~  (Г(/3 +  1)) - 1 ]T  f a(b)Lßk(x), \\g\\Lr ^  СЦ/Hl
k=0

Г/ш(а)

P roof . First let 1 ^  p < oo and, without loss of generality, let /  be 
a polynomial (these are dense in 7 / ^ ) .  We recall the projection formula 
(3.31) in Askey and Fitch [2]

1 f°°
= T { a _ ß) J  (:y - x ) a- ß- \ - y L an{y )dy , —l < ß < a .

Then the following computations are justified.

M l Lp =  C (/;Y ^ f Q(k)Lßk(x)e —x/ 2

k=z 0

P \  ! / P

xßdx 1

( ГО О  Г О О  0 0

/  /  ( y - x r - ß- 1 e - y ' £ f ° W k

Jo J * k=о

/*°° /  /*C

i c l  (,- 1Г ^ и

\  ! / p

tßexpl2dx I <

^ h ( k)Lk(xt)xa - ß + ß / p e ~ x ( t - \ / 2 )
P \  1 /P

ehrj dt

after a substitution and application of the integral Minkowski inequality. 
Additional substitutions lead to

(/:
roo

tp < C  sa- ß - \ s + i f /?'-<*-
“(« Jo

^  ~fa(k)Lk(y)e~y/ 2 y(0,~ßMlp'e~ys/ 2(s+1}

i / p

\  i / p

*dy j d.s ̂
roo (  re

^ C J  + i )~(«+i)/p í J Y . U k ) l i ( y ) e - ' 12

к

p \  i/p 
г/аЛ /| ds,

where we used the inequality ^)/p'e—y«/2(s+1) ^ C((s  + 1 )/s) “_/ p . 
Since — 1 < ß  < a  it is easily seen that the outer integration only gives a 
bounded contribution.
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If /  6 then |(fc+  1) l / 2  f a{k)I ^ C ||/ | |b.  by [10, Lemma 1] and, 
therefore, the Abel-Poisson means of an arbitrary f  E Ц£{а) can rePre~ 
sented by

Prf ( x ) =  ( Ц а + 1 ) ) - 1 Ч£ , г кЫ к ) Щ х ) ,  0 й г < 1 ,  x ^ O ,
к

and, by the convolution theorem in Görlich and Markett [7, p. 169],

Jw ( a )
< c Jw(a) 0 ^ r < 1, a ^ 0.

A slight modification of the argument in the case 1 £  p < oo shows that

II 9r <

й C\\PTf\\LOOw(a) $ c \ \ f \ \ LOOw(a)

By the weak* compactness there exists a function g E with gp(k) =
= } Q(k) and \\g\\[jX ^ liminffc^oo ||</rJ |L00 for a suitable sequence —►

w(ß) w(0)
—> 1_ ; hence also the assertion in the case p — oo.

T heorem 2.2. Fora  ^  0 there holds
i) Mlfa = M£;’“  = (̂ Lpw^ y ,  1 < p й oo,

ii) Mi;1,  = Л 000 = i m  = {mfc}fceNo : || Pr(m)||,, = 0(1), r -  1"1
I  w ( a )  J

tc/iere Pr(m)(x) -  (Г(а +  1)) 1 rkmkL%(x).

P roof . The first equalities in i) and ii) are the standard duality state
ments. Let us briefly indicate the second equalities (which are also more or 
less standard).

If m = {тк}кеNo are the Fourier-Laguerre coefficients of an LPw ây  
function, 1 < p ^ oo, or in the case p =  1 of a bounded measure with respect 
to the weight e~x/ 2xa , then Young’s inequality in Görlich and Markett [7] (or 
a slight extension of it to measures in the case p =  1) shows that m E Ma-£°■ 

Conversely, associate formally to a sequence m =  {m^} an operator Tm 
by

OO

(7) Tmf(x)  ~  (Г (а + 1)) - 1 J ]  mkf a{k)LUx).
k= 0
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Then, essentially in the notation of Görlich and Markett [7],

roo
Tm(Prf) (x)  = Pr( m ) * f ( x ) =  /  T ? (P r(m ) (y ) ) f ( y ) e - yyady ,

Jo

where T“ is the Laguerre translation operator. If ||/ || p< = 1 then
ш(а)

\\Tm(Prf)\\Loo S  IH IMP',eo||^/||L,,' ^C\\m\\ p , i00 ,
w(a) Mc-,a Lw(a)

and hence, by the converse of Holder’s inequality,

SUP /  Tx ( pr(m )(y))e~y/2 ya/pf ( y ) e~y/2 ya/p'dy 
\\f\\LP' =i l^o

u>(a)

= | |r ; ( A ( m ) ) | | t ,  £ C ||m ||
w(a) IVIa,a

for x ^ 0, 0 r < 1. In particular, for i  =  0w e obtain

I w-p',oo > 0 ^ r < 1.
iVia; a

Now weak* compactness gives the desired converse embedding.

\ P r ( m ) \ \ L p  ^ C \ \ m \
ш ( а )

3. P ro o f of T heorem s 1.4 and 1.5

The proof relies heavily on the Parseval formula

1 00 roo

(8) H - T T l £ A‘ l h ( * ) r =  /r(“ + 1*iä л
and its extension

0 0  ГОО

( 9 )  T A ak+x\Axfa(k)\2 *  /  | / ( x ) e - / 2 | 2 ^ + A d x ,  A  ^  0 ,
A:=0

which is a consequence of the formula

(10) Л А/ а (*0 =  C «,a/« + a(* )

(see e.g. the proof of Lemma 2.1 in [6]). For the proof of Theorem 1.4 we 
further need the following discrete analog of the p = 2 case of a weighted
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Hardy inequality in Muckenhoupt [11] whose proof can at once be read off 
from [11] by replacing the integrals there by sums and using the fact that

а Щ а  +  Ь ^ Ц а  +  Ь ^ - Ь ' ' 2]

when a, b ^ 0; see also the extensions in [1, Section 4].
L em m a  3.1. Let ê non-negative sequences (if vk =

= 0 we set — OJ. Then
oo к oo N  oo

» > £ | £  cij I Uk ^ C  sup  ̂ £  Uk £ T ) £ M V  
k= 0 j=0 N k=N k=0 j = 0
oo oo 2 N oo oo

ь) £  I £  aj I Uk ^ C  sup  ̂£  Uk £ » L ) £ K I 4 .
k= 0 j=k k= 0 k=N j —0

P ro o f  o f  T h eo rem  1.4. Using (9) and the operator Tm defined in (7), 
we obtain

A ( m k f a ( k ) )  .

Since

(11) A (mkfa(k)) -  mkA f Q(k) +  f a(k +  l ) Amfc

we first observe that
OO OO

^ A r V d 2|A /«(M ! S IM |2o o £ 2‘U 1 ^ Á (M 2 á C ||m t | | / | |2j<_iti).
k=0 k=0

To dominate the term containing Araj we deduce from (8) that for a  ^ 0 
the Fourier-Laguerre coefficients tend to zero as к —» oo. Hence

OO OO

£ л Г ‘ | / « ( ‘  +  1)д ™ 4 2 = £ л Г 1
к =О к=О

|Amfc|2 | £  А ~ Ш
j=k+1

- . 1 .

In order to apply Lemma 3.1 b), we choose Uk — Л£+1|Д т *;|2 and Vk — 
= T£+1, and observe that when M £ N , 2M_1 й N < 2м , we have that

N oo M 2J + 1  —2 да+1
(£"*£T)áC(V + i r £  £  (fc + 1)|Дш,|2̂  s

k=0 k=N j=0 k=2J — 1
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M
S C ( N +  l ) _ a ^ ( 2 j )Q| 

j =о
< 1  *  СЦП.1ЙД 

uniformly in N  if a > 0. Then Lemma 3.1 b) gives

OO

'  S  C I H I L  £  л « + 1 1 д / „ 0 ) | 2  £  C I M I 2 ,  Ы Ъ
j=o

by (9). Thus there remains to consider the case — 1 < а < 0. For the same 
choice of Uk and v>k one easily obtains

CO N

( X ^ X * * 1) = c i m 2,1
k = N  k —0

Now assume that /(0 )  = 0. Then we have

OO

^ ^ +1| / a( f c + l ) A m , | 2 = ^ A “+1|A m ,|2 ^ A / a(j)
k = 0 k=0

l'2 и /• 112

<
j=0

= C I H m I/IIl2,ги(а+1)

where the last estimate follows by Lemma 3.1 a); thus Theorem 1.4 is estab
lished.

The proof of Theorem 1.5 is essentially contained in [6]. As in [6], con
sider a monotone decreasing C°°-function ф(х) with

Г 1 if 0 < x < 2
Ф(х) = \ n , Ффх) = ф(х/2 г).

fO if x г. 4

Then the фг(к) are the Fourier-Laguerre coefficients of an T^(a+1yfunction 

Ф*1) with norm ||ф(*)||£2 ^ C ( 2 l )a ^ 2 and
w(a+l)

2‘ + ! 2*+!
Y ,  = X  At +1 IЬ ( т кфг(к)) I2 ^
k=2‘ k- 2'

2 . + 2

^ Т А ак+ 1 \А(ткФг(к))\2 ^ С \ \ Т тФ^\\12 ^
ш ( а  +  1)
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й С \ \ т \\2м 2a; a-|-1II*WIIm . .  =  С2“ ||ш|| 2m!w( a + 1) a ;  a-f-  1

This immediately leads to

\m\

1/2

= C\\m \\M 2 ,
a ;  a  +  1

uniformly in г, since by [6, ( 10)] there holds ||m|| ^ С ||ш11л/ 2 ; thus
a ;  a  +  1

Theorem 1.5 is established.

R emark . 3) (Added on August 10, 1994 ) The characterization (6) can 
easily be extended to

( 1 2 )  M^a+, = wbv2<i, a > - 1 ,  a  /  0 , 1 ,  /  €  N .

In the case a < l — 1 the multiplier operator is defined only on the subspace 
{ /  € L l (a+l) : f a(k) =  0 , 0 ^ к < (I -  1 -  a ) / 2}.

The necessity part carries over immediately (see also [6]). The sufficiency 
part will be proved by induction. Thus suppose that (12) is true for l = 
— 1, . . . ,  n and a ’s as indicated. Then, as in the case n = 1, by (9)

Tmf(x)e~xl 2
OO

2 x a + n + l d x  ~ Y , A k + n + 1  
к= 0

A nA ( m kf a(k)) <

^ C j 2 A ak + n + 1  I A n{ m hA f a(k))
k= 0

oo
+ C  Y , Ak+ n + 1  t \ n{ f a( k + l ) A m k)

k=0
I +  1 1

<

By the assumption and (10)

OO

'  s  c i H iL , . , ,  I > r ”+I д " /„+ .(* ))
k= 0

r oo
Í C I H l i f c ,  /

’ Jo
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on account of the embedding properties of the tnhu-spaces [5]. Analogously 
II  can be estimated by

/ / Í C | | { ( * + l ) A mt} | | ^ n
00

E 4 i+” +1
ДП f ~fa(k + 1) \  2 

V k  +  1 )  '

By the Leibniz formula for differences there holds

£  С ' Ё I + 1 )|
3=0

П

= C ( j  +  к +  l )-7-"-1 1 A i f a(k + 1) | .
3=0

Hence we have to dominate for j  = 0, . . . ,  n

A n-J 1
j  + к +  1

<

/ / , : =  Y , Ak~n~1+2j \ArM k + l )
k=0

If a  > n then Cj — a — 2j + n + 1 < 1 for all j  = 0 , . . . ,  n , AJ/ a(/c + 1) = 
AJ'+1/<>(*)> and we can apply [8, Theorem 346] repeatedly to obtain

Il j  ^ C Y , Ar n~1+2j\ (k+  1)AJ+1/ 0(A; + 1)| 2 «
/c=0

oo

~  E ^ r +2J+1| A ^ / Q( ^ D |2 £
k=0

°°  /*00

^ • ■ • ^ T 4 f n+1|A n+1/ a( H l ) | 2 ^ C  /  | / ( z ) e - * / 2|
fc=o •/o

„а+n+l dx

Since II {(fc + 1)Д т*}|| ^   ̂ ^ С ||т ||ш(ш2n+i, this gives the assertion for the 
weight a;"+1 in the case a > n.

If a < n, а ф 0 , . . . ,  n, then some Cj > 1. For the application of [8, The
orem 346] one needs Cj ф 1; this is guaranteed by the hypothesis а  ф 0 , . . . ,  n 
(in the case of an additional weight xnJrl). For the j  for which Cj > 1 we 
have to use the representation

к

Arfa(k  + 1) = -  E  A'+1/*(*)’ if 0 ) = o,
t= 0
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i.e., the first (j  + 1) Fourier Laguerre coefficients have to vanish to ensure 
this representation. But 0 * j g  jo, where jo is choosen in such a way that 
Cj0 > 1 and Cj0+i < 1, hence j0 =  [(w -  a ) / ‘2] (with respect to the additional 
weight a;n+1); here we used the standard notation for [a], a £ R, to be the 
greatest integer ^ a. Hence the condition that the first [(n — o)/2] + 1 
Fourier- Laguerre coefficients have to vanish is needed if the additional weight 
is £n+1. A repeated application of [8, Theorem 346] with appropriate c > 1 
or c < 1 now gives the assertion.
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ON COMPLETENESS 
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To Professor K. Tandori on his 10th birthday

1. In troduction

Representations of automata by products have been intensively studied 
since the beginning of the sixties. Two types of representations have been in 
the foreground of research, namely, homomorphic and isomorphic represen
tations. A central problem in the area of products is to characterize those 
systems of automata which are complete in the sense that every automa
ton is a homomorphic or isomorphic image of a subautomaton of a product 
of automata from them. Such systems are called homomorphically, respec
tively, isomorphically complete. The first necessary and sufficient conditions 
for homomorphic completeness were given in [7]. In [1], it is shown that from 
the point of view of homomorphic representation the product is equivalent 
to one of its special forms in which the feed-back length is at most two. Iso
morphic completeness was first studied in [3]. Isomorphic representations 
of special classes of automata are investigated in [5 ] and [6]. The mono
graph [2] gives a systematic summary of results concerning a special product 
hierarchy. All studies mentioned above concern deterministic automata. To
gether with the spread of parallel computation the practical importance of 
nondeterministic automata is increasing. This is our main motivation to in
troduce the concept of the product of nondeterministic automata and study 
homomorphic and isomorphic representations by such products.

2. N otions and no tations

First we introduce some basic concepts on the line of relational systems 
(cf. [4]).

By a nondeterministic automaton we mean a couple 21 = (X, A) where 
X , A are nonempty finite sets and for every x 6 X , x is realized as a binary *

* R e sea rch  su p p o r te d  b y  th e  H u n g a r ia n  N a tio n a l F o u n d a tio n  fo r S cientific R e sea rch , 
G ra n ts  2035 a n d  2575.
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relation x21 on A. The elements of A are also called states. For any a 6 
E г E I ,  we denote by ax21 the set {a : ä E Л&а.х,210}. If ax  ̂ is a 
one-element, set {a}, then we simply write axя = ä. Let 21 = {X ,A)  and 
23 =  (X ,B )  be nondeterministic automata. *8 is called a subautomaton of 21 
if В Q A and x® is the restriction of x21 to В for all x £ X . A mapping p of 
A into В is called a homomorphism of 21 into 23 if p(ax^) = /х(а)х® holds 
for all a £ A and x E X.  If, in addition, g is an onto mapping, then 23 is a 
homomorphic image of 21. In particular, if 23 is a homomorphic image of 21 
under a homomorphism p and p is one-to-one, then we call p an isomorphism 
and we also say that 21 and 23 are isomorphic.

Now let us consider the nondeterministic automata 21 =  (X ,A) ,  21 j = 
= ( X n Aj), j  = 1 , . . . ,  n, and let Ф be a family of mappings below

ipj : Ai x . . .  x An x X  —» X\  x . . .  x X n, j  =  1 , . . . ,ra.

It is said that 21 is the general product of 2ly with respect to Ф if the follow
ing conditions are satisfied:

U M  = U U A^
(2) for any (аь . . . , а„) ,  (Ьь . . . ,Ьп) E i ,  x E  X ,  {a\ , . . . ,  an)x2l(ö1, . . . ,  

bn) if and only if ajX-3bj holds with Xj = <fj(ai, . . . ,  an, x) for all j  G
e {l ,

For the general product above we use the notation

2t = п а д ф)-
j=i

Let К be a system of nondeterministic automata. /С is isomorphically 
complete with respect to the general product if for any nondeterministic 
automaton 21, there exist automata 2ly 6 /С, j  = 1, . . . ,  n, such that 2t is iso
morphic to a subautomaton of a general product of 2ty, j  =  1 , . . . ,  n. It is 
said that К is homomorphically complete with respect to the general prod
uct if for any nondeterministic automaton 21, there are 21y G /С, j  =  1 , . . . ,  n, 
such that 21 is a homomorphic image of a subautomaton of a general product 
of 21 j, j  = 1 , . . . , n .

The proofs of the following results can be given in a straightforward way.

Statement 1. 7/21 = Щ =1^ № ф) and =  П]‘=р % № > $ ?)>  * =  
= 1 , . . . .  га, then 21 is isomorphic to a general product 2L, X . . .  X 2li, X . . .  X 
x 2lni x . . .  x 21„,(Л', Ф').

STATEMENT 2. 7/2lj is a homomorphic (isomorphic) image of a subau
tomaton of 23j, j  = 1 , . . . ,ra,  then every general product П^_х Ф) is
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a homomorphic (isomorphic) image of a subautomaton of a general product
nr=i * 0 -

STATEMENT 3 . If (t is a homomorphic (isomorphic) image of a subau
tomaton of 23 and 23 is a homomorphic (isomorphic) image of a subautoma
ton of 21, then € is a homomorphic (isomorphic) image of a subautomaton 
of 41.

3. Isom orphic com pleteness

We need a special two-state nondeterministic automaton. To each binary 
relation on {0,1} let us assign a symbol and let R denote the set of these 
symbols. Define the nondeterministic automaton S  = (R. {0,1}) such that 
for any p e R, p® is the corresponding binary relation.

Now we are ready to characterize isomorphically complete systems. The 
next theorem gives necessary and sufficient conditions for a system of non
deterministic automata to be isomorphically complete with respect to the 
general product.

THEOREM 1. A system К of nondeterministic automata is isomorphi
cally complete with respect to the general product if and only if 1C contains 
(not necessarily distinct) nondeterministic automata 2lr = (X T, A r), 2ls =  
= (X S,A S) for which there, exist ar ф br G AT) xr, y r, z r G X T and as ф bs G 
G As, xs, y s, z s G X s such that

{ar,br} C arxr , {ar,br} = br у r , )ar,br } 0  arzr “ {hr} 
and _ _ _ _

{as,bs} Я asx f s, {as,bs} Q bsyf% {äs,bs} П äsz f s -  {as}.

P roof . Let us assume that 1C is isomorphically complete with respect 
to the general product. Then there exist 2lj G /С, j  = 1 , . . . ,  n, such that D 
is isomorphic to a subautomaton of a general product 21 = Щ =1 2lj(Ä, Ф). 
Let p denote a suitable isomorphism and let

/í(0) = (a0i , . . . , öon)  and p( l  ) =  ( а ц , . . . , а 1п).

Denote by M  the set {m : 1 й m ^ n&aom ф flim}. Obviously, M ф 0. 
By the definition of X), there is an x G R with От® = {0,1}.  Since p is an 
isomorphism,

(ß()l1 • • • ) ß()n)t ^ { (Uqi, . . . , UOn)?(^lL • • •' ßln)} •

But then {ßom,aim} £  ßomx*m holds with xm -  <y?m(e0i , . . . ,  a0n, x) for all 
m G M . In a similar way we obtain that for any m G M,  there exists a ym G
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£ X m with {«om)«im} Я а1тУтт- By the definition of £>, there is a 2 £ R 
with 02® = 1. Since /i is an isomorphism,

{MO),Ml)} nM0)** = Mi)-
Thus aim G aQmz*m with zm = (pm(a<n, • • •, «On, z) for all m £ M.  Then 
there exists at least one index r  £  M  such that {a0r , a ir} П aoTz ^ r =  {air }. 
Similarly, we obtain that there is an index s £ M  with {aos,«is} П a0 sz f s =  
= {a0s}. But then the conditions of Theorem 1 are satisfied by 21 r and 2ls, 
and so, the necessity is proved.

In order to prove the sufficiency let 2lr = (Xr, Ar ), 2ls = (Ха,Л8) £ К, 
satisfy the conditions with ar ,br, xr, yr , zr and as, bs, xs, ys, zs, respectively. 
Let X  = {uo, . . . ,  м3} and define the general product (2lr x 2lr X 2l5 X 2ls x 
X 21Г)(Л',Ф) as follows. For any ( a i , . . . , a 5) £ Ar x Ar X As X As x Ar, let

( xT if ßj = aT,
VM®1, • • •, ®5, t t l) — 1, • ■ •, ®5, М3) { . ( t 1 ,^ ),L yr otherwise

f zr if a, = ar,
Vi(a 1, . . .  , a 5 , M 2 ) = < . (i =  1,2),

I yT otherwise

xs if aj = as,
. . (j = 3,4),

ys otherwise

( zs if aj = äs,
4 > j ( a i , . . . , a b, u i )  =  \  . ( j  — 3,4),

I ys otherwise

(®1, • • • , ®5, Mo) = %ti ^в(®1, • • • , ®5, Mt) — Xr (t 1, 2, 3),

and define Ф arbitrarily in all other cases.
Now let us consider the subautomaton 21 of the above defined general 

product which is determined by

A — {(flr, 6r,ö 8, 6s,Ö7*),(6r, ar, 6s,üs,ör) } .

It is easy to prove that for any a £ A and V C A, there exists an x £ X  with 
V — az*3.

For the sake of simplicity, let us denote the elements of A by 0 and 
1. Now let £ = (X , { c i , . . .  ,cm}) be an arbitrary nondeterministic automa
ton. We show that £ is isomorphic to a subautomaton of a general product 
2l2’,‘- 1(X , Ф). For this reason we define a matrix. Consider all m-dimensional 
column vectors with components 0,1. Leave out that one for which each com
ponent is 1 and order the rest in lexicographically increasing order. Let Q
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denote the matrix formed by these column vectors. Then Q is a matrix of 
type m x (2m -  1) over {0,1}.  Since each m-dimensional unit vector occurs 
in Q as a column vector, the row vectors of Q are pairwise different. More
over, let us observe that for any nonempty subset V  of the set { l , . . . , m } ,  
there exists an index к E { l , . . . , 2 m — 1} such that for all r E { l , . . . , m } ,  
r E V if and only if qTk = 0. Let us define the one-to-one mapping /r of 
{ c i , ... , c m } onto the set of the row vectors of Q by /г(сг) = (qtr , . . . ,  
i = 1 , . . . ,  m. Let В denote the set {/г(сг) : г =  1 , . . . ,  m}. Then В C A2™-1 .

Now define the general product 212т _ 1(А',Ф) as follows. Let ( a i , . . . ,  
ö2m—i) E A2™- 1 , x E X ,  j  E { l , . . . , 2 m — 1} be arbitrary elements.

I f (et i , . . . , a2 m _ j ) ^ В then let ^ ( « i , . . . ,  02т -ъ  x ) be an arbitrarily fixed 
element of X.

If (öb . . . , í i 2 771 2 ) E В then there is an i E { l , . . . , m )  with /г(сг) =
= (aj , . . .  , a2«n_i). Let сгж£ =  {сг1, . . .  ,c ,s}. Then 0 ^ s ^ m. For each 
j  =  1 , . . . ,  2m — 1, let Vj = {q^j , . . . ,  qisj} .  From our assumption on 21, it 
follows that there exists an Xj E X  with Vj = qijxJ. Let

’ ‘ ' ‘ » 4 i2 Tn — 1 1 % ) — •

Since the vectors //(сг), i = 1 , . . . ,  m, are pairwise different, the mappings 
< f j ,  j  = 1, . . . ,  2TO — 1, are well-defined.

Let us consider the system IB =  ( X , B) where t® is the restriction of
x to В for all x E X .  Then 23 is a subautomaton of 2i2m_1(Ä , Ф). 
We prove that ц is an isomorphism of (£ onto 23. Let г, r E {1 , . . . ,  m} and x E 
E X  be arbitrary. Let us suppose that сгжссг. Then, by the definition of the 
mappings ifij, j  =  1 , . . . ,  2m — 1, qijxJqrj is valid for all j  E {1 , . . . .  2m -  1}.
By the definition of the general product, this yields [.1(с{)х^ 2 

and so, /г(сг)ж®/и(сг).
Conversely, let us assume that ^(cj)i®/x(cr) is valid for some i , r  E 

£ {1 , . . . ,  m} and x E X . Then qijX^qrj holds with Xj = <pj(qn, . . . ,  q%2m- \ i  я)
for all j  E { l , . . . , 2 m — 1}. Let W  = CiXC. If W  — 0 then, by the def
inition of ifj, we get qijxj  = 0 contradicting qijxJqTj.  Now let us sup
pose that W  — {cjj, . . . ,  cis} where 1 ^ s Ú m. By the definition of the 
mappings <fj, j  =  1 , . . . ,  2TO -  1, qtJxfq ltJ is valid for all t E {1 , . . . ,  s}, j  E 
E { 1 , . . . ,  2m — 1}. On the other hand, by the observation on Q, there exists 
а к E { 1 , . . . ,  2m — 1} such that qik =  0 if l E {«i , . . . ,  is} and qik = 1 other
wise. Thus, by the definition of ipk, qikxfqik if and only if / E { ij , . . . ,  *e) . 
But then, by qticX̂ qrici we have r E { i i , . . . , t s}. Therefore, сгж£сг, and so, 
fi is an isomorphism of € onto 23. This, by Statements 1, 2 and 3, ends the 
proof of Theorem 1.
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4. H om om orphic com pleteness

In order to give a sufficient condition for a system of nondeterministic 
automata to be homomorphically complete, we need some preparation.

Lemma 1. Let 21 = (X, A) be a nondeterministic automaton which, has 
three (not necessarily different) states «о, « i , a\ and two input words p = 
= x 2 . . . x ki and q = y2 . . . y k2 (x2 , . . . , x kl , y 2 , . . . , y k 2 6 X ) such that the 
following conditions are fulfilled:

( 1) «1 ф
(2) for each subset V of {ax,a'j}, there is an x € X  satisfying сох'3' = V,
(3) (iixf+1 = ai+1,i  =  1 -  2, = a0, a'j/̂ +1 =  a'+1, j  =

= l , . . . , k 2 - 2  and a'k2 _xyf2 -  a0, /or some a2, • • • a2, • • • >afc2- i  e A -
Then ao, a j , . . . ,  , a'x, . . . ,  a!k x and p , q can be given in such a way

that they satisfy conditions (1)-(3), the elements of the sequences üq, «1, . . . ,  
aki _i and «о - a\ , . . . ,  a^2_j are pairwise distinct and one of the following three 
conditions holds:

(a) ku k2 > 1 and {ab . . . ,aki~i}  П {«Í, — ,
(b) к 1 > 1 and k2 = 1,
(c) k i ,k 2 > 1 and /or some i and j  (1 < i < Л-! ; 1 ^ j  < k2), {ax, . . . ,  

at_x} П {ai , . . . ,  a '_j} = 0 , a, = a ' , a!+1 = a'+1, . . . ,  afcl_i = a'fc , and q =  
= 2/2 •• • yj%i+\ ■■■xkl.

P r o o f . At least ax /  ao or a{ ф ao holds. Without loss of general
ity we may assume that ai ф ao- Then A) > 1. If aj = a/ for some j  and 
/ with 1 ^ j  < I ^ &i, where a*,, =  a0, then let us take the word p' =  
= x2 . . .  XjXi+1 . . .  xkl for p and the states ao, a \ , . . . ,  aj, a/+i, .. , , a kl-1 for 
a0, ax, . . . ,  afcj-i. If ao, a j , . . . ,  aj,a/+x, . . .  ,а^_х has two elements which are 
equal, then repeat the above process for this sequence and p'. Finally we ar
rive at a sequence with pairwise different members. Thus we may suppose 
that the elements of {ao, al7. . . ,  а^,_х} are pairwise distinct. If a\ =  ao then 
we may suppose that q — e where e denotes the empty word over X . So we 
have case (b).

Next let a\ ф ao. Apply the above process to ao, a { , . . . ,  a{.2_x and 
q. The members of the resulting sequence are different. Therefore, we 
may assume that the elements of a0, a\ , . . . ,  aj-. _x are pairwise distinct. If 
{ax, . . . ,  akl- i } П {a'j, . . . ,a'k l } = 0, then we have case (a). In the opposite 
case there are integers i and j  with 1 < i < k\ and 1 й j  < k2 or 1 ^ i < k\ 
and 1 < j  < k2 such that аг =  a' and { a \ , . . .  , аг_х) П {а'х,. . .  , а'_х) = ^
i > 1 then taking and q' = y2 .. .y jXi+i ..  .xkl for
a\ , . . . ,  a'k j and q we have case (c). If i =  1 then let us take a'j, . . . ,  a'k̂ _x and 
p' — У2 • ■ ■ Ук2- 1 f°r aii • • • 1 ak\—\ and p. Moreover, let us take a'-,. . . ,  a'fc2_1 
and yj+j . . .  yki for a\ , . . . ,  a'k _x and q. Then we again have case (c), which 
ends the proof of Lemma 1.
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Lemma 2. Let 21 = (X,  A) be a nondeterministic automaton satisfying 
the conditions of Lemma 1. Then there exists a general power of 21 which 
has a subautomaton 23 =  (У, В ) such that the following conditions are satis
fied:

(i) В = {&o, bi , . . . ,  bk- г }  U {b[ , . . . ,  b'k_r} for an integer к > 1,
(ii) 6i ф b\,

(iii) for each subset V of {b \ ,b [ } , there exists some у £ Y such that Ь0 уъ —
= V,

(iv) Ьгуъ - bi+i, i = Ьк_гуъ =  b0, Ь'гуъ = b'i+1, i =  1
2 and b'k_^y® = bo under a fixed у E Y.

P r o o f . Take states ao , a i , . . . ,  afcj-i, a\ , . . .  , a .̂2_1 and words p = 
= X'2 ■ ■ ■ Xki- \ , Я = У2 • • • Ук2- 1 satisfying the conclusions of Lemma 1. First 
form the single-factor power 2li = ({х},Л) - 21({х},Ф*) given in the fol
lowing way: ipi(ai,x) = x,-+i, i =  -  1, y>l(a0 ,x)  = x\,  where x\
is an input signal of 21 with aoxf  = a\. (By (2) of Lemma 1, there is 
such an xj.) Finally, in all other cases y>* is given arbitrarily. It is ob
vious that (ao, ö i , . . . ,  afcj-i} forms a fci-state cycle of 2li. Let us de
note by 2lj = (x, {ßo> • • •, —l }) this cyclic subautomaton. Similarly, tak
ing ao, a\ , . . . ,  aj. j we can define a single-factor power = ({х},Л)  = 
= 21({х},Ф/) which has a A^-state cyclic subautomaton 2F, =  ({.r}, {a0, a\, 

with a[x* 2 = a'+1 {modt.2y  * =  0, — , fc2 -  1, where a'0 =  a0. (In 
case (b) 2l2 is a single-state automaton.) Then the direct product of 2tj and 
21'2 has a subautomaton which is isomorphic to the /г-state cyclic automaton 
€ = ( {x} , C) with C  = { 0 ,1, . . . , k  — 1} and rx£ =  r +  1 (mod к) (0 ^ r < к), 
where к is the least common multiple of k\ and /г2.

Finally, take the product 23 = (У, B) = ( í  X 21)(УЛ, Ф) with УГ =  X  U {?/} 
where у is a new symbol. Let x \ ,y \  E A' be inputs with aox^ = a\ and 
a0yi = a\. By (2) of Lemma 1, there exist such xi and y \ . To define Ф we 
distinguish three cases depending on 21.

First let us assume that 21 satisfies (a) of Lemma 1. Then for all (r, a) E 
G С X A let

(1) ((r,a) ,x)  = x, for all x £ У,

(2) <p2 ((r ,a) ,y)

' x\ if a — ao, 0 < r and r =  0 (mod к i),
xs+i if a — as and 1 й s ^ k\ — 1,
y\ if a — ao, 0 < r and r =  0 (mod /г2),

. ys4-1 if a =  a's and 1 ^ s ú  fc2 — 1,
(3) y?2((r, a),x) = x, for all x £ X ,
(4) ip2 is given arbitrarily in all other cases.

Let br (7’,o r (modtij))  ̂ 0 ,1 , . . . , к — 1 and br — (r ,ar  ̂ —
= 1, . . . ,  к — 1, where a'Q =  ao-
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Suppose that (b) of Lemma 1 holds for 21. Then к = k\ > 1. Now for all 
(r,a)  £ С  X A let

(1) ( (г,а),ж) = ж, for all x £ Y,
£s+i if a — as and 1 ^ s < к,
У\ if а = а0,

(2 ) <p2 {(r ,a) ,y)  =

(3) 93г((г, а), я) = ж, for all х £ X ,
(4) <̂ 2 is given arbitrarily in all other cases.

Let br = (r, ar), r =  0 , 1 , . . . ,  Лг — 1 and = (г, ао)? r =  1 , . . . ,  fc — 1.
Finally let us assume that 21 satisfies (c) of Lemma 1 with 1 < г ^ k\ 

and 1 5; j  < &2. In this case for all (r , a) £ С X A, let 
(1) tp\((r,a) ,x)  = x, for all x £ У,

(2 )  ip2((r,a) ,y)

' x\ if a = ao, 0 < r and r =  0 (mod fcj),
:rs+i if a — as and 1 s 5í k\ — 1,
yx if a = a0, 0 < r and r =  0 (mod &г),

. y s + x if a =  a's and l  й  s < j ,

(3) <f2 ((r ,a) ,x)  = x , for all x £ X,
(4) y?2 is given arbitrarily in all other cases.

Let br = (r,ar (modfcl)), r = 0 , 1 , . . . ,  Лт — 1 and b'r = (r,a'T (modfc2)), r =
= 1, • • • , * -  1-

For all three cases above, let us denote by 23 the subautomaton of 18 
formed by {60, &i , . . . , }  U Obviously, 23 satisfies the con
ditions of Lemma 2. Finally, by Statements 1, 2 and 3, 23 is isomorphic to a 
subautomaton of a power of 21.

Lemma 3. Every two-state nondeterministic automaton is a homomor
phic image of a subautomaton of a general power of 23, where 23 is the au
tomaton given in Lemma 2.

P r o o f . Let ЭД. = (X,  {0,1}) be an arbitrary nondeterministic two-state 
automaton. Take the k-th general power £ =  (X,  C)  = (23 X . . .  X 23)(X, Ф) 
of 18 given in the following way. Let C  be the subset of C  consisting of all 
elements с =  (со,. . - ,ck- i) for which there exists an i (0 ^ * 5í к — 1) such 
that Cj is equal to 6; or b\ if j  — i =  l (modfc). Observe that c; =  bo- Let 
p : C  -> {0, 1} be the mapping given as follows: p(co, . . . ,  ck- i )  — 1 if Cj = 
= 6j for j  =  i +  1 (mod к), where i is the integer given for (со, . . . ,  ck~i) in 
the definition of C ,  and p(co, . . . ,  Cfc_i) =  0 in all other cases. (Observe, that 
p(c0, . . . ,  ck~ 1) = 0 if and only if cj =  b\ for j  = i +  1 (mod к).) Moreover, let 
г  : {&i, b\} —► {0,1} be the mapping given by r(&i) =  1 and т(Ь[) — 0. Now
take an arbitrary с =  (со,.. . , c k- i )  £ C  and an i  £ X .  Let p(c)xa = V  
and t~x(V') =  V . Let i be the integer for which сг = bo- Then <pi(c,x) = у 
where у is the symbol of 23 for which boy® = V,  and x) = у for all j  ф i. 
In all other cases Ф is defined arbitrarily. Denote by £' the subautomaton of 
£ determined by C .
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We show that under the above choice of Ф, p is a homomorphism of (£' 
onto 21. For this take an arbitrary r £ {0,1} and с  = (со, • • •, c-k- \ ) £ C  
with p(c) = r. Let i be the integer for which c; = bo- Moreover, take a sym
bol x £ X . Assume that s £ rx51. Then there is a c' =  (cq, . . . ,  £ cxc'
satisfying the following conditions:

if j  i and Cj — bi, 
if j  ф i and Cj — 6J,

where b'0 -  b0- Therefore, с'(г_ 1} {modk) = h0, c\ -  t ~ x ( s )  £ {bx,b \}  and c '  £ 
£ C". Thus, c '  £ /r_1(s). Furthermore, it can be seen in a similar way that 
for every c '  £  c x ^ ' , we have / i ( c ' )  £  ra:a , which ends the proof of Lemma 3.

Using Statements 1, 2 and 3 and Theorem 1, from Lemmas 1, 2 and 3 
we obtain

T h eo rem  2. Assume that a system К of nondeterministic automata has 
an automaton 21 which satisfies the conditions of Lemma 1. Then К is ho- 
momorphically complete with respect to the general product.

(1) c[ = г  г(*)>

( 2 ) 4
'l-1-1 (m o d  k)

b\/ - f l  (m od/c)
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1. In troduction

In this paper, a distance d on a set S means any non-negative valued 
function defined on S x S such that d(s, t)  =  0 iff s =  t. For E C S we write

If there is a unique 5* £ E satisfying d(s*,t) =  d ( E, t ), it is called the d- 
projection of t onto E. Even if the d-projection does not exist, it may hap
pen that every sequence {sn} С E with d(sn, t)  -> d(E, t )  converges to a 
unique s* £ S,  in a suitable topology; this s* will be called the generalized 
d-projection of t to E.

Minimization problems as above occur in many different contexts. This 
author’s main motivation has been inference via maximum entropy and re
lated methods. Such methods have been widely and successfully applied in 
quite diverse areas, cf., e.g., the collection [5].

A typical example is a linear inverse problem when an unknown positive 
valued function s(:r) defined on a set X  has to be inferred from the knowledge 
of certain integrals

where p is a given measure; it is also assumed that in the absence of the 
information (1.2), s = t would be inferred, where t(x ) is a given function on 
X . E.g. s may be a probability density function on the real line, the available 
knowledge consisting in its first к -  1 moments. Then p is the Lebesgue 
measure, and the equations (1.2) hold with щ(х)  =  ad-1 , i = 1, . . . ,  k, b\ =  1, 
and Ьг is the known moment of order i — 1, i =  2 , . . . ,  k. The “prior guess”

* T h is  w ork  w as s u p p o r te d  by  H u n g a r ia n  N a tio n a l  F o u n d a tio n  fo r Scientific  R e search , 
G ra n t  1906, a n d  it  w as c o m p le te d  w hile th e  a u th o r  w as v is itin g  p ro fesso r a t  N T T  K a n a y a  
R e search  L a b o ra to ry , T ake, J a p a n .

( l . i ) d(E, t) = inf d(s,t).

( 1-2)
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1 6 2 I. CSISZÁR

may be the standard Gaussian density t(x) =  (2тг) 2 exp ( —y j .  Another
example, in X-ray tomography, is when X  is the examined two-dimensional 
domain, and (assuming, as an approximation, that there are к distinct X- 
rays whose paths are represented by thin rectangles) a, is the characteristic 
function of the path of the i ’th ray, p is the Lebesgue measure, and a possible 
choice for the “prior guess” t is a constant. For such problems, a natural 
method of inference is to take the d-projection of t onto the set of functions 
satisfying the constraints (1.2), for a suitable distance d.

To motivate what distances we will be interested in for positive valued 
functions, consider first the discrete version of the above problem. Then an 
unknown vector s = ( s i , . . . ,  sn) with positive components should be inferred 
from the knowledge that

(1.3) a,s = bi, i =

when a vector t is also given as “prior guess”. A favored method is to take 
the I-projection of t  onto the set E of vectors satisfying the constraints (1.3),
i.e., d-projection with d(s ,t)  = /(s ||t) , where

is the Kullback-Leibler distance or I-divergence. Some other distances have 
also been used in this context. In the most common case when the compo
nents of t  are equal, and the constraints (1.3) include Y lsj — 1? minimizing
(1.4) is equivalent to maximizing H(s) =  — ^ S jlo g S j, the entropy of s. 
This is why inference by d-projection is sometimes referred to as maximum 
entropy type method, even if d is different from (1.4).

This author has studied inference methods of this type axiomatically in
[10]. It was shown that the /-projection is distinguished in several respects. 
Two classes of distances were also characterized as possible alternatives, by 
postulating (different) natural desiderata on the resulting projections. The 
distances in both families are determined by strictly convex, differentiable 
functions /  on the open interval (0,oo), satisfying

(1.4)

(1.5) / (1 )  = / '(1 )  = 0, H m / '(« )  = -oo ,
u —+0

as follows:

( 1.6 )
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(1.7) * / ( M )  =  £ > / ( « / ,  <j)
i = l

where

( 1.8) A f (u,v)  = f (u)  -  f (v)  -  f'(v)(u - v ) ^ 0 .

The only common member of these two classes is the /-divergence (1.4) (up 
to a constant factor), with f ( u ) = ulogu -  и +  1.

While in [10] attention was restricted to vectors with strictly positive 
components, here we will permit zero components, too. Also, we will not 
insist on the condition limu_,o /'(« )  = — oo, the condition making sure that 
projections onto sets determined by linear constraints (cf. (1.3)) always be 
vectors with positive components, if the set contains any such vector. To 
deal with zeros, we adopt the understandings

(1.9) /(0 )  = lim /(■«), /'(0 ) = lim Of Q )  = и lim f'(v),
и —*0 м-+0 V и  /  v—юо

and if / ( 0) =  oo, we set A / ( u , 0 ) — oo for и > 0 and 0 for и = 0.
R e m a r k . The conditions / ( 1 )  =  / ' (1 )  =  0 are essential for (1.6) only, 

to make Dj  a distance, but not for (1.7). On the other hand, adopting those 
conditions also for (1.7) does not restrict generality, since to any differentiable 
convex function /  there exists another, say / ,  satisfying / ( 1) = / ' ( 1) =  0 and 
such that always Bj ( s ,t )  = Bj ( s, t ). This follows from the fact that if /  and

/  differ only by a linear function of и then Af(u, v)  = Д j (u , v )  for every 
и and v. Notice also that if the distance Df  were considered for probabil
ity distributions only (i.e., vectors whose components have sum 1) then the 
condition /'(1 ) = 0 could be dropped also for (1.7).

The class of distances D j , called / - divergences, was first introduced by 
Csiszár [6], for probability distributions (without any assumptions on /  other 
than convexity), and independently by Ali and Silvey [1]; cf. also Csiszár
[7]. It includes many distances used in statistics, such as (in addition to 
/-divergence) the reversed /-divergence d(s ,t )  =  /( t ||s )  (with f(u)  =  и -  
— log и — 1), the Hellinger distance

П

(1.10) Яе(8,1) = ^ ( ^ - 0 7 ) 2 ( / ( « ) =  ( v ^ - 1 ) 2)
i =1

and the \ 2 distance
П

(1.11) X2(s , t)  = ^ ( s j  - t j f / t j  ( / ( « )  = ( « -  l ) 2) .
i=i
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For a thorough treatment of /-divergences and their applications in statistics 
cf. Liese and Vajda [15].

The distances B f will be referred to as Bregman distances. They repre
sent a subclass of the distances introduced by Bregman [4]. Among them, 
particularly those defined by the following functions f a deserve interest:

Notice that a — 2 gives squared Euclidean distance, a  = 1 gives I-divergence, 
and o = 0 the distance of Itakura and Saito [11]. Those Bregman distances 
with /  satisfying (1.5) that lead to scale-invariant inference for Unear inverse 
problems were characterized in [10] as those defined by the functions f a with 
а й  1, up to a constant factor.

It is interesting to note that the distances D j and B j have applications 
also in the theory of means. Namely Ben-Tal, Charnes and Teboulle [2] sug
gested to consider (1.6) resp. (1.7) with sj = . . .  =  sn =  и, and to minimize 
for u; they called the minimizer an entropic mean of the numbers t \ , . . . ,  tn. 
Thus entropic means are defined by D j- resp. ^-projections onto the half
line {s  : si =  . . .  =  sn > 0}. In [2], a large variety of means known in the 
literature was shown to be entropic; in particular, arithmetic mean arises 
from reversed /-divergence and geometric mean from /-divergence.

In this paper, we will be interested primarily in projections onto con
vex sets of non-negative valued functions. Motivated by the previous dis
cussion, we will concentrate on projections with respect to distances which 
are generalized versions of those in (1.6), (1.7). The results of Jones [12] and 
Jones and Byrne [13] provide important theoretical support for preferring the 
distances analogous to (1.7), that they called projective distortions. These 
were axiomatically characterized by an orthogonality property of projections, 
analogous to that of Euclidean projections.

Given a ст-finite measure space (X ,T ,/x), the /-divergences and Bregman 
distances of non-negative (Д'-measurable) functions з(ж) and t(x) are defined

ua — au -\- a — 1 if a > 1 or a < 0

( 1. 12)

by

(1.13)

(1.14)
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where А / is defined by (1.8). Here /  is any differentiable, strictly convex 
function on (0,oo) satisfying

(1.15) /(1 )  =  / ' ( ! )  =  0.

Then Df tfl and Bf:ß are distances, considering p-a.e. equal functions as iden
tical (cf. the remark after (1.9)). The /-divergence / M(s||i) is the special case 
of both (1-13) and (1.14) when f ( u ) =  ulogu — и -fi 1. Let us notice that, 
introducing a measure и <  p with ^  = t(x),  the /-divergence (1.13) can be 
represented as

(1.16) Df^(s , t )  =  Bftl/ (y , l )  +  (  lim /'(n )) f  s(x)p(dx).
)  \v-+oc  / / { * : * ( « ) = o }

This identity follows using (1.15) and (1.9). /?/„ ( | ,  l) is well defined because 
is well defined r'-a.e.Цх)

Usually, /-divergences (and, in particular, /-divergence) are defined as 
distances between measures rather than functions. The /-divergence of ar
bitrary finite measures v, p on (X,<T) can be defined by taking any cr-finite 
measure Л wdtli v <C А, p <C A and letting

Df(v , p) = t), s =  — , t — — ,

or, equivalently, by

(1Л7) Df(v ,p)  = J f  dH+  (jim  / ' ( t i ) ) ^ ! )

where v = va +  vs is the decomposition of p  into absolutely continuous and 
singular components with respect to p, cf. Csiszár [6], [7], or Liese and Vajda 
[15]. In particular, if о <C p then Df(v ,p)  is given by setting s — t — 1 
in (1.13), i.e., by

(1.18) Jj  ß(s ) -  J  f ( s (x ) )  p(dx),

with s — jjj. In this paper, we will consider the integral (1.18) also when p
is not a finite measure and/or (1.15) does not hold, although in that case it 
does not represent a distance. The integral (1.18) is sometimes called the / -  
entropy of s (with respect to p)\ if its minimum subject to given constraints, 
such as in ( 1.2), is attained for a function s*, this s* is called the “best 
entropy estimate”, cf. Borwein and Lewis [3], Teboulle and Vajda [17].
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As in the discrete case, among distances between non-negative func
tions or between measures, the /-divergence is of primary importance. /-  
projections for probability measures were studied in Csiszár [8]. Unlike in 
the discrete case, the /-projection may fail to exist even onto a set of measures 
defined by specified values of a finite number of integrals; for sets of functions, 
this means that the /-projection may fail to exist even onto a set of functions 
defined by constraints of form (1.2). On the other hand, it was shown in [8] 
that the generalized /-projection to a convex set of measures always exists 
(in non-trivial cases), without attaching any particular significance to that 
result. The significance of the concept of generalized /-projection was first 
recognized by Topspe [18] (who called it “center of attraction”). Csiszár [9] 
proved a conditional limit theorem associated with large deviations, show
ing that generalized /-projection (in the context of probability measures) has 
the same probabilistic significance as regular /-projection.

Our aim here is to extend results available for /-projections to D f - and 
5/-projections, in the general setting. One of the main results will be that 
generalized projections onto convex sets of functions exist under very general 
conditions.

2. Existence o f generalized pro jections

Let /  be a strictly convex, differentiable function on (0,oc). Recall the 
understandings (1.9). In most but not all cases the condition (1.15) will also 
be assumed, cf. below.

Given a <r-finite measure space (X, A,/r), let S denote the set of non
negative finite valued A-measurable functions on X . We will consider the 
distances Df <ß(s, t ),  B j iß(s, t )  and the integrals Jf,ß(s), defined by (1.13),
(1.14) , (1.18), for functions s , t  in S. In particular, at this point we do not 
require integrability of these functions. The indices /  and /i will be omit
ted when this does not cause ambiguity. The condition (1.15) is assumed 
when dealing with the /-divergences D( s , t ) =  D j iß(s, t )  and the Bregman 
distances B( s , t ) =  Bftß(s, t )  (although for the latter it is irrelevant, cf. the 
remark after (1.9)) but not when dealing with J(s) — Jj,ß{s). In particular, 
the integrand of (1.18) need not be positive, and the integral may be un
defined for some s £ 5; in that case we set J(s ) = +oo. Notice that when 
/z(X ) = oo and s G Zi(/i), a necessary condition for the finiteness of J(s)  
is / ( 0) =  0; thus, to obtain meaningful results for that case, the condition
(1.15) has to be abandoned.

In the sequel, for subsets of X  defined by relations involving functions 
on X  we will use a shorthand notation such as {s ^ Ä'} or { |s — i| ^ e } ,
etc., meaning { x: s(x) ^ A'} or \ x: | á(a;) — /(ar) | f e k e t e .
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Convergence in measure and a weakened version of this concept will be 
useful tools in this section. A sequence {s„} of (measurable) functions on X
is said to converge in /r-measure to a function t , denoted by sn -4 t, if

(2.1) lim p(^{ |án -  t\ > e}  = 0 for all £ > 0.

We will say that {s„} converges loosely in p- measure to t, denoted by sn -4 t , 
if for every A G A’ with p(A) < oo

(2.2) lim p ( А П { |sn — f| > e } )  = 0 for all e > 0.

Further, {sn} will be said to be a Cauchy sequence loosely in ^-measure if 
for every A 6 X  with p(A)  < oo

(2.3) lim [I ( А П { |sm — 5„| > £ j ) =  0 for all £ > 0.

Notice that such a sequence has a subsequence converging /r-а.е. to some 
function t (and then it follows that sn -4 t).

L e m m a  1. To every e > 0 and К  > 0 there exists 7 > 0 (depending on 
f  but not on p ) such that for every s , t  in S and every set C 6 X  on which 
either s or t is upper bounded by К , we have

(2.4) p ( c  n { | s - i |  4 e } )  ^ 7  B(s, t ) .

Further, to every К  > 0 there exists ß  > 0 (depending on f  but not on p )  
such that for every C c  (i ^ A'}

(2.5) р ( С П  {s ^ L}) <, if L ^ S K .
Lj

C o r o l l a r y . For a sequence { s n } C S such that either B(sn, t ) —► 0 or 
B( t , sn) —► 0, we have sn ~% t, and if t satisfies

(2.6 ) lim p ( { t ^ . K } )  = 0,
A’—* 00

then sn -4 t, as well. Moreover, if t satisfies (2.6) and B( s , t ) < 00 for some 
s G S then s also satisfies (2.6).

R e m a r k s , (i) In general, 4t t does not imply sn 4- t, even if (2.6) 
holds (supposing, of course, that p ( X)  — 00). A trivial counterexample is
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obtained by taking a sequence of sets A\ С A2 C ■.., each of finite measure 
and with UAn = X , letting sn be the characteristic function of Tn, and t =  1.

(ii) In general, B (sn, t ) —► 0 does not imply sn -Д t. To see this, take s, t 
with B(s, t )  < 00, and let sn be equal to t on An and to s on the complement 
of An, where the sets An are as in (i). Then B( s , t ) —>• 0, but sn t does 
not hold if |s — <| > = с» for some £ > 0. It depends on the choice
of /  whether the last condition is compatible wit B ( s , t ) < с». One easily 
sees that it is, e.g., in the cases /  = f a , a  ^ 1, cf. (1.12).

P r o o f . Since /  is differentiable and strictly convex, f  is continuous and 
strictly increasing. From the identity

(2.7) д f ( u , v ) =  I  ( /'(£ ) -  f { v ) )  d£,
J V

or by looking at the graph of / ,  one sees that Д f(u, v ) decreases if the larger 
of и and v is decreased. Hence the minimum of the two positive numbers 
minu<A- Af(u ,u  +  e) and min„<A- A j ( v  + £, v) is a lower bound to Д f {u,v)  
subject to |u — u| ^ £, min(u,v) ^ K.  Denoting this lower bound by it 
follows for C  as in the hypothesis that

B(s, t )  ^ í  Af(s (x) , t {x) )n(dx)  ^ V c n  {|л -  i| ^ e } ) .
./cn { |e-t|£e} 7 4 '

this proves (2.4).
If L ^ ЗА', i.e., I L ^ 2K,  (2.7) and the monotonicity of / '  imply for 

u Z L , v £ K  that

д / ( « , * ) ^ /  i n o - f ' ( v ) )  d Z * \ L ( f ' ( 2 K ) - f ' ( K ) ) .

It follows that

B ( s , t ) ^  [  A f (s(x) , t (x))n(dx)  ^
J C n { s ^ L }

= j ( / r(2A') -  f ' ( K ) )  ц ( С  Г\ {s ti L } )

proving (2.5).
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To prove the Corollary, take any A £ X  with p( A ) < oo. Given any 
7/ > 0, let К  be so large that p ( A  П {i > A'}) < rj, and apply (2.4) to C  = 
= АГ\ {t ^ K} .  It follows that

И (А  П { Isn -  t\ ^ e } )  ^ ц ( с  П { |s„ -  <| ^ г} ) + ц{ А П {t  > A'}) ^

^  7 B(sn,t) +  V-

This proves that B(sn,t) —> 0 implies (2.2), i.e., sn £  t. Since in the last 
step B(sn,t)  could be replaced by B(t,  sn), the same result follows also when 
B(t , sn) -* 0. Under hypothesis (2.6), the last argument works also for A — 
— X . It gives then (2.1), i.e., sn — t.

The last assertion of the Corollary follows from (2.5).
We will write for any E C 5 , in accordance with (1.1),

(2.8) B(E, t )  =  inf D(E, t )  =  inf D{s, t ) ,  J(E)  = inf J(s).
s £ E  s £ E  s e E

If there exists s* £ E with B(s*, t ) = B(E, t )  resp. D(s*,t)  = D(E, t ) ,  and 
this s* is unique (considering /.i-a.e. functions as identical), it will be called 
the B- resp. D-projection of t onto E. Even for nice convex sets E , such 
as those defined by constraints of the type (1.2), these projections may not 
exist. We will show, however, that the generalized projections in the sense 
of the following definition always exist, under very weak hypotheses. The 
related problem of minimizing J(s)  subject to л £ E  also be considered, but 
no specific terminology will be introduced for that problem. Notice that the 
latter differs from the D-projection problem with t =  1 only in the lack of 
assuming (1.15).

Definition 1. Given E C S and i £ 5 , a sequence {sn} с  E is B-, 
D- or J-minimizing sequence if B(sn,t),  D(sn, t ) or J(sn) converges to the 
corresponding infimum in (2.8). If there is an s* £ S such that every B- 
resp. D-minimizing sequence converges to s* loosely in //-measure, this s* is 
called the generalized B- resp. D-projection of t to E.  Here B , D , J  always 
means Вftß, D J when the short notation may cause ambiguity, the 
full notation will be used.

Lemma 2. If the generalized B- or D-projection of t to E exists, it is 
unique (up to p-a.e. equality), satisfies

(2.9) B { s * , t ) Ü B { E , t )  resp. D{s*, t)  й  D(E, t ) ,

and the B- resp. D -projection o f t  onto E exists iff s* £ E (in which case 
the projection equals the generalized projection s*).
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P r o o f . The uniqueness of s* is obvious from the definition. As a min
imizing sequence {s„} converging to s* loosely in ^-measure has a subse
quence that converges to s* /í-а.е., (2.9) follows by applying Fatou’s lemma 
to that subsequence. If s* £ E, it follows from (2.8) and (2.9) that the min
imum of B( s , t ) subject to s £ E is attained for s =  s*. On the other hand, 
if that minimum is attained for some s € E  then, applying the definition of 
generalized projections to the trivial minimizing sequence {s„} with sn =  s, 
n — 1 ,2 , . . . ,  we obtain that s* = s.

Remark. The ./-analogue of (2.9) can not be asserted in general: from 
the convergence of a /-minimizing sequence {sn} С E  to some s* £ S one 
can not conclude J(s*) Ú J ( E ), lacking the non-negativity of the integrand 
needed for Fatou’s lemma. Of course, this problem does not occur if /i is a 
finite measure and f ( u ) is bounded below (as, e.g., the most commonly used /(«) = и log и).

T heorem 1. Let E be a convex subset of S, and t £ S.
(a) If B(E, t )  is finite, there exists s* £ S such that

(2.10) B(s, t )  ^ B(E, t )  + B(s,s*) for every s £ E.

(b) If D(E, t )  is finite, there exists s* £ S such that

(2.11) D(s, t )  ^ D(E, t )  + B j u (y ,^*) for every s EE,

where the measure v <  p is defined by = t.
(c) If J(E)  is finite, there exists s* £ S such that

(2.12) J(s)  ^ J(E)  +  B(s,  s*) for every s £ E.

C orollary. Under the hypotheses of the Theorem,
(a) The generalized В -projection of t to E exists and equals the s* in

( 2 . 10).

(b) Every D-minimizing sequence satisfies 5nl{t>o} ^  s*> where s* = ts* 
withs* in (2.11), and 1{*>о} the characteristic function of the set {t > 0}. 
In particular, if t > 0 p-a.e., or if f  satisfies the condition

(2.13) lim f ' (v)  -  oc,v—юо

the generalized D-projection of t to E exists, and equals s*.
(c) Every J-minimizing sequence satisfies sn s*, for s* in (2.12).

R e m a r k s . For the /-divergence /(s ||t )  in the role of B(s, t )  and D(s, t )  
(corresponding to f(u)  =  ulogu — и + 1) resp. for the negative entropy
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I ( s ) =  J s log 5 dfx in the role of J(s)  (corresponding to f (u)  =  u\ogu), the 
results of Theorem 1 were established by Topspe [18]. Previously, Csiszár [8] 
proved the /-divergence special case of (2.10) when s* £ E, i.e., when the /-  
projection existed, and gave sufficient conditions for that existence. Both in
[8] and [18], the terminology of measures rather than functions was used, and 
attention was restricted to probability measures, i.e., in the present termi
nology, to probability density rather than arbitrary non-negative functions. 
The proof below uses the ideas of [8] and [18]. A similar approach was used 
by Schroeder [16] to establish the existence of Б -projection under certain 
conditions and to prove the inequality (2.10) in that case. An inequality 
equivalent to (2.12) appears in Teboulle and Vajda [17], again for the case 
when the minimum of J (s ) subject to s £ E is attained.

P roof , (a) The proof relies upon the identity

(2.14)
aB(s , t )  + (1 -  a)B{s' , t )  = B ( a s  +  (1 -  a)s' , t)  + a B ( s , a s  + (1 -  a )^ ) +  

+(1 — а)Б ( s ' ,  as  +  (1 -  a ) s ') .

This holds for every s ,s ' in S and 0 < a  < 1, as can be checked by simple 
algebra using the definitions (1.14) and (1.8).

Now let {s„} be a Б-minimizing sequence such that B(sn, t ) is finite for 
each n. Applying (2.14) to s = 5m, s' = sn, a  = |  yields

B(sm,t)  +  B(sn,t)  =

, t ] T Б Í , Sfn +  Sn + Б ( sn, S-m T Sn2 Б

This implies, in particular, that В ^ maxn 5 (s„ ,f)  for all m ,n
and that

(2.15) lim Б
771,71— K X )

T =  0

(the latter because Б ( Sm+Sn ,t) ^ B(E, t ) ,  since £ E by the convexity
of E).

We claim that {s„} is a Cauchy sequence loosely in //-measure. To prove 
this, take any A £ A with //(A) < oo. Given any r) > 0, first pick К  so 
large that //(A  D {t > Ä'}) < r] then use (2.5) with s = Smj~Sr* and C  =  
= А П {t й К }  to get that for a sufficiently large L we have for every m, n  
// (А П {t  ^  К , -mTs.n ^  /} )  <[ r/, and consequently

(2.16) с ( А П  [ ^ Ч р И г / ] )  £ 2 , .
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Next we use the bound (2.4) with s = sm, t  = Sm , and С — А П 
П { Sm+Sn й L }, now L playing the role of K . It follows that for a suit
able 7 > 0 (depending on £ and L) ц{АГ\  { s,Tt j~Sn ^ L, | Snt~Sn | ^ e}) ^ 
^ 7 В (sm, 8m j~a"), and thus, on account of (2.16),

(2.17) /i^A П { |sm -  s„| ^ 2e} )  ^ 7 В ^sm, Sm  ̂ j  + 2rj.

Since г/ > 0 has been arbitrary, (2.15) and (2.17) give (2.3), establishing our 
claim.

Since {s„} is a Cauchy sequence loosely in //-measure, it has an a.e.- 
convergent subsequence, say snk —► s*, //-a.e. To prove that this s* satisfies
(2.10), pick any s 6 E such that B(s, t )  is finite, and apply (2.14) to this s 
and s' = snk. Bound the right hand side replacing the first term by B(E, t )  
and the last term by 0. Thus, after rearranging, we obtain that

(2.18)
B(s, t )  ^ B(E, t )  -  -— ~ ( B ( s nk,t) -  B(E, t ) )  + B ( s , a s  +  (1 -  a)snk)). 

a

Letting a = otk go to 0 sufficiently slowly, the second term on the right will go 
to 0. As snk —► s* a.e. implies, by Fatou’slemma, that lim inf^oo B[ s ,  a^s -f 
+ (1 -  ak)snk) ^ B(s,s*),  the inequality (2.10) follows from (2.18).

(b) Using the representation (1.16) of D ( s , t ) and the identity (2.14), one 
gets the following analogue of (2.14) for /-divergences:

(2.19) hf i l l aD(s , t ) + (1 — a)D(s ' , t ) =  D ( a s  +  (1 — a)s' ,t)  +

+ a B f v
as + (1 — a)s' + (1 — a)Bf

L s' as  + (1 — a )s ' \
\ J '  t )

(notice that dividing by t is permissible when the underlying measure is v 
since, by definition, t > 0 v-a.e.). Starting with (2.19) instead of (2.14), 
one sees exactly as in (a) above that for a Л-minimizing sequence such that 
D(sn, t ) is finite for all n (i) the sequence { ^ }  is Cauchy loosely in i/-measure 
and (ii) if s* is the limit of a ma.e. convergent subsequence {^ p }  then this 
s* satisfies (2.11).

(c) The proof is identical to that of (a), starting now with the following 
(easily checked) analogue of (2.14):

( 2 .20)

a.J(s) +  (1 -  a)J(s') = J ( a s  +  (1 — a)s') +  a B ( s , a s  +  (1 -  a)s') +

+(1 -  a ) B( s ' , a s  +  (1 -  a)s') ,
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which holds whenever J(s)  and J(s') are finite.
Parts (a) and (c) of the Corollary follow immediately from (2.10) and

(2.12), by the Corollary of Lemma 1. For part (b), notice that (2.11) implies
Bj u ( j , ? )  —» 0, and hence ^  s* by the Corollary of Lemma 1. To prove
that •snl{ t>0) s*, where s* =  is*, we have to verify (2.2) for every A £
£ X  with p(A)  < oo, for snl{t>o} and s* in the roles of sn and t. Clearly, 
attention may be restricted to sets A C {t > 0}. Given such an A, let Ax  =  
= А П {t  ^ К }. Then v(Ak ) ^ Л'/г(Л) < oo, thus on account of ^  ^  s* we 
have ( A x  П { |^ - 5 * |> - ^ } )  —► 0 and consequently

v Í Âk  П { |s„ -  5*1 > e } )  —» 0 as n —> oo.

Since v ( A x )  < oo and — t  is positive on Та , it follows that also

(2.21) p [ a k  П { |s„ -  s*| > e } )  —> 0 as n —> oo.

As this holds for every К , and p(A \  A x ) —► 0 as К  —» oo, (2.21) implies 
the assertion snlrt>cq~> 5*. If t > 0 /t-а.е., the latter means the same as
sn ^  s*. Under the condition (2.13), D(sn,t) < 00 implies sn = 0 /x-a.e. 
on {t = 0} cf. (1.16). Since s* =  is* also vanishes on {f = 0}, in this case
5„l{f>0j 5* is again equivalent to sn -£ 5*. Thus, in both cases, 5* is the
generalized Л-projection of t onto E.

R emark. The generalized Л-projection to a convex set E C S with 
D ( E, t ) < 00 does not always exist if /'(« ) < oo, even if E is defined
by constraints of the type (1.2). A trivial counterexample when several (not 
д-а.е. equal) functions s £ E achieve 0 (5 , i) =  0 ( 0 , t) is given by E =
z { 5:/{<=o}s( x)n(dx)  = bj, where 6 is a positive constant. Then 0(5 , i) =  

= 0 ( 0 , t) for every s £ E such that 5 = t on {t  > 0}.
In our definition of generalized projections, the convergence of minimizing 

sequences has been required in a very weak sense, viz. loosely in p-measure. 
This enabled us to prove the existence of generalized projections under the 
weakest concievable hypotheses. Still, in many cases of interest, convergence 
in a stronger sense can be established. Some simple general results in that 
direction will be given in Theorem 2, also including the convergence of J- 
minimizing sequences. We send forward

L e m m a  3. Suppose that p is a finite measure.
(a) If f  satisfies the condition

(2.22) inf ( f ' ( K v ) -  f'(v)) > 0 for some К  > 1
U>1
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then for every t £ Xi(/i) and r > 0, the functions s £ S in the “Bregman 
ball” { s : B( s , t )  й r} are uniformly integrable.

(b) If f  does not satisfy (2.22), and ц is not atomic, there exists t £ 
£ £i(/i) to which non-integrable functions sn £ S can be found with 
B(sn,t)  -> 0.

R emark. Condition (2.22) is stronger than (2.13) but among the func
tions f a , cf. (1.12), either condition holds for those with a ^ 1.

P roo f , (a) Given t £ Ь\(ц), define t £ L\(ß)  by t (x) = m a x (t(x ),l) . 
It suffices to prove that to any e > 0 there exists M  > 0 such that

(2.23) Í  sdfi <  £  if B ( s , t ) ^ r .

Now, notice that (2.22) implies that for M equal to a sufficiently large 
power of К , inf,,^  ( f ' {Mv)  — f ( v ) )  will be as large as desired. In particular, 
there exists M > 2 such that

f  -  f \ v) >  Y  f o r  a 1 1  v =  L
With such an M,  (2.7) implies that for и > M v , v ^ 1

д/м г jjm-m « >f(“-^)>r
It follows that

B(s, t )  > Í  _ Af[s (x) , t (x) )  n(dx) ^ 
J  { s > M t }

^ / Aj ( s (x) , t (x) )  g,(dx) > -  _ s(x)fi(dx)
{s > M t }

establishing (2.23).
(b) If (2.22) does not hold, for arbitrarily large К  there exists г; 2. 1 such 

that f ' (Kv )  -  f'(v)  is arbitrarily small. Thus for some sequence of numbers 
vn ^ 1 (and then necessarily vn —► oo)

f ( n v n) - / ' ( « „ )  й  -> n =  1 ,2 ,. . .  n

Then from (2.7)
rnvn

(2.24) A j(n vn,v n) = / ( / ' ( 0  -  f ' (vn)) df, й vn.
JVn
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Let t € S be a function whose range is a subset of {iq, v^,. ..} , and let s(x) =  
— nvn if fix) — vn. Since p is non-atomic, such t and s exist with t £ Lfip),  
s £ Lfip),  and then (2.24) shows that B(s, t )  < 00. Finally, let sn(x) equal 
f ix) or s(x) according as t (x) equals vm with m ^ n or with m > n, respec
tively. Then B(sn,t)  —> 0, while neither sn is integrable.

T heorem 2. Under the hypotheses of Theorem 1:
(a) If t satisfies condition (2.6) then every В -minimizing sequence con

verges in p-measure. If p is a finite measure, t 6 Lfip), and f  satisfies con
dition (2.22), then every В -minimizing sequence converges in L fip ) norm.

(b) If t £ L\(p) and f  satisfies condition (2.13) then every D-minimizing 
sequence converges in L fip) norm.

(c.) If p is a finite measure and f  satisfies condition (2.13) then every 
J-minimizing sequence converges in L fip) norm.

P r o o f , (a) A JB-minimizing sequence satisfies B (sn,s*) —► 0, by (2.10). 
Since B(s*,t)  ^ B{E, t )  < 00 by Lemma 2, the Corollary of Lemma 1 gives 
that if t satisfies (2.6) then so does also s*. But then B (sn,s*) —*■ 0 im
plies sn s*, again by the Corollary of Lemma 1. The last assertion follows
from Lemma 3, since convergence in measure plus uniform integrability imply 
convergence in Lfip) norm.

(b) Without any loss of generality, a H-minimizing sequence can be as
sumed to satisfy D(sn,t)  < 00 for all n. Then (2.13) implies that sn =  0 
p-a.e. on the set {t  = 0}, and

(2.25) D(sn,t) = J  / ( ^ )  do,

with v <  p,  = t, by the definition (1.13) of D(s, t ) .  Under the hypothesis 
t £ Lfip),  v is a finite measure. Thus B j fU ( ^ ,  5*) —>• 0 (implied by (2.11))
gives by the Corollary of Lemma 1 that ^  —>• s*. As и is a finite measure, 
it follows from (2.13) and the uniform boundedness of the integrals (2.25) 
that ^  is uniformly u-integrable. Hence ^  —>■ s* also in Z/i(u)-norm. Since 
/  I — 5*I do — J | s n — s*I dp,  where s* =  is*, this means the same as sn —► 
—► s* in L\{p)  norm.

(c) If p is a finite measure, each /-minimizing sequence satisfies sn -Д s*, 
by the Corollary of Theorem 1. As in (b), the finiteness of p, the condition
(2.13), and the uniform boundedness of the integrals J(sn) =  f  f ( s n) dp im
ply that the functions sn are uniformly integrable (although /  is now not 
assumed to satisfy (1.15), by convexity and the condition (2.13) it must be 
bounded from below). Hence it follows that sn —> s* also in Lfip)  norm.

R emarks. In assertion (a) of Theorem 2, the condition (2.22) for L\- 
convergence of 5-minimizing sequences can not be relaxed in general. As 
Lemma 3 shows, in the trivial case E = S there exist t £ Lfip)  and a B-
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minimizing sequence {sn} (in this case, simply a sequence with 5(.s„,f) —* 0) 
such that neither sn is integrable. In assertions (b) and (c), the condition
(2.13) can not be relaxed either. Notice finally that if i is a bounded func
tion and a finite measure, then already condition (2.13) suffices for the 
uniform integrability of “Bregman balls” and hence for the Li-convergence 
of 5-minimizing sequences.

3. P ro jec tions and generalized pro jections

We proceed to use the terminology introduced before. In particular, S 
denotes the set of non-negative finite valued Л'-measurable functions on X,  
and the symbols В and D are shorthands for 5 д д and D j iß, cf. (1.13), (1.14). 
In this section, the convex function /  is always assumed to satisfy (1.15), and 
E  will always denote a convex subset of S,  unless stated otherwise.

We have seen in Section 2 that the generalized B- resp. 5-projection of 
t £ S to the convex set E C S always exists, except for trivial cases. A ques
tion of the interest is, however, whether the B- resp. 5-projection exists. 
By Lemma 2, this is the same question whether the generalized projection 
s* belongs to E.  A sufficient condition for the latter, by the very definition 
of generalized projections, is the closedness of E for loose convergence in /x- 
measure. If the minimizing sequences are known to converge in some stronger 
sense, closedness of E (or of its intersection with a 5-ball resp. 5-ball of 
center t and radius larger than B ( E , t ) resp., D ( E , t )) suffices. In particular, 
using Theorem 2, the closedness of E П Li(p) in L\{[i) norm is sufficient for 
the existence of 5-projection if /  satisfies (2.13), resp. for the existence of 5 - 
projection if p is a finite measure and /  satisfies (2.22), whenever t £ L i(/x) 
and D(E, t ) ,  resp. B ( E , t ) is finite.

In the literature, the usual way to derive sufficient conditions for the ex
istence of projections onto a set E  is by compactness arguments, introducing 
a topology in which E is compact and the distance to be minimized is a 
lower semicontinuous function on E.  The last mentioned sufficient condi
tions for the existence of 5 -  and 5-projections can be obtained also by this 
method, cf. Teboulle and Vajda [17] for 5-projections (they actually con
sidered integrals J(s),  with /  satisfying (2.13), but rewriting their result for 
5-divergences is just a matter of translation). In Theorem 3 we will also 
offer a sufficient condition for the existence of 5-projection that does not re
quire L j(/x) closedness; we will give a proof that relies on Theorem 1 and 
some Orlicz space theory.

As hinted to in the Introduction, the projection problem occurs in prac
tice mostly for sets of functions defined by equality constraints on certain 
integrals, cf. (1.2). Sometimes one has inequality rather than equality con-
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straints. Thus, consider subsets of S of form

(3.1) a-y(x)s(x)fi(dx) й by,

where Г is any index set, the s7 are given (measurable) functions on X , and 
the by are given constants. The set (3.1) may contain functions s £ S with 
f  a^sdf .1 = — oo, but none with f  aysdp  undefined. Of course, sets defined 
by equality constraints can also be represented in the form (3.1), since a 
constraint J a-yS dp =  by is equivalent to a pair of constraint J a7s dp ^ by, 
/ ( —a7)s d/i 5s — by.

T h e o r e m  3. Let E be a given by (3.1) and let t £ S be such that B(E, t )  
resp. D ( E , t ) is finite.

(i) If each ay £ S, the B-projection o f t  onto E always exists, and the 
D-projection exists if t > 0 p-a.e., or if f  satisfies (2.13).

(ii) If each Uy is bounded below, and t 6 L\(p),  the D-projection of t 
onto E exists if f  satisfies (2.13), and the В -projection exists if p is a finite 
measure and f  satisfies (2.22).

(iii) If each ay satisfies

(3.2) j  f*(Xüy )t dp < oo for every Л > 0

where f* denotes the convex conjugate of f  and a~ =  m ax(0,— a7), the D- 
projection of t onto E exists provided t £ Lfip) and f  satisfies (2.13).

C o r o l l a r y . For a set E defined as in (3.1) but with equality (rather 
than inequality) constraints, assertion (ii) will hold if the hypothesis of lower 
boundedness of the functions ay is replaced by boundedness, and (iii) will hold 
if in the hypothesis (3.2), a~ is changed to |a7 |.

R e m a r k . The convex conjugate of a convex function /  is the convex 
function f*(v)  =  sup(uu — / ( « ) ) . Under our assumptions on /  (including

U
(2.13)), /* is finite valued and differentiable on (0,oc) (we are not interested 
in f*(v)  for v < 0) and is given by

(3.3) / » = Jo

f*(v)  = ev -  1 if /(u )  =  и log и — щ T 1.

In particular, 

(3.4)
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P r o o f , ( i )  If { s n }  С  E converges loosely in //-measure, it has a subse
quence such that snk —> s' /í-а.е. The hypothesis a7 ^ 0 implies by Fatou’s 
lemma that

/ a^s' dp ^ liminf / a7s„fc d/i,
к-юо У

thus s' E E. This means that E is closed for loose convergence in //-measure, 
and the assertion follows by the previous discussion.

(ii) If {sn} С ЕГ\ L\{p)  converges to some s' in L\(p)  norm, writing a7 =  
= a+ — a~ we obtain, since a~ is bounded by hypothesis, that J sna~ dp —* 
—>■ J s'a~dp. On the other hand, J a+s'dp  liminf „-к» J a+sn dp as 
above, therefore s' E E  П Li(p).  Thus E  П i i ( / / )  is closed in L\(p)  norm, 
and the assertion follows by the previous discussion.

(iii) We assume, without restricting generality, that // is a finite measure 
and t =  1; the case of arbitrary // and t £ L\ (//) reduces to this replacing 
// by v, where ^  = i, and giving the role of 5 to f. Thus we consider a 
sequence {sn} С E  with

(3.5) D (sn,1) = J  f ( s n)dfi D(E,  1),

known to converge in //-measure (and even in Zu(//) norm, by Theorem 2) 
to the generalized /^-projection 5* of / = 1 to E; our goal is to show that 
s* G E.

We need the following facts from the theory of Orlicz spaces, cf. Kras- 
noselskii and Rutitskii [14]. Given a strictly convex function M(u)  on (0, сю) 
with

(3.6)
M(u) n M{u)

hm ------- =  0 lim ---------=  oo,
14—+ o  u u—►oo и

the Orlicz class Lm  = Tm (r) is the set of all (measurable) functions u(x) on 
X  such that

(3.7) р(ц,М)  =  J  m ( \ u ( x )\ ĵ p ( d x )  < oo.

The Orlicz space L*M and its (not necessarily proper) subspace Em  consist 
of those functions и for which Xu £ Lm  for some A > 0, respectively for all 
A > 0. L*M is a Banach space with the Orlicz norm

(3.8) \\u\\M = inf j ( l  +  />(Au,M)).
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Moreover, setting N = M*, one can consider on L*M the ^дг-weak topology: 
un —► и Едг-weakly iff f  unvdfi  —> f  uvd/i  for all v £ Ejf. The result we 
need is the following:

[14], Theorem 14.6: If a sequence {un} C L*M is bounded in Orlicz norm 
and converges in /х-measure to some function u, then и £ L*M and un —*■ и 
Eff- weakly.

We will apply this theorem to the sequence {s„} С E in (3.5), with the 
choice M(u) — /(1  + u). Notice that this M  satisfies the conditions (3.6). 
Further, the sequence {s„} is bounded in Orlicz norm, since by (3.7) and
(3.8)

|15п|1л/ = 2 ( l  + P  ("2"’ - ^ ) )  -  2 + 2 J  /  ( l  + ~ 2 ~ )  ^  =

= 2 +  /(2 )^ (A ) + J  f ( s n)dn

(in the last step we have used the convexity of / ) .  It follows by the above 
theorem that sn —» s* -Едг-weakly.

Since M(u)  = /(1  + и), its convex conjugate N(v)  equals f*(v)  — v. No
tice that N  = M* always satisfies the conditions (3.6) if M  does. Thus for 
any function v(x) in S,  the integrability of N(v)  =  f*(v) — v is equivalent 
to that of f*(v).  It follows that the hypothesis (3.2) (with t — 1) means 
exactly that a~ £ Ejq. Hence the £]v-weak convergence sn —> s* implies 
f  sna~ dfi —* J s*a~ d/x; after having established this, the proof is completed 
as previously.

The Corollary is immediate since an equality constraint can be regarded 
as two inequality constraints, one with a7 and the other with —a7.

C o m m e n t s . Part (i) of Theorem 3 is very general as far as / , ц and 
t are concerned, but it involves a very restrictive hypothesis on the func
tions a-у. Since that hypothesis can not be non-trivially met by both a7 and 
—a7, part (i) has no counterpart for sets defined by equality constraints as 
in the Corollary. Part (ii) involves a considerable restriction on the under
lying / ,  but only a weaker hypothesis on the functions a7, which is often 
met in practice. As hinted to before, this part of Theorem 3 is not new, al
though for 2?-projections, our hypothesis on /  is weaker than under which a 
similar result had been proved previously (Schroeder [16]). Part (iii) further 
relaxes the hypothesis on the functions a7, but at present it is available for 
/^-projection only. Of course, a H-projection counterpart of (iii) does hold
for certain functions / .  E.g., for f (u)  = (и -  l ) 2, cf. (1.12) with a =  2, we

2
have f*(v)  = \  +  v. In this case B ( s , t ) equals the squared Хг(/х) distance 
of s and i, and the conditions (3.8) are obviously sufficient for the existence 
of the H-projection of any t £ //г(м) onto E.  The difficulty we encountered 
when trying to prove the В counterpart of assertion (iii) was that, without
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an additional condition on / ,  or on t (such as its boundedness), we were un
able to prove the Orlicz norm boundedness of fí-minimizing sequences, and 
suspect that this may not be true in general.

For the case of /-divergence, i.e., f (u)  =  и log и — и + 1, when f*(v)  is 
given by (3.4), condition (3.2) requires (omitting the irrelevant constant) that 
for each a7, the integral of teXa~l be finite for every Л > 0. The corresponding 
condition for equality constraints (cf. the Corollary) is the finiteness of the
integrals J  d/t, for every A > 0, which means the same as the finite
ness of f  <eAa‘i d/n for every A £ R. In the perhaps most important case when 
t(x ) is a probability density function with respect to //, the last integral as 
a function of A is known as the moment generating function of a7, for the 
probability distribution with //-density t(x). It has been well known that for 
a set E of probability densities determined by a finite number of equality 
constraints as in (1.2), the /-projection onto E of the density t surely exists 
if the functions involved in the constraints have everywhere finite moment 
generating functions for the distribution with density t. It appears new that 
the same is true also for any number of constraints (providing there exists 
any s É £  with /(s ||f )  < oo).

As an example, consider probability distributions on a Banach space X , 
with a common dominating measure /г, and let E be the set of the den
sity functions of those among them whose expectation (in the Pettis integral 
sense) exists and equals a given 6 £ A'. Then E is determined by the linear 
constraints

J  s(x)9(x)n(dx)  = 0(6), 0  £ A’’*,

in addition to f  s(x)/u(dx) = 1, where X*  denotes the dual of X . Our suffi
cient condition for the existence of the /-projection onto this set E of a given 
density t(x) with I (E, t )  < oo is that f  e^&̂ h(x)/ i(dx)  be finite for all 0  £ 
6 A'* and A £ R. Since with 0  £ A'* also A0 £ A'*, the sufficient condition 
is actually the finiteness of f  ee (xh(x)/j,(dx) for all 0  £ X*. Notice that this 
is weaker than the finiteness of the moment generating function of ||a,j| for 
all A > 0, which is the well known condition often used in such problems.

Although generalized B- and H-projections (to convex sets E C S) prac
tically always exist, satisfactory conditions for their belonging to E,  i.e., 
for the existence of projections, were obtained only subject to the condi
tion (2.13) on /  (for /^-projection) or the stronger condition (2.22) (for B- 
projections). Without those, good sufficient conditions for the existence of 
projections, of the general flavor as above (i.e., not involving topological hy
potheses on X  an on the functions a7 in the constraints) apparently can 
not be given. A very thorough study of a class of minimization problems 
that includes D- and /f-projections onto sets determined by finitely many 
equality constraints, has been carried out by Borwein and Lewis [3], under 
compactness and continuity hypotheses. Their approach very much differs
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from ours, heavily relying upon convex analysis, particularly on advanced 
duality techniques.

Theorem 4 below will shed some light on the problem, and it fits nicely 
into our framework, not requiring tools beyond standard measure theory. 
This theorem is not stated expficitly in Borwein and Lewis [3] but related 
results are (though inequality constraints are not considered). The author 
could not determine to what extent can the assertion be considered new; it 
will be offered here at least for the simple proof.

We consider the //-projection problem for E C S defined by (3.1), with 
t £ L\(p) , t  > 0 p-a.e. As in the proof of Theorem 3, we assume without 
restricting generality that p is a finite measure and t =  1. Recall from the 
Introduction that /-divergences are most naturally looked at as distances of 
measures rather than of functions. Thus Df :ß ( s , 1) —  equal to the integral
(1.18) -  is the /-divergence Dj(v , p)  of the measure v <  p with ^  =  s from
the measure p. Hence, minimizing Dj^(s,  1) subject to s £ E is equivalent 
to minimizing Dj(n,p)  subject to и £ F, v  <C p,  where F is the set of finite 
measures // on (A, A) satisfying

(3.9) J  a-y(x)f(dx) й 67, 7 £ Г.

Dropping the constraint и <C p would not change the problem if (2.13) held, 
since then Dj(v , p)  would be infinite when i/ /I, but now we are dealing
with the “bad” case, lim ^oo f ' ( v ) < oo. Then it often happens that the min
imum without the condition v <  p is attained for some v </L p. Interesting 
examples, involving the function / 0(w) of (1.12), are given in [3]. It should 
be noted that our restriction to finite measures, meaning in our case restric
tion to functions s £ L\{p),  is harmless: although the set E  may contain 
functions s ^ Lfip),  for them Dj(s,  1) =  oo thus they can be disregarded.

More valuable information can be obtained under topological regularity 
hypotheses only. We send forward the simple

Lemma 4. Let X  be a compact metric space, and let the set of measures 
F be defined by continuous functions a1, cf. (3.9). Then, providing there ex
ists v £ F with Df( i / ,p) < oo, the minimum of Df(t / ,p) subject to v  £ F 
is always attained, and the p-absolutely continuous component v* of a min
imizing v* is uniquely determined. If Г is finite, there exists a minimizing 
measure v* whose p-singular component is concentrated on a finite subset of 
X , consisting of no more points than the cardinality of Г plus 1.

P r o o f . The hypothesis implies that for any finite M, the set F  П 
П {u:v[X)  ^ M }  is compact in the weak* topology of measures. Since 
Df(o,p)  is a lower semicontinuous function of и in that topology (cf., e.g.,
[15]), the existence of a minimizing v* follows. With the decomposition v* =  
= К  + us into absolutely continuous and singular components with respect
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to /i, it is seen from the definition (1.17) of Df(v,p) ,  using the strict con
vexity of / ,  that v* must be unique. We henceforth assume that v*(X)  > 0, 
else there is nothing left to prove.

If v* minimizes Dj(v , p)  subject to v G F,  and u's is any measure satis
fying

(3.10) v's{X )  = v*s (X) ,  I  a i dv's = I  a-у du*, 7 G Г

then v' =  v* +  v's also belongs to F, and if v's is /i-singular then (1.17) gives 
that Df(v'iH)  = thus v' also minimizes subject to и G
G F. Actually, if (3.10) holds then v's must be ^-singular. Otherwise, using 
the inequality

(3.11) f (u +  t) < f (u)  +  (  lim f \ v ) ) t  if t > 0,\г>—KX> /

an obvious consequence of the strict convexity of / ,  from (1.17) the contra
diction Df(v',fi)  < would follow.

Suppose now that Г =  { 1 , . . . ,  к}.  Consider the continuous map T: X  —у 
— defined by

(3.12) T(x) =  ( / i ( x ) , . . . , /*(*)).

The vector with components (J a7  du*) /и*(Х),  7 = 1 , . . . ,  Ar belongs to 
the convex hull of T(X) ,  hence by Caratheodory’s theorem it can be rep
resented as the convex combination Y l a jT(xj )  of at most A + 1 points 
T(x  1) , . . .  ,T(xi), l ^ Ar +  1. It follows that the measure v's = X^=i a j t/s ( X ) 6Xj 
satisfies (3.10), where Sx denotes the unit mass at x. Thus, by the previous 
paragraph, v' = v* + v* attains the minimum of D](v,  /i) subject to v 6 F, 
completing the proof of the lemma.

For Theorem 4 we need the following hypotheses (required also in Bor- 
wein and Lewis [3]):

(i) X  is a compact metric space, and a7 ,q G Г are continuous functions 
on X ,

(ii) Г is finite: Г = { 1 , . . . ,  к},
(iii) there exists so G E  which is bounded and bounded away from 0,
(iv) Supp(^) =  X.

Неге E denotes the subset of S defined by (3.1); also, F will denote as be
fore the set of (finite) measures on X  satisfying the constraints (3.9). The 
support Supp(zz) of a (finite) measure и on the compact set X  is the small
est compact К  С X  with v (K)  = v(X) .  Notice that Hypothesis (iv) does 
not restrict generality, as one could always redefine X  to equal Supp(/z). In
stead of Hypothesis (iii), it would suffice to postulate the existence of a /i-a.e.
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positive so € E.  It is not hard to see that this formally weaker assumption, 
which is the “primal constraint qualification” in [3], is actually equivalent to 
Hypothesis (iii).

T heorem 4. Under Hypotheses (i)-(iv), D j tß(E,  1) = infs6£; 1)
is equal to the minimum of Dj(v,  p) subject to и 6 F. Denoting by v* the 
p-absohúely continuous component of a v* attaining that minimum, the gen
eralized Df ̂ -projection of t — 1 to E is equal to

P roof . We know by Lemma 4 that the minimum of Df(i/ ,p)  subject 
to v E F is attained for some i>*. As discussed in the paragraph containing
(3.9), then

(3.13) Df ( v * , p ) Ü D f (E, l ) .

To show that here the equality holds, and equals the generalized D j iß- 
projection of t = 1 to E (which we know to exist, by the Corollary of Theo
rem 1), it suffices to find a sequence {s„} С E such that

(3.14) Df >ß(sn, 1) Df(v*,p) ,

These functions sn will be obtained as densities of measure vn <C p, satisfying
(3.9) and approximating is*. By Lemma 4, we may assume that Supp(z/*) = 
= { x j , . . . , xi}. We first smooth is*, replacing the point masses at 
by measures having constant ^-density in the balls Bjn of radius pn —► 0 
about the points xj, j  =  1 , . . . ,  /. The resulting smoothed version of is* <C p 
is o* <  p with

(3.15) d <  _  , у '  1

dP dp p(Bjn) B]

this is well defined, since the balls Bjn have positive /х-measure, by Hypoth
esis (iv). Since is* does not necessarily satisfy the constraints (3.9), it will be 
replaced by

(3.16) Vn — ( 1  & n )vn  -f- £nVOni

with en —> 0 specified later, and with measures is0n  <C p having the following 
two properties:

(i) for a suitable constant M,  the functions snо = satisfy fa < s„o < 
< M,  for all sufficiently large n;
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(ii) denoting by vq the measure with ^  
we have

= sq, for sq in Hypothesis (iii),

(3.17) T ( ( l  -  £ n K  + SnVOn) = T ( (  1 -  £n)v* +  EnV0) ;

here T is the natural extension of the point map (3.12) to measures on X . No
tice that (3.17) guarantees that vn defined by (3.16) satisfies the constraints
(3.9), whereas (i) is a technical condition.

Assuming that measures von with properties (i), (ii) can be found, the 
proof is completed as follows: Set sn = then, as vn satisfies (3.9), we 
have sn 6 E. It is clear from (3.15), (3.16) that sn -Д (actually, sn —► 
—у ^  pointwise, except for the set { x i , . . .  ,Xj} = Supp(i/f)). To prove the 
remaining part of our claim (3.14), notice that by Jensen’s inequality and
(3.11) we have

(3.18) f,ß{sn > 1) <

<

^ (1 ~ £ n) ( I f )  ^+ 01^ л»))
-\-sn J  f ( s no)d{j,.

+

The last bracket is equal to Df(v*,n),  and J f ( s n0)d/i is bounded, by prop
erty (i) above. Thus, (3.18), compared with (3.13), establishes the desired 
result.

To complete the proof of Theorem 4, we have to verify that measures Щп 
with the properties (i) and (ii) do exist. Now, (3.17) can be written as

(3.19) T(i/0n) -  Т Ы  =  -  T(u*) ) ,

where T(v*) — T(v*)  —>■ 0 as n —» oo, because the radius of the balls Bjn 
about the points xj,  j  = 1 , . . . , /  goes to 0 as n —► oo, cf. (3.15). Thus, 
letting en —*■ 0 sufficiently slowly, the right hand side of (3.19) will go to 0. 
This means that T(uo„) is required to equal an element of an arbitrarily small 
neighbourhood of T(i'o), within the affine hull of С C the image under
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T of the set of all measures on X . Thus the possibility of finding v§n with 
the desired properties is an immediate consequence of the following facts: 
(i) denoting by Cm  the image under T of the set of measures v <  ц with 
M < M, C  is contained in the closure of the union of these sets Cm 
(this follows by Hypothesis (iv)) and (ii) each Cm  is a relatively open subset 
of the affine hull of C (because to any u G Cm  and v G Cm , there exists 
e > 0 such that u + e(u — v) G C m )-
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FUNCTIONAL EQUATIONS ON CONVEX
SETS

Z. DARÓCZY, member of the Academy and GY. MAKSA (Debrecen)*

Dedicated to Professor K. Tandori on the occasion of his seventieth birthday

1. Throughout the paper X  denotes a real or complex linear space. For a 
convex absorbing balanced set К  С X  let p denote the Minkowski functional 
of К , i.e.

p(x) = inf > 0 : уж G К I , x  6  X.

It is well-known that the function p : X  -* [0, +oo[ is a seminorm on X  and

(1.1) {z G X  : p(x) < 1} С К  C {x  G X  : p(x) Ú l}

(Rudin [6 ], Yosida [10], Larsen [5]).
If a 6  ]0,1[ is fixed, К  is a convex subset of X  and /  : К  —» C then 

define the Jensen difference on К  generated by /  with the weight ot by

(1.2) Jaif(x,y)  = f ( a x  + (1 -  a)y) -  af(x)  -  (1 -  a )/(y ) , x , y e K .

In the case a — |  the function Jaj  : К  X К  —► C is the well-known symmet
ric Jensen difference (Kuczma [4], Aczél [1], Hardy-Littlewood-Pólya [3]). 

In the following let а ф In this case one can ask the following:
P r o b l e m . Which are those functions /  : К  —* C  for which the Jensen 

difference Jaj  is symmetric, i.e.,

(1-3) Jot,f(%iy)  =  J a , f { y i x )

for all x ,  у  E K .  Since а  ф 1, (1.3) can be written in the form

(1.4) f ( x ) +  i f { o t x  + ( l - a ) y ) -  - / ( ( 1 -  a ) x  + a y )  -  f ( y )  = 0

for all x , y  G K .  This provides the reason for introducing the following no
tion.

* T h is  w ork  w as s u p p o r te d  by  th e  N a tio n a l  Science  F o u n d a tio n , G ra n t N o. 1652.
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1 8 8 Z DARÓCZY and GY. MAKSA

Definition. Let К  с  X  be convex. The function /  : К  —*■ C is of 
degree n on К  if there exist functions /, : К  —► R  and different numbers 
0 ^  A i < 1, i = 1 , . . . ,  n + 1 such that

n + 1
(1.5) f ( x ) + ^ 2 f i ( \ i X - \ - ( l - X i ) y ) = 0

i= 1

holds for all x, у E К . The vector (A1?. . . ,  An+i) is called the parameter of / .

It is clear that the function /  : К  —> C satisfying the functional equation
(1.4) (or (1.3)) is a function of degree 2 on К  with the parameter (a, l - a , 0 ).

The main purpose of this paper is to find all solutions of the functional 
equation (1.4) and, in addition, to present some general results on functions 
of degree n.

2 . In this section let К  denote a convex absorbing balanced subset of X  
and let p be the Minkowski functional of К .

T h eo rem  1. Let f  : К  —* C be a function of degree n on K0 := К  
with the parameter (A j,. . . ,  An+1) ( The A, s are different numbers from the 
interval [0,1[, i = 1 , . . . ,  n + \ .) Let

(2.1) A = max j  1, -— l—  : i = 1, 2 , . . . ,  n + 1
1 1 — Aj

and K \ = {ж G X  : p(x) < . Then for all s 6  Ii\ the difference function

x A sf (x)  := f(x + s) -  f{x) (x e R \)

is of degree (n -  1 ) on the (convex absorbing balanced) set h \  C A’o with the 
parameter ( A j , . . . ,  A n ) .

P r o o f . Since /  is of degree n, (1.5) holds with some functions Д , . . . ,  
f n+1 : К  —> C .  Let x,y , s  £ R\.  Then, because of the inequalities

p(x + ») й p{x) + p{s) < ^  ^  = J<:  1 ,

we get i  + sG Ко. Write x + s instead of x in (1.5).
Thus we have

П+ 1
(2 .2 ) f(x  +  s) + ff ( Xjx + (a -  \ j )y  + Ajs) = 0 .

2=1
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On the other hand

p \ y  + n+1 -a ) й Р(У) +
1 -  ^n + l /  1 — A„+ i

An+1 - -  t.' .. I A

A”+1 +

whence by (1.1), у + s G Ко- Write у + i _ ^ t s instead of у in (1.5).
We obtain

n+! /  л \
(2.3) f(x)  + ^2  fi ( A;£ + (1 ~ К)У + (1 _

2 =  1

5 = 0 .

Subtracting (2.3) from (2.2) we have

f{x + s ) ~  f(x)  + ^2 f i ( \ x  + (1 — A i)y + A,5 )
2 =  1 L

—fi ^AiX +  (1 — \ ) y  +  (1 — At)y— A 5 ^ =  0.

This can be written in the form

A sf {x ) +  Y2  ( A a-s ~  A (i л .)/ ^ 1 _ )  h ( Ai® +  (1 -  Ai)y) =  0,

that is, with the notation

y\S) ’■= ( A,\,s -  A(l ) fi on K x (t = 1 , . . . ,  n)

we get
71

Asf(x) + ^ 2 g i S'>{ Kx + ( l - X i ) y )  -  0.
2 =  1

This imphes that Asf  is a function of degree (n — 1) on R\  with the param
eter (A i,. . . ,  A„) for all s G K \ .  □

The next two corollaries follow easily from Theorem 1.

Corollary 1. Let f  be a function of degree n on Kq = К  with the
(A i,.. ,,A

Ke =
{ 1 2iXe } ( / = l , 2 , . . . , n + l ) .

Acta Mathematica Hungarica 68, 1995



1 9 0 Z DA R Ó CZY  and GY. MARSA

Then K n.)_i С K n C • • • С K \ С К  and

д ; + 7 М  =  о

for all x ,s  £ K n+1 .

Throughout the remainder of this paper for all positive homogeneous 
functions p : X  —► [0,+oo[ (i.e. p(tx) — tp(x) holds for all t E [0,+oo[ and 
x E X )  and for all 0 < r ^  + oc we shall use the following notations:

B(r) =  { a : G l  : p(x) < r}

and

An(r) = {(x,  у) E X  X X  : x,x  + y , . . .  ,x + (n + l )y £ B(r)}  (n £ N).

Corollary 2. Let f  be a function of degree n on K . Then there exists 
0 < r < 1 such that B(r) С К  and

(2.4) AJ+7 ( * )  = 0

for all (x,y) E An(r).

3. Corollary 2  provides the reason for introducing the following

Definition. Let 0 < r + oo, and p : X  —► [0,+oo[ a positive homo
geneous function. The function /  : B{r) —> C is a local polynomial of degree 
n on B(r) if (2.4) holds for all (x , y ) £ An(r).

A similar concept was introduced by Székelyhídi in [9].
Following the ideas of Székelyhídi [7] we prove the following extension 

theorem.

T heorem 2. Let p : X  —> [0,+oo[ be a positive homogeneous function, 
p /  0 , 0  < r ^  Too and f  : B (r) —► C  a local polynomial of degree n on 
B(r). Then there exists a function F : X  —> C  such that

(3.1) Ay+1 f(x) =  0

for all x,y E X  and
F\B(r) = / .

P roof. The proof is based on Zorn’s lemma. Let T  denote the set of all 
functions ip with the following properties:

a) /  C (p,
b) the domain of <p is the set B(r) for some 0  < r ^  + oo,

Acta Mathematica Hungarica 68, 1995
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c) the range of ip is a subset of C,
d) A£+V(x) = 0  for all (x,y)  £ A„(r).
Since /  £ T , T  ф 0. The set T  is partially ordered with the obvious 

inclusion of functions: for <p, ф £ T , p  С ф if Ф is an extension of ip. More
over, if J-q С T  is an ordered subset then | J  -̂ o G T . Thus, by Zorn’s lemma, 
there exists a maximal element F £ T . Let B(R) be the domain of F and 
suppose that R < + oo. For z £ В ( !̂ R ) define

n + 1 — к \  
n + 1 /  '

Since p =*p(*) < «±1 д  £  Д therefore a±l=*z £

£ B(R), к =  l , . . , , B f  1, thus F  is well defined. Furthermore, 2  £ B(R) 
implies thatfo, ^ry) G A n(R) hence the identity F(z) = F(z ) — A nf 1 F(0) 

which is proved in [7] and F £ F  provide that F C F. If (ж, у) £ A„ (aj^-ß) 
then yj  £ A„(Ä), к =  1 , . . . ,  n +  1 and x + (n + l )y £

£ В ( 2̂ ä ) thus, as it is proved in [7], we have that A"+1 F(a:) = 0. Conse
quently, F  £ T  and F C F. Since p ф 0, B(R)  С В (^^p-R) therefore F  ^  F  
which is a contradiction. □

4. In connection with the functional equation (3.9) it is well-known 
(Djokovic [2], Székelyhídi [8 ]) that a function F  : X —► C satisfies (3.1) if 
and only if there exist ^-additive symmetric functions

Ak : X k ^ C  (k = 0 ,1 , . . . , гг; X° := X)

such that
П

F(x) = Y / At(x),  x e X
k= 0

where A*k is the diagonalization of Ak (Ло is a constant function). This 
implies the following

THEOREM 3. Let p : X  —► [0,+oo[ be a positive homogeneous func
tion, 0 < r < + oo and f  : B (r) —> C a local polynomial of degree n on 
B(r). Then there exist к-additive symmetric functions, Ak : X k —+ С (к = 
= 0 , 1 , . . . ,  n) such that

П

/ м  = Е д*м
k= 0

Acta Mathematica Hungarica 68, 1995



1 9 2 Z. D A R O CZY  and GY MAKSA

for all x £ .S (r )  (A*k is the diagonalization of Ah, к = 0 , . . . ,  n ) .

5. Now we return to the investigation of the functional equation (1.4). 
First we prove the following

T h eo rem  4. Let p : X  —► [0,+oo[ be a positive homogeneous function 
and 0 < r ^  + oo. Suppose that At : X е —» C is an l-additive and symmet
ric function (£ =  0,1,2) and define the function f  on B (r) by

(5.1) F(x) := A2{x , x) + A2(x) + A0, x £ B(r).

Then f  is a solution of (1.4) on B{r) if and only if

{(a) A2(aa;, у) =  аА 2 (ж, у) for all x ,y  £ X , and 
(b) Ai(ax) = aA\(x) for all x £ X .

P roof. Substituting /  in (1.4) an easy calculation shows that

(5.3) A2{ax , y) -  A2(ay , y) -  a 4 2 ( i ,  x) + aA2(y, y)+

AAfiax) -  aT i(z ) -  [Afiay) -  aAfiy)] = A2(ay , x ) -  A2{ax,x)

for all x, y £ B(r). With the substitution у = 0 this implies

(5.4) A2 (oíx, x) — aA 2 (2;, x) + A i(az) -  aT i(x ) = 0

for all x £ B(r). Writing f  instead of x in (5.4), multiplying by 4 the equa
tion so obtained and subtracting this equation from (5.4) we get that

(5.5) Afiax)  = aA\(x),  x £ B(r)

and

(5.6) T 2 (ax ,x ) = аЛ 2 (х,аг), x £ B(r).

Let x £ X.  If p(x) = 0 then, because of x £ B(r),  (5.5) and (5.6) hold. 
If p(x) > 0 then there exists a rational number g > 0 such that g < 
Therefore

p(gx) = gp(x) < r

thus gx £ B(r) which implies that Afiagx) -  аЛх(рх) and A2 (apx,px) = 
= а Т 2 (рх,рх), whence (5.2) (b) and

(5.7) Т 2 (ах ,х ) = aA 2 (x,x), x £ X

Acta Mathematica Hungarica 68, 1995
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follow. According to the equations (5.5), (5.6) and (5.3) we have

(5.8) A2{ax,y)  = A2(ay,x) = A2(x,ay)

for all x , y  £ B(r). Let x , y  £ X  for which p ( x )  > 0 and p ( y )  > 0 and let 
g > 0  be a rational number so that

which implies (5.8). If p(x) = p(y) — 0 then (5.8) holds since x,y  £ B(r). If 
p(x) = 0, p(y) > 0 (or p(x) > 0. p(y) -  0) then A2(ax,gy) = A2(x,agy)  (or 
A2(agx,y) = A2(gx,ay))  implies (5.8). Finally, define the functions a and b 
on X  by

respectively. Then, by ( 5 . 8 )  and ( 5 . 7 ) ,
2  A 2 ( a x , y )  =  a ( x  +  y )  -  a ( x )  -  a { y )  =  a ( b ( x  +  y )  -  b ( x ) ~  b [ y ) )  =  a 2 A 2( x , y )  

for all x, у E X.  □

THEOREM 5 .  Let К  с  X  be a convex absorbing balanced set, p its 
Minkowski functional and suppose that g : К  —> C is a solution of the func
tional equation (1.4). If there exists 0 < r < 1 such that g(x) = 0 for all 
x £ B(r) С К  then g(x) = 0 for all x £ К .

Proof. Without loss of generality we may assume that 0 < a < Let
rk = min ( -— r k_i , 1 к  A: £ N. We show that g(x) = 0 for all x £ В(гк) L (1 J
and for all к £ N. This will be proved by induction on k. For к = 1 the 
statement is obviously true. Suppose that the statement is true for к and let 
x £ B(rk+1 ). Then

p ( a x )  <̂ p(( 1 -  a)x) = (1 -  a)p(x) < (1 -  a ) r k+1 =

= т“ { ( Г ^ Г ’1’ а| £г‘'

Therefore g(ax) = g(( 1 — a)x) = 0. This and (1.4) with у = 0 imply that 
(2а — 1 )g(x) — 0, that is, g(x) = 0. Thus g(x) = 0 for all x £ B(rk) and

Then p(gx) = gp(x) < r and p{gy) = gp(y) < r therefore

A2(agx,gy) = A2(gx,agy)

a(x) -  A2(ax,x)  and b(x) = A2(x, x),

Acta Mathematica Hungarica 68, 1995
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к £ N. Since r* = 1 we have that g(x) =  0 for all x £ B( 1) П К.
According to the inclusions (1.1) now it is enough to prove that g(x) = 0 if 
x £ К  and p(x) = 1. Let у =  0 in (1.4). Then g(ax) — ag(x) =? g(( l  - a ) x )  -
— ( 1  — a)g(x), p(ax) = ap(x) = a < 1 and p(( 1 — a)x) = (1 — a)p(x) = 1 —
— a < 1 imply that (2 a — 1 )g(x) = 0 , that is, g(x) = 0 . □

6 . Our previous results allow us to formulate the following theorem which 
gives the solution of the problem raised in the first section.

T heorem 6. Let a £ ]0,1[ be fixed, а ф | .  Suppose that К  С X  is 
a convex absorbing balanced s'et. For the function f  : К  —» C, Jaj  is a 
symmetric Jensen difference if and only if there exist Af_ : X е —* C (£ = 
= 0 , 1 , 2 ) i-additive functions for which Ai is symmetric,

( (a) A2(ax, y) = aA2(x, y) for all x,y  £ X  
1 (b) A i(ax) = aA\{x) for all x £ X

f(x)  =  A2(x , x) + Ai(x) + A0

P roof. If the Jensen difference Jaj  is symmetric then /  satisfies (1.4). 
This implies that /  is a function of degree 2. Therefore, by Corollary 2 
of Theorem 1, there exists 0 < r < 1 so that B{r) С К  and /  is a local 
polynomial of degree 2 on B(r).  Thus Theorem 3 implies the existence of 
f-additive functions A( : X е —»■ C (£ = 0,1,2) such that A2 is symmetric 
and

(6.3) f(x) = A2(x,x) + Afix) + A0

for all x £ B(r). It follows from Theorem 4 that /  satisfies (1.4) on B(r) if 
and only if (6.1) (a) and (b) hold. Define the function g on К  by

g(x) = f(x) -  A2(x , x) -  Ai(x) -  Ao, x £ K.

Obviously g is a solution of (1.4) on К  and g(x) = 0 if x £ B(r) С К . There
fore Theorem 5 implies that g(x) = 0 for all x £ К , that is, /  has the form
( 6 .2).

The converse follows from Theorem 4.
R e m a r k . (6.1) (a) and (b) are obviously satisfied by A\ and A2 if a is 

a rational number.

( 6 . 1)

and

( 6 .2)

fnr all г К

Acta Mathematica Hungarica 68, 1995
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ON IMBEDDING OF FUNCTION CLASSES 
Hч INTO CLASSES Еф 0 ( A )у;I ,q 1 V *  1Ч2 v '

A. I. AGANIN and M. K. POTAPOV (Moscow)*

To Professor K. Tandori on his seventieth birthday

1. The imbedding theory of function classes starts from the articles of 
E. Titchmarsh, G. Hardy and J. Littlewood. In 1927 the latter obtained 
the first theorem of imbedding of Lipschitz classes from Lebesgue spaces Lp 
into Lq, 1 й p < q < oo. The general theory of imbedding of spaces of dif
ferentiable functions of several variables was initiated by Sobolev. Further 
development of this theory is due to Nikol’skii, who created the theory of 
imbedding Я -classes and applied methods of approximation theory. Ul’ianov 
found necessary and sufficient conditions for the imbedding H£ C Lq as well 
as sufficient conditions for the imbedding Hpl C Я "2, 1 ^  p < q < oo. These 
results were further developed by others.

The present paper deals with imbedding theorems for periodic functions 
of a single variable. We give necessary and sufficient conditions for imbedding 
H I  classes into E^2i42(A) classes.

We give the necessary definitions. A function ф(Ь) is called a ^-function, 
if ф({)  is continuous, nondecreasing, and concave on [0;27г], ф(0)  = 0. We 
define the indices of a ^-function ф{1) as

аф = lim
t—►-|-0 ¥>(<) ’

lim
<-►-1-0

Ф№)
Ф И )  '

It is clear that the inequalities \ ^ аф ^ @ф Ú2  hold for all (^-functions
ФН) .

The quasi-normed Lorentz space Аф<ч (0 < q < oo) is defined as the set 
of 27r-periodic measurable functions f(x)  for which the quasi-norm

ll / I U  =

2тг
f Л  f* , • л )J0 Ф Н )  7  /  /  ( x ) d x  

г Jo T J
is finite, where f*(x) is a nonincreasing function on (0 ; 2 тг] equimeasurable 
with | / ( i ) |  (for the definition of f*(x) see [1], p. 213).

* R e sea rch  p a r t ia l ly  s u p p o r te d  b y  G ra n t  N o. NCJOOO fro m  th e  In te rn a tio n a l  Science 
F o u n d a tio n  a n d  G ra n t  N o. 93-011-00240 R F F Y .
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1 9 8 A I AGA N IN  and M. K. PO TA PO V

The quasi-normed Lorentz space Ap<q (0 < p, q < oo) is defined as the set 
of 27r-periodic measurable functions f(x)  for which the quasi-norm

I р,ч

I
ч

is finite. i
Notice that if q > 1 and the ^-function ф{1) = , then the Lorentz space

Афл coincides with Lebesgue space Lq, and if p > 1, q > 0 and the ^-function
1_

ip(t) = f p, then Аф<д coincides with Lp>q (see [2]).
If f(x)  6  Аф^, 0 < q < oo, xji{t) is a ^-function, then

Ц/мг(^/) = sup \\f(x + h ) - f ( x ) \ \  S G [0;27t] 
o ü h ís  w,q

is called the modulus of continuity of f(x).
Let lo(S) be a nondecreasing, continuous function on [0;27r] such that 

u>(0 ) = 0 , and

u(6 + T]) ^  ui(S) -f- u(r)) as O ^ é ^ r j ^ é  + 7]^ 2ж.

Such functions are called moduli of continuity.
If we have a modulus of continuity u>(S), a ^-function i{>(t) and 0 < q <

< oo, then let H^q be the set of functions f(x)  G Аф<д for which

иф,ч{6 \/)  = 0 {u;(í)}, as 6 -* + 0 .

If f(x)  G Л^)9, 0 < q < oo and is a (^-function, then 

ЕМ )ф,д = i n f | | / - r n|| ф
■i n

is called the best approximation of f(x)  by trigonometric polinomials Tn{x) 
of degree at most n — 1, n G N, in the space Афл .

If we have a «^-function ip(t), a sequence of positive numbers Л = {An}^Li 
such that A„ J. 0 when n f oo (i.e. A„ ^  An+j, n G N, lim An = 0), and 0 <

n —►-poo
< q < oo, then Ефл{A) is the set of functions f(x)  G Аф<ч for which

Еп(Лф,я = 0 {  A„}.

Our main result is the following

A d a  Mathematica Hungarica 68, 1995
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P roposition . Let 0 < q\ < oc, 1 ^  <72 < 00 , and let the ip-functions 
4 ( 0  and ф2(*) be such that 1 < a^2 £ ß̂ ,2 < 5Í ß^i < 2. Let u(fj) be 
a modulus of continuity, A = {An}^Li a sequence of positive numbers such 
that \ n j, 0 when n f 00 . Then for the imbedding С Е^2Л2(A) it is
necessary and sufficient that

I f} ^
\  k= n 4  Ш

_1_
Я2

0{An}.

This proposition is a consequence of Theorems 1 and 2 below.
We note that earlier Zhainibekova [7] proved a theorem which is a special

1_ 1_
case of our proposition, when 4 ( 0  = * p , 4 (t) = t ч, ql = p, q2 = q, 1 < p <
< q < 0 0 .

2. In the proof of the proposition we need the following lemmas. 

Lemma 1 [8]. For any function f(t) E 4 ( 0 ;  2л-) we have

sup
|£|=0

dt, 0  e (0 : 2 4

Lemma 2 [8]. 7 / 4 0  is a p-function then f ( t ) / t  is nondecreasing on 
(0 ; 27t] and

4 * 1  +  *2 )  ^  V 4 i )  +  4 ^ ) ,  0  ^  *1  ^  *2 ^  * 1  +  * 2  =  27Г.

Lemma 3 [4]. If > 1 for a p-function 4 * ) then for all p > 0

n—k í H = ° K i

Lemma 4 [6 ]. í/a^, > 1 /or a p-function 4 0  then for all p > 0

к

Lemma 5 [4]. Те* 4 0  an(t 4 0  p-functions and let > /4 . Then

1

X tA  
X I )  Г
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LEMMA 6 [3]. Let ф ( t) be a ip-function, ß^ < 2 , 0 < q < oo. Then for 
all functions f  [t) 6  Афд

C i ( ^ q ) \ \ m , q ü \ \ f \U ,q ü  С2(^ 9 ) ||/ ||; ,?,
where the functional ||/ ||^  is defined as

Ф,я

27r dt
m m ?  -t Г

Lemma 7 [4]. Let p{t) and ifit) be p-functions and let a v > ß^. Then 
for the function

( 0 , t =  0

1  1 e ( ° ;27r]-

there exists a p-function 0 i (t) such that a@j > 1 and

Ciip,if)®x{t) ú 0 ( i)  ^  С2{р,Ф)®\Ц).

Lemma 8 [4]. Let ip(t) be a p-function and 1 ^  q < oo. Then for any 
f i 'C )  £

n e N .

Lemma 9 [5]. Let ip\(t) and fait) be p-functions such that 1 < a^2 iL
^  ßfo < ßф1 E 2, qi > 0 and > 0 and let u\{6) and 0J2 ÍS) be moduli
of continuity.

a )  I f

E
П—1 .

Ф2  (£)wi (£)
П 92

^ 1  Ш

then Нф\т С Л^2)92 and for any f(x)  £ A ^ ,gi

<  00

¥"2 >92 —

^  С {ф \,ф 2 ,Я \ ,Я 2 )  ' V'i „.+ E
Vn=l .

^2  ( / ;

V>i Ш
Г 0 "1

’nJ )
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b) if
/  00  

V
( i )

1 ^\n=k V>i Ш

then  H 7uqi C H ^2,42 a n d  f ° r аПУ e

^V -2,92  =  С ( Ф 1 ,  Ф2,  Я1,Ч2)  I  ^ 2
V>2 ( i ) w ^ , , i  ( / ; £ )

¥>1 Ш

92
l l «
П I

c) Moreover if ßrp1 < 2, then conditions a) and b) are necessary.

Lemma 10 [9]. Let ш(ё) be a modulus of continuity. Then there exists 
a concave modulus of continuity u>\(6) such that

u(S) 5Í oji(S) 5Í 2lj(ó), 0 ^  6 ^  27Г.

Lemma 11 [6]. Let 0 < q < oo and /ei ^ (i)  be a ip-function such that
V

1 < ay, ^  ß^ < 2. Lei n ^  /i ^  0 6e integers, DUtß(x) — Yf, cos kx. Then
k=ß

а > II S  С ( ф . - ц  + 1)ф  ( ^ L _ )  ;

b) sup й - М К .
4€(0;2тг] ^  '  П Г = Й Т 1

L e m m a  12 [6]. Lei q  > 0,

Г 1 , 1 ^  q < oo;
Р =  \

{ q, 0  < q ^  1 ,

and let ip(t) be a p-function. Then for any f(x)  £

n £ N.

Lemma 13 [8]. Let f(x) and g(x) be 2iv-periodic measurable functions. 
Then

г 27Г /*27ГrZTT rZ 7Г

/  f ( t ) g ( t ) d t ü  /  f * ( t ) g * ( t ) d t .
J o  J o
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L emma 14 [6]. Let 0 < q\ ^  q2 < 0 and let ф{1) be a ip-function. Then 
for any f(x)  G Ay,tqi

11/11* , = О Д >91>«г)11/1и91

holds true. In particular, it follows that A^i9i C A*i92 .
The following two lemmas are proved by standard methods, therefore we 

will formulate them without the proofs.
L e m m a  15. Let q > 0 and let i/)(t) be a p-function such that 1 < ay, ^

OO

^  ßq, < 2. Let f(x)  G f(x) ~ Y  ak cos kx, where ak ^  0, к G N. Then
k=l

En(f) Ф,ч Z  С(Ф ,У)Ф n e  N.

L e m m a  16. Let q > 0 and let ip(t) be a p-function such that 1 < a* ^
OO

5= ßy, < 2. Let f(x) e  Аф'Ч, f(x)  ~ Y  ak cos kx, where ak ^  0, к G N. If
k=l

there exists r  > 0  such that an ■ n~T {, then

En(f)q,,q ^  C(ip,q)ntp a2n, n G N.

The proofs of Lemmas 15 and 16 repeat almost word for word the proofs 
of the analogous lemmas for the space Lp, 1 < p < oo, and, therefore, are 
omitted.

L e m m a  17 [8]. Let q > 0 and let ф(Т) be a p-function such that 1 < ay, й
OO

й  ßy, < 2. Let f(x) e  А ф л , f(x)  ~  ^  + Y ( ak cos kx + bk sin kx), Sn(x) =
k=l

n —1
^  + Y  (ak cos kx + bk sin kx). Then 

k=l

\ \ f - S n\\^q iC( ih ,q)En( f )^ q, n e  N.

L e m m a  18 [8]. Let q > 0 and let ф(к) be a p-function such that 1 <
OO

< ay, ^  ßy, < 2. Let f(x)  G Лфл , f(x)  ~  Y  ak cos kx, where ak |  0, when
k=l

к I oo. Then
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Lemma 19. Let q > 0 and let гр(t ) be a <p-function such that 1 < ay, ^
OO

^ ßy, < 2 . Let f (x ) 6  /(ж) ~  2  ßfccos kx, where a*, j  0, when к j  oo.
k=l

Then

% ] ( / ) * „  г  c w , , ) {  ( i )
^ 7 7 7  =  77 ^  '  J

P r o o f . Using Lemmas 18, 17, 6  and part a) of Lemma 11, we obtain

i t < ^ q( ^ ) тЧ X = ( ^ ) тЧ 1 + E ( ^ ) m’ 1 =
m = n  '  '  m —1 '  '  777=77 '  '

n—1

/ ( * )  -  Sn(®) +  an ^ 2  cos ma;
7 7 7 = 1

й C(ih,q)l II/ -  5„||^>9+
’/’-9

n—1

E cos mx
777 =  1

Applying Lemma 16,

%](/)у,,9 ^  С ( ф , я )  [ - ]  ф I I a2[a]  ̂С ( ф , д ) п ф  J  an

Hence

£ [ ,] ( / )* „  г с ( л , ) (  f ;  а г , ф с  ( i ) . ш»-1} ' .

Lemma is proved.
Lemma 20. Let u>(6) be a modulus of continuity such that и(6) ф 0(<5), 

let {An } ~ = 1  be a sequence of positive numbers such that Xn [ 0 when n |  oo, 
let ifi(t) and rp2 {t) he p-functions such that 1 < ay,2 й ßy,2 < ay,, ^  ßy,, ^  2 , 
and let q > 0. If

■  c

then there exists a nondecreasing sequence of integers and a se
quence of positive numbers {Вп}™=1 such that

1) Bn j  0 as n f oo;
2) Bn <i и  (£) , n e N;
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3) { J, » ■ > - « } '  £  C N .( * ) ,  N. „  = { J; “
Í 1 , if l ^ q < oc;

4) i? nfc+1 ^  nfc+i > 2nfc, к e N;

5) V  (E  r a f  - П С г ( Ф ъ М  E
n = n / -  \  У 1 ' п /  /  7 1 = 7 1 *

- U M * )

-  C2{rpi,rp2 ,q ) \4nk, к G N;

n w " l z ^ i M i ) x<?6) E
n=N Ш )

■ \  й С(фи ф2,д)Х%, nk й N < nk+i.

P roof. Using Lemma 10, we will suppose further that u;(<5) is concave. 
Then '^p- I when 6 j  +0. If pp- ^  C when i j + 0 , then we have o>(<5) =
= O(S), but this contradicts the conditions of the lemma. Hence ^ p  j oo 
when <5 ! +0. Let no = 0, n\ = 1. If n\ < n2 < . . .  < nk have been chosen, we
define mk + 1  to be the smallest integer N  for which Nui (jj)  > 2пкш , i.e.

nuj ( i )  ^  2 nk ( ^ ) ,  When nk ^ n <  mk+1 and mk+1u  > 2 nku
Owing to the fact that

^  T OO (S 1 +0)

such an integer mk+i exists. We note that mk + 1 > 2nk. Indeed, if nk ú n Ú 
2 nk, then due to the monotonicity of w(6), we have

HuJ

and, consequently, n ф m.k+\. If

U
1

^  ‘2nku
n k

1

n k

then we set nk+i = mk+\. If u> (yPk+1 ) > > then we take nk + 1  to be
the smallest integer N for which

u> = r

It is clear that in this case

к+1 ^  TTlh+i 272/-, UJ
nk+ 1

l
n k

и > ^  ( — ) , Щ ^  n < nk+1. 
2  \ n k/
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We set

(*) Bx = w(l), Bn = ui
nk+ 1

, nk < n ^  n*+i, к e N.

Since d (6) I +0, as 6 j  +0, (*) implies that Bn [ 0 as n ] oo. Therefore, 
parts 1), 2) and 4) of the lemma are proved. Notice that Пк+iw ( i  ̂ >

> 2ПкШ , к G N. Hence for n/_i < ÍV 5Í п/, l 6  N we have

ÍV í—1 rik N

E +sfv E s
/с=1 n = n * _ i + l  Ti— Tii — 1 -|-17 1 =  1

k=1 4 7  n = l  4 7 n=l

= c w  ( y . [”*"

s e t ; , ) n;_iu;
1

Пк

p oo

1 \  \  P 1
+ I JVu, ( —

El*n;_ i / I  ' V 2s1 17 J s=o 4

1

+ N oj
N

<

ip '
<

^  C Í9) Nlj
N

Thus part 3) is proved. Let nk ^  N < rik+1 , к 6  N. If Пк+i = nik+1 , then, 
using Lemmas 2 and 3 we obtain

(A) n̂ _1 h M iM i)
n = N  L V’l Ш

1_
n

E
n —N

пи>Ш  foi l ;) \ i < (n*+l !)W (»*+,-! )
n^i Ш n JVA (f )

1 4

oo

x  E  ^
n = N

/ l \ 1 ^( - • -  <V « / n -
= C(rh,q)

* M tt)

( ж )

т г с (Ф2,д)Фг

^ C ( ^ q ) \ qN .
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If пь+\ > rrik+i then using Lemma 5 we obtain

( B )

—1 f

E
t=iV

M ü » ( h ) • -  <  w 9 n

nk+11 \  T 

i E
П=1

ш _ <

п^1 Ш

^ О Д ь ч М ) <

й  C(V’i,V ’2 ,9)A ’ fc+1 ^  C ( ^ 1, ^ 2,q ) X 4N .

Hence we proved that part 6 ) of the lemma is true. Using (A) and (B) we 
obtain

E
rL—Tlfc

ÜJ ( n ) ^ ( n ) 1
OO

ПM i)  ,

Sí С(ф!,ф2, о ) ^

= E E M i ) M i ) Y  1
i=fc п=пг

i=fc

Mi)

(iW i)1’ 
^  ( i )

• -  ^  n

Applying Lemma 2 we have

' B , < h ( k ) Y  1
щ

E
n = n k V’i (i)

OO

ä E
i=fc+i L

ЕЧ, E
i =  f c + l  n = T l l _ l + l

M i l
X i)

1 \ \ 9
. 1  >

П

Вщ  ■ V>2

/=fc+i

9 1

■ -

fe )  ( i )  

^  ( i )

= C i(V h ,9 )^
i=ifc

a; (i) (i)
^  ( i )

OO /

^  С 2( 0 1 > 2 ,д )  5 ^  (

-  C iiV h ,« )

n = n k

M]Mi)Y 1 
Mi) у '»

ф1Ш
-  С з ( Ф 1 ,д ) К к .

-I я

>
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Thus part 5) of the lemma is proved. Lemma 20 is completely proved.
3. THEOREM 1. Let 0 < 91 < oo, 1 ^  q2 < oo, and let ipi(t) and ip2(t) be 

ip-functions such that 1 < a^2 й ßy,2 < a ^  ^  ß^t íí 2. Letuj(S) be a modulus 
of continuity, A = a sequence of positive numbers such that \ n j. 0
as n I oo. If

( 1 ) Фг Ш
l

n

_1_

Я2

=  0{A fc},

then H;uqi С Еф2,Ч2(A), and for any f(x) £ A ^ ,gi>

( 2 ) Е к ( Л ф 2,Ч2 й  C ( ^ u tp2, q u q2) l  ] Г
< П—к _

( / in )
Я2

1
П

XЯ2

P roo f. Let f(x) £ tf^  , and let condition (1) be satisfied. Using Lem
mas 8  and 9 we obtain

E k ( f )y ,2,42 ^  C ( ^ 2, 92) ^ 2,92 ( / i  ^  ^

^  C i V ’b  ^ 2 , 9 1 , 9 2  К  X ]
У 71=к .

Ф? ( n )  ( / )  n )
92

1_
П

92
<

^  C ( t / i i , ^ 2 , 9 l , 9 2 ) <  X !
t=/c .

M X i )
* ( i )

92
I

П

92

^  C (V »i,^ ,9b 92)A jk .

Hence we see that /(ar) G E1p2t42(X), and (2) holds. Theorem 1 is proved.

4. T heorem 2. Lei 0 < 9 1 ,9 2  < 0 0 , and let Vh(i) and be ip- 
functions such that 1 < o ,̂2 ^  ßy,2 < ^  ß^l < 2. Lei w(£) 6e a modulus
of continuity, A =  {A ri}^  a sequence of positive numbers such that A„ j  0 
as n I 0 0 , and let C Е у , 2 Л 2 (А). ТЛеп

(3) E MJ)
1_
n

92

= 0{A,}.
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P r o o f . We suppose that C E^2}42(A) holds but condition (3) is
not satisfied. Then there exists an increasing sequence of integers { r ,} ^  
such that

(4 )
f oo

J v ^ 2  ( r ) w ( r )

[ k = r , V’l  ( e )

_1_
Я2

i> AtXr, 1

where A{ j  oo as i |  oo.
Using Lemma 10, without loss of generality we assume that u(6) is a 

concave modulus of continuity. Notice that without loss of generality we 
may assume that

(4 ; )
OOz M eM e ) 

Vh Ш • f c < 0 ° ’

since otherwise, using Lemma 9, there exists a function g(x) in Я ^ which 
does not belong to Л,/,2)92 and to Еф2<92( \)  £ A^2ií2.

Since фх(t) and ф2(Ё\ are <E-functions,

(5) Z iM eM e )
^  ( e )

> z У’з ( е М е ) ■ \  г  C(q2)
^ 2  ( £ M £ )

( n )

Due to (4) and (5), we distinguish the following two cases: 
a) There exists a sequence of positive integers such that

LO
( 6 )

where D{ f oo as i |  oo. 
b) For all n ^  1

( T )

( i )  (*)
* ( 4 )

>  D iXr

LÚ

iMi) < c x n .

Let the modulus of continuity oj(E) satisfy the condition

(8 ) oj(S) = 0(f)) as 6 j. +0.
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Then we have Case a). Indeed, as ui(b) ф 0, is decreasing due to Lemma 
10, therefore C\b ^  u ( 6 ) ^  C^b. From here, applying Lemmas 2 and 3 we 
obtain

E
t e  ( e )

k = n  .

M e ) 
к Ф 1 ( e )

92

к  = c (9 2 )

92

k—r,

1= С ( ф 2, д 2) M i l
n^i Ш

S C ( t p 2 , 4 2 )
^2  ( e M f ) 

t e  Ш
Hence and from (5),

C ( q 2)
t e  ( e M e )

t e  ( e )
<

S E M e M e )

t e  ( e )

1
к ^  С ( ф 2,Ч2)

M e M e ) 

t e  ( i )

We obtained that condition (4) is equivalent to condition (6 ) in the case (8 ).
We will show that in case (8 ), if condition (4) or (6 ) is satisfied then 

НфхЛ1 he. there exists an increasing sequence of positive inte
gers Ы ~ 1 , ni = 1 such that

where Dt j 0 0  as i |  0 0 , then there exists f(x)  G , which does not be
long to the class Еф2̂ 2( A). Without loss of generabty we assume that

щ = 1, ni+i > 2пг, and D l+i > 2Д ,  i G N.

We will consider the series

л 00 1 1
f(x)  = =  ^ —r-ZT 2 [cos riix + . . .  + cos(2 щ — l)x] .

«■=1 n l t e  (£ )
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We obtain

COS П { Х  + . . .  + cos(2n, — l)x <

OO

<=i ( i )
D: 2 • Tli =

E 1 1 1 _ i
■ A '5 S -------7 T \ T , d P

Й  n,<h  ( ; j )  ' » A  ( i )  ,= i
<  OO,

i.e. our series is finite, therefore the sum of the series is a continuous function 
f(x).  Then f(x)  G We will show that f(x)  G qi. Let

V =
1, 1 й  qi < oo;

9 i, 0 <  f t  ^  1.

Let rij- ^  n < 2та*, г G N. Then using Lemma 11 we have

(9)
1 ̂ E D -

OO

^  C ( ^ i , ? i ) E

I cos rijx + . . .  + cos(2 n, -  l)z || ^

J=* \ nj'л (%)
_ I \ p

=  с ( л , „ ) £ ( ^  s

-Dj 2 • njip  1

xp гTV;
]  =  l

у  D - \  < C(^bgi) д -g
2 L ^ U 3 = « р г •
j=«

Let 2n, ^ n < nl+1 , i G N. Then using Lemma 11 we have

(10) 4 ( / ) * „ „  S  £ ? „ ,( / ) * „ „  S
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<
oo

£
j=«+1

v

I) cos rijX + cos( 2 rij 1)Я?Нp <V’l ,91 —

=  n p u * + i  u j  =  „p  u i •
n«+l j=i+l n‘+l

Using Lemma 12 and the estimates (9) and (10), as га, й n < 2щ, г £ N, we 
have

/; r )  S Í £ е --Ч (Л л ,„ Г72 72 < k = 1

О Д ь й )
t —1 /2 п у  — 1 гг j  1 — 1 \

£  £  ^ - 14 ( / ) * , , +  £  г - ' Е К п ^ ,  +
j=l \  fc=nj k=2n3 )

+ £  *”" Ч ( Я
k—n,

Ф\ >9l f —

+

Г) f  2 n y  — 1

E ■

D ;
_ £

<
k= m

<  C (V h ,g i)72
t—1

в » ;
-E  _  £  _  E
■ + e . +*,) + e ,  •

j= i

I

P <  W b g l )72
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Using Lemma 12 and the estimates (9) and (1), as 2n, ^  n < n!+1, i E N, 
we have

Ui>\ ,<?i
С С ( Ф

П . Ar=l

P

C (V >i,9i)
' i- l  / 2пу — 1

E E
. j= i V

nJ + l -1 2n,-l

+ E + E
/  k = n tk = 2 n 1

+ E
k = 2 n ,

Ф\,Ч\ [ —

< С ( ф  i,9i) ' t —1 JT)  4 1 D~4 «J+1-1

E ( ^  E ‘p-, + i ±1 E  ^ , ) +
j  k=rij «7 + 1 k=2rij0= 1  

■f 2n,-l _ E  ч i
4 *'*•-■* D 4 I P

+%- E *”"1+5±1 E F"‘ S71; ' n", ,  ,—fc=n, к—2п{

< C ( 0 b ? i )
i - l

Е ( ^  + в7+>)+ вГ* + рЙ
i= i

_ E
<

Hence /(x )  E qi. Using Lemma 9 and (4') we have f (x ) E Л^2>72. We 
will show that /(x )  0 E^2,q2( \) .  By virtue of Lemma 15,

2 n ,—l

Е п , ( Л ф 2,д2 ^  С { ф 2,Я2)Ф2 Y  ak =

=  С ( ф 2 , д 2) ф 2 [ -

« h M Í T -J

Ф*(Ъ

k —n t

D;  * • m  =

= С ( ф 2, ц 2) ----- 4 . ’ . Dt 2 |> С ( ф 2 , q2) D2 A„t, D 2 |  oo as i  t  oo.
Щф \  1 '
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This contradicts С Еф2Л2( \) .  Hence (4) is not true, therefore in case
(8 ) the theorem is proved.

Consider case (6 ), when u>(6) /  0(<5). Without loss of generality we 
assume that u>(é) is a concave modulus of continuity. Hence |  oo as 
S I +0. From the sequence { n ,} ^  we will choose a subsequence { m ,} ^  
so that mi = 1 , and if mi, m2, . . . ,  m^ have been chosen, then we define 
m'k+1 to be the smallest of the integers N G {wi}^i for which N uj ( ^ )  >
> 2mku  Then mu (A) <; 2mku; (A -) , m G {nt}, mk ^  m < m'k+1

and m'k+lu>  ̂ > 2mku> Owing to the fact that f oo, 6 j 0
such an integer m 'fc+1 exists. Since u(<5) J, 0 as S J +0, then mu (A) ^  
^  2 mku  ^A_^ as mk ^  m ^  2 mk, therefore from the obtained inequalities

it follows that m'k+1 > 2mk. If и   ̂  ̂A jj , then we set mk+1 =

m'k+l. If и ^  1 then we define mk+\ to be the smallest num

ber N such that N  G {щ},  N  > m'fc+1, for which и  ( ^ )  < ^A_^ ■ Thus in

this case u> (A) ^  (A-) as m G {n,-}, mk ^  m < mk+1 and и  ) <

< \из ^A_^. As u>(6) l 0 when 6 J, 0, such mk+i exists. Besides, we ob

tain that mk+\uj j  > 2тки   ̂A-^ and mk+1 > 2mk. We set B\ = u( 1),

Bn = ш ( ^ 7 ) ,  mk < n ^ mk+1 , к G N. Hence В J 0 as n |  0 0 , Bmk+1 <
< I Bmk, I g N.  We will consider the series

/(a;) === ^ 7 [cos mkx + . . .  + cos( 2 mk -  1 )ж]. 
*=i m ^ i  ( Д )

By virtue of Lemma 11, we have

E
k = 1 ( Í )

OO
^  W i , 9 i ) -  £

Bmk II cos mkx + ...-(- cos(2 mk — l)x |
Ф1,Я 1

<

-Bm ■ ткф\ ( —  
\ m k(4 )

OO OO /  1 \  P

=  с (Фи q i ) Y ,  K k S  С(Ф 1,91) • B \  ■ ] T  ( - k Z T ) ^ С ( ф 1, д 1) В р1 .
k=1 k=1 ' '
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Hence the series converges in norm to a function f(x)  G Л^b?1. We will show 
that f(x)  G Я ^ . Let m, ^  n < 2m;, i G N. Using Lemma 11 we have

£ £ ( / ) * , 91 S  £ £ , ( / k , 91 ^

=  £  I -------- Т 7 Т Б "Ь II cos m j x  + - --  +  cos { 2 m  j  -  l ) z | |  , <

°° /  1 \ p
^  ^ С ( Ф г , Я1) В ^ .

<

s =о
Let 2m; й п <  mi+i, i G N. Using Lemma 11 we have

**</)+,.„ s  El  s

1£ E
j= j+ i (^7)

OO

^  C(tpi,qi) ^

—Y 5mj|| cosmjar + . . .  + cos(2 mj — l ) x ||^  9i I £

j= t+ i
-------1 ' B m ■ rrijipx ( —  ) ] <

1 Y2s J й  C ( t p i , q i ) B m̂,+i ■
5 = 0

Let rrii ^ n < 2m;, г G N. According to Lemma 12 we obtain

, r 1 W  W i , 9 i )
.91

.fc=i

C(V >i,9i)
- 1  / 2 m  j — 1 m j+i-1

E E + E
. j = l  \  k=rrij k —2 m ,

+ E
к = т г

<
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I — 1=  — ~ 9l)  { E  ( B k  ■ m ]  +  B mJ+1 ■ mPj+ 1) +  К  ’ В т, У  \  й3=1

< С(Фи Qi) Í уг
п I Е

{ j = i  L
TíljüJ

то
<

< C (il3 i ,q i)  (  1
-из

п \тп
1 \  /  V -  /  1

—  • ш, • > —
т  ■ / \ ^  \ 9*

Р \  Р
<

vs=О

^  C (J i : qi / 1 , =  C (^ > i,g i)w  ( -  ) .
п \п

Let 2mi ^ п < ш!+х, г Е N. Applying Lemma 12 we obtain

Л ^ С ( ф  ! , Я1) Г А , р_х
WV,I’?1 ' / ; n j  -  R E kP~lEM ^

U = i

W b ? i )  i>
i_l /2m } - \  mj+i-1 \

E E  + E  +i=l \  k—rrij k—2rrij /

2mt — l

+ E k’- ' K V ) * , , , , + E  s
/г=га; k=2mx )

< С ( Ф и д \ )
E № ,  • К + B ™,+i - К « )  +  <  • к .  +  » ' < J+1 J  =

< С { ф \ , д  i )
n Ё  ["Ь" (^ -)

1 L \  J /
+ призр

™з+1
<

< W b 9 l )  Í
- Р  ОО

* /  J .=| +лчШ s< то,и;
u

< С ( ф 1 , д 1 ) ( 1  \  ч / 1
п \ п

a; Í -  • n = C(V»i,9i) -W
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Hence f ( x ) E . Due to Lemma 9 and condition (4'), we obtain that

if we suppose = nJx, but { Dj t } C {A } and therefore Dj t j  oo as i t  oo. 
Hence f(x)  ф Еф2i92(A), and H$iqi £ Еф.2t92(A), i.e. (4) is not true, therefore 
in this case the theorem is proved.

Consider case (7). As we noticed in this case w(6) Ф 0(6).  By virtue of 
Lemma 20, there exists an increasing sequence of positive integers {пк}^.г 
such that rik T oo, and a decreasing sequence of positive numbers {Bn}n=1 
which possesses all properties of Lemma 20. Then rik+\ > 2n*,, к E N. We 
will show that there exists a subsequence {sk} C {ujt} such that

We suppose that this condition is not satisfied, i.e. there exists a constant 
C such that for all п*, к E N,

f(x)  E Л^2 ,9 2- We will show that f(x) ф Еф2<42( \) .  By virtue to Lemma 15 
we have

( И )

Then due to (6) there exists a set of pairs of positive integers (n ^ , nfct+i) 
and a subsequence {r-} C {r«} such that nk, < r[ < njt.+i and

A' j  oo as i j  oo

where {A-} C { A,} .
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On the other hand we have

£  (iitiMil)’2.1 = fMiMil)’2. i+
Mk )

+ £  i - X a T " * )  4  = c ' a” + c 4 * .  S C 2aS-
"=«*,+1 ^ ft)

This contradicts (12). Hence (11) is proved. 
Consider the series (no = 0)

Л 00 1
f (x)  ^ 2 -------7— vBnk [cos(nfc_i + l)z  + . . .  + cos nkx\ .

k=i пкф

We will show that the series converges in norm to a function f (x)  £ Л 
Using Lemma 11,

E
к— 1 ( i )

^ C (^ !,9 i ) ^

ВПк II COs(n̂_i + 1)2; + . . . + COS nkx\\ ^  ^

/ \  "7— • nk^i (  —  1 I <
- \ » * f c ( i )  ! “*•

00  /  1 \ P

We will show that this function belongs to the class . Let nk~ 1 < n ^
^ nk. Then, applying Lemma 11 we obtain

S E} = f c  V (£)

S C ( * , „ ) E

ВП]. II COS(nj_i +  1)ж +  . . . +  COS Hjx|| ^  J ^

Bn, • rijipi ( — \ I <
i=k \  n.’■* ( i )
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°° /  1 \  p
£ с(Фь<п)КлE  Ы  S c(b,4i)K  = С (Л ,« )Ч -

5  =  0

Further, according to Lemma 12, we have

( / i  ) =
Л  /  C ( t M i)  í vE  kP~l E M ^

<

< С{Фи91)

< k=1 

P

s 3 ^ S » . »  =
. A=1

G ) '
Hence we proved that f (x)  G . By virtue of Lemma 9 and condition
(4 ' )  w e  h a v e  / ( x )  G A ^ 2)92. W e  will p r o v e  t h a t  / ( x )  £  E^2,q2(\) .  A p p ly in g
Lemma 19 to the function f ( x ) we obtain

(13) £ „ № * * « ( * , ! ! ) •
«=25,; 4 '

where an are coefficients of the Fourier series f(x) .  Further,

" .  - -L 1 '  '  r n t + l l  '  '
n=l 2 Jn = « f c _ l + l

^ 292 ( 1 1
nk +  1'

f f l 2
42 J_ Ufc + 1 

nk 2 > —Ц -V’o2 Í — 1 -<2--  292 + 1 2 V ^fc/

Applying Lemma 4 we obtain

E  - и?2_1 ^ - < 2-
n = n * _ 1 + l  W  V 7 l f c /

Using Lemma 20 and the obtained estimates, we can write

£  «?*? G )
— По. V /

П92-1 _
n=2sk
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= E  <'*? d )  - "B_1 -  E  (1) ■ *
П— n=sk + \ '  '

°° Пт /  1 \  П>* + 1 / , \
=  5 3  5 3  an^2 [ - )  ■n42~1 -  5 3  an *¥  ( - )  • n , 2 _ 1  =

m = j fc+ l  n = n m _ ! + l  '  '  « = " -  j - i  '  '

= E
™=jk+1

By,

^  ( ^ r ) .

9 2

E  t f ( i ) - " - 1-
П—Пт — 1 +1

В
1  9 2

nJk+l

г с { 42) Y
m-jk +1

_n3k +1 1̂ (n , 4̂1) .  "="

* ( i )

£  *? ( ;—njfc+i 4
• 7192-1 >

92

C(rp2,q2)
Bnjk+i * ( ^ ) Г

°° ( в
= C(q2) Y

™=jk

гт (  Пт )

^  ( i )

-C(V>2,92)

9 2

Я”jfc +

C ( q 2 )

■ *  ( s ir )

. л (=^0
“I 9 2

M i )
1  9 2

л ( 4 т )
>

ОС П я

^  C(tl>i,i/>2 ,q2) 5 3  5 3
TTl— J k  TI — П у л  —  1 - f - 1

* n i M i ) r . 1
n

- С Ы

~\ 4 2

C'(^2 ,q2)( i )  “ ( i  
M i)

, ^г. ( В к Ф г ^ ) У  1
= C № ’f c t í ' S  ( - w l f )  vП=П^_!+1 \  П  w  /

Л(1) у

M M lH M )
Min)

-1 92

>

-C'(92)Â  -  СШЫА^+1  ̂C(0 1 ,^2,9 2) • £3
n - S K

M i í i l Y 2. 1 +
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+С(Ф 1,02,92)
n=nJk-i + l

1\ \  42

П

-С(ф2,ч2)Хчфк ^  С(ф 1,ф2,Я2) ^2

ВпФ2 Щ

ч й )  у

00 ' Д ^ й Л "
n=Sk

оо

~С{ф2,д2) \ \  = £(01,02,92) ■ Y1
и

0 1  й )  /  5

Й)02Й)Г
п—.Sfc 0 1  й )

]_
п

-С(ФъФ2,Ч2)\Чз2к -С (ф 2,Ч2)\%к г  С(фъ ф2,д2)Тк\%  - С ( ^ , 0 2 , Ы Л ? к = 

=  {С(фъф2,д2)Тк -  С(0 1 , 0 2 ,Ы )

Using this estimate and (13) we obtain

£ g ( / w  = ( а д ь * , ы п - с ( * , * , « ) ) л | .

where Tk j oo as A: f This contradicts the assumption C E^2<q2 (X).
Thus Theorem 2 is completely proved.
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AN APPROXIMATION TO INFINITELY 
DIVISIBLE LAWS

S. CSÖRGŐ* (Ann Arbor)

Tandori Károly professzor hetvenedik születésnapjára, tanítványt tisztelettel

1. T he approx im ation

One question Professor Tandori asked at my doctoral defense on Febru
ary 2, 1972, was about infinite divisibility. Since he was satisfied, my answer 
probably included that, according to Lévy’s formula ([9], p. 84), a distribu
tion on the real line R  is infinitely divisible if and only if its characteristic 
function t £ R, is given by

f t 1) = e x p |iW -  t2 +  J  (c11* -  1 -  i ^ ; )rfi,(x)+

where i is the imaginary unit, 9 G R  and a ^ 0 are constants, the func
tion L(-) is left-continuous and non-decreasing on (-o o ,0 )  with L(-oo)  =  0 
and the function R(-) is right-continuous and non-decreasing on (0,oo) with 
R(oo) = 0, such that

J  x2 dL(x) + J  x2 dR(x)  < oo for every s > 0.

Little did I think at the time that I should be able to answer the question 
somewhat more thoroughly twenty-three years later. I hope he will like a 
few late details here.

For a given quadruple (9, a, L(-), R(-)) with the described properties, 
let Fe}<7,L,R{') denote the corresponding distribution function, so that ip(t) =

* P a r t ia lly  s u p p o r te d  by  th e  N a tio n a l Science F o u n d a tio n  o f th e  U .S .A ., G ra n t  D M S- 
9208067.
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2 2 2

= J^  ettxdFe}CTiLtii(x), í g  R. Consider the inverse functions

:= inf { x < 0 : L(x) > u}

S CSÖRGŐ

and
Í>r (u) := inf{a; < 0 : —R(—x) > и}, 0 < и < oo,

where the infimum of the empty set is taken to be zero. These are non
decreasing, non-positive, right-continuous functions on the half-line (0, oo) 
such that

/со r oo
il’i (u)du  + / il)ft(u)du < oo for every e > 0.

Let Y\ ,Y2 , . . .  be independent exponentially distributed random variables 
with mean 1, so that P{Yk > x]  = e~x, x > 0, к E N , and consider the 
corresponding partial sums Sn := Yi +  •••-)- Yn, n E N. Let Z be a stan
dard normal random variable, let { 5 ^ } ^ ^  and { 5 ^ } ^  be distribu- 
tionally equivalent copies of the sequence {«Sn}^ such that the sequences

{ } Г=1 ’ an  ̂ Z are independent. Now consider

(1.2) := Y ,  Ф м ^ М))  -  /  " iPM(u)du, n E N , M = L,R,
j =1 Jl

and the problem of approximating Fe ^^^i -) by the distribution functions

K:™L,R(x ) : = P { VnL)+ ° Z - Vi R)+ e - eL + 0 R ü x } ,  x E K ,  n , m E N , 

where

(1.3) 6 M : =
Фм(з)

1 +  ^ m (s )
ds — Ф3м(*)

1 + V>m (s)
ds, M = L,R.

More precisely, we are interested in seeing how fast the Lévy distances 
Dnim{L, R) between F^^LR(-) and Fo,c,l ,r (-), defined as

inf \ £ > 0 j - j7 l ,7 7 l

* 6 , < r , L , R ( x - e ) - e ^  Fe^L,R(x) й F£'™l r (x +  e) + £

for all x E R j ,

go to zero as n, m  —у oo. As it turns out, this depends upon how fast the 
functions Фь (у-) and iPr (u) approach zero as и —► oo.
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For M = L and M  = R and any a > 0 consider

(1.4)
vM{a) := fir f 2M(u)du,  so that |^>м(а)| | 0  and 

vm{oí) I 0 as a ]  oo,

and for a fixed 1/2 ^ dм  ^ 2efe 2)/2 choose a finite a*M > 0 so that

(1.5)
'Фм{а*м) = 0 if фм{а) — 0 for some a > 0 and 

* 1  1vm{ ам) < ~Ife and I фм{а*м)|  ̂ ee/2 /dM Фм(а) < 0 for all a > 0,

and, with log standing for the natural logarithm, for all af.a*M define

w M ( a )  :=

WÍM)(«) :=

w2M\ a) := 5 I Фм(а)I log

w3M)(a) : = I t M ° ) | log

if л /2 _ T T  < ^Af(a)
V е °  " J i t “ ) — IV>m (“ )I ’ 

if , /2 1og ... .1. Г > ^м(а) >
11 V e g ум(а) > \Фм(*)\ =

if M i  < 1 < /2  log 1

where, since с?м ^ 2ele_2l/2, the second inequality in the specification of 
w3M\ a) is satisfied because % (a) < |^д/(а)| if е-ее/2/4м ^ e_e/ 2. While
it is understood that w\f(a)  := 0 if фм{ч) =  0, since otherwise 2w^M\ a )  f  
i  I ^Ai(a)| log ( 1 / 1 ^ л /(а)|) +  % (fl)log ( 1/ пд/(а)), it is clear that w m {o) —> 
—* 0 as a —*■ oo, M  =  L, R. Finally, setting

( 1-6)
r P{ S n й а} + 2wM(a), if фм(-) Ф 0 on (0, oo), 

l 0, if Фм(') = 0 on (0, oo)

for M  = L, R and a ^ a*M, the main result is the following.

T heorem. If ai^.a*L and ад f. a*R, then Dnm̂(L, R) f  г[Ь\ а ь ) +  
+гЦ?\ац) for every n ,m  E N.

It will be also clear from the proof (and will be followed in bracketed 
phrases) that in the case when фм(и)  < 0 for all и > 0, if п)м(а) =  w[M\ a )  
for all and »m (öm) f  e-2 / e for some а м Л м  > 0, then the choice
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a*w = шах(0м ,0Л/) is permissible, while if lí^ fa ) = w2 \ a )  for all a ^ ам 
and \ фм(ам)\  < 1, vM(äM) < 1 and the product ум (ам )\фм(ам)\  й e ~ 2 

for some йд/,ад/ > 0, then again we may take a*M - тах(йд/, ам),  M  =  
= L,R.  The constant d^f enters the threshold a*M as in (1.5) only if the case
wm (ü) = w3M\ a )  cannot be excluded for M — L or M  = R.

To use the theorem, one will choose two positive sequences { a ^  : n G 
G N } and { a : n G N } such that lim s u p ^ ^  OnFj  n < 1, M = L, R, and 
obtain D n,m(L, R) ^ (a^ )  + (affl)  for all n and m such that a ^  ^
^ a‘L and a ^ amR. For an =  a[L* or an = a \? \  the limsup condition is to 
force the gamma probabilities

go to zero as n —> oo. This convergence is the fastest if an = a for some a ^ 
a*L or я ^ a*R, in which case an expansion of the incomplete gamma function 
([8], p. 135) yields

П ^

(1.7) P {S n ^ a }  = V ~ a E  n\ í—̂
<

k=0 (n +  l)(n  -f 2) • • • (n + k) n! ’
n G N.

On the other hand, шм(«п) -* 0 fast for M  = L or M — R if an —► oc fast as 
n —► oo. For the fastest possible sequence an = rra, the elementary Lemma 
3.1 in [7] gives

(1.8) P{.Sn ^ та} ^ e ^ n 2̂ whenever 0 < r < 1, n G N.

In a concrete situation a trade-off between the opposing tendencies has to be 
found.

If the limiting infinitely divisible distribution function is
absolutely continuous with density fe,a,L,R(') f°r which Ke,<?,L,R ■— 
:= sup{fe,a,L,R(x ) '• x 6 R-} < oo, then by the theorem and a well-known in
equality connecting the Kolmogorov and Levy distances, for any two positive
sequences { aJ,L* : n G N } and {a„R  ̂ : n G N } as above,

(1.9) SUP I K T l r (X) -  F9,o,L,r (x )\ йrGR

< 1 +  K9,*,l ,r] \r(nL){a{nL)) +  rffl(affl)

for all n and m such that ^ a} and а~т] ^, ( R )

=  L = UR■
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Another general corollary is for the case when the Lévy measure of the 
underlying infinitely divisible distribution is finite, i.e. in our terminology, 
both L(0 - )  < oo and Ä(0+) > -  oo. In this case, фь{-) is zero on the half
line [Z/(0—), oo) and ф •) is zero on the half-line [ — i?(0+ ) ,o o ) , and the 
theorem and (1.7) together yield

( 1. 10) D n ,m { L 1 R )  =
[I(O- ) ] ’1 | [ -Д (0 + )]" ‘

n\ ml
for all n, m G R.

A result of the type of the theorem, though somewhat different in na
ture, was first proved by Hall [10] for the approximation of stable laws. A 
closer version was derived among other results in [2]. Stable laws are con
sidered among the illustrative examples in Section 3, following the proof. 
The theorem above improves the main result in [3], where a special integra- 
bility condition was assumed on the functions ф  ̂ and фп, restricting (1.1). 
The approach here differs from that in [3] in the realization that there is 
no point insisting on the deterministic centering / ” фм(и)<1и instead of the

present /j5" фм{и)<1и in V n in (1.2), M  = Z,Ä, and in the associated 
use of moment generating functions, rather than just moments, resulting in 
faster rates of approximation and no restriction on L(-) and R(-). As ex
plained in [3], these approximations are made possible by a probabilistic 
representation of a random variable with a given, arbitrary infinitely divisi
ble distribution, obtained in [1]. The sums X)j=i Фь{ Sj1 )̂ ^ 0 in and
— Ф н(SjR)) = 0 in — VmR  ̂ are to be viewed as the asymptotic contri
butions of fixed numbers, n and m, of the smallest and the largest terms in a 
sum of independent and identically distributed random variables in the do
main of partial attraction of the infinitely divisible law given by the quadru
ple (в, a , L(-), R(-) ) . (For a recent discussion of such domains the reader is
referred to [4].) Thus and —V ^  themselves are centered versions of 
these asymptotic contributions, presently with random centerings. This is 
why such approximations were called “extreme-sum approximations” in [3].

2. P r o o f  o f  th e  th eo rem

On the same probability space ( i l , A , P)  where the random variables 
V n,m  ■= Vernie, a, L,R)  + a Z  -  V ^  + 9 -  9l + Or are defined, and
expressed in terms of the same independent sequences { S ^  
and Z, for a given quadruple (0,cr, L, R) let V V(9,e,  L, R) := Vl + o Z  -
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Vr +  0 — 0l +  9r , where for the independent left-continuous Poisson processes
OO

NM(u) := ^ l { S {kM) < и } , 0 ^ и < oo, M = L,R,
k=l

with unit intensity, where /{•}  is the indicator function,

r°° /■sí M)
Vm  := / (M) [ u - N M(u)] йфм {и) +  / ийфм(и) + ф м ( 1), M = L,R.

Then by Theorem 3 in [1], the distribution function of the variable V  = 
= V(9,cr,L,R)  is the function Fe,a,L,R.{') to be estimated. Since 
D n,m{L,R) й r{nL\ a L) +  r £ \ a R) if P { \ V - V n,m\ > r ^ \ a L) +  r (* \ a R)} й 
% rlL)(aL) + rm\ aR) ,  the inequality claimed in the theorem will follow if we
show that P { I Vm  -  | > rl \̂a)} ^ rlM*(a) holds for all n £ N  and a ̂
^ a*M, for both M  =  L and M  = R. Dropping the indices in (1.4)—(1.6), i.e. 
setting v2 (a) := / а°° ф2 (и) du, for some 1/2 ^ d Ú 2 eV~ 2 ) ! 2 choosing a* > 0 
so that

г ф{а*) — 0 if ф(а) =  0 for some a > 0 and

( 2 . 1)

v(a*) ^ and |^>(a*)| й ..Vfijd if Ф{а) < 0 for all a > 0,

and for a ^ a*, with the same convention that w(a) = 0 if ф(а) = 0, defining

( 2-2)

uq(a) := y f l v (a)y / l o g ^ j ,  if y j \  log ^  ^ j ^ ,

w(a) ■■= w2(a) := § I Ф(а) | log „{а)\ф(а)\, if log ф ]  > ^  ^ 1,

(юз(а) d I ф(а)\ log if s j \  b g ^ y > 1 > _v(a)
W“)l’

for a non-decreasing, non-positive, right-continuous function ф(-) on (0,oo), 
for which v(a) < oo for all a > 0, we have to show that for all n G N  and
a ^ cr,

(2.3)

where

rn(a) :=

P{  |Д„| > r„(o)} ^ r„(a), 

f P {S n ^ «} + 2 w(a),  if ф(-) ф 0,

to , if Ф(') =  0,
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and, using that the jump-points of the Poisson process N(u ) := 
:= l {  < u} ■> 0 ^ и < oo, hit the possible discontinuity points of ф(-)
with probability zero,

Г oo /•* 1
A„ := / [u — iV(w)] < 1 ф ( и )  +  / и , ( 1 ф ( и ) +

JSi J1

£  ^(5j) + Í  ф(и)(1и = 
j = 1 71

/"°° Ali f 7sj+i 1
= / s  “  ^ ( u ) ]  ^ ( u ) +  X J  j  y s  и ^ ( | » ) - 7 [ 0 ( 5 , - + 1 ) - ^ ( 5 , - ) ] | +

+ / U (1ф(и) -(- V’( l)  -  x ]  ^(^i) +  /  ф{и)(1и =
Л j=1 ■/!

Í oo r Sn r Sn
= / [u -  iV(ti)] с1ф(и) + / iid^ (n)-f /  ф(и)с1и — пф(8 п) + ф(1 )

J s n J1 -/l
roo

=  /  [и -  AT(u)] # ( « )  +  ^(S„)[Sn -  n]
JSn

almost surely. (Throughout the usual convention j f  ■ ■ ■ <1ф := /(c d] ' * ' ^
applies for all 0 < c < d < oo. The integral on the half-line (54 ,oo) exists 
almost surely as an improper Riemann integral by (1.1), i.e. by the fact that 
v(a) < oo for all a > 0.)

If ф(и) — 0 for all и > 0, there is in fact nothing to prove. (And here we 
have P{|A „| > 0} = 0 since A n = 0.) If ф(-) ^ 0 on (0,oo), two cases are 
distinguished. The trivial case is when ф(а*) — 0 and hence ф(г?) =  0 for all 
v ^ a*. In this case, P{|A „| > rn(a)} ^ P { S n ^ a} + P{|A „| > rn(a) ,Sn > 
> a} = P { S n ^ a) and w(a) = 0 for all a ^ a*, and so (2.3) follows with 
rn(a) = P { S n ^ a}.

For the non-trivial case, suppose that ф(у) < 0 for all v > 0. Fix n G 
G N and a ^ a*, and put gn{x) := xn~1e~x/ (n  — 1)!, a; > 0, for the density 
function of Sn. By the definition of rn(a) in (2.3) and by Markov’s inequality 
we have

(2.4) P {  I An| > rn(a)} Í  P { S n й a} +  P {  A n £  2u>(a), Sn > a} +

+ P {  -  An ^ 2w(a) ,Sn > a}  £

S P { S n S a} +  e - 2sw^ E ( e sA4 { S n > a}) + e~2tŵ  E(e~tA4 { S n > a}) =
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= P { S n ü a }  +  e -2 sw(a)

[ - a :
0sip(v) _ 1 _  dv >gn(x) dx+

+e —2<iu(a
^ la 6XP (Г  |e — 1 +  tifi(v)^di^gn(x) dx

for every s > 0 and every t > 0, where the last equation for the restricted 
moment generating functions follows by a slight modification of the first part 
of the proof of Theorem 4 in [1]. Actually, the slight modification is just the 
trivial one to account for the restrictive presence of the indicators. Indeed, 
that taken for granted and setting

r oo rSn
A* := / [ v -  N (v)] drp(v) +  / vdrp(v)+

J Sn J1

+ i p ( v ) d v - ( n - l ) i p ( S n ) +  i l ) { l ) ,

Theorem 4 in [1] directly gives (replacing the it there by u) that for all и G R.

£uxp(v) _  l  _ иф{у) dv +  utp(v)-\-
£ (е“л : ,{ 5 " > “}) = Г Ч Г  r  • 1 +  m

f n f 1+x ih(v) é 3 (v) 1
+u i p ( v ) dv +u  d v - и dv \gn{x)dx  =

J \ + x  J x  1 +  r V )  J  m H f W  J

/ OO f  r  OO /»71 A

exp< / gwV'(v) — 1 — uifi(v') dv -)- uxp(x) T и / 9 n{x)dx ,

where the second equation is by straightforward algebra. Hence for 

rn r oo /-S„
A* -  -  / i p ( v ) d v =  / [u -  A T ( w ) ]  dV’(w) +  /  « # ( « ) +• / s „  . / s n  Л

+ J  il’(v)dv -  n̂(5„) + ̂ (1) =
roo

=  /  [ i 7  -  A ( n ) ]  d ^ ( v ) +  Sni/>(Sn) -  n^(Sn)
Jsn

we clearly obtain

£(euAn/{5n > a}) = J  expj J

= A ,

еигр(у) _  i _  dv^jgn(x) dx,

u £  R,
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proving (2.4), where the integrals on the right may or may not be finite at 
this stage.

To estimate the integrands there, we use the inequality that if c ^ 0 is a 
constant, then eu — 1 — и ^ ecu2/2  for all —oo < и ^ c. For the first integral 
in (2.4), we have —oo < sij>(v) < 0 for all v ^ a, so that

„2
esi/’(j>) _ I _  — ф2 (у), v ^ a, for every s > 0.

For the second, since the negative function ф(-) is non-decreasing, we ob
viously have 0 < — ti/>(v) =  t\ip(v)\ \ф(у)\1 \ф(а)\ 5Í 1 whenever 0 < t is 
^ l/|^>(a)| and v ^ a, so that

е-Щу) _   ̂ ^ ___ !̂2(i;)7 v ' t  a, for every 0 < t < -—-—7.
2 |0 (a)|

Hence, moving down a; to a in the integrals in both exponents, from (2.4) we 
obtain

(2.5) P{  |Д П| > rn(a)} ^

S P { S n ^ a} + e x p |— v2 (a) -  2suj(g) |  + e x p |^ -  v2 (a) -  2iu;(a)|

for all s > 0 and 0 < t ^ 1/ |  ^>(a)|.
Using (2.2), for all choices of a ^ a* for which w(a) = we have

1 / 7  n ( a )  1 
w2 a) > 0 \ / ö  T lo§ -57-4

2  v  2  / н А )  ' < a )
Also, for all a ^ a* for which w(a) = w3(a) the choice of a* in (2.1) forces

1 4 — > eee/2/d > ee/d > 'x : = >
v(a) \ф(а)\

v(a) < Iф{а)\ and d ^ - .

since

This implies that л/log  ж > у / е / 2 / d or, what is of course the same, y / e / 2 /  
/  ( с/л/lo g x ) < 1 and, consequently, ^ / 2 x/ ( d logx) < a;Д /log ж. So,

1  / I  _ J L  < I
d \  2  log 1/ d

/ e x x
2  log a; ~ yiog x
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whenever у := 1 /\ф(а)\ < ж, since the function y / \ogy ,  у > 0, is increas
ing on the half-line [e, oo) and у — 1 /\ф(а)\ > e by the choice of a* and 
the upper bound on d. But by (2.2) the inequality у =  1/\ф(а)\ < l / v(a)  =  
— x is equivalent to w(a) =  гпз(а). Thus, if a ^ a* and w(a) — Ш3(a), then 
\ [ Ф  УI b g  у < d x / \ / k >gD or, what is the same,

F  1
V 2 l ^ l l o g ^

that is, wi(a) < W3 (a).

(We see that W2 (a) > uq(a) whenever v(a) < 1, |^>(a)| < 1 and w(a) = 
= W2 (a).) For reference purposes the foregoing may be summarized by saying 
that whenever a ^ a*,

(2.6) if w(a) = Wj(a),  then Wj(a)  > uq(a), j  =  2,3.

Consider the convex function f a(s) := у  v 2 (a) -  2sw(a),  s > 0. Then 
f a(-) is negative on the interval ( 0,4 w(a) /v 2(a)) and takes its minimum at 
s* = 2w(a) /v 2 (a). Hence, choosing s = s , and using (2.6) twice, the second 
term of the bound in (2.5) is

exp{ Д  (■$*)} = exp
2w 2 (a) ) 
v2 (a) J

2wi (q) 1 
vHa)  J

= exp - e lo g <

< v(a) ^ uq(a) is u>(a).

The inequality before the last holds since v(a) ^ e~2/e for all a ^ a* by (2.1).
The convex function ha(t) := y -  u2(a) — 2tw(a), t > 0, is also negative on 

the interval (O, [4ín(a)]/[eu2(ö)]) and takes its minimum at the point 1» := 
:= [2w(a)]/[eu2(a)]. However, here we also have to satisfy the constraint 0 < 
< t ^ l/|^>(<x)|. So, choosing t0  := m in {l/|^ (a)|, <»}, the third term of the 
bound in (2.5) becomes expjha)^)}. Let a ^ a*. If w(a) = w\(a), so that

u ( a )

we have (whenever v(a) й e-2 /e as above)

0 < U =
2 uq(a) 
e v2 (a)

< 1
|0 (a )f

exp{ ha(i0)} = exp{/ia(i*)} = exp j

= expj log ——  -  2 log —Ц  1 =  v 
{ v(a) v(a) j

(a) ^ uq(a) = w(a).
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If w(a) =  uij(a), j  = 2,3, then by (2.6) again,

2 Wj(a) 2 щ(а)  _  /2  \Jl°^ 1
* et;2(o) e v 2 (a) V e u(a) |-0 (a ) |’  ̂ ’

Hence if tn(a) = w2 (a), then (whenever v(a) < 1, |^(а)| < 1 and и(а)|^(а)| ^

exp { h a(U)}  = ехр {Л а( 1/|^ (а )|)}  =

[e v2 (a) 2 w2 (a) \  1 f 2ге2(а)'|
eXP\2  V>2(a) IV’(a)! J < v(a) \ф(а)\ J

= 4Sj exp{ - logiw ik l i }  = W e)l -  “'2(0) = “’w

by the choice of a*, while if w(a) = w3 (a), then

exp{ ha(tc)J =  ехр{Ла( 1/|^ (а )|)}  =

e v 2 (a) 2 w3(
=  exp < -

2 ip2 (a) \ф(сS b ' M - i S ) -
- e6/2 I V>(«)|2d ^  ee/2 I Ф(а)\ ^  d I V’(o)! b g

№001
= w3 (a) =  w(a)

since 2d ^ I and |-0(а)| ^ 1 /е е<!/2/ й by the choice of a*. Therefore, the in
equality exp{ ha(te)J < w(a) holds for all a ^ a*.

Thus if a ^ a*, then the bound in (2.5) is less than P { S n ^ a} +  2w(a) = 
= rn(a). This fact establishes (2.3) in the non-trivial case, and hence the 
theorem. (The collection of bracketed phrases also establishes the remark 
concerning the choice of the thresholds.)

3. Exam ples

The first three examples show, in particular, that all three versions of the 
rate function provided by the three branches of и>д/(-), M  = L,R,  defined be
tween (1.5) and (1.6), may in fact occur. For simplicity of exposition, we deal 
with spectrally one-sided infinitely divisible distributions, that is, we choose 
L(-) =  0, with the exception of the stable and compound Poisson examples. 
The last four examples are of interest in their own right, the negative bino
mial being weird enough to deserve attention in any case. In Examples 2-4, 
the threshold remark beneath the theorem is used without further notice.
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E xample 1. If L — 0 and фл(и) =  — e u, и > 0, then wi(a)  =  О, 
Vfí(a) — e~a/ \ / 2 and wr(ci) — w^R\ a )  — d a e~a for all a > 0 for vr(ü)/  
/\xl>ft(a)\ =  l/> /2  < 1. Regardless of в E R  and a ^ 0, for the corresponding 
Levy distance the theorem and (1.8), with an =  (2 — \/3 )  n, give

D n,n ( 0 , R ) Z
3d (2 — \ /3 ) n 

exp { (2 — \ / 3 ) n }
for all n >

m axl^p-, f  -  log y ^ )
2 — v/3

and each fixed 1/2 ^ d 5Í 2e(e 2)/2 = 2.86419 . . . .  For d =  2e ê 2)/2 this holds 
for all n ^ 6 and for d = 1/2 the inequality is true for all n ^ 30.

E xample 2. If I  = 0 and ^я(и) =  -  \ / йе~и/ 2, then и?я(а) =  0, г>я(а) =  
= \/а  +  1 е_а/ 2 and гея(а) =  w ^  (a) = 2 ~l л/ае~ а ! 2 log (еа[а2 +  a] 1/i2) for 
all а ^ 2 /(e  — 2) = 2.78442... , say. Regardless of d E R  and a 0, for the 
corresponding Levy distance the theorem and (1.8), with an =  (3 — y / b ) n/2, 
give

L>„,n(0,-R) й
2>\J(3 - \Д>) n expĵ -̂ nj

23/2 eXp |2 ^ / I n J y j s = & n  y j l  +  ^ f i - n

for all n > 5 >
3.35 

3 — л/5

E xample 3: Stable laws. Let Fa^ iV̂ (-) be the distribution function of 
a non-normal stable law with exponent 0 < a  < 2, given by its characteristic 
function

/ OO

ettxdFQtß<TlX(x) =
-OO

exp{i(,"i — rj\t\a [ 1 — iß sgn(i) tan(a7r/2)] } , if а ф 1, 

exp{i(í -  r)\t\a [ l  +  iß sgn(í)~ log |f|] } , if а =  1,

with skewness, scale and location parameters — l ^ / 3 ^ 1 , i / > 0  and ( £  R, 
where sgn(f) is the sign function, t E R. In Lévy’s canonical form at the 
beginning of the paper, this is given by some в = в(а,  ß,  г/, С), <7 = 0 and 
L(-) and R(-) functions such that фм(и) — ~ сми~Х̂ а > u > 0, where c\j  = 
= fjvi(a,ß,rj ,Q = 0 are some constants, M = L,R,  such that c^(a, 1, t?,() = 
= 0 and c/,(a, > 0 for every — 1 ^ ß  < 1, while ся(а, — 1, r), ( )  =  0 and
ся (а,/3,г/,С) > 0 for every - 1  < ß  й  1; cf. [9], [1], [4]. Setting K a,ßiVX:= 
:= sup{fa,ß}r),c(x) : x G R ) < oo for the corresponding density function
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f a,0 ,n,d-) '■= K ß 3l4,<(-) and  ̂ = #(<*,/?, »7 ,0  := 0  -  6 L +  6 R, where 6 L and 6 R 
are given through (1.3), let := P {  Vra(L) -  +  ?? £[ ж }, a: G R,

where, in the present situation V^ 1 '1 of ( 1.2), for M  = L, R  and n G N , is 
given by

y W  _ - c m E ] = i ( ^ 'M)) " 1/a +  if а  ф 1,
(mu

- CM s: "=1 ( +  CM log Y
AM)
>71 •> if a =  1.

Elementary calculation shows that пд/(о) =  -y /o /(2 ^ a ) cm a (2 a)/(2a), a > 
> 0, and

_  .„(Af)/„4 -  ^  CMwM{a) = w) ’(a) = — j__i
Z Ű« 2

log! a cM\ f a / ( 2 -  a)
- 2a/(2 -a)

for all a > aM

if CM > 0, where, putting p := a /(2  - a ) ,  %  := ( 2 / (pc)) lo g ( l / (сМу/ р ) )  
and %  := l / ( 2p2), the threshold may be chosen as =
= max(pp c^  e4p/ e, a ^ ) , where is the smallest positive number such that 
a ^ им +  I’m l°g a for all a ^ a%j, M  =  L,R.  Picking now any r G (0,1) in
(1.8) and letting n*M := т а х(а*м /т, n^ ) , where n\j  is the smallest n E N
for which exp{ — (1 -  т)2 п / 2} ^ w[M\ r n ) ,  M  = L,R,  the inequality in (1.9) 
gives that for all n't. n*L and m ^ n*R,

sup Fa,ß,V, c ( X ) -  FaJ3,4,dX) I ^  3 [ f  +  [ « ^ ( г п )  +  w[R\rm )]  .

Neglecting thresholds and constants, the qualitative meaning of this is that 

I J-,n,m / 4 r  , 4| v/logn л/log m \
SUP I -  F«./hn,<(z)| =  o  cL —j- j-  + сл L_,
ĈR V Па 2 77! а 2 /

as n, m —* oo.

Improving Theorem 2.2 in [2], the latter rate has also been established in 
Remark 1.3 of Janssen and Mason [11] by completely different methods.

E X A M P L E  4 :  Limiting St. Petersburg distributions. In a classical St. 
Petersburg game, a player gains 2k ducats with probability 2~k, к £ N. 
As determined in [5], the class {(?7(-) : 1/2 < 7 S  l }  of all possible non
degenerate subsequential limiting types of distribution functions for the cu
mulative gains of a player in a sequence of independent St. Petersburg games,
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under any deterministic centering and norming, is described by the family of 
infinitely divisible characteristic functions

ettxdG-y(x) — exp t G R,

where, with Log standing for the logarithm to the base 2 and. for any у G R, 
with [г/J denoting the greatest integer not greater than г/, having a fractional 
part (у) = y -  [y\ ,

00 7 2 00 j
:= H  7 2 I 4к ~ 1 J. 7 24A: ~  L°g 7

jfe=l ' k= 0  '

and
Ä-yfar) =  — 7 2-LLo«b x)J, z > 0 ,

so that ^7(w) := ^fí7(u) = — 2_ LLos(u/4')J/-y? и > 0. Hence by lengthier but 
elementary and quite delicate computation through (1.2) and (1.3),

Wb)  :=  -  V ^ ] + ft, + 0я, = -  £
7  2 LL ° g ( 's' j / ') ') J

i=i
— Log5n +

where 6(s) = 1 + (Logs) -  2̂ Logs\  s > 0, and it can be seen in similarly ele
mentary fashion that 0 ^ 6 (s) й 1 -  (1 + log log 2) / log 2 = 0.08607... for all 
s > 0. (The function S(-) plays a special role in the theory of the St. Peters
burg game, described in [6], and the present example has some motivational 
value at some point there.) Also, since l /и ^ |V>7(u)| < 2/u for all и > 0, for 
the corresponding u7(a) := / а°° 07(u)du we obtain l / y /a  ^ v~,(a) < y/2 /y /ä  
for every a > 0 and 1/2 < 7 ^ 1. Thus we have v-y(a) < e~2/e if a ^ a* := 
:= 2e4/ e = 8.71168... and sfä/ 2 < u7(a )/|^ 7(u)| ^ y/Úa, so

WR^a) =  t i ^ i a )  = v^ajyj log  [l/t?7(a)] < ^  M ® )

for all a > 1 and all 1/2 < 7 ^ 1. Since the densities g7(-) = G^(-) exist and it 
can be shown that sup1/ 2< 7 < 1 sup{g7(x) : x G R } is 1/2, for any 0 < r < 1 
in (1.8), finally (1.9) yields

sup sup I P{  is г }  -  G7(z)| < C( t ) '^°ß_n for all n ^ ra*(r), 
i <7gi Vn
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where the bound is a trivial upper bound for 3wi(tti) with 
C( t ) 9 л /е /(2 т )/2 and n*( T) := [ max ( 2e4/ e/r , n * (r ))] , where
[a;] := min{fc G N  : к ^ z}, x > 0, and n » ( r )  := minjfc G N  :
: exp{—(1 — r ) 2 k} ^ wl(Tk)} . Here, rounding up, C (l) = 5.24620 is un
achievable, and we get C(0.707) = 6.23929, n*(0.707) =  13; C(0.8) = 
=  5.86543, те* (0.8) = 53; G(0.9) = 5.52998, n*(0.9) = 376; C(0.95) = 
= 5.38249, n*(0.95) = 2 107; C(0.99) =  5.27263, n*(0.99) = 86 177 and
C(0.999) =  5.24883, n*(0.999) = 13 297 850.

E xample  5: Compound Poisson laws. Let N\,  X i ,  X 2 , ■ ■ ■ be indepen
dent random variables such that N\  has the Poisson distribution on the 
integers {0, 1, 2, . . . }  with mean A > 0 and X%, X 2 , .. ■ have the same distri
bution function G(z) := P { X  й z} , x G R. Then Lévy’s canonical form of 
the characteristic function of the infinitely divisible compound Poisson dis
tribution function F \ }g ( x )  := P{  Ylk=i Xk ^ x ] , x £ R , is given by a =  0 
and, with G_(-) denoting the left-continuous version of G(-),

/ ° °  x
— -—2 dG(x),  L(x) = AG_(z), x < 0,

•00 I t ®

R(x)  = A[G(x) -  l ] , x > 0.

Hence, letting denote the right-continuous version of the left-con
tinuous generalized inverse G_1(s) := inf{z G R  : G(z) ^ s}, 0 < s < 1, the 
usual quantile function, pertaining to G(-), we have

Фь(и)
G ;1^ ) ,  if 0 < и < AG_(0), 

0, ifu ^ A G _ (0 ),

and

Í>r (u)
-G -* (  1 - f ) ,  if 0 < и < A[1 - G ( 0)], 

0, if и ^ A [1-G (0)].

For the Levy distance On>m(A,G) between and its approximation
F\]g (®) P { XnL  ̂ -  + 0a,g -  0l +  Or ^ z}  , z G R, given by the
present фь(-) and 0д(-) through (1.2) and (1.3), by (1.10) we obtain

Dn,m( \ , G )  ^
[ AG-(O)] n [ A{1 — G(0)}]

+ m:
for all n, m G N.

The Poisson law itself, with mean A, is the special case when G(z), z G R, 
degenerates at the point z =  1 and в\  öAyy =  A/2 for the corresponding
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quantity. In this case, фь{и) = 0 and iPr (u) = — I {u  < A} for all и > 0, 
and enjoyable calculation shows that - Vn^ + 0\ +  Or =  Yl j=11{Sj  < A} + 
-f (A — Sn)I{Sn < A} for every n G N . If D n{A) denotes the Levy distance 
between the distribution function Fn \̂{-) of the latter random variable and
the Poisson distribution function F\(x)  := e~x Afc/fc!, x G R, of N\,  
with an empty sum understood as zero as above, then the result reduces to 
the inequality Dn(A) ^ An/n! for all n 6 N. Furthermore, if D*(A) is the 
Lévy distance between F\(-) and F* x(x) := 1{Sj  < A } Í i } , i E
G R , then a trivial extra step based on the triangle inequality for a Levy 
distance yields ZA*(A) ^ 2 An/n\  for all n G N.

E X A M P L E  6 :  Negative binomial distributions. For a fixed order f  6  N  
and success probability 0 < p < 1, consider the negative binomial distribu
tion function

S. CSÖRGŐ

F(,p(x) :=P{Ve( p ) i x } V I» ,k-l x G R,

where q := 1 — p. As is well known, it is infinitely divisible and it is a routine 
exercise to show that the Lévy form of the characteristic function is

where

I x I1 J qm
0fp = £ + l ' y '  --------- and R t p(x) = £ Y '  —  +  ^log p, x > 0.

F *—> 1 +  m 1 ^  mm = l  m — 1

So, noting that — l  logp = l  qm/m,

° °  (  1 ^  „ m  ^  ^ - 1  „ m  'i
:= V’h, »  = - £ k I \ lo§ 7 - 1 E  ~  M < l og7 - ~ f -

k= 1 ^ "  m = 1 ”  m = l  ^

u > 0,

thus ф(,р{и) = 0 for all и ^ -  flogp. Evaluating (1.2) and (1.3) with this, 
the result is

:= -  V^Rt’p) + 9t,p + 6 Rlp
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j=  1 k= 1

o o  m  0 0  77r -ч q

m=k-|-l m=k

k= 1 L m=k
+ E * ' E - - S-  Ф  E  L á S . « E L  =: <  +  T p  +  f i ' - .Z—./ Z—/ 772, I  ̂ m  ̂ m  I

m=k-\-l

Я
m m — k

q_
m

(Note that P { W n ’p =  1} = P { £  + TÍ’P = t )  = pe = P {V((p) =  1} .) If now 
Dn{t,p)  is the Levy distance between Fe,p(-) and P{  WnP ^ • } and D*(£,p)
is the Levy distance between iv,p(-) and P{(.  + TnP ^ • } , then (1.10) and 
an extra step as above yield

Dn(kp)  й n!
and К ( к Р) й  2 for all n G N.

If l  — 1, this is of course a result for the approximation of the geometric 
distribution function F\<p(x) — p ]e I=i 9fc_1, i ER.

I thank my daughter Zsuzsi for checking the numerical calculations in 
this section.
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To Professor K. Tandori on his seventieth birthday

1. Introduction. Let ф be a binary operation on R ” satisfying the 
following conditions:

(1) 0  is commutative and associative;
(2) a 0  b = a +  6 whenever a, 6 € R n and 6 is a scalar multiple of a;
(3) (Aa)  0  (Ab) = A(a 0 b) whenever a,b £ R n and A is a rotation of R n 

(that is, an orthogonal transformation with determinant 1).

D ’Alembert proved in 1769 that if n = 3 and 0  is continuous, then (1),
(2) and (3) imply that a 0 b = a + b holds for every a, 6 £ R 3. D’Alembert 
used this result to demonstrate that the resultant of forces is obtained by 
the vectorial sum of the components. (See [1], Chapters 1 and 8. For more 
on the history of the problem or on d’Alembert’s work in particular, we refer 
to [3] and [5].)

In this note our first aim is to give a complete description of all operations 
on R n (n ^ 3) that satisfy (1), (2) and (3). As a corollary we show that, for 
n ^ 3, any operation satisfying (1), (2) and (3) must also satisfy the following 
condition:

(3*) (Aa) 0  (Ab) = A(a 0  b) whenever a,b £ R n and A is an orthogonal 
transformation of R ”.

We shall also prove that, again for n ^ 3, the condition of continuity in 
d’Alembert’s theorem can be replaced by the following weaker condition:

(4) there is a 6  > 0 such that the set (a 0  b : |a| =  |6| < é} is not every
where dense in R ”.

In the plane the situation is different. We shall prove that for n =  2 the 
conditions (1), (2) and (3) do not imply (3*). Moreover, on R 2 there are 
noncontinuous operations satisfying (1), (2), (3*) and (4). As we shall see, 
among those operations on R 2 that satisfy ( l) , (2) and (3*), condition (4) is 
equivalent to the triangle inequality |a 0  6| |a| + |6|, and we shall describe
all operations satisfying these conditions.

* R e sea rch  su p p o r te d  b y  th e  H u n g a r ia n  N a tio n a l F o u n d a tio n  fo r S cien tific  R e sea rch , 
g ra n t  N o. 2114.
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2. T he case n ^ 3. Let /  be an automorphism of R  as an addi
tive group; that is, let /  be a bijection of R  onto itself satisfying Cauchy’s 
functional equation f (x  + y) = f (x)  + f (y )  (x , y  G R). For every unit vec
tor и G R" and x £ R  we define ф(хи) = f (x)  ■ u. Since /  is odd, we have 
f ( —x) ■ (—u) = f (x)  ■ и, and thus the definition of ф makes sense. Clearly, ф 
is a bijection of R 71 onto itself. We shall say that the operation

(5) a 0 b = ф~х (ф(а) + ф(Ь))

is generated by the automorphism / .
T h eo r em  1. Every operation generated by an automorphism of R  sat

isfies conditions ( 1), (2), and (3*). Conversely, if n ^ 3 and the operation © 
satisfies conditions (1), (2), (3), then 0 is generated by an automorphism of 
R.

P r o o f . Let © be an operation on R 71 generated b y  an automorphism /  
of R. It is clear that © satisfies condition (1). If a — xu, b =  yu (u G R ”, 
|u| = 1, x, у G R), then

a © b = ф~ 1 ( f (x)u  + f(y)u) = ф~ 1 ( f ( x  +  y)u) =

= ф~ 1 (ф{{х + y)u)) = (x + y)u -  a +  b,

proving (2). Let A be an orthogonal transformation of R". We prove that ф 
and A commute. Indeed, if a = xu (u G R", |u| = 1, x G R ), then \Au\ =  1 
and Aa = x(Au).  Thus

А(ф(а)) — A{ f{x)u) =  f (x)  ■ Au = ф(Аа).

Therefore

(Aa) (B (Ab) = ф 1 (ф(Аа) +  ф(АЬ)) =

= ф-' (А(ф(а))  +А{ф(Ь)) )  = ф ~ 1 (А(ф(а) +  ф(Ь})) =

= ф~г ( А(ф(а © 6))) = «/Г1 (ф( А(а ф Ь))) = А ( а ® Ь ) ,

and hence (3*) holds.
Now suppose n ^ 3 and let © be an operation on R 71 satisfying (1), (2) 

and (3). First we show that a © b is always a linear combination of a and 
b. We may assume that a and b are linearly independent, since otherwise 
the statement follows from (2). We may also suppose that a and b belong 
to the subspace V  =  {(*1, . . .  ,xn) : Xi =  0 (3 й i ^ n)}.  Let A(xj , .. . , xn) = 
=  (—aq, -X 2, X3, .. then A is a rotation such that Ax — — x if and only
if x G V.  Let c = a © b. Then, by (3), (—a) © ( - 6) =  Ac and hence it follows
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from (1) and (2) that с©Ас  = аф&® (—a) 0  (—6) = 0. Thus, using (1) and
(2) again, we obtain Ac — — c. Thus с £ V,  so that c is a linear combination 
of a and 6, as we stated.

Let the perpendicular unit vectors u0 and v0  be fixed. Then uq 0  (xv0) 
is a linear combination of и о and v0 for every i E R ,  and hence there are 
functions a , ß  : R  —> R  such that щ  0  (xvq) = a(x)uo + ß(x)vo for every x £ 
£ R. Then a(x) ф 0, because щ  0  (xuo) =  ßvo implies, by (2), uq = (ß —
-  x)vo, which is impossible. We define f (x)  = ß(x) /a(x)  (x £ R). Then, by
(3) , и 0  (xv ) =  a(x)(u +  f (x)v)  holds whenever и and v are perpendicular 
unit vectors and x £ R. (We remark that the definition of the function /  is 
due to G. Darboux, who gave an independent proof of d’Alembert’s theorem 
in [4]. Darboux also proved, using a geometric argument, that /  satisfies 
Cauchy’s functional equation. See also [6], pp. 4-6.) The function /  is odd. 
Indeed,

a( - x ) (u  + f ( - x ) v )  = и © ( ( -x )v )  =  и © ( x ( - v )) = a(x) (u  + f ( x ) ( - v ) ) ,

and hence a ( - x )  = a(x)  and f ( - x )  = -  f(x) .
We show that /  is injective. First note that, by (1) and (2), —(a ф b) —

— (—a ) Q ( - b )  for every a,b £ R n. Suppose that х \ ф х 2 and f (x \ )  =  
= f ( x 2) =  y. If и and v are perpendicular unit vectors, then и 0  (X{V) =  
= а(хг)(и +  yv) (г =  1, 2) and thus, by (2),

(ti -  x2)v =  (и ф (ziü)) 0  ( -  (и ф (z2u))) =

= (u 0  (xin)) + ( -  (и 0  (x2 v))) = (a (z i)  -  a (x2)) (u 0  ( yv ) ) .

Since Х\ ф x2, we have (x\ — x2)v ф 0 and hence a (x i) — a(x2) ф 0. Let 
ß — {x\ — х2 )1 { а (х\) -  «(^2) ) ; then ßv  =  и 0  (j/v), (ß -  y)v — u, which is 
impossible.

Let и and v be unit vectors with и ф ±  v, and let x , y  £ R. Since n ^ 
^ 3, there is a unit vector w that is perpendicular to both и and v. Then 
w ф (xu) =  a(x)(u? + f(x)u),  and hence (u> 0  (xu)) © (yv)  is a linear com
bination of w 0  f(x)u  and v. Let

( w © (xu)) © (yv) -  X(w + f(x)u)  + j.lV

and, similarly,

(w ф (yv)) © (iii)  =  \ ' (w  + f (y)v)  + n'u,

where Л, A1 £ R. Since the left hand sides are equal, this implies A' =  A,
fi' = Af(x) ,  and thus

w 0  ((xu)  ф (yv)) = A(w + f (x)u  + f(y)v).
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On the other hand, if (xu) ® (yv ) =  гг, where r 6 R, r О, г £ R n and 
|z| = 1, then г is perpendicular to w and hence

w ® ((xu)  ® (yv)) =  a(r)(w + f(r)z) .

This gives a(r) =  Л and f ( r ) z  =  f (x)u  + f(y)v.  That is, for every x , y  £ R  
and hnearly independent unit vectors u,v  £ R n, we have

(6) f ( r ) z  = f (x)u + f (y )v  ((xu) ® (yv) = rz,  r 0, \z\ =  l ) .

We show that / ( R) = R. Let и and v be as above. Then, by (6),
| / ( | ( xu ) ® (yv)\) I = I f(x)u  + f(y)v\  for every x, у £ R. With x =  y this 
gives I f ( x ) I ■ \u -f г>| =  | / ( \(xu) ® (жп)|) |, and hence | f ( x ) | ■ |u +  w| belongs 
to ä ( | / | )  , the range of |/ | .  If v runs through all unit vectors different from 
±w, then |u + v| runs through the interval (0,2), and hence (0 ,2 |/(ж )|) C 
C R(\ f \ )  for every x £ R. This gives -R (|/|) = [0,oo), since /(0 )  = 0 and
f (x)  ф 0 for x ф 0. As /  is an odd function, we have /(R )  = ä ( | / | )  U
u ( -  R ( \ f \ ) ) =  R  Thus /  is a bijection of R  onto itself.

Let ф(хи) =  f (x)u  ( i  £ R, ti E R ” , |u| =  1). Since /  is odd, this defini
tion makes sense. Also, ф is a bijection of R n onto itself. If |u| =  |v| =  1, 
v ф ±  u, and x, у 6 R, then we have, by (6),

ф( (xu) ® (yv)) -  f (x)u  + f ( y )v  = ф(хи) +  Ф(уу).

This proves (5) if a and b are linearly independent.
Now we prove that /  is additive. Let x\,  X2 , у 6 R \  {0} and let u ,«E R n, 

I u| =  |n| = 1, v ф ±  u. Then x\u and (^2«) ® (yv) are linearly independent, 
and hence

(xiu)  © ( (x 2 u) ® (yv)) =  ф~х(ф(ххи) +  ф((х2 и) © (yv))) =

= ф~х (ф(хги) +  ф(х2 и) +  ф(уи)) = ф~х ( f (x i )u  + f ( x 2)u +  f ( y ) v ) .

On the other hand,

((ж1 + ж 2)и) © (yv) =  ф~х(ф((х! +  x2 )u) +ф(уи)) =

=  Ф~х ( f (x  1 + X2)u + f ( y ) v ) .

This gives f (x  1 + x2) = f ( x i)  +  f ( x 2) for every хг , х 2 ф 0, and thus /  is ad
ditive.

If a and b are scalar multiples of each other, say a = xu, b = yu, then 

ф((хи)  © (yv)) = ф ( ( х  + y)u) = f (x  + y)u =

= ( f (x)  + f ( y )) U =  ф(хи) +  ф(уи),
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and hence (5) holds in this case as well. Therefore, 0 is generated by / ,  and 
the proof is complete. □

C orollary 2. If Q is a binary operation on R ” (n ^ 3) and г/ 0  sat
isfies (1), (2), and (3), then 0  also satisfies (3*).

T h e o r e m  3. If n ^ 3 and 0  is a binary operation on R n that satisfies 
(1), (2), (3) and (4), then a 0  b = a +  b holds for every a,b G R n.

P ro o f . By Theorem 1, 0  is generated by an automorphism /  of R. We 
show that /  is linear. Let e and и be unit vectors enclosing an acute angle, 
and let v denote the reflection of и about the line of e. Then for every x > 0 
we have

(xu) 0  (xv) = ф 1 ( f (x)u +  f (x)v)  =

= <j>~l (f(x) \u  + u| • e) = / _1 (f(x)\u  + w|) -e.

The function f ~ l is also additive. If / -1 is not linear, then its range over 
any interval is dense in R. Let x > 0 be fixed, and let и run through all unit 
vectors enclosing an acute angle with e. Then f(x)\u +  v| runs through a 
non-degenerate interval, and hence the set of numbers f ~ 1 (f(x) \u +  u|) is 
dense in R. Therefore the set of vectors (xu) 0  (xv) is dense in the line {Ae : 
AGR}  , and, rotating the vector e it follows that the set {a ©6 : |a| =  |6| = x} 
is everywhere dense in R n. Since x > 0 was arbitrary, this contradicts (4), 
and hence / -1 and /  must be linear. If f (x)  = \ x  for every г G R  for some 
0 /  A G R, then ф(и) = Xu for every и G R n, and a © b =  (Aa + A6)/A =  a 0  b 
for every a,5 G R n. □

3. The case n =  2. In the sequel we shall identify R 2 with the set C 
of complex numbers. We shall use the notation e(x) — e2vtx (x G R). Let U 
denote the circle group { и G C : |u| = l } , and let x be a bijection of U onto 
itself. If r G R, r ^ 0 and и G U then we define

ф(ги) = r\ (u) .

Clearly, ф is a bijection of C onto iteself. If the binary operation 0  is defined
by

a 0  b = ф~г (ф(а) +  ф(Ь)) ( a , b e C ) ,

then we say that 0  is generated by the bijection \ -

Lemma 4. If the operation 0  is generated by the bijection x then 0  sat
isfies ( 1) and the triangle inequality |a 0  b\ ^ |a| + |b|. If \  is odd, that is 
X(—u) = — x{u) for every u e U ,  then 0  also satisfies (2).

P r o o f . It is clear that 0  is commutative and associative. The triangle 
inequality follows from \ ф(г)\ = \z\ (z G C). If x is odd then ф(ги) — rx(u)
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holds for every r £ R  and и £ U. Indeed, if r ^ 0 then this is the definition of 
ф(ги). If r < 0 then we have ф(ги) =  ф[(—г)(—и)) = (—r)x(—и) = гх(и), 
as we stated. Now, if 6 is a scalar multiple of a then a — ru and b = su where 
r,a £ R  and и £ U . Therefore

ф(а + 6) = ф((г + s)u) = (r + s)x{u) = r \ (u)  + sx(u)  = ф(а) + ф(Ь), 

and hence (2) holds. □

T heorem 5. There exists an operation on R 2 that satisfies (1), (2), and
(3), but does not satisfy (3*).

P roof. Let

(e(x)  if are [0,1/4)11 [1/2,3/4)
X(e(x))  = <

l -e(ar)  if ar e  [1 /4 ,1 /2) U [3/4,1);

then x is a bijection of U onto itself such that x ( - u ) = ~ \ ( u) (u € U). If ® 
denotes the operation generated by x, then ® satisfies (1) and (2) by Lemma
4.

Let p denote the (unique) rotation invariant normalized Borel measure 
on U. í t  is clear that for every a,b £ C the function и u~1 ((ua)  0  (ub)) 
is bounded and measurable on U. We dehne

а ф 6 = / и-1 ((ua) ® (ub)) dp(u) ( ű i £  C).
Ju

It is easy to check that 0  also satisfies (1) and (2). By the invariance of p 
we have

(i7o ) 0 (i;6)=  / и 1 {(uva) 0  (uvb)) dp(u)  =
Ju

= v (un)_1 ( (uva) 0 {uvb)) dp{u) =
Ju

= v / u_1 ({ua) 0  (ub)) dp(u) — v(a 0  b)
Ju

for every v £ U and hence 0  satisfies (3), too.
We show that (3*) fails for 0 . Let ф(ги) =  rx(u)  for r 6 R  and и £ U. 

Let a and b be perpendicular vectors. Then, by the definition of x, we have 
either ф(а) = a and ф(Ь) = — b or ф{а) = — a and ф(Ь) = b, and hence

а 0 б = ф~1 ( 0 (a) + ф(Ь)) = ф~г ( ±  (6 -  a)) =  ±(6 -  a).
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Since ua and ub are also perpendicular for every и £ U, this implies

гГ1 ( (ua) (g) (ub)) = w-1 ( ±  (ub -  ua)) = ±(b -  a).

If {и £ U : u~l ((ua) 0  (ub)) = b — a} = V,  then

a © b = n(V)(b — a) +  n(U \  V)(  — (b — a)) =  A(b -  a),

where Л is real. Now suppose that (3*) holds for ®. Let a and b be perpen
dicular unit vectors and let A denote the reflection about the line of a +  b. 
Then Aa = b and Ab = a, so that Aa © Ab =  b 0  a = X(b— a) and A(a © b) = 
= А(Л(6 — a)) =  A (a — b). If these vectors are equal then A = 0, a ©6 =  0 
and b = — a, which is impossible. □

The rest of the paper will be devoted to the characterization of those 
operations that are generated by an automorphism of U. A map x \ U —>U 
is said to be an automorphism of U if \  is a bijection of U onto itself and 
x(uv)  = х(и)х(^) holds for every u,v  £ U.

T h eo rem  6 . If the operation © is generated by an automorphism of U, 
then 0  satisfies (1), (2), (3*) with n = 2, as well as the triangle inequality 
|a © b\ ^ |a| + |6| (a, b G R 2).

PROOF. Let © be generated by the automorphism x- Then x is odd and 
hence, by Lemma 4, 0  satisfies (1), (2) and the triangle inequality.

Let O2 denote the set of isometries of the plane leaving the origin fixed. 
A map belongs to O2 if it is a rotation about the origin, or a reflection about 
a line going through the origin. We prove that if A £ O2 then ф о А о ф~1 £ 
£ Ö2 - Indeed, if A is rotation, then Az -  cz (z £ C) for some c £ U and 
hence

Ф(А(ф X(ru))) = ф ( А ( г х  г(и)))  =  ф(гсх г(и)) =

=  «“X(cx- V ) )  = X(c)ru.

Therefore фо А о ф~г is the rotation 2 x(c)z • If A is a reflection then Az  = 
= cz (z £ C), where c 6 U and z denotes the complex conjugate of 2. Since 
Х(й) = x ( l / u) = l / x ( u) = X(u) f°r every и £ U, we have

ф(А(ф 1 (ru))) - ф(А(гх '(и))) = ф(гсх~1(и)) = 
= ф(гсх~1(й)) = rx(cx~1(u)) = х(с)гй.

Therefore, in this case, фо А о ф~1 is also a reflection.
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Now let A £ O2 be arbitrary, and put В = ф о А о ф 1 £ О2 - Then for 
every а, 6 £ С we have

(Аа) ® (Ab) =  ф~'(ф(Аа) + ф(АЬ)) =  0 “1 (В(ф(а)) + 5 ( 0 ( 6 ) ) )  =

= ф~ 1 (В(ф(а)  + 0(6))) = 0 -1 (В(ф(а 0  6))) =  А(а ф 6)

which proves (3*). □
We remark that if the automorphism \  is not continuous, then the gen

erated operation ® is not continuous either. Indeed, if и £ U then 1 ® и = 
= 0 -1 (x ( l )  + x (M)) = Ф~г (1 +  x(u)) and hence |1 ® u| = 11 +  х (и)| • This 
implies that |1 ® u| is not a continuous function of и £ U. In this way we 
have constructed noncontinuous operations satisfying (1), (2), (3*), (4) and 
even the triangle inequality.

Our next theorem shows that the automorphisms of U generate all op
erations satisfying (1), (2), (3*) and (4).

T heorem  7. Let Q  be a binary operation defined on R 2 and suppose 
that 0  satisfies (1), (2), and (3*) with n =  2. Then the following are equiv
alent.

(i) ® is generated by an automorphism of U;
(ii) |a © 6| ^  |a| + |6| for every a, b £ R 2;

(Hi) there is a 6  > 0 such that the set {a © 6 : |a| =  |6| < 6} is not every
where dense in R 2.

P roof. We have already proved (i) = >  (ii). Since (ii) = >  (iii) is obvi
ous, we only have to prove (iii) = >  (i).

Let © be a binary operation defined on R 2 and satisfying (1), (2), (3*), 
and (iii). Let a ,6,c £ R 2, |a| = |6| =  |c| = 1 and а +  6 =  rc, where r ^ 0. Let 
A denote the reflection about the line of c. Then it follows from (3*) that, 
for every t £ R, (ta) ® (tb) is parallel to c; moreover, (ta) 0  (tb) =  sc, where 
s £ R  only depends on t and on the angle of a and 6. If the angle between a 
and 6 is 2x (0 is x й zr/2), then we denote H(t ,x)  = s / 2, where (ta)® (tb) = 
= sc, s £ R. It easily follows from (1) and (2) that, for every fixed x, the 
function t H( t ,x)  is additive. If this function is not linear then its range 
on the interval (0,6) is dense in R  for every S > 0. This implies that the 
set of points {(ta) © ( t b ) : 0 < t < 6} is dense in the line {Ac : A £ R }. Thus, 
rotating a and 6 simultaneously, it follows that the set {u © v : |u| =  |v| < 
< 6} is everywhere dense in R 2, contradicting (iii). Therefore t 1—► H(t ,x)  
is linear for every x £ [0, zr/2]; that is, there exists a function h : [0, 7t/ 2] —► 
—> R  such that H(t ,x)  = h(x) • t for every t £ R  and x £ [0, 7г/2]. Clearly, 
6(0) = 1 and h(7Г/2) = 0. We extend h to R  as follows: we put h(n — x) = 
-  - h (x )  (x £ [0, 7Г/ 2]), h ( - x )  =  h(x) (x £ [0, 7r]), and from [-;r ,7r] we extend 
h periodically. Following a well-known argument due to d’Alembert (see [1]
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pp. 4-5), we find

(7) h(x +  y) +  h(x -  y) =  2h(x)h(y) (x,y£ R).
Strictly speaking, this argument only proves (7) if 0 ^ у ^ x Ú 7r/ 2; however, 
using the extension of h, it is easy to check that it holds also for every x, у £ 
£ R . This implies h(x) — 2h2 (x/2)  — 1 ^ —1 and hence h ^ — 1 everywhere. 
On the other hand, h(x  +  (7t/ 2)) + h(x -  (7t/ 2)) = 0, and thus | h(x)| ^ 1 
for every x.

Next we prove that 0  satisfies (ii). If |a| = |6| = i, then it follows from 
the definition of H and h that |a 0  6| =  | 2h(x)t\ Si 21 =  |a| +  |6| (where the 
angle between a and 6 is 2x). Now let a, b £  R 2 be arbitrary, and put c =  a 0  
0  b. To prove (ii) we may assume c /  0. Let a' and b' denote the reflections 
of a and b about the line of c. Then, as we saw above, |a 0  a'\ ^ 2|a| and 
Ib 0 b'\ ^ 2\b\. Also, we have a1 0  b1 = c by (3*) and thus, using (2) and (1) 
we obtain

2c = (a 0 6) + (a' 0  b') = (a 0  b) 0  (o' 0 b') =

= (a 0  o') 0  (6 0  &') = (a 0  o') +  (6 0  6'),

since (a 0 a') and (6 0 6') are also scalar multiples of c. This gives 2|c| ^ \a 0 
0 a'| + |6 0 6'| ^ 2|a| +  2|6|, proving (ii).

Since the function h satisfies the functional equation (7), and not every 
value of h is ± 1, it follows from a theorem of J. A. Baker that there are 
constants p £ R  and к £ C  such that the function G(x) — h(x) +  k(h(x  +  
+ p) -  h(x -  p)) has the following properties: G(x + y) = G(x)G(y)  for every 
x , y  £ R, and h(x) =  (G(a:) +  G( —x)) /2  for every x £ R  (see Theorem 2 and 
its proof in [2], pp. 412-413, or Theorem 16 and its proof in [1], Chapter 13,
pp. 220-222). As h is bounded and periodic mod 2 ж, so is G. Since Нф 0, we
have G ф. 0 and hence, taking into account that G is bounded, it follows that 
|G| =  1. Thus, there is a function g : R  —► R such that G(2жх) — e(g(x))  
for every x £ R. Since G is periodic mod 2n, g may be taken as periodic mod 
1. Also, G(x + y) =  G(x)G(y)  implies g(x +  y) =  g(x)  +  g(y)  (mod 1); that 
is, we may consider g as a group homomorphism from the additive group R  
into the torus T  = R/Z.  Since g(—x) — — g(x),  we have

h[2-Kx) =  ------------ ------------- =  --------------- --------------- = cos (27гд(х))

(x £ R ).

Since — 1 =  h(n) — cos (2xg i(l/2 )), we have g( 1/2) = 1/2, and hence 
<7(1/ 4) = 1/4 or 3/4. We may assume that 5 (1/ 4) = 1/4, since otherwise
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we replace g by 1 — g. We define x ( e(x )) — e {d(x )) (x 6 H)- Our aim is to 
prove that \  is an automorphism of U and that ® is generated by x-

First we show that g(x)  = 0 implies x G Z. Since a ® b =  0 <=> b =  
= -  a, it follows from the definition of H and h that h(x) = 0 if and only 
if x = (tt/2 ) +  kir (к G Z). This implies that if h(x) =  — 1 then 2h2 (x/2)  =  
= h(x) + 1 = 0 and thus x /2  = (zr/2) + kx, x = (2k +  1)77. Now, if g(x) = 0 
then g( x - \ - ( l ! 2 )) = 1 / 2 ,  and h ( 2 x(x +  (1/2))) =  cos ( 2 xg(x + (1/2))) =  
= COS 7Г = — 1. Thus 2n(x  +  (1/2)) =  (2k +  1 )7r and hence x € Z. Since g 
is additive, this implies that g is injective on [0,1).

Our next aim is to show that if c and d are perpendicular vectors with 
|c| = |d|, then

(8) (cos (2775(2:)) ■ с) ® (sin ( 2 xg(x)) ■ d) =  (cos 2 xx) ■ c +  (sin 2 xx) ■ d

for every x G R~ Suppose first 0 ^ x ^ 1/4, and let и and v be unit vectors 
such that и + v = rc and v — и = sd with r, s > 0, and the angle between и 
and v is Axx. It is easy to see that

(9) v =  cos27tx • (c/|c |) +  sin 2nx ■ (d/\d\).

Now

(|c|u /2) 0  ( |ф / 2 )  = \c\h(2 xx) ■ (c/\c\) =  cos ( 2 xg(x)) ■ c, 

and, using 5(1/4) =  1/4,

( - |c |u /2 )  ф ( 1Ф /2) = \c\h(2x((l /4)  -  ж)) • (d/\d\) =

= cos (2 x(g( l /A)  -  g (x) ) ) ■ d = sin ( 271-5(2:)) • d.

This gives, by (1) and (2),

(cos ( 2 xg(x)) ■ c) 0 ( sin ( 2775(2:)) -d) =  |c|t>, 

and thus (8) follows from (9).
Next let 1/4 ^ x Ú 1/2, 2; =  (1/2) — x'. Then we have cos (2xg(x))  = 

= — cos ( 2 xg(x')) and sin ( 2775(2:)) = sin ( 2775(2:')) • Since 0 ^ 2:'^  1/4, we 
may apply (8) with x' in place of x and — c in place of c. This proves (8) 
for 1/ 4 ^ 2:^  1/2. If 1/2 ^ x <  1, x =  x' +  (1/2), then cos ( 2775(2:)) =  -  
cos ( 2775(2:')) and sin ( 2775(2:)) = — sin ( 2775(2:')). Since 0 ^ 2 : '^  1/2, we 
may apply (8) with x' in place of zr, and obtain that (8) is valid for every 
x G [0,1). Since 5 is periodic mod 1, (8) is true for every x.
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Let x E R , x ф n, n + (1/2) (n £ Z), and put у = cot (2irg(x)) and 2  = 
= cosec (2ng(x)). Then we have

(10) (ya) © 6 = z((cos 27ra:)a + (sin 2жх)Ь)

and

( 1 1 ) I (ya) 0  6 | = |z| • |a|

whenever a and 6  are perpendicular vectors with |a| = |6 |. Indeed, applying 
(8 ) for c = za and d = zb we obtain ( 1 0 ), while ( 1 1 ) is obvious from ( 1 0 ).

The set {cot (27Гg(x)) : x E R} is dense in R. Indeed, as g is injec
tive on [0 , 1 ), there is an x for which g(x) is irrational (that is, an ele
ment of T of infinite order). Then {g(nx) : n £ Zj  is dense in T and hence 
{cot (2irg(nx)) : n £ Z} is dense in R. By (11) this implies that if a and b
are perpendicular vectors with |a| = |6 | then | (ya) © 6 | = \J у2 + 1 • |a| holds 
for a set of у s everywhere dense in R. On the other hand, the function 
у I * I (ya) 0  bI is continuous. Indeed, if У\, У2  € R  then

I (2/2 «) © b\ = |(2/2 -  У\)а © (( 2/1 а ) 0  b) \ ^  \(y2 -  yi)a\ + \ (y\a) 0  6 | 

by (ii), and hence

I ( 2/2 0 ) © 6| -  | ( j/iö ) © 6 ) | ^  I2 /2  -  2/1 1 • |«|-
This implies that | (ya) ® b\ = y/y2 + 1 • |a| holds for every у E R  whenever 
a and b are perpendicular vectors with ja| = |fe|.

Next we show that g is surjective. Let w E T be arbitrary; we prove 
that w E g(R). We may assume that w ф 0 ,1 /2 ,1 /4 ,3 /4 , as these values 
belong to the range of g. We fix the perpendicular unit vectors a, 6, and 
put у — cot(27rw) and г =  cosec(27rw). Let z~l ((ya)  0  6) = Xa + fib. Since 
I (ya) © 6| = |z||a| =  |z|, we have A2 + у 2 =  1 and hence A = cos27гх, ц =  
= sin27ra: for some x E R. Since w ф 0 ,1 /2 ,1 /4 ,3 /4 , it follows that у ф 
Ф 0, А ф 0, fi ф 0, and thus х ф п, п + (1/2) (n Е Z). Let д(х) =  w\ and 
cot(27rwi) = 2/1, cosec(27T«;i) =  z\.  Then, by (10),

y\a 0 6  = Z\ ■ ((cos 27rx)a + (sin27rx)6) = z\ ■ (Aa + fib).

Thus we may apply (2) and obtain

( 2/1 -  У)а = ( ( 2/1« )  ©  6 )  ©  ( -  ((ya) ©  6 ) )  =

= (( 2/1 a) © 6 ) + ( -  ((ya) 0  6 )) = (zi -  z) • (Aa + fib).
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Since a and b are linearly independent and А ф 0, // ф 0, this gives y\ — у 
and Z \  = 2 ; that is, cot(27TUJi) = cot(27rzn) and cosec(27ru?i) = cosec(27ru;). 
This implies w -  w\ -  g(x) £ </(R), and this is what we wanted to show.

We have proved that g is a bijection between [0,1) and T. This implies 
that \ { e {x ) )  = e{g{x)) (x E R) defines an automorphism of U. In order to 
complete the proof of the theorem, we have to show that ® is generated by 
X. Let ф[г ■ e{x)) = r • e(g{x)) {r ,x  £ R). We prove first that (5) holds if
a and b are perpendicular. Let a = r ■ e{w) and b — s • e [w  (1 /4 )). Since 
g is surjective, there exists an хчЕ R  such that

V s- = = = =  = cos (2ttg{x)),  ...  = sin (2тгg(x) ) .
y r  + sz y c  +  s£

Let c = \ /r 2 +  s2 ■ e(w) and d = y/r2 s2 ■ e(w  + (1 /4 )) . Then, by (8), we 
have

а ф b =  y /r2 +  s2 ( cos 2-Kx + i sin 2irx) e(w) =  у / r2 +  s2 ■ e(w + x), 

and hence

ф(а ® b) — y r 2 + s2 • e[g(w + a;)) = (r + is)e(g(w)) .

On the other hand,

ф(а) + ф(Ь) = г ■ e(g(w)) + s ■ e(g(w)  + g( 1/4)) = (r + is)e(g(w) ) , 

and hence (5) holds.
Finally, if the vectors a and 6 are not perpendicular, then we can choose 

a vector c perpendicular to a such that a ® c is parallel to b. Indeed, there 
is x G R  such that cos(27ra;) • a + sin(27ra;) • (ia) is parallel to b. Since a and 
b are not perpendicular, we have cos(27ra;) -ф 0, and hence cos (2л-<7(2:)) ф 0. 
Now, applying (8 ) with c\ = a/  cos (27r^(a;)) and d\ = {ia)/ cos ( 2irg{x)), we 
obtain that a ® c is parallel to b, where c = tan ( 2тгд(х)) ■ {ia).

If b = y{a ® c) then, using the fact that a and c are perpendicular, we 
obtain

ф{Ь) = уф{а ® с) = у(ф{а) + ф{с)) = ф{уа) + ф{ус) = ф({уа)®{ус)) . 

This gives

а ® b = а 0  {уа) © {ус) = ( ( 1  + у)а) ® {ус) = ф~1 (ф{{ 1 + у)а) + ф{ус)) = 

= Ф~1{Ф{а) + Ф(уа) + Ф{ус)) = ф~х(ф{а) + ф{Ь)).

Therefore (5) holds for every a, b E R 2, and the proof is complete. □
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SIDON-TYPE INEQUALITIES 
FOR LEGENDRE POLYNOMIALS

F. SCHIPP and L. SZILI (Budapest)*

Dedicated to Professor Károly Tandori on his 70-th birthday

1. Introduction

S. Sidon [17] proved an inequality for the linear combinations of trigono
metric Dirichlet kernels in 1939, named after him. Let Dn denote the n-th 
Dirichlet kernel, i.e.

1 "
(1) D n(x) = -  +  cos kx (n G N  := { 0 ,1 ,2 ,. . .} ,  ж G [-7г,7г]).

fc=i

Then the inequality in question is

( 2) N

N
£  ' anD n
71— 0 1

Ü C  max \dk\ (N  G P := { 1 ,2 ,.. .} ) ,
0<n<N

where (an,n G N ) is an arbitrary sequence of real numbers, C  > 0 is an abso
lute constant and || • ||j denotes the T1(0,7r)-norm. (Throughout this paper, 
C  will denote absolute and Cp positive constants depending only on p, not 
necessarily the same in different occurrences.)

A generalization of (2) was given by R. Bojanic and V. Stanojevic [3] in 
the form

(3)
1
N

N
'y  ̂anDn
7 1 = 0 1

^ c p
1 / p

(N  G P ),

where 1 < p ^ oo and Cp — О  ̂ ^  as p —» 1, and Cp — 0 (1 ) as p —»■ oo.
It is easy to see that (3) does not hold for p =  1. Indeed, if ак =  1 and 

an -  0 (n ^ N  -  1) then the left side of (3) is of order (log iV)/iV while the 
right side is of order l / N  as N  —► oo.

* T h is  re se a rc h  is su p p o r te d  b y  th e  H u n g a r ia n  N a tio n a l  Science F o u n d a tio n  u n d e r  
G ra n t 2085.
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It is known that the trigonometric system is a basis in Lp(—7г,7г) if 1 < 
< p < oo. If p =  1 then there exists a function in Ll {—7г,7г) such that its 
Fourier series does not converge in Хг(—тг, 7r)-norm. Sidon-type inequali
ties can be used to investigate L1-convergence of trigonometric series. For 
example, if the difference sequence Да^ = аь — a^-i (к £ N , a_i =  0) of 
(a„, n £ N ) satisfies

oo /  2m+1- l

E 2m 2_m E  iAafcip
m=0 у fc=2m

for some p > 1 then the cosine series

(4 )

(5 ) y  +  E afe cos kx
k=1

is a Fourier series of an even function /  £ £*(—тг, 7г). Moreover, if in addition 
ßfclog к —> 0 as к —► oo, then the series (5) converges in Хх(—7Г, 7r)-norm to / .

In order to obtain a more general condition for L1 -convergence, we need 
a sharper upper estimation in (3). In this direction compare the results of 
M. Buntinas and N. Tanovic-Miller [4] and F. Schipp [14]. The best possible 
rearrangement invariant upper and lower estimation was given by S. Fridii 
[6 ].

A similar inequality was proved for the Walsh system by F. Móricz and 
F. Schipp [7] and for some other systems (UDMD systems, Ciesielski system) 
by F. Schipp [15].

The aim of this paper is to give similar inequalities and conditions for 
norm-convergence with respect to the Legendre system.

2. Results

The mean convergence of Jacobi -Fourier series with respect to several 
weight functions has been investigated by H. Pollard [10], [11], [12], B. Muck- 
enhoupt [8], R. R. Askey [1], L. Colzani [4], G. M. Wing [20], and others. 
B. Muckenhoupt proved a general theorem for the orthonormal Jacobi poly
nomials p'n'^ (n £ N ) with a > — 1, /3 > —1 and with respect to the weight 
function Qa,b(x) (1 — ^)a( l  + x)b (x £ (—1,1)). His result (see [8], Theo
rem 1, 2) for the Legendre polynomials pn := and for a = b is of the 
following form.
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Let a E R  be fixed,

Qa{x) : =  ( 1  -  x2)a ( ж е  ( - 1 , 1 ) ) ,

and for 1 Ú p < oo denote Lpa the set of measurable functions in ( — 1,1) for 
which

l l / IU  :=  ( У  i \ f (x) \P0a{x)dx^J < oo .

Denote Snf  (n E N) the n-th partial sum of the Legendre-Fourier series 
of the function /  6  Lpa.

T h eo rem  A. If 1 < p < oo and \ p  — 1 < a < ^p — 1 then

j j“  M  ~ Snf\\p,a = °-

Moreover, if a does not satisfy this condition, then there exists a function in 
Ьрва such that Snf  does not converge in Lpea-norm.

Following the method of Muckenhoupt (see [8 ]) one can show that such a 
positive result is not true for p = 1. In this paper we give a sufficient condition 
for the Xga-norm convergence of Legendre series in the critical case p = 1. To 
this end we prove a Sidon-type inequality for the Legendre-Dirichlet kernels

П
(6) D*n( x )  := Y ^ P k ( t ) P k ( x ) (—1 =  x,t ^  1, r aeN) .

k = 0

We prove the following inequality.

T h eo rem  1. Lété e (0,1), t e  ( -1  + 0,1 - 6 ) ,  1 < p < oo, and a > -  | .  
Then for any sequence of real numbers (an, n E N) we have

where CVA > 0 depends only on p and a.

From (7) we get a Sidon-type inequality for the even kernels

П
(8) D U x ) : =  £ (  —1 ) W * )  ( * £ [ - 1 ,1 ] ,  BEN) .

k= 0
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T h eo r em  2. For any sequence (an,n 6 N ) of real numbers, and for 1 <
О

< p is oo, a > — N  £ P we have

where the constant Cp>a > 0 depends only on p and a.

This theorem can be used to deduce a coefficient condition for the con
vergence in L^-norm of the even Legendre series

( 10 )

oo
Y  a nP2n(x )
n—0

which is the analogue of the corresponding result with respect to the cosine 
series mentioned above.

О

T heorem 3. Let 1 < p ^  oo, a > —^  and suppose a*, log A: —► 0 as к —>
—*■ oo and

oo /  2 m + 1 - l
Y 2™ 2 ' m 5 ]  \ak +  ak+1
m = О V k—2rn

Then the series (10) converges in L^-norm. Moreover, if a ^ 0, then the 
series in (10) is a Legendre-Fourier series of an even function f  £ L ]ga.

3. Proofs

P ro o f  o f  T h eo rem  1. Since the L^-norm decreases in a, we may 
assume that

3 1
-  < a <
4 4

This implies 4a + 1 < 0 and > 1- The p-adic mean increases in p,
therefore it can be assumed that 1

1  <  p  < - 4 a  -  1
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To prove Theorem 1 we need the following weighted form of the 
HausdorfF-Young inequality. Denote

( / 9 at Pn)  — j f (x )pn(x)Qa(x)dx (n e N)

the n-th Legendre-Fourier coefficient of f g a- If 1 ^ p ^ 2, and q is the con
jugate index to p, i.e. l / p  + 1/q — 1, then

( 12) ^2\(fQa,Pr,
\n—Q

1/9
й  C ||/ ||Pil

where a =  pa -   ̂ ^ .
Indeed, let the operator T  be defined by

T f  := ( ( fßa,Pn),n G N) .

Since by the well-known estimation

(13) \pn(x)\ й ------ l— = P _ 1 / 4 ( x )  (x G ( - 1, 1), П G N)
(1 — xz) '

(see [19], pp. 131 and 128) we have

\\TfWtoc := sup \ ( f Q a , P n ) \  й Í  \ f i . x ) \ Q a - l / i { x ) d x = W f \ \ l /A. 
n £ N  y _ l

By the Parseval formula we get

\\T f \ \ p  =  ^ | < / ? a , T n ) | 2j  =  ( ^ J  J f ( x ) ßa( x ) \ 2 d x 'j  =  | | / | | 2,2a-

Applying the Riesz-Thorin interpolation theorem with weight functions (see 
[2], Corollary 5.5.2) we obtain

\\Tf\\i4 й C  ( /  \ f ( x ) \ pw(x)dx
1 /p

p,a ( 1 ^ 2 ) ,

where

1 1 - 0  0  1 + 0
p 2  +  1 ~  2
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1
Ч

1 - 0  0 1 - 0
2 + oo “  2

(0 < 0  < 1),

w =  в\L 9a-1 /4  =  9c"

a =  2 a |( l  -  0 )  +  pQ (a  -  = pa -

i.e. (12) is true.
Fix N E P, <5 G (0,1), í E ( - 1  +  <5,1 — 6) ,  and the sequence (an, n E N ). 
First let N  ^ 2/6. For t E ( - 1  + 6,1 -  Ő) we have by (13) that

(1 -  x2)1/4\D tn(x)\ £  (1 -  *2)1/4£ | Pfc(i)| |pfc(*)| ^ ^ 7T7Í
A:=0

for all n й N  and - 1  % x ^ 1. Consequently,

1
Л7

N
У ] anDn
n = 0

N

l,a
= 1  Г

N J-г

N
^ ü n D l i x )  Qa(x)dx  ^
71 =  0

= é  W  /  I ß n(*)| (! -  ^2)1/4?a-i/4(a;) dx й
v n=0 ■'_1

s ( j  £  i“»i) J ,
\  n = 0  /  '/ _ 1  n = 0

AT Ca 1 N

Ca /  1<
= i 5/4

for all p ^ 1 and a > -  | .  Thus (7) is proved for N  ^ 2/6. 

Let now N  > 2/6. Set g := sign(J2n=oanDh)- Then

(14)
N

a- D n
71— 0 l,a

N

J 2 anDn(x ) I g(x)ea(x)dx.
71— 0

We shall use the notations

In  ■■= M t )  := [-1 ,1 ] П [i — N ~ \ t  +  ЛГ1],

Mathematica Hungarica 68, 1995
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In  := In {í) [-1 ,1 ] \  In ,
g(x), for x £ In

0, for x G In ,
Gn (x) := Gn ,í(x ) :=

Gn (x) := GnA x) := 9(x) -  Gn (x) (x G ( -1 ,1 )) .  

By (14) we have

(15) л +
I f 1

Y j anL>tn
n=0 i jQ n=0 — 1

 ̂ ^  у 1 _ _^
+  j l L an  D tn ( x ) G N ( x ) g a ( x ) d x  = : ^  + £  .

n = 0  , /_ 1

To estimate first we write

(16) = j f fe ia"l) 0JP̂ I / •
\n=0 /  = = l-'-l

Denote xa the characteristic function of the set A C R. Since N > 2/6, we 
have In  C ( — 1 + <5/2,1 — 6/2),  therefore

(j
ва-1/4(*) < (x £ I n , n e  N).

Consequently, we have by (13) that

I I  D tn ( x ) G N ( x ) g a ( x ) d x  <;

=  J г ^ l í,fc( í ) K 1 _ x 2 ) 1 / 4 | í ,fc( a:) | ^  XlN{x)ßa-l/4{x)dx й  

■J x i A * ) e - i / 4 ( x ) d * z fil/4 £ 1 / 4 - «  / :  XiN{x)dx  ^
< —  
= «1/4

< _ c
« l / 2 - а  =  « 5 /4

Лс<а Mathemaiica Hungarica 68, 1995
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О

for all n й N  and a > — Thus from (16) we have

(17)

i / p

for all p ^ 1 and a > -
Now we turn to the estimation of in (15). We need the Christoffel- 

Darboux formula with respect to the Legendre polynomials (see [19], p. 122)

D \ ( x ) = ^ p k(t)pk(x) =
n + 1 Pn(t)pn+1(x) -  Pn+\(t)pn{x)

к- 0 ^/(2n + l)(2n +  3)

(x £ ( -1 ,1 ) ,  n £ N ).

x — t

Set

hN(x) := <

Using these notations we have 

(18)

for x € JN 

_ 0, for x 6 Ijy.

n +  1

J  D tn ( x ) G N { x ) Q a( x ) d x  =

(Pn(t){h№a,Pn+1) -  Pn+l{t){hNQa,Pn)) ■
y/('2n + l)(2n + 3)

By (13) and Holder’s inequality we obtain from (18) that

N

E 2 =  i E  “n /  Dtn(x)GN(x)Qa(
n- 0

x) dx

=  X l /4  N  ( X! la " | P ) ( X! I ( h № a , P n ) \

N 1/P

<

1/9

4n=0=  é i / 4 N

Applying inequality (12) we get

/  N

\n=0

1/я

$^|(ЛлГ0о,*»г.)|9 1 ^ НЫ1Р,а>
7̂1=0
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where a = pa -  - ■ ^  > — 1. Let

• In  П

jS — ■JN —
Й1 Г я 1

h ’ - ' + a j и [‘ “ И
By definition

IIML <
(  f  Q a ( x ) d x \ 1 / p  <
\ h N I* -  t\p )  =

Ip,a

‘ U:/{, \X -  ^  j

1 / P

+ ( / ,
pa(ar) da;

i / p

< dx \ l/p C 
+ -г J  Ba(x)dx

<

1 Ip

Since

( L

dx
\x — t\p

i / p

< 2 a00 d u \
l / N  Up )

1/p

(p -  i ) 1 /p

and a > — 1 we have

2 _ _  ^ y - r t / P  £  2 „ „ к

I I M U  S

Consequently,

E , s
С*р1а /  1

2 = JsJ* \ N

N  \  * /p

E w  •
7 1 = 0  /

The proof of Theorem 1 is complete. □
P roof  T h eo rem  2. It is well known that the orthonormal Legendre 

polynomials (p„,n £ N) satisfy the relations

(19)

P2fc+l(0)=  0,

P2*(0) =  ( - ! ) *
Ak + 1 (2Лг)!

2 22fc[Ar!]2
(k £ N)
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(see [19], p. 120). We will prove that

l i m  ( — 1 )  P 2 f c ( 0 )к—изо ■ ё
More precisely, there exists a positive real number C  such that for every 
к £ P

(20) f - ( - i ) W o ) < £
= k'

For the proof of (20) we use Stirling’s formula, which states that for all к £ P 
there exists a number 0^ £ (0,1) such that

k\ = V2nk  ( -  I ei2fc
k \ k

(see [13] p. 392). From this and (19) there follows that

( - u w » ) =

It is easy to see that

2 2*k[k\}2 V 7Г 4 к

Qk < 1

and there exists a positive real number C  such that for all \ß\ ^ 1/4 we have 

1 + - e ßx -  1 < C x  (0 < x < 1).

Estimate (20) is proved.
Consider the Legendre-Dirichlet kernels at the point t = 0, i.e.

П

Dn(x) = J 2 PkW Pk<<X)-
k=0

Using Theorem 1 we have that for every sequence (an,n  £ N ) of real num
bers, p > 1, and N  £ P

( 21)
1

N

N

7 1 = 0

= Cp,a Í _дг X /
l,a V n=0 /

1 Ip
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where the constant Cv>a > 0 depends only on p and a. Let

( 2 2 )  D2n(x) : =  D°2n(x) -  y j ^ D ^ x )  =

=  E  ( í» 2 fe (0 )  -  P 2 f c ( z )  = :  i t  (*2kP2k{x)
k=0 V V /  k= 0

(x e [-1 , l], n e  N).

Set g := sign t>2n- Applying Holder’s inequality, (22), (20), and (12) we get 
by a > -  1 that

ll-^ n lli ,a = J \ ^ 2 п { х ) \Q a(x)dx = J  ^E Ot2kP2 k { x ) ^  g(x)ßa(x) =

1/p !/«
= ^(*2к{9Ра,Р2к) й  S K i f c M  Е 1 ^ , Ы Г  Ü C Pla-

к = 0

Consequently, 

(23)

\к=О \к=О

N

^ ' Чп^2п
п=0

N N

= Е !  1а"1 ll^2n||i>a = СР}а Е !  1ая
l,a п-° п=О

From (21), (22), and (23) we have

1
JV

N

E  a n D 2 n
n = 0 l , a

N

^ ' ön -D271 
ra=0 l,a

The proof of Theorem 2 is complete. □

P r o o f  o f  T h eo rem  3. First we prove that

(24) ll-^2nlll,a = Cal°g(n + 2) (n £ N).
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Observe that by (13) and by the Christoffel-Darboux formula we have

Cn
\D°2n(x)\ й

|л °пО О  I ^

(1 - x 2)1/4

c
x( l  — ar2)1̂ 4

( - 1  < x < 1),

( - 1  < x < 1, x ф 0).

Thus

(  fl /n /-1/2
(25) ||£>2nlll ,a = C \ \D 2 n ( X) \ Q a ( x ) d x +  \ D°2n{X) \ Qa(x) dx +

\ J  0 Jlt/n

+  \D2n{x)\Qa{ x ) d x j < . C a ( l + J ^  ~T + j  Sa-\/4{x) dx \  й

Since by (22) and (23)

й Ca log(n + 2).

D 2n й c,

we have that (25) implies (24).
To prove the convergence of (10) we use Abel transformation: 

M M

E s M  := ^  ön^2n = X /  ßn ( - l )  P2n =
Ti—N n=N

M

= £  ( - 1 ) 4 .  -  n j ,_ 3) =
n = N

M - 1

= £  ( - l ) n(a„ + a„+i)D ;„ + ( - l ) MaMß 2V  -  ( - 1 ) % vD ^ _ 2-
n = N

Denote
M -lA]v,M :=  У  ( ~ l ) n («7i +  «n+i )T>2n
n = N
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Define m0, mi € N  by the relations

2m°~i <; N < 2m°, 2mi < M 5Í 2mi+1

and take the decomposition

A/v,M = Atvi2"10 + ^2mo,2mi +

Then

I E 7V,M l.a ^  ||^7V,2mo | | lia  +  У A 2™o,2mi IIi,a +

d"||^4.2ml , Л / | | 1 а  +  №м\ | | ^ 2A í l l l ,0 +  \ак\  l l^27V —2l l i ,a -

By our assumption and by (24) the last two terms tend to 0 if N , M  —> oo. 
To estimate the remainder terms we use inequality (9). Thus

m i —1 2m+ 1_ l

V
IIHÍСЧоg

E E  ( - 1 )n(an +  an+1)D*2n <

771=7710 n = 2 m l ,a

oo 2m+ 1_ i \  i / p

Ü C  Y ,  2 m 1 2 ~ rr E  1»71 “t" ^77 +  1 I — • ^mo
m = m o n —2m

we get that r mo  ~ * 0 ,  as m о - -»• oo. Similarly, applying (9) again
for the first term we have

/ 2m0 -l \  */p
l | A « - l l 1,„ £ C 2 ~  2 -” " l ° » n

n=2mo-

which tends to 0 if N  —► oo. The same argument shows that the third term 
tends to 0.

Denote the X),a-norm limit of (10) by / ,  i.e.

(26) limN— ►OO

N
^  ^ OjnP2n f
71=0

= 0.
l,a

Since a ^ O w e  get for к ^ N  that 

I a* -  { f  1 P2k) I = ( ^ а п р 2п  -  f , P 2 l } j <

Acta Mathemaiica Hungarica 68, 1995



266 F SC H IPP  and L. SZILI

N

^  l lwl lc anP2n -  f
n=0 l,a

The right side tends to 0 by (26) as TV —> oo. Consequently we have

{f,P2k) = ak ( A r e  N).

In a similar way we get

(/>P2*+i) = 0 (A: £ N).

The proof of Theorem 3 is complete. □
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RESONANCE PRINCIPLES WITH  
APPLICATIONS TO MEAN ERGODIC 

THEOREMS AND PROJECTION OPERATORS
D. NASRI-ROUDSARI, R. J. NESSEL and R. ZELER (Aachen)

Dedicated to Professor Tandori on the occasion of his seventieth birthday, in high esteem.

It is the purpose of this paper to discuss several extensions of previous 
(cf. [7]) quantitative uniform boundedness principles. Indeed, motivated by 
recent work of О. V. Davydov [5; 6] and S. P. Zhou [16; 17], the present 
treatment particularly contributes to situations where the (abstract) moduli 
of continuity, determining generalized Lipschitz classes, do not possess any 
additional properties. While the main resonance principle is given in Section 
1, Section 2 then reconsiders and extends some of the previous results on the 
condensation of singularities. In Section 3 further applications are worked 
out in connection with the mean ergodic theorem and the approximation by 
trigonometric projection operators.

1. R esonance in b -com plete spaces

Let У be a linear space over, e. g., the field R  (set of real numbers), 
equipped with a family of seminorms { | • |p : p  E [0, oo)} where | / |  =  oo for 
some /  E У, p  E [0, oo) may still be possible. The space (У, | • | ) is called fa- 
complete (boundedly complete), if for each sequence (/„ )n6N C У with (N  
being the set of natural numbers)

sup |/nL < 00 and dm | f m -  f n\ — 0 for each p E [0, oo)
n € N ,p 6 [0 ,o o )  m ,n -* o o

there exists an element /  6 У such that

lim \fn -  / 1 = 0  for each p E [0, oo).
П.— t-OO r

Let У* be the class of non-negative functionals T on У which are sublinear 
(i. e., T ( f  + g ) ^ T f  +  Tg and T( a f )  =  \a\T f  for all f , g  E У, a E R) and 
bounded, i. e., there exist К  =  K r  < oo and r = r j  G [0,oo) such that for 
ah /  G У

(1.1) T f ú K  sup | / | 9.?e[o,r]
0 2 3 6 -5 2 9 4 /9 5 /$ 4 .00  ©  1995 A k ad ém ia i K iad ó , B u d a p e s t
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T heorem 1. For a b-complete space (У, | • |р) let (Tn)n£N С У*, 
(/in)n€N С У be such that (case M  = oo being included)

( 1.2 ) sup \hn\p ^ C < oo,
n £ N ,p € [ 0 ,o o )

(1.3)

(1.4)

lim
n —► OO

sup |/i„|9 
g€[o,p]

= 0

lim sup \hn\p й 6,
p - +  OO

for each p G [0, oo), 

for each n G N ,

(1.5) lim sup Tnhn M > 0,
n —►OO

where (£„)npN C R is a strictly positive sequence tending to zero. Then for 
each e > 0 there exists an element fo = fojE E У such that

(1.6) sup |/o |p ^ C  + e,
pE [0,oo)

(1.7) limsupTn/ 0 ^ M.
71— ►OO

P roof. Since each Tn is bounded, there exist constants 1 ú K n Ú K n+\ 
and rn ^ rn+1 G [0,oo) such that (cf. (1.1))

(1-8) Tnf  й K n sup \f \q.g€[o,rn]
Now one may successively construct sequences (n*,)fcgN C N , (pk)k£ti (-  
C [0,oo) and (0/t)A.eN C { — 1,1} as follows: After having determined 0 = pi < 
< P2 < . . .  < Pk-1 as well as ni < ri2 < . . .  < n*:_i (for a suitable n\ G N , 
cf. (1.11; 12)) and 1 = 0 i,02, .. .,0*_ ъ  one т а У choose pk > max { 
rnfc_j } such that (cf. (1.4))

(1.9) \hn,\v ^ 2£n> for all 1 ^ j  ^ fc -  l , p  ^ pfe.

Having pk and using (1.3; 5) as well as the fact that (<5„) tends to zero, for
a given e > 0 one may now select Пк > Пк-1 such that

(1.10) К Пк_, SUp S 2-*е,
<3б[0,р*]

(1.11) 6nk í  2 - ^ 8 ,

(1.12) ТПкК к ^ Мк := <
1

М  — — if М < оо 
к

. к  if М  =  оо
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Since each Tn is sublinear, one also has that for all / ,  g 6 Y, n £ N

(1.13) m a x { T ny  +  g) ,Tn{ f - g ) } Z ± [ T n( f  +  g)+-Tn{ f - g ) ]  I  

^  hrn((f + g)-(f-g)) — T ng-

Hence it is possible to choose в к G { — 1,1} such that

Tnk J E l  +  @khnk j ^ Tnkhrifc, 
ki=i

thus in view of (1.12)

(1.14) T n k j У  ] O j h w, J =  A i k .

V>=1

Given p G [0, oc), let к G N  be such that Рк ‘й P < Pk+i- Then for к й I ^ m 
(cf. (1.10))

E ^ 4  4 1  ^ 4
1=1 l=i

 ̂ E  l^4lp= E  sup 141,=j=/+l i=l+l96[0̂ 1

^ E  K - ^ e S  E  2 - ^  = 2-'i
l=/+i l=/+i

so that ( £"Li 9jhn ) is a Cauchy sequence. Moreover, by (1.2; 9-11) it
' / mCNm £ N

follows that for each m G N

41 Qjh-Tij 
1=1

fc—l

p 
jt-i

= E 1 4  Ip T 1 4  Ip +  E  14  Ip =
i= i i=fc+i

= E 24 +C,+ E  sup 141,=
j=i !=*+! 9e[0’̂ ]

A:—1

 ̂E 2"Í£ + c + E  К - ^ 2 - й й С  + е.
j=1 j=fc-j-l
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Therefore, since (У, | • |p) is b-complete, the element /о := Qjhnj is well-
defined in У and satisfies (1.6). Furthermore, Tn G У* and (1.8; 10; 14) 
imply (1.7) since (note that rnk < Pk+i)

( k \  oo

У ! @jhn] I — T nkh ,X} ^

j=l J j=k+1
OO oo

t  Mk -  ^  sup Ihnj\q ^ M k -  ^ 2  2~3e =
j - k + 1  g-e[0,pj] j=Jk+i

Í M  — — — 2_fce if M < oo, 

l  к — 2~ke if M — oo. □

Let us mention that the elegant argument around (1.13) is due to Davy
dov (cf. [5]). Note that Theorem 1 for the particular case i n =  0 , n e N ,  
subsumes the result already given in [7] (see also the literature cited there). 
The present more general condition (1.4) was suggested by work of Zhou (see 
[16; 17]), but one should also consult the material presented in [13, p. 15ff] 
(and the literature cited there).

It would be nice to have Theorem 1 for e =  0 as well (compare with the 
treatment given in [5; 6]). Obviously, it holds true if M — oo (simply sub
stitute /о by C fo/(C  +  £)). Moreover, it is also valid if 6n =  0 for all n G N. 
Indeed, one may then select pk, n*. such that

(1-9*)

( 1- 10* )

J=l
for all p^tpk,

Кпк_х sup IhnA
? € [ 0 , p fc]

<; 2~k
c

k +  2'

Now it is readily verified that the candidate

Oj hri]

satisfies (1.6; 7) for e = 0.
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2. General applications

As already mentioned, the aim of this section is to reconsider and extend 
some of the previous quantitative resonance principles. Indeed, when Theo
rem 1 is applied to questions concerning the sharpness of error bounds, asser
tion (1.6) guarantees the counterexample /о to belong to certain smoothness 
(Lipschitz) classes. In concrete applications (e. g., in approximation theory, 
numerical analysis) the smoothness of elements is often measured in terms 
of a given family of bounded functionals (e. g., moduli of continuity of func
tions, K-functionals). In these cases it is therefore useful to work with reso
nance principles which in fact reflect this particular structure. Several such 
quantitative resonance principles have been developed during the last years. 
However, since the smoothness classes were described by abstract moduli of 
continuity which had to satisfy some additional condition (cf. (2.9)), not all 
classes could be examined. In this connection Theorem 1 now enables one 
to extend these results to all cases.

To this end, for a Banach space X  let X* be the corresponding class 
of non-negative, sublinear functionals Г on I  which are bounded, thus 
(cf. (1.1))

(2Л) ||Г||;г. := SUP 7Г7ГП~ < °°.
о#/eX \\j\\x

Let и  be an abstract modulus of continuity, i. e., a function, continuous on 
[0, oo) such that

0  =  w ( 0 )  < c j ( s )  ^ w(s + t) ^ u;(s) +  u(t)  for all s, t > 0 .  

Then the following inequality holds true (cf. [14, p. 99]):

( 2 .2) “ (*) < 2(Ф )
t = s

for all 0 < s ^ t.

T heorem 2. Let X  be a Banach space and (Tn)n£N, {St : t > 0} С X*.  
Suppose that (4>n)n€N is a sequence of strictly positive numbers tending to 
zero, o{t) a strictly positive function on (0,oo) and ui(t) an (arbitrary) ab
stract modulus of continuity. Moreover, assume that there exist (hn)neN С X  
such that

(2.3)

(2.4)

(2.5)

||ЛП||* ^ C\ for all n G N ,

Sthn ^ C 2 min“ { ' • S for all n G N , t > 0,

Sthn й 6n — ^ for all n 6 N ,t  > 0 with o(t) < gn,
ЦФп)
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( 2.6) limsup T„/i„ ^ M  > 0,
П—ЮО

where (f>n)neN and (£„)„eN are (suitable) strictly positive sequences with (6n) 
tending to zero. Then for each £ > 0 there exists an element G X
such that

(2.7) Stfw ^ (2C2 + e)u(a(t)) for all t > 0,

(2.8) lim sup > M.
n^oo ЦФ П) -

If и  additionally satisfies (e. g., w(t) = t or и  concave (cf. [14, p. 97]))

(2 .2 *) ^ (0  < 
t ~ s

for all 0 < s ^ t,

then one may indeed replace (2.7) by

(2.7*) S tU  й (C2 + e)oj(cr(t)) f o r a l l t > 0 .

P roof. To apply Theorem 1, set У = X  and ([p] being the largest in
teger strictly smaller than p)

\f\p = {

\\f\\x

sup 1Í Stf : a(t)  G Ip

sup 1Í  St f : <r(t) G Ip[ uz(cr(i))

P =  0,

for p G (0,1], 

P > 1,

where | • | := 0, if there does not exist any t > 0 with a(t)  G Ip, or if Ip = 0. 
Obviously, (У, I • I ) is well-defined (in the sense, considered in Section 1) and 
X* С У*. To show that (У, | • |p) is b-complete, given a Cauchy sequence 
(/„) with sup{|/„|p : n G N ,p  G [0, oo)} < oo, there exists an element /  G X  
such that I /  — /nlo =  II /  ~  /nllx tends to zero, since X  is a Banach space. 
Moreover, for each p > 0 and rj > 0 there exists no = no(f/,p) £ N  such that 
|/m — fn\p < V for all m ,n ^ no- Consequently, since St G X* (cf. (2.1)), one 
obtains that for n ^ no and for each t > 0 with a(t)  G Ip

S t U - f n ) s  ,. S t U - f m ) , St( f m - f n )----7------Г— S hmsup ---- 7——г----1------- 7—— г—
Lj(a(t)) m -* o o  w(<r(i)) u(a(t ))

<
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$5 limsup I N I * .I I /~ fm\\x
U)MO) T I fm fn ^ v-

Hence I/ -  fn\p = Vi and (У, | ■ |p) is b-complete. Let us apply Theorem 1 to

hn .— ^(Фn)hn. T  —1 n • —
TnW ($n)'

Then (2.6) in fact coincides with (1.5). In view of (2.2) and (2.4) it follows 
that

Sfhn
u (a ( t) )

й с 2 {

ЦФп) < l
u (a ( t) )

ИФп) _ g(Q
u((r(t)) Фп

<[ 2

if Ф„ ^ cr(t), 

if a(t) й Ф„,

and indeed Sthn/uj[ij(t)) ^ C2, if satisfies (2.2*). Therefore, since 
(ЦФп)) C R is  bounded, (2.3) first of all implies (1.2) with C = max{2C2, 
max„eN С1о;(Фп)}. However, since и>(Ф„) tends to zero, one may assume 
maxn6N С\ш(Фп) ^ 2C2 (without loss of generahty). Thus (1.2) with con
stant С  =  2C2, and by the same reasoning the constant even reduces to 
C — C2, if u) satisfies (2.2*). Concerning (1.3), for p =  0 one has by (2.3) 
that

|h„|0 = <*>(Фп)||Мх = C iu ($ n) =  o (l) (n -+ 00).

Moreover, in view of (2.4) for each a(t) £ Ip

Sthn _ и(Фп)
u (a ( t) )  = 2u (a (t) )

й с 2 ^(Фп) 
^ (Ф1р1+1 )

=  o(l) (n —у oo),

thus (1.3). Finally, (1.4) follows from (2.5) and the fact that (Фр)р6М tends 
to zero. Indeed,

\K \p = sup
Sthr

* т ! Р" Ш
<

for p large enough, thus a(t) small enough such that a(t) ^ gn. Obviously, 
the present assertions (2.7; 7*; 8) then follow by Theorem 1. □

To deal with arbitrary moduli of continuity, condition (2.5) (see [16; 17]) 
is added in comparison with the treatment in [7]. On the other hand, if и  is 
a modulus of continuity additionally satisfying

(2.9) Um(-►0+
u(t)

t
— 00,
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then Theorem 2 indeed reduces to the corresponding result, already given in
[7]. This is a consequence of the fact that (2.4) together with (2.9) implies
(2.5). To this end, in view of (2.9), thus t/u>(t) = o (l), for each n £ N  there 
exists Qn > 0 such that

t < Ф n
w(*) = \ М фп)

for all t ^ gn.

By (2.4) this implies that for a(t) ^ gn

Sthn й C2 <r(t)
u (e ( t ) ) Фп ЦФ„)

й С2у/и(Фп)v(<r(t))
ЦФп)

thus (2.5) with Sn = С2-\/и>(Фп). Note that if there exists a > 0 such that 
a(t) > a for all t > 0, then (2.5) is trivially satisfied for gn = a, n £ N .

As a consequence of Theorem 2 one may now establish the following 
(extended version of a) theorem by Davydov (see [5]).

T heorem 3. Let X  be a Banach space and (Tn)n€N, {St : t > 0} C 
С X*. Suppose that for each r > 0 there exists a constant Br < oo such that 
I N I * . S Br for all t ^ r. Moreover, assume that there exist (h„)neN С X  
such that (C > 0)

(2.10) Sthn й C < oo for n ! ! f i £ N , i >  0,

(2.11) lim \\hn \\x  =
n —KX>

(2.12) lim sup 5í/ira 5í 6n for all n £ N,
Í-+ 0+

(2.13) lim sup T„/i„ ^ M  > 0,
n —t o o

where ( í n ) , N C  R .  is a strictly positive sequence tending to zero. Then for 
each £ > 0 there exists an element /о = fo,s E X  such that

(2.14) S t f o ü C  +  е for all t > 0,

(2.15) lim sup T„/o ^ M.
n — ►OO

P roof. Let us apply Theorem 2 to (cf. (2.11))

Ф71 = H^nllx’ ^(0  = ll̂ illx* ’ 

hn — ín  — \\hn\\x Tn,
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where, without loss of generality, it is assumed that hn ф 0, St ф 0 for all n £ 
£ N,< > 0, respectively. Then (2.13) in fact coincides with (2.6). Obviously, 
one has (2.3) with C\ =  1, and (2.4) follows with C2 = 1 since (cf. (2.10))

Sthn —
Sth <

И^Иу И̂ пИа- 1 
ll^<llx*ll^n||x

C _  a(t)

, И^Иу И̂ пИл' Фп

Concerning (2.5), in view of (2.12), for each n £ N  there exists rn > 0 such 
that Sfhn ^ 2bn for all 0 < t ^ r„. On the other hand, by assumption, there 
exists BTn such that ||5<||;t* =. BTn for all t ^ rn. Therefore, setting gn = 
= C /2B Tn, if t > 0 is such that a(t) ^ gn, thus ||5<||^-, ^ 2BTn, one neces
sarily concludes t < rn, hence Sthn й  26n. Consequently, for all t > 0 with
o - ( 0  ^  Qn

Sfhn — S t h n 1 'W .SlAn s
С  Фг с Ц ф „)

and (2.5) is established. An application of Theorem 2 to the present quan
tities then shows that for each e > 0 there exists /о =  /о г € X  such that 
(cf. (2.7*))

ii # -  =  Ä / o S ( i + i M < ’(<)) = ( 1 + £ ъ 4 Щ

thus (2.14) for e =  e / C , as well as (cf. (2.8))

lim sup Tnf0 =  lim sup - y j ' 0 ■ ^ M. □
n—>00 Т1—ЮО ^ ( Ф п )

Let us mention that, instead of using Theorem 2, a proof of Theorem 3 
could also be given directly via Theorem 1 as applied to Y  =  X  and

Í \\f\\x forp = 0,
P \  S i/Pf  for p > 0.

Therefore the remark at the end of Section 1 shows that Theorem 3 holds true 
even for e = 0, if (2.12) is satisfied for 6n — 0, n £ N . In that case Theorem 
3 indeed reduces to the result given in [5].

Let us conclude this section with a consequence (see [6]) of Theorem 3, 
useful in connection with concrete applications (cf. Section 3.1).
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C orollary 1. Let X  be a Banach space and (Tn)neN С X* be such that

(2.16) lim sup HTnlljf* = oo.
71—►OO

Moreover, let Z  := { /  E X  : lim sup^oo Tnf  < oo} be dense in X . Then 
there exists an element f o E X  such that

(2.17) supTn/ 0 < o c ,
n g N

(2.18) lim supTnf0 > 0.
71— ►OO

P roo f. Once Theorem 3 is established, one may follow the argument 
given in [6]. Nevertheless, let us outline the proof for the sake of complete
ness. To this end, if there exists f o E Z  such that lim supn_+00 Tnfo > 0, then 
the assertion follows in view of the definition of Z. Thus suppose that

(2.19) lim Tnf  = 0 for all /  E Z.
71—►OO

In view of (2.16) and the definition of ||ТП||^ . (cf. (2.1)), for each n E N  
there exist n й j n E N , fjn E X  satisfying

H/jJxSl, Tj.fi, 2«.
Since Z is dense in X ,  one may assume f jn E Z. For gn := f jn/n  E Z it then 
follows that

(2-20) Hffnllx = T Jn9n Z  1.

On the other hand, by (2.19) for each n E N  there exists N :— N n E N  such 
that Tkgn ^ 1 for all к ^ N.  For the remaining к < N ,  however, one either 
has Tkgn ^ 1, if ||Tfc||x . <i n, or

Tkgn % Kn ■= max{7j<jfn :j<N,  \\Tj\\xt > n).
Thus for hn := g„/m ax{l,K „} E Z one obtains

(2.21) Tkhn ú  1 for all k,n  E N.

With the aid of (/in)n6N one can now select a sequence (T*n) as follows: If 
кп ^ 1, set kn =  j n (cf. (2.20)); otherwise there exists kn E N  with ||Tfc„|| > n 
and Ткпдп =  Thus, in both cases it follows that

(2.22) Tknhn Z 1.
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An application of Theorem 3 to St =  Tn for l / n £ t < l / ( n  — 1) (f > 0, n E 
E N ) and to T„ =  Tkn for n E N  then delivers (2.17; 18), since (2.10-13) are 
satisfied for C — M  — 1 (cf. (2.19-22) and note that hn E Z). □

3. A pplications to  m ean ergodic theorem s and projection
operators

3.1. Mean ergodic theorems. Let A  be a (real) Banach space and T 
a mapping of A" into itself which is linear and bounded, thus T £ [X] with 
И р г ]  := sup {\\Tf\\x  : \\f\\x  ^ l }  < oo (cf. (2.1)). Let I be the identity 
operator and P : = N U  {0}. For a  > 0 consider the Cesäro ( C ,  a)-means of 
the sequence (Tn)neP C [A'], given by

rra(T\ ■—  ̂ \  ' ( т а  r p i  p a _o (o T  1) . ..(ft L Я -  1)

j=o n-

For a ^ 1 it is a well-known fact (see [4], cf. [3] and the literature cited there) 
that for operators T  E [A'] with the property

(3.1) \\Tn\\[x] й К  < oo for all n E P 

there holds true the mean ergodic theorem

(3.2) lim K ( T ) /  -  P f\\x  =  0 for all /  E X 0,
n —KX)

where Ao := N (I  — T) ® R(I — T) is the direct sum of the kernel N (I  — T) 
and the closure R(I  -  T) of the range of I  — T  and where P  is the bounded 
linear projection of A0 onto N (I  -  T), parallel to R(I -  T ). In [2; 3] the 
convergence assertion (3.2) was then equipped with rates. Indeed, with the 
aid of the projection P  and the restriction T0 of T to A'o one may introduce 
the operator A via

(3.3) A f  =  g on D(A) := N{1 -  T0) ® R(I -  T0),

where g E Ao is uniquely determined by ( /  — P ) f  =  (7 — To)g and Pg =  0. 
It follows that D(A) is a linear subspace which is dense in Ao, and that A is 
a closed linear operator of D(A) into Ao- Consider the K-functional

A'(/, t) := К  ( / ,  t- Ao, D(A)) : =  inf [ Ц /  -  g \\x  +  t\\Ag\\x ] .
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Then for a ^ 1 and for each T  £ [X] satisfying (3.1) there holds true the 
direct approximation theorem

(3.4) К < ( T ) /  -  Pf\\ х й В а К  (7 , X 0, D(A)^j ,

where the constant Ba is independent of /  £ Xo,n £ P  (see [3]). Moreover, 
it was essentially shown in [3; 9] that for /  £ Xo (n —> oo)

(3.5) I№ ) /  -  P f \ \ x  = o ( « ( i ) )  «  A- ( / . j i j )  = o ( « ( i ) ) .

where и  is an arbitrary modulus of continuity. In this connection an appli
cation of Corollary 1 now delivers the following result on the sharpness of
(3.4), quite parallel to the treatment given in [6] for the approximation by 
semigroups of operators.

C o r o l l a r y  2. Let X  be a Banach space and T £ [X] satisfy (3.1). Sup
pose A as defined via (3.3) is unbounded. Then for a  ^ 1 and for each modu
lus of continuity и  there exists a counterexample f w £ X q such that (n —*■ oo)

\ < ( T ) f „ - p f 4 x
О и)

Ф °

P r o o f . Since X o С X  is a closed linear subspace, X o is a Banach space, 
too. Setting

T n f  =
a n ( T ) f  -  P f \ \  x for /  £ X0, n £ N,

one obviously has Tn £ X q . It is essentially shown in [ 8 ;  10] that (even un
der the weaker condition || ст"""1(Т')|| = o(n)) the assumption, A being
unbounded, is equivalent to

lim sup
П — KX>

< { T )  -  P I
[ * o ]

> 0,

which implies

lim sup ||Tn|| y* =  lim sup
n—t-OO 0 n—Ю О

K ( T ) - P
[ * o ] oo.
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Moreover, in view of (3.4), for each /  £ D (A )

\ \ K ( T ) f - P f \ \ x ü B j ^ ä f - ,

and therefore by (2.2) for each /  £ D(A)

l

lim supTnf  ^ lim supБа ||Л /||^ — ^ 2Ba \\Af\\x < oo.
п—юо П—ЮО /  1 \  k d  1 )

A n )

Since D (A ) is dense in Xo, it follows that Z =  { /  £ Xo : limsup,^,^ Tnf  < 
< oo} is dense in Xo- Hence an application of Corollary 1 establishes the 
assertion. □

The sharpness of the error bound (3.4) is discussed in Corollary 2 under 
the assumption that A is unbounded. If, however, A is bounded, then indeed 
D(A) = X  and therefore (cf. [2])

II o * {T ) f  -  Pf\\ x  =  o Q )  for each /  £ X

as well as

\ \ < ( T ) f - P f \ \ x ? o ( ^ \  if and only if f t N ( I - T ) .

Let us finally mention that analoguous results also hold true for the Abel 
means (1 -  r) (cf. [2; 3; 8; 10]).

3.2. Trigonometric projection operators. The material of this subsec
tion originates in work of P. 0 . Runck, J. Szabados and P. Vértesi [12] 
on the approximation by sequences (P„)neP C [CW] of trigonometric pro
jection operators, thus in particular Pntn =  tn for all tn £ Пп, the set of 
trigonometric polynomials of degree less than or equal to n. Here C-i* is 
the space of all continuous, 27r-periodic functions / ,  endowed with the usual
norm ||/ | |c  := maxl€R |/(a;)|. Moreover, for r £ P let C^J С Сг-к be the
space of r-times continuously differentiable functions /  with norm ||/ || (r> :=

:= max0<j<r | | / ^ | | c  • Consider the Lipschitz classes (0 < a  ^ 1)

Lip a := { /  £ C27r : Ц / ,  t) -  0 ( t a ), t -» 0 + } ,  

u {f ,  t ) := sup { I / ( *  +  и) -  /(яг)|| C2jr : |u| й  i J .
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In these terms it was shown in [12] (see also [15]) that for each (abstract) 
modulus of continuity и  satisfying (2.9) there exists a counterexample fw 6
G d f j  such that

"(/ir).i) =O(u(0),
lim sup

n —too

f -JU J J ( jJ
CjT > 0.

This result was then extended to the case uj(t) =  t by S. P. Zhou [16; 17]. 
Here we would like to reconsider the latter case in the light of Theorem 1.

Corollary 3. Let r £ P and (P„)n€P С [C2*■] be a sequence of trigono
metric projection operators such that for all f  £ u £ R, n £ P

(3.6) | И г> ( / ( - ) )М  „  = C!r) ( /( -  +  « ))(* )11 02 яг C2n

Then there exists a counterexample /0 6 C (r)
2tt such that

(3.7) f o ] 6 Lip 1,

(3.8) lim sup -------
гг—*-oo l o g  П

r i r)f° -  /0( r ) > 0.
c2*

P ro o f . Setting Y =  { /  £ C^J : / ^  £ Lip 1}, one has by a theorem of 
Hardy-Littlewood (cf. [1, p. 366]) that

Y  = j /  £ C {2TJ  : there exists g (=  y(r+1)) £ such that 

f ( r\ x )  =  / ( r)(—7Г) 4- Í  g(u)du for all a: € r | ,
J —7Г ^

where Lfj is the space of measurable, 27r-periodic functions, essentially 
bounded on R. Introducing the seminorms

l/ lP :=
l l / l l  < & )

Jess sup < f ( r+1\ x ) : \x\ £ Ip :=
7Г 7Г

I p] +  2 ’ [p] +  1.}if P -  0,

if p > 0,
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it follows that (У, I • | ) is b-complete (cf. [7]). Indeed, consider a Cauchy
sequence (/„) C Y  with | / n| ^ В for all n G N ,p G [0,oo). Since CÍfJ and

T°°(/p) are Banach spaces, there exist /  G cffj  and a measurable function g 
on [—7Г, 7г], continued 27r-periodically, such that

lim У/ -  /„I
n —>00

4 r) 0 and lim
П — Ю О

ess sup
xe/p

Л '+1,М  -  9(x) =  0.

Using esssupx6/p | / i l r + 1*(a:) |  й В for all p > 0 and n G N , one also obtains 
esssup^g^ |<7(ж)| й В for all p > 0, and thus g G Since /„ G Y ,  it then 
follows by Lebesgue’s dominated convergence theorem that

/ (r)(-7 r)+  [  g (u)du=  lim /^Г\~тг) +  lim f  f ( r+1\u )d u  = 
J - n  п-юо n-+oo J_n

= Um Ü r\ x )  = f {r\ x ) ,n—+oo

thus /  G Y ,  and Y  is b-complete. To apply Theorem 1, consider the (nor
malized) error functionals Tn G Y*, given by

T n f  =  ^ ~  P i r ) f ~ f {r)log n C2n

in connection with the testelements (r G P ,2  ^ n G N , see [16; 17])

cos -  k)x -  cos ^(n +  k)x -[n2/3J
hn(x) =  n~l ^ 2

к=[п'!Ц
k(n — k)r k(n +  k)T

It was already shown in [16] that these trigonometric polynomials indeed 
possess the properties (M  > 0)

(3.9)

(3.10)

(3.11)

(3.12)

C2ir
^ C m -1 for 0 Ú j  ^ r,

4 r+1)(*)| ^

AU+l)nn ^ c 2C2lr

A m ' 1'3 if
A2n~'C if n

< П Um  Ъ n

J  h n \x ) D n(x)dx ^ M n  Mogn,
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where Dn(x) := 1 +  2 Ylk=i cos kx is the n-th Dirichlet kernel. Therefore 
conditions (1.2-4) are satisfied in view of (3.9-11). Concerning (1.5) we fol
low the argument, given in [12], and use the Faber-Marcinkiewicz-Berman 
identity (cf. [11, p. 97]) to deduce

~ J  Pn ) { hn(- +  u))(-u)d u = ^ J  h ^ \u )D n(u)du.

Since P n \ h n(- +  u ) ) ( -u )  is continuous, there exists a point un where 
\ P n \ h n(- +  « ) ) (—u)| attains its maximum so that (3.12) implies

I P ^ { h n(. +  un)) >
Сгя-

P^r){hn(- +  un) ) ( - u n) >

f  Pbr)(hn(- + u ) ) ( -u )d u =  ~  J *  h £ \u ) D n(u)du Z

Therefore in view of (3.6; 9)

Tnhn >
log n P ^ { h n(- +  un))(x) h(n ]C2* C2*.

^ M  - Ci
log n '

thus (1.5). An application of Theorem 1 then delivers the assertions (3.7; 8).
□

Let us mention that, in contrast to [12], one cannot directly work with 
hn(■ +  un) as resonance elements, since on the one hand the estimate (3.11) 
is used to establish (1.3; 4), on the other hand nothing is known about the 
location of the points un. Therefore it seems that condition (3.6) has to be 
added to the argument in [16; 17], too.
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SPLINE ORTHOGONAL SYSTEMS 
AND FRACTAL FUNCTIONS

Z. CIESIELSKI (Sopot)

To Professor K. Tandori on his 7Oth birthday

1. Introduction. In recent years more and more attention is paid 
in mathematical papers to fractal functions and to fractal sets. There 
are various definitions of those objects. We assume that a compact set 
А  c  Rd+1 is fractal, by definition, if its box (entropy) dimension dim(,(A') /  
Ф j  for j  =  0 ,1 , . . . ,  d +  1 and 0 < dim^A') < d + 1. At the same time 
the function /  : I d —► A, /  = [0,1], is fractal, by definition, if its graph 
Гf =  { ( t , / ( t ) )  : t £ I d} has box dimension satisfying the inequalities 
d < dimf,(rj )  < d +  1. For the definitions and properties of lower dinül A') 
and upper dimb(A )̂ box (-counting) dimension we refer to [6]. In case 
ding.(A-) = dimb(A) by definition dinii,(A) is the common value. However 
for the sake of completeness we recall one of the equivalent definitions of 
the box dimension of a given A  C Rd. For given 6 > 0 we consider the fam
ily Q(^) of closed cubes generated by the d-fold Cartesian product of the 
mesh {i6,i £ Z}. Denote the number of cubes from Q(f>) intersecting К  by 
N (K ;6).  Now,

dim(,( A') =  lim sup log N (K \S )  

log y
dimT K  ) — lim inf

6—>04
log N (K ; 6) 

log |

In these definitions one can restrict considerations to 6 = T. as j  —* oo. The 
relation between box dimension and the graph of a function satisfying Hölder 
condition is known for years. In particular, it is not hard to see that the 
Hölder condition with some a, 0 < a й 1, i.e.

( 1.1) | / ( t ) - / ( t ' ) |  for t , t ' £ / d,

implies that

(1.2) dimb(Tf ) <; d +  1 — a.

Our aim is to describe some classes of functions / ,  e.g. subclasses satis
fying (1.1), for which the box dimension exists and the equality takes place 
in (1.2). The Hölder classes, as it was shown in [2], can be characterized by 
means of the coefficients of the spline orthogonal expansions, and it seems
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natural to apply this tool to solve our problem. For simplicity, the result is 
presented here in case d =  1. The extension to d > 1 is possible with essen
tially no new ideas (cf. [3]).

In Section 2 we describe the construction of the orthogonal spline system 
on I  — [0,1] and recall some of its essential properties. Senction 3 contains 
the main result on Hölder subclasses for which we have (1.2) and

(1.3) dim,,(rf ) >  d +  1^(3.

2. T he orthogonal spline system s. The orthogonal Haar functions 
over / ,  normalized in the maximum norm, can be defined by means of the 
function sign(t). Define

M O  =
sign (t +  1) -  sign (t -  1)

sign (< + 1) + sign ( t - | ) _ s|gn(i) for t e R

and

M<) = * 1 (2‘ (г- | н г ) ) where j =  l , . . . , 2fc; A; =  0, 1, . . . .

The Haar orthogonal system on I  with respect to the Lebesgue measure is 
complete and it is denoted by

(2 .1) H : = { l , h jtk, j  = k =  0 ,1 ,. . .} .

This is an orthogonal system of spline functions of order 1 i.e. of degree 0. 
We note also that

supp hjtk ü  - 1) £
2k ’  2k

The Haar functions are not continuous. Performing integration on (2.1) over 
[0, <] and then completing the result with a constant function, after normal
ization in the max norm, we obtain the Faber-Schauder basis

( 2 .2) S := {1 j  =  l , . . . , 2 fc; к =  0, 1, . . .} .

Again

S U p p  Sjtk Ü - 1) £
2k ’  2k '
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The Franklin orthogonal system is obtained now from (2.2) by apply
ing the Gramm-Schmidt orthogonalization procedure and then normalizing 
them in the max norm

(2.3) T  := {/o, f \ i  fj,ki j  =  1 ,.. .,2 * ;  A: =  0 ,1 , . . .} ,

where /о =  1 and / i ( i )  =  2t — 1. This time supp fhk = I  but instead we have 
exponential estmimates for the Franklin functions [1]. The Franklin functions 
are splines of order 2.

The three step procedure of integration, orthogonalization and normal
ization used above to the Haar system can now be applied to the Franklin 
system to obtain an orthogonal spline system of order 3. Repeating this 
procedure r — 1 times we get the orthogonal system of splines of order r

(2.4) F {T) ■■= {/■
( r )  
2 ~r

A r )  A r )

1 • • • 1 J 1 5 J j,k ’ j  =  l , . . . , 2fc; Ar = 0, 1, . . . }  ,

where the first r functions j • • •, / j r'j  are the Legendre orthogonal poly
nomials on I  normalized in the max norm. Clearly =  H and =  T .

It is convenient to introduce the following notation for the partial sums 
of the Fourier expansion of /  6 LP(I ) with respect to JCO for j  ^ 0:

(2-5) P j f  = £  Q if>
i=  — l

with

( 2 . 6 )  < ? _ , / =  - £  { f , f ! T)) f ! r)  a n d  O i / = E ( / , / < ri ) ) 4 2 ,  o .
i= 2 - r  к= 1

The family of projection operators { P j , j  = -  1 ,0 ,1 ,.. .}  acting on LP(I), 
1 ^ p ^ oo, is bounded uniformly in j  and p. For this and other properties 
of JFG) we refer to [2] and [4].

3. Box dim ension o f  functions given by spline series. The first 
theorem is related to the charcterization by spline basis expansions of func
tions satisfying Holder condition.

T heorem 3.1. Let r ^ 1, 0 < a  ^ 1,

(3.2) limsup (2Q'J max la f̂cl) < oo,
j  k
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and let

(3-3) E E “>.‘ 4 Í -
j  к

Then

(3.4) dinib(rj )  Ú 2 — a.

P roof. For r > 1 and a <  1 condition (3.2) implies that /  satisfies (1.1) 
and consequently (1.2). In case r > 1 and a — 1 condition (3.2) implies that 
fdr each 0 < e < 1

1/ ( 0 - / ( 0 1  g  • |i -  i'l1“* for M ' e / ,  

whence (3.4) follows as well. It remains the Haar case r =  1. Now,

OO OO

II/ -  P j - i f h - i i )  =  Z  II<3«/IIl~(/) ^  Z  ™k%  l°!’fcl =  c  • 2 ~ a j -
i = j  i—j  -  -

On the other hand introducing Ihk =  supp hy/t we note that

II/ -  Pj - l f \ \ L°°(I) = mf Xll/ -  PJ-l/llLoo(/j )fe), 

and for each к, 1 ^ к ^ 2J, we have

II/ -  P j - / - J _ /
l/h*l //j,*

/ >
L°°(lj,k)

where Osc(/; J) = { sup | / ( í )  -  / ( ő)| : t ,s  E J } and iV(rf ,J ;6 )  is the num
ber of squares, with sides of size 6, over J which cover the part of the graph 
Г/ lying over this interval. It now follows that

ц / - р , - ,Л 1 1„ (1)г р Ь г л ( г / , / ; 1 ) .

This in combination with the previous inequality completes the proof.
The next theorem gives sufficient conditions on the coefficients aj^ in

(3.3) for the estimate from below for the lower box dimension of Г/ with /  
given by (3.3).
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T heorem 3.5. Let r ^  1, 0 < ß  ^  1 and let

(3.6) lirn inf Y  > 0.

Then for f  for which (3.3) converges uniformly on I we have 

(3.7). d m b( T f ) ^ 2 - ß .

P ro o f . For the proof let us introduce the local spline operators

T j f ( t )  = K j(t,  s ) f ( s ) d s , t G / ,

K j ( t , s )  =  Y 2  У  N j , m ( t ) N ] , m ( s ) ,

where

N j , m ( t )  — 2 j
m  ( j n  +  r )  _ f Y - i

2i ’ " ‘ ’ 2i ’ ’ +

Here [<o, • • •, tr\ /(•)] denotes the divided difference of order r of the function 
/  taken at the point t0, . . ,,tr and t+ = max(i,0). The functions (Nj>m) form 
a partition of unity. The kernel K j  is positive and the LP(I ) norms of the 
cerresponding operators Tj are all equal to 1. Moreover, for 1 ^ j  ^ 2k we 
have

/  \m -T j№ \d t£  í  Y, Ní,™(t) Í  \f(s)~f(t)\Nj,m(s)dsdt^
к-т^т<к 1

^ i s u p | | / ( s ) - / ( i ) |  : t , s e  ^  i  Y  0 s c ( / ; 4 m ) .

\m — k\<r

Now,

Osc ( / ; / J.m) ^ I y v ( r / , / , )m; l ) .

Consequently,

J, IЛ*) - г,-/«)| «Й 2 gj E * (Г/' ̂  g) = g)* (17, i ) .
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Applying the basic properties of the system we obtain

57 E l“Ml s с Ш\\ew  s C'li/ - о,.,Л|Ь1(;) s
к

£  С "||/ -  T j /l l i , , , ,  £  ,

and this completes the proof.

R e m a r k s . It follows from the proofs that Theorems 3.1 and 3.5 hold for 
the Faber-Schauder S  as well.

COMMENTS. For discussion on related topics we refer to the recent pa
pers [7] and [5]. The results presented here can be used to calculate the box 
dimension for some particular functions: Using the Haar system one can find 
the box dimention 2 — a  of the graph of the particular Weierstrass function

£  — sin(2ir2^ ), 0 < a < 1.
j=o

The Haar system can be applied to calculate the box dimension of the 
graph of functions given by similar Rademacher series. With the help of the 
Franklin system one can prove that the graph of almost every trajectory of 
the fractional Brownian motion with exponent 0 < ß  й  2 has the box dimen
sion equal to 2 — The fractional Brownian motion is the Gaussian stochas
tic process (X( t ) , t E I) with mean zero and such that E \ X(t )  — X (s ) |2 = 
=  11 -  s f .
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Dedicated to Professor Károly Tandori on the occasion of his 10th birthday 
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1. Introduction. In [2] T. M. Flett defined a very useful extension of 
absolute Cesäro summability. According to his definition we shall say that 
a series an is summable \C,a.,~f\k, where к ^ 1, a  > -  1, 7 ^ 0, if the
series nlk+k~l \o% -  a "_1\k is convergent, tr" being the nth Cesäro mean 
of order a  of the series ^ o° an-

Among others, he proved the following result.

T heorem . Let r  ^  A > 1, 7 ^ 0 , a  > 7  — 1, ß  a +  1 /к  — 1 /r. Then 
if Eo°°«n is summable |C ,a ,7 |fc it is summable |C ,/?,7 |r and with r "
:=

( ) Vr ( )
( l . i )  { L nr’ “ , iT" i'}  •

If к = 1, (1.1) holds when r ^ 1,7 ^ 0, a > 7 — 1, /3 > a + 1 /к  -  1/r.

This theorem is a very important result, also in itself, moreover it has 
turned out that inequality (1.1) is crucial in the proofs of theorems concern
ing strong approximation of orthogonal series having approximation order 
ox( 1/rc7) (see e.g. G. Sunouchi [12], and [5], [6], [7]). Recently we intended 
to generalize that, this can be done, in our view and experience, only if pre
viously we can generalize the Theorem by the same way, that is, if in the 
Theorem we can replace the factor n1 by a suitable factor 7 (n).

This was our motivation for generalizing this important result of Flett. 
Naturally, having found the method for such an extension, we used it for 
generalizing some further interesting theorems of Flett [2], see e.g. [8] and
[9]. In [8] we introduced the newly generalized notion of absolute Cesäro 
summability, i.e. the definition of | C, a, 7 (i)| ^-summability, where 7 (t) is 
a positive nondecreasing function defined for 1 ^ t < 00 . We say that the

* T h is  re se a rc h  w as p a r t ia l ly  s u p p o r te d  b y  th e  H u n g a r ia n  N a tio n a l  F o u n d a tio n  fo r 
S cien tific  R e se a rc h  u n d e r  G ra n t #  234.
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series £ ~ a n is summable |C, a ,7 ( í ) |fc if the series

OO

5 ^ 7 { n ) k n k ~ l \ ° n  -  ° n - l \ k  1

П— 1

or briefly
OO

^ 7 ( n f  п- 1|т£|*
7 1 = 1

is convergent.
Among others in [8] we proved the following theorems which will be used 

in the course of the proofs of our results to be presented in this work.

T heorem A. Let г ^ к > 1, a  > — 1, /3 ^  a  + 1 /к  — 1 /г,  and 7 (t) be 
a non-decreasing positive function defined for 1 ^ t < 0 0  so that with some
c > 1
(1.2) limsup < C a+1.

<_»oo 7 (0

If the series

OO
(1.3) x > „

7 1 = 0

is summable |C ,a ,7 ( / ) | k, then it is summable |C ,/3, 7 (f ) |r and

(i-4) {$^ 7(rc)rrc- V n f j  = •

If к — 1, f/ге result holds when r ^ l ,  / ? > a  +  l — 1/r and (1.2) is satisfied.

If we keep r = k, then the factor 7 (71) on the left-hand side of (1.4) can 
be replaced by another factor p( n) as follows.

T h eo r em  B. Let к ^ 1, a  > — 1, 6 > 0, ß ^ a — 6, and ß  > — 1, fur
thermore let p(t) be a positive monotone, and 7 (f) a non-decreasing positive 
function defined for 1 ^  t < 0 0 , so that

( 1 . 5 ) C 6 lim sup
t —* OO p(t)

< lim inft—► OO
7(CQ

7 ( 0
^ Urn sup

t —+oo

7 ( g < )

7 (0
< Ca+l
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with some С  > 1. If series (1.3) is summable \C,a,~/(t)\ k, then it is 
summable | C, ß ,p(t)\ k and

(1.6) ^ / i ( n ) fcn_1|Tn|fc ^  A '^ 7 ( n ) fcn "1|r " |<:.

In the case of strict inequality ß > a — 6 we can prove a consistency 
result for r < k, too.

T heorem C. Let к > r 1 ,  a  > -  1 , 6 > 0, and ß  > m ax(a -  6, —1). 
If p(t) is a positive monotone, and 7 (t) is a positive non-decreasing func
tion defined for 1 ^ t  < 00 , furthermore they satisfy (1.5) and series (1.3) is 
summable | C ,a , 7 (<)|fc, then (1.3) is also summable \ C ,ß ,p ( t ) \ r and

A B SO LU TE CESÄ RO  SU M M A BILITY  O F O RTH O G O N A L SERIES 2 9 7

Using these results we intend to generalize some theorems pertaining to 
generalized absolute Cesaro summability of orthogonal series. One of the 
first results of this type is due to K. Tandori [14] who investigated the abso
lute |C, l|-summability. His result was extended to |C, q |-summability by us
[4], and a certain part of ours to |C,a,7 |fc by I. Szalay [13].

We shall not cite these theorems to be generalized here, because Theorem 
1 and the sufficiency part of Theorem 2 to be proved in our present paper 
in the special case 7 (f) =  t1 with appropriate 7 will reduce to the relevant 
theorems of I. Szalay, which in turn contain our results in the special case 7 = 
= 0 and к = 1. Furthermore one of our theorems in the case a = 1 embodies 
Tandori’s theorem. The necessity part of Theorem 2 and Theorem 3 were 
proved only in the special case к =  1 and 7 (f) = 1 by us [4].

Before formulating our new theorems we recall some further notations 
and definitions.

Let {(^„(ж)} be an orthonormal system on the interval (0,1). We shall 
consider real orthogonal series

( 1.8)
OO

2 ^ с пуз„(х) with
71— 0

< OO.

It is well known that the partial sums sn(x ) of (1.8) converge in the L2 
norm to a square-integrable function f(x).  The (C,a)-means of (1.8) will be 
denoted by (т"(ж), i.e.

< ( x )  := ~ x s i ÍSin
(a k )sk(x),

k = 0
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where A(„а) := (”+a).
A sequence 7 =  {7,,} of positive terms will be called quasi ß -power- 

monotone increasing (decreasing) if there exists a constant К  — K ( ß , j )  t  1 
such that

(1.9) K n 0qn t m 0qm (n/37„ <; K m 0qm)

holds for any n ' t  m.
Furthermore we shall say that a sequence 7 =  {7,1} of positive terms is 

quasi geometrically increasing (decreasing)  if there exist a natural number p 
and a constant К  =  K { 7 ) t. 1 such that

(1.10) -fn+ß t  2 jn and 7 „ ^ A ' 7 „ + i  ( 7 n + M ^ ~ 7 n  and 7 „ + г  ^ К 7 „ )

hold for all natural numbers n.
An orthonormal system { x n(^)} will be called Haar-type, or briefly H- 

type, if for every x 6 (0, 1)

Xn(x)Xm(x) = 0 with 2k < m, n ^ 2fc+1, m ф n, к — 0, 1, . . .  

holds true.

2. T heorem s. Using the notations and definitions introduced above we 
can formulate our results.

T h eo r em  1. Let us assume that a > ^ , l ^ k ^ 2  and 7  (t) is a positive 
nondecreasing function on [l,oo) such that the sequence ( 7 (u)} is quasi q- 
power-monotone decreasing with some q > — 1. Then the condition

00 r 2m+1 t k/2
(2.1) Е т С Л * ]  E  cn < 0 °

m = 0 '•ra=2m+ l  1

is necessary and sufficient for series ( 1.8) to be summable |C ,a ,7 ( i ) |fc for 
every orthonormal system {<уЗ„(ж)} almost everywhere (a.e.) in (0, 1).

The following corollaries can be proved using Theorem 1 and Theorems 
A, В and C, respectively.

Corollary l.A . Under the assumptions of Theorem 1 with the ad
ditional premises: r t  к > 1 and ß  t  a + 1/k -  1/r; or r t. к — 1 and 
ß > a +  1 — 1/r ; series (1.8) is also summable \C, ß ,q ( t ) \ r a.e. in (0,1).
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C o r o l l a r y  l.B . Let a  > 1 / 2 ,  1 ^ к ^ 2 ,  0 < 6 < < 1, ß'Z. а -  6 and
ß > — 1, furthermore let 7 ( f )  and p,{t) be positive nondecreasing functions 
on [1, 00). If the function 7 (t) has the added property

(2.2) lim * = C 7 for some C  > 1,7 г-00 7 (<)

and the sequence { //(n )} is quasi rj-power-monotone decreasing with some 
rj > $ — 7 , then condition (2.1) implies the \C ,ß ,p { t ) \k-summability of series 
( 1.8 ) a.e. in ( 0 , 1) .

C o r o l l a r y  l.C . Let a  > 1 / 2 ,  \ й r < к Ú 2 ,  0 < á < 7 < 1 and ß  > 
> max(a — 6, — 1). If the functions 7 (t) and p(t) have the same properties as 
in Corollary l.B, then condition ( 2 . 1 )  implies the \C , ß, p(t)\ r-summability 
of series ( 1.8) a.e. in (0, 1).

T h e o r e m  2 .  Let 1 ^ к ^ 2  and let^(t) be the same function as in The-
orem 1. Then the conditions

oo ✓ 2m+1 ч к/ 2
(2.3) £  7(2m)‘ m V 4 £  < oo, if a =  1/ 2;

771=0 *"71=2m+l '

and

OO /• 2m+J x fc/2
(2.4) 7 (2”г)*:2ьД 1/ 2~Д< £  Cn 1 < 00, if -  1 < a < 1/ 2;

771=0 -Ti=2m+1 J

are sufficient for series (1.8) to be summable | C , a, 7 (<)| k a-e■ гп (0Д)- If the 
sequence of the coefficients \cn\ is monotone then conditions (2.3) and (2.4) 
are also necessary that series ( 1.8) for every orthonormal system { p n(x)}  
be summable |C , a, 7 (0 |*  a e■ in (0, 1).

We remark that the necessity of conditions (2.3) and (2.4) in the special 
case 7 (<) = i7 was not proved in the paper of I. Szalay [13]. Now we shall 
prove this part by using an almost hidden lemma of L. Csernyák and L. 
Leindler [1].

From this theorem and Theorems A, В and C we can deduce the following 
corollaries.

Corollary 2.A. Under the assumptions of Theorem 2 with the ad
ditional premises: г ^ к > 1 and ß  ^ a +  1 /к  — 1/r; or г ^ к =  1 and 
ß  > a -\- 1 -  1/r; series ( 1.8) is summable |C ,/? ,7 (i)| a.e. in (0, 1).

Corollary 2 .B. Let 1 ^ к ^ 2, 6 > 0, 0 ^ 7 < 1, - 1  < a  ^ 1/2, ß  > 
> a  — 6 and ß  > — 1. If the functions 7 (t) and p(t) have the same properties
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as in Corollary l.B , then if a  = 1/2 condition (2.3), and if —1 < a < 1/2 
conditon (2.4) imply the \C ,ß ,  p(i)| k-summability of series ( 1.8) a.e. in 
( 0, 1) .

Corollary 2.C. Let 1 ^ r < к й  2, 6 > 0, 0 ^ 7 < 1, - 1  < а  й  1/2 
and ß  > max(a — 6, —1). If the functions 7 (f) and /lí(í ) haue í/ге same prop
erties as in Corollary l.B , then in the case a  = 1/2 condition (2.3), and 
if - l  < a  < 1/2 then condition (2.4) imply the \C ,ß ,p ( t) \  -summability of 
series ( 1.8) a.e. in (0, 1).

In [4], among others, we also proved a further theorem pertaining to 
Haar-type systems in connection with |C, a|-summability. As far as we know 
nobody extended our Я -type result to |C, a, 7 |fc-summability. Now we shall 
generalize this theorem to | С, a, 7 (1) | ^-summability directly. Our general 
Я -type result reads as follows:

T heorem 3. Let 1 ^ к ^ 2 and let 7 (i) be the same function as in The
orem 1. Then the conditions

(2.5)

and

< 00

( 2 .6 )

00 ,  2 m + J \  k/2
j 2 1(2m)k2m^ i - a^-i 4  y , Cn \  < ° °
m=0 4=2™ + ! '

are necessary and sufficient that series (1.8) for every Haar-type system 
{х„(ж)} be summable \C ,a ,' ) ( t ) \k a.e. in (0,1) for any a  ^ 1 — £ and 
for any — 1 < а < 1  — respectively.

Theorem 3 in the special case 7 (1) =  1 and к =  1 reduces to our theorem 
proved in [4].

Finally we mention that analogous corollaries as in connection with The
orems 1 and 2 were stated can be proved using Theorem 3 and Theorems A, 
В and C, as well.

3. Lem m as. Before formulating the lemmas required in the proofs we 
present some further notions, notations and some elementary facts.

A function 'ф(х) defined on (0,1) is called a step function if there is a 
partition of this interval by a finite set of points 0 =  xq < < . . .  < xn —
= 1 such that ф(х) has a constant value on each subinterval {xk-\, Xk). At 
the points Xk the function may be defined arbitrarily.

The nth Rademacher function is rn(x ) := sgnsin 2nivx.
p(E)  will denote the Lebesgue measure of E.
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then
If I  := (u ,v)  is a finite interval and h(x) is a function defined on (0,1),

h(x, / )  : =
if u < x < v , 

0, otherwise.

It is clear that J ” h(x, I)dx — p ( /)  /J h(x)dx.
A set E is called a simple set if it is the union of finite intervals. 
We can find the following facts in A. Zygmund [15] (see p. 77):

(3.1) 0 < ci(a)  ^ = c2(°0 ^ 1, a  > - 1 ,  ,

(3.2) > 0  (m ^ 0, a > -1 ) ,  

and

(3.3) A ^+1 > A t f  (m ^ 0, a > 0),

where c^ a ) and c2(a) are independent of m.
We define

.(«)Sl+l-l/
A(°) Лп + 1 A a)■**■71

A ( a )
VOL

(n A 1 — v)(n A 1 +  a)

From (3.1), (3.2) and (3.3) it clearly follows

(3.4) 0 < di(a)
(n +  1 - v f -

jQ + l s idsi s M (n A 1 — v)a l v
na+1

and
sgn Lü  =  sgna

for any n  — 1, 2, . . .;  v  — 0, 1, . . .;  ol >  — 1, where di(a) and d2(a) are inde
pendent of 71.

K,  Ä'i, Ä'2, . . .  will denote positive constants depending only on the pa
rameters concerned in the particular problem in which it appears. The con
stants are not necessarily the same at any two occurrences.

Lemma 1 ([4]). Let { Д„(х)} be a system of step functions defined on 
(0,1). Denote Js{n) (n =  1 ,2 ,. ..;  s — 1,2, . . . , s n) the intervals on which 
Rn(x) is constant. If for every m > n

/  sgn Rm(x)dx =  0 (s =  l , . . . , s n),
Jj,(n)
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then for any sequence of numbers d \ , . . . , djy there exists a set Ek of subin
tervals such that for any x £ Ek

N
^  dfR((x)
l = \

^ \ diy-kRN-k(x)\

and

li{E k n J a(N - k  -  1)) =
-  к -  1))

2k+i

hold for any к =  0 ,1 , . . . ,  N  — 1; s =  1 ,2 , . . . ,  sjv-fc-i; and Ji(0) := (0, 1). 

Lemma 2 ([15], p. 213). / / £ ~ = 0 сп < 00 and f ( x ) ~  Е ^ о сл ( я )  «'s
given by the Riesz-Fischer theorem, then

1 /2

(3.5)
C <» I 1/2 /-1 ( »

AlS c»f = / l/(*)lda? =
1^ 0  J  n —O

1/2

where A and В are absolute constants.

Lemma 3 ([1]). 
fined by

En ,m  •

For an arbitrary sequence {c„} let the sets En<m

n + m

^  CvTv[x)

be de-

Then ЕПуГП are simple sets with р(Еп т̂) ^ A2/ 4, where A is given by (3.5) 
in Lemma 2.

Lemma 4. By means of the coefficients cn of series (1.8) we can con
struct an orthonormal Haar-type system {хп(я)} °f  siep functions with the 
following properties: For any natural number s the interval (0,1) can be par
titioned into subintervals Jp (1 ^ p Sí ps) such that on any Jp every Xn{x) 
(n = 0 , 1 , . . . , 2s) is constant. These intervals Jp := (up,v p) are decomposed
into 2s subintervals Ik{s, Jp) := (u\,k\ v pk )̂ (к = 1 ,2 , . . . ,  2s), using the quan

tities Cs := |X /n=2s+i cn | »

к

P(oS):= 0 and />is ) := C 7 2 £ 4 +n (fe= 1 ,2 , . . . ,  2s),
71— 1

by the following definitions:

(3.7) u{k) := up + fJ.(Jp)p[sl 1 and := up + p(Jp)p[s\
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The functions \ 2s+k(%) (s =  1 ,2 , . . .  and к =  1 ,2 , . . . ,  2s) are defined as fol
lows:

Cj Ŝ
(3-8) Х 2 ° + к ( х )  := T— ]ra(x;Ik (s ,Jp) ) .

\C2’+k\ ^

This lemma is proved in [4] implicitly (see pp. 247-249).

Lemma 5 ([10]). For any positive sequence 7 := {7„} the inequality

OO

Y  I n  й  K ~ / m  ( m  =  1 , 2 , . . . ,  К  ^ 1)
7 7 .-7 7 1

holds if and only if the sequence 7 is quasi geometrically decreasing.

L em m a  6 ([11]). If a positive sequence {7n} is quasi ß -power-monotone 
decreasing with a certain positive exponent ß then the sequence {72"} is quasi 
geometrically decreasing.

This lemma is just a part of a theorem proved in [11], and Lemma 5 is 
also just a part of a lemma of [10].

4. Proofs. P ro o f  of  T h eo rem  1. First we prove the sufficiency 
of condition (2.1). We may suppose, without loss of generality, that c0 = 
= ci = 0. Taking into account (3.1) and (3.4), furthermore using Holder’s 
inequality, we get

00 -!
Х л ( n ) V -1 /  | < +1( x ) - < ( x ) |  dx ^ 
n = l  J o

00 2m+! ,  n k /2

S  A' ,  £  y .  /  l < ( A - < + l ( * ) | 2« M  S
m = 0 n = 2m + l  '*+l

2m+i00 ,  i - ' -

i  A-. Y  7 ( S " ) * 2 " ‘ / 4  £  /  | < + 1 ( x ) - « x ) | 2 < i x
m = 0  ' n = 2 m + l  • '° } á

2m+1OO  /  71 v

V  ( ^ ( i W ) J4  + (^S.) 4+.)
m = l  n = 2 m + l  ' t /= 0  ‘i = 2 m + l  xv=> 

2m+ 1

k/2

> ^ 

k/200 x 2- т -  n  ч Ar/2

^ A'3 y  i ( 2 m)k2mk/2< y  E  n2a~2(n + 1 -  л 2а~ +
771 =  1 ^71=2m +  l  l/=0 '
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+K3 Y  i(2m)k2mk/2
m —\

2m +1+ l

E
n = 2 m+2

i~2ac2П E , + E , >  ^

This estimation holds for any a  > — 1.
I f a > l / 2 and n(£) min(2 +̂1, n), m{v) max(2m+1 +  1, i/), then an

elementary consideration shows that

( 4  2 )  £ ,  s

CO ( 2m+1 m  n ( t)

^ A'4^ 7 (2m)fc2mfc/2|  Y  Y  Y  n-2“- 2(n + i  -  r/)2“- V c 2
m =  l  ^ n = 2 m +  l  (= 0  i/=2e+ l

oo ,  2m+1 m  n ( t )  .  fc/2

S  ATs E 1 7 ( 2 " ' ) 22 - ’"<1+2“ ) E l i  S
m = l  ^ n = 2 m + l  t = 0 „ = 2 * + l ^

oo (  m  2<+J 2т + г ^ k /2

^ K 5 Y \ i ( 2 m ) 2 2 ~ m { 1 + 2 a ) Y  1 2  v 2 ° 2 Y  (« +  i - ^ ) 2a_2J ^
m = 1 ^ £=0 j /= 2 ( + l  n —m (v )

<x> (  m  2<+1 ч Ar/2

S  A-6 E l 7 ( 2 " ) 22 - 2mE  E  S
m = l  ^ ^= 0  1/= 2 i + l  ^

oo x 2<+1 ч к / 2 oo

í K 7 Y 2 ( k {  Y  c 2 )  E ^ 2m)fc2_fcm-
C=0 '|/= 2 * + 1  '  T t i ~ i

Since the sequence { 'у(гг)} is quasi //-power-monotone decreasing with 
T] >  — 1, the sequence {7 (n)n-1 } is £-power-monotone decreasing with a 
positive e. Namely if rj =  e — 1 (e > 0), then (n) = ne7 (n)n_1, whence 
everything is clear. Now if we apply Lemma 6 with e and 7 (n)n_1 in places 
of ß  and 7„, respectively, we get that the sequence {7 (2")2“n} is quasi geo
metrically decreasing and therefore the sequence { (7 (2П)2_П)^} is also quasi 
geometrically decreasing (see definition (1.10)). Thus, by Lemma 5,

(4.3) Y  l ( 2 m)k2~km <: K 1 {2i )k2~kl.
m —t
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Using this and (4.2) we have

°° , /  2<,+ 1 \* /2
<4-4> E . s ^ E i « 2' ) ( E d )  •

e=o \ = 2'+i 7

The estimation of ]T\2 is very easy. Namely, a > 1/2, thus 

o° ,  2m+ 4 ч jfc/2

(4.5) Е г = E  7(2m+1)fc2m^ 1̂ 2-" 0  £  c U  S
m = l  4‘7i=2m + l  '

OO r 2m+ 4 ч к / 2

-  Ai„ E  £  <: .
m - 1 ' n = 2 m + l  '

Now collecting the results (4.1), (4.4) and (4.5), by Beppo Levi’s theo
rem, we have proved the sufficiency of condition (2.1).

To prove the necessity of (2.1) let us consider the series

OO

(4-6) ]ГстгХп(х),
7 1 = 0

where the functions Xn(%) are given in Lemma 4 by (3.8). Denote ст"(а:) 
the nth (C, a)-means of series (4.6). Let us assume that series (1.8) for any 
orthonormal system is summable | C, a , l ( t ) \ k a.e. in (0,1). Then series (4.6) 
is also summable | C, a , 7 ( 0 1 к а-е- in (0, 1), consequently

OO

^ l ( n ) knk- l \-ör+1( x ) - ä l { x ) \ k < oo
7 1 = 1

a.e. in (0, 1).
Let e > 0 to be given later. Owing to the previous statement we can 

apply Egorov’s theorem which conveys that there exist a measurable set E 
with fi(E) ^ 1 — e and a positive constant M  such that for every x G E

O O

-  <+i(x)\k < M.
7 1 = 1

Therefore
oo .

(4-7) £ /  7(»)*n*_1|*íí+i( x ) - w ° { x ) \ kd x  й  М ц ( Е ) .
71—2 Je
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Let m  and n be integers such that 2m < n ^ 2m+1. Then we define

2/+i
R((x ;m ,n ):=  L $ c vXv(x) (£ =  0 , 1 , . . . ,  m -  1),

</=2<+l

n

Rm(x; m, n) Lü c^Xu{x),
</=2m + l

Rm+i(x \m ,n )  := ( л Ц х) _1cn+ ix n+i(a:).

These functions Re(x; m ,n ) (£ =  0 , 1 , . . . ,  m +  1) satisfy all of the assump
tions of Lemma 1. Thus we can use Lemma 1 with N  = m +  1 and к =  3. 
The compatible set Ek will be denoted by Ез(т , n). Then we have

(4.8)
OO -

n = 2 3 +  l E

oo 2m+ J

 ̂Z  Z  ^n)
m = 3  n = 2 m + l

V ' 1 / I S £ ö c,/X,/ ( * ) +  ( ^ i + l )  ^ n + lX n + li* )
Je I »,=0

к

dx =

oo 2m+1 .  , m + l

=  Z Z 7 ( « ) fc« fc_1 / Z  Ä / ( a : ; m , n )
m = 3 n = 2 m +  l

к
dx ^

oo 2m+1 .

 ̂ Z  Z  7(n)fc«fc_1 / |iilm_2(z;m,n)|fc<fa; ^
----___ от I 1 J Er\E3(m,n)m = 3 n = 2m +  l

oo 2m+1 /  -

= E  E  (7
m = 3 n = 2 m+ l  \ J E 3(m ,n )

-  \ \ R m ^ { x \ m , n ) \ kd x J .
J Е 3{ т , п ) \ Е п Е 3( т , п ) /

By Lemmas 1 and 4, keeping in mind (3.6), (3.7), (3.8) and that { y n(x)} is 
of Я -type, we get

(4.9)
LE 3 ( m ,n )

I I кj f?m_2(a:;m, n)| dx
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2 P m - 1  .

= E lC2m-2+.|fc E /
i=l o=l JE

c i

E3(m,n)nI,(m-2,Js) |C2m-2+,-
-rdx > fc —

P m  —22m~2
i  £  £  2- V ( i , ( m - 2,./,))  =

P=11 =  1 

2 m - 2 P m — 2

= 2" 4 E  +J Cm-2 £  /l(Jp)c^ _ 2+!C - 2_2
p = l1=1

= 2-4 £  ( ifc !)  i  d i(o)2- " * c ‘ _2,
i / = 2 m - 2  +  i

where é i(a )(>  0) depends only on a. If к < 2 then the second integral in
(4.8) can be estimated easily using Holder’s inequality. Namely

(4.10) J i
■ - LЕ з ( т ,п ) \Е з ( т ,п ) Г \Е

Rm- 2(2; m, гг) j kdx ^

2 m - l

E
i,=2m- 2 + l

^  S2(a)£1- h - mkCkm_2,

where ^ (« )(>  0) also depends only on a.
/ c ( \ \  2/(2—fc)

By (4.9) and (4.10), choosing £ < у £yj  ̂j  , we have

00 2m+1
J i E  £  7 ( » ) ' , » * - , 2 - ” * C * _ 2( i 1( o ) - . « 0 ) £ 1- i ) ä

m=3 n = 2 m + l

00

£  ^ 7 (2mt ó _ 22- fc- 1í 1(a )= :  J2,
m=3

which, by (4.7) and (4.8), implies (2.1) for 1 ^ fc < 2. If A: = 2 we can es
timate Ji in (4.10) using the definitions of the functions Xp(x )- Namely if
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2 m~2 < v ^ 2m_1 then |c„Xi/(z)| ^ Cm_2 and ^ A'(a)2~m for n >
> 2m and 2m~2 < г/ ^ 2m_1, which is the case in our case. Thus, since the 
system {хп(я)} is of H-type,

I Äm_2(x ;m ,n ) |  S K ( a ) 2 ~ m C m - 2,

whence

Ji ^ A'2(a)2 2т С ^ .2/1(£ з(т ,)г ) \  E3 (m,n)  П A) ^

й K 2(q)2~2mCm_2£-

Hence and from (4.9), choosing £ < ^к^а) ’ we obtain that J ^ J2 for =  
= 2 also holds, and this shows, by (4.7) and (4.8), that (2.1) is fulfilled in 
the case k =  2, too.

Herewith we have verified the necessity of condition (2.1) for any 1 й 
^ k ^ 2, and this completes the proof of Theorem 1.

P ro o f  o f  C o r o l l a r y  l.A . By Theorem A and Theorem 1 we have 
only to show that the presumption of Theorem 1 that the sequence { 7 (72)} 
is quasi //-power-monotone decreasing with some 17 > — 1, implies assumption
(1.2) of Theorem A. As we have proved in the course of the proof of Theo
rem 1, the cited property of the sequence { 7 (71)} dictates that the sequence 
{7 (2”)2- "} is quasi geometrically decreasing. Therefore, by definition, there 
exist a natural number ц and a constant К ^ 1 such that

(4.11) 7 (2”+м)2~(”+м) ^ ^7 (2")2~n and 7 (2n+1)2 -(n+1) ^ A'7 (2”)2- ”.

It is easy to see that we may assume without loss of generality that /i is as 
large as we want. Let us assume that 2ß > A'1/". Then, using (4.11) and 
the monotonicity of the function 7 (t), we have for any t G [2n_1, 2”]

(4.12) 7(2*4) < 7(2"+") < 2A7(2*+") < 2M(1+a)
7(0 -  7 ( 2 " - 1 ) -  7 ( 2 ” ) -

Setting С  2M, (4.12) clearly yields (1.2). Therefore we can apply both 
Theorem 1 and Theorem A, and thus Corollary l.A  is proved.

P ro o f  o f  C o r o l l a r y  l.B . In the proof the crucial point is to verify 
that under the assumptions of Corollary l.B  conditions (1.5) of Theorem В 
are satisfied. Since a > 1/2 and 0 < 7 < 1 thus C7 < Ca+1 is trivial. It 
remains to prove that there exists С  > 1 such that

(4.13) C s lim sup < C7
OO Hyt)
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holds.
If т] =  2г + 6  -  7 (е > 0) then rf '^n) — п£ ̂ (n)n£+s~1 . i.e. the sequence 

{/i(/i)ne+i~'y} is £-power-monotone decreasing with a positive e. Thus, by 
Lemma 6, the sequence {^(2n)2n ê+s~ ^}  is quasi geometrically decreasing. 
Following a consideration made in the proof of Corollary l.A  we get that

H{2 n+1) S K 2 1~s~e ц(2 п)

and
H(2 n+fi) й ^2 ^ - s~e'>fx(2 n),

whence for any t 6 [2n_1, 2n]

(414) a m  < í ö Ü Z !  < K V - 6- ‘ .
y ■ ' /.(«) = М 2 ”- ' )  = 2

follows. If /r is so large that 2 Ц£ > Ä'2'l'_1_5_£, then (4.14) with C  := 2M 
implies (4.13). This shows that we can apply again both Theorem 1 and 
Theorem B, and then the statement of Corollary l.B  is an immediate conse
quence of (1.6).

P roof of Corollary l.C . Since we have already verified in the proof 
of Corollary l.B  that under the assumptions of Corollary l.C conditions of
(1.5) hold, therefore the statement of Corollary l.C is an obvious consequence 
of (1.7), namely both Theorem C and Theorem 1 are applicable.

P roof of T heorem 2. The proofs of the cases a = 1/2 and —1 < a < 
< 1/2 are alike therefore we shall only prove the sufficiency of condition (2.3); 
and show that if the coefficients |cn| are monotone, then condition (2.4) is 
also necessary. But we suggest the reader to consult page 254 of our paper
[4] for a little trick appearing in the proof of sufficiency of (2.4).

In the proof of the sufficiency of (2.3) we can follow the argument of 
Theorem 1 to the end of estimation (4.1), the difference will appear in the 
estimations of and ^ 2-

If a =  1/2, furthermore n(£) and m(v) have the same meaning as in (4.2), 
we get, by (4.2), that

(4.15) <

oo ,  m  2 i + 1  2 m + 1  ч к / 2

^  A'5 ^ b ( 2m)22" m(1+2ö)X l  Y  v 2 c l  Y  ( « + i - ^ ) 2a_2|  ^
771=1 ^ e=0 V=2l +1 n - m ( v )  '
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In the proof of Theorem 1 we have already verified that the sequence 
{ l ( 2 m)k2~km} is quasi geometrically decreasing. This, by definition (1.10), 
clearly implies that the sequence {m k 2̂^(2 m)k2 ~krn} is also quasi geometri
cally decreasing. Therefore, by Lemma 5,

mk/27 (2m)fc2"bn ^ K i k/ 2 ~i(2 e)k2 ~ek,
m=e

thus, by (4.15),

(4.16)
к/ 2

The estimation of runs exactly as in (4.5) and we get for a — 1/2 as well

oo ( 2m+1 ч Jfe/2

E ^ n  E  4 }m=1 '•n=2m+l '
This, furthermore (4.1) and (4.16) convey the sufficiency of condition (2.3) 
regarding Beppo Levi’s theorem.

In order to prove the necessity of condition (2.4) for monotone coefficients 
we assume that {cn} is a positive nonincreasing sequence and consider the 
following Rademacher series:

(4.17)
OO

cnrn{x).
n = 0

Let cr“(x) denote the nth (C ,a)  mean of series (4.17).
Let a be an arbitrary number with —l < a < l / 2  and e < A2 • 2-3 , where 

A denotes the constant appearing in Lemma 3. Let us assume that series
(4.17) is summable |C ,a ,7 (f)| k a.e. in (0,1). Thus, by Egorov’s theorem, 
there exist a measurable set E  with f i(E) ^ 1 — £ and a positive constant M  
such that for every x £ E

OO

^ 7 ( n ) fcnfc- 1| < +1(z)-CT“(x ) |fc < M.
71=1
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Hence, using Lemma 3 and (3.1), we obtain that

(4.18)
w Г

J ] 7 ( n ) V _1 /  |ö-“+1(x) — сг"(ж)| kd x ^
n= 1 JE

“2 2
OO /- n

^ ^ 7 (п)*п* -1Л22- 3Л*2-* {  £  ( 4 3 ) 4  +  ( 4 + i )
n = l  **i/=0

OO

71 =  1

OO

£ *’(*, A, a, 7) E  7(пУ
n=2

oo 2 m + 1

^ K ( k , A , a , 1 ) Y , l ( 2 m)k2mk(* -a) E
771=0 T l= 2 m  +  1

oo

 ̂K { k , A , a , 7) E  7(2mf2mfc(b “)2(m+1)(b1)2mĉ m+1 £
777 =  0

__ om + 2
1 °° ( * Л£-A-(*,Ao,T) £ T(2”)*2"*<l->j £  4

m=0 n=2m+1+l '

'I fc/2 

}  =

k / 2

where K ( k , A ) and K ( k , A , a , 7 ) are positive constants depending only on 
the parameters in the brackets.

The result given by (4.18) clearly shows the necessity of condition (2.4) 
for monotone coefficients.

Herewith we have finished the proof of Theorem 2.
The proofs of Corollaries 2.A, 2.В and 2.C run alike as those of Corol

laries l.A , l.B  and l.C , therefore we omit them.
P ro o f  of  T h eo r em  3. First we prove the sufficiency of conditions (2.5) 

and (2.6). We may assume again that c0 = C\ — 0. Furthermore let n(i) := 
:= min (2 +̂1,n) and m(v) max(2m +  l,i/) . An elementary calculation 
shows that

00 -j
(4.1Э) E 7 ( r c ) V "1 /  |<7“+i ( z ) - f f “(z)|*da: ^

■n—o ■/0n = 2  

00 2m+1z ■ ( m Г1 I v /= A'i E E 7hv-i| e  ( E L(n}°uXu{x
m = 0 n = 2 m +  l  1 i _ n -/О I .

m л1 I n (7)

C /
7 = 0  J0 1 , / = 2 4 1

d x +
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+  ■
1

• (“)* 
Ui+l

lcn+l I Jo |Xn+i(®)|fcdx| =: Xj + Хз
If к =  2 then we easily get that 

(4.20)
oo 2m+1 -I

Y,2 i Кг £  1 (2 ”)г2 ” V n"“2k„|2 I xJxfdxi
m=0 n=2m + l “'°

2m+i

Í A '3 ^ 7 ( n 22m(1- 2a) X  cn.
n=2m+lm = 0

what is exactly the same sum which appears in (2.5) for a = | ,  and in (2.6) 
for — 1 < a < 7̂ (k =  2). If 1 ^ A: < 2 then we set Jn := {xlxni^) Ф 0}. Since 
the system {xn (#)} is of Я -type we have

(4.21)

- i L d t )

[  \ x n { x ) \ kdx = Í  |x n (* ) |kdx ^
Jo Jj„

J j  xl{x)dx^
\  k/ 2

A*( Jn)
l —k/ 2

Using this, Holders’s inequality, (3.1) and (3.4), we obtain

oo 2m+1

 ̂ < К  a V  7f2m)fc2mWl_a)_1)(4.22) X 2 ^ K * X  7(2W)*2m(*(1-e)-1) X  l‘n lW » ) (2"*)/2 ^

l -k / 2

m—0 n=2m+l 

2m+1 ч fc/2 /  2m+1OO / *   n k/Z Í £ ■ n J
^ ' 4 X l ( 2 mf 2 m(fe(1- a)- 1) X е" f X  МЛ.)}

m = 0  ' n = 2 m + l  '  ^ г а = 2 т -(-1 '

oo r 2m+1 ч fc/2

Â-4X7(2mf2m(,;(1_aH) X c«( •
m=0 l'n=2”!-H ^

It is easy to see that for a — 1 — \  this last sum is the same which appears 
in (2.5), and if a < 1 -  £ then it is the sum emerging in (2.6).

Next we estimate the sum ^ 1? too. Since the system (xn i^ )}  is °f  
Я -type and (4.21) holds, thus we easily get for any 1 ^ к < 2 that

(4.23)
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oo 2 m + 1  m  n ( t )  -

S  A-2 £  7(2”)t2”li-'> £ £  E | £ Й | ‘ Ы ‘ /  U ^ W l V x S

m = 0  n = 2 m + l  f c O  i / = 2 4 l  * ' °

oo m 2<+1 2m+1
 ̂a'2 e  l ( 2 m ) k 2 m ^  e  E  ic„iW*)(2~fc)/fc E  \ L(n } \ k  й

m = 0 fc O  i/= 2 <+ l  n = m ( v )

oo m  ,  2 / + 1  ч fc/ 2  2 m + 1

S t f 2 £ 7 (2“ )V><‘ - 1> £ l  £  A  Y ,  ь й 1‘ -
m=0 fco /̂=2̂+1 ^ n = m ( is )

This estimation holds for к = 2, too, namely then L1 x ^ x f d x  — 1, therefore 
the first line of the estimation gives the final inequality after changing the 
order of the summations. If 2( < и ^ 2i+ l ( t  =  0 ,1 , . . . ,  m — 2) then by (3.4)

2̂ +1 2m+1
(4.24) E  E  n~(a+1)k(n -  v ) (a~l)lV  ^

n = m (  I/) n = 2 m + l

< А'22^ • 2to(1-2A:\

and if 2 m 1 < v й n ^ 2m+1 then

(4.25)
2m+I

1—m(v)

2m+l

I 4 “2 | k й K \ 2 ~mak E (n +  1 -  ^)(a_1)fc £  A'22—a m  к

n=m(i2)

Thus, (4.3), (4.23), (4.24) and (4.25) yield

£ , s
oo /  m  — 2 m  ч

<i K 3 E  7 (2m)A2m(A:_1) i E  Сг/2 ■ 2*к ■ 2m(1~2fc) + E  C k,22~amk \ й
m —0 fc O  f c m - l  >

( OO OO oo 4

= А'з j E C ^ 22 tk E 7(2m)fc2“mi + E c£/27(2m)/:2m(fc(1-Qbi) 1 <[
^ = 0  m —t  771—0

s  O O  OO

=  * 3  E ^ C ^  +  E Cknl 21{2m)k2m(k(l- a)-^
^ t = 0  771—0
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Hence, by (4.19), (4.20) and (4.22), we can see that conditions (2.5) and (2.6) 
are indeed sufficient that series (1.8) for every Нааг-type system be summable 
IC, (l -  £) ,7 (0 L  and |C ,a ,7 ( i ) |fc with - 1  < a < 1 -  respectively.

In order to show that condition (2.5) implies the | C, a,  7(f)| fc-summa- 
bility for any a  ^  1 -  j  we can apply Theorem A with r =  к and ß  = a ^  
^ 1 -  r. Thus we get that series (1.8) for any Я -type system {x n W } is 
also summable | C, a ,7 (f)| k if a  ^ 1 -  £ and condition (2.5) is fulfilled.

Next we prove the necessity of (2.5). Let us consider series (4.6) where 
the functions Xn{x ) are given in Lemma 4 by (3.8). This system is of H- 
type. Therefore if we repeat the proof of necessity of (2.1) word for word, 
the necessity of condition (2.5) will be proved, namely the assumption a > 
> I is not used in the proof. Another argument for the proof is the following 
one: If series (4.6) is summable | C,a,~i( t) \k (a ^ 1 — £), then by Theorem 
A it is summable \C , ß,"){t)\ k for any ß  ^ a , and if ß  ^ then the sum

is finite by Theorem 1, i.e. condition (2.5) is necessary for any a  ^ 1 — j .
Finally we prove the necessity of (2.6). Consider again series (4.6) and 

use the notations introduced in the proof of necessity of (2.1). Now we use 
Lemma 1 with N  = m + 1 and к = 0, furthermore the result of (4.7). The 
compatible set Eq will be denoted by Eo(m, n). Then we have

OO

(4.26) S ^ 2  l { n ) knk~l
n —2

[  \an+1 ( x ) - ä ^ ( x ) \ kdx 
J e

oo 2m+1- lO O  íé  —  A A I III

=  5 2  5 2  7 ( n ) / ' n f c _ 1  /  L f y c v X Á x )  +  - 7 ^ - c n + i X n + i ( : r

m = 1 n=2m x E 'i/= 0 A n+ 1
dx >

o o  2m+1 — 1
> ^ 2  •y(2 m)k2 m(k~1')

m —1 n —2

*+1-1 ,

£  Lom J £jQ\n,(п ,т)Г\Е

2 m + ! _ l

jffi)
1n + l

' c n + 1 Xn+1 {x ) dx >

OO L ' — 1 /  A

£  ^ 2  7 (2m)*2m(fc_1) £  \
m = 1 n—2m '  JEo(n ,m)

- L E q (n ,m )  — E o (n ,m )r \E ,(«)1n+1
lXn+l (^ ) dx >
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oo Г2т + 1- 1  .

а  £  1 ( 2 ” ) ‘ 2 " < ‘ - i )  у  /

m = l  I  n = 2 m J E o ( n , m )

3 1 5

dx-

f

2 m + 1 — 1

X] ( A S i ) _ l c " + i X n + i ( a ; )
J E o ( n , m ) —E o ( n , m ) r \ E n = 2 m

dx >,

where at the final step we used the fact that the system { x n(a:)} is of H 
type. Similar reasoning as we have made in (4.9) and (4.10) gives that

(4.27) dx >/  U i+ i )  ^n+rXn+lfa)
J Eo(n,m)

^  Í  e1(a)k(n + l ) ~ ak\cn+i\k\xn+i{x)\kdx ^
J  E q ( n ,m )

Pm p

£ е 1(а )‘ (» +  1Г " ‘ |с«+1| * £  /“ f JE
-dx >

p = l  X E o ( m , n ) r \ I n+1_ 2m ( m , J p ) | c n + i |

P m

^  ei (a)k( n +  i r * C * ^ 2 “V ( / „ +1-2-»(m, JPj) =
p=1

P m

= 2- 1e ,(0 )*(» + 1) - ‘C* £  р (Л )4 +.С - 2 =
P=1 

- c x k / ^ i k — 2  „ 2= 2~1e ,(a )fc(tt +  l ) - “‘ C *-2c;+1

and

(4.28)
r 2 m + 1- l

J Е о ( п , т ) —Е о ( п ,т ) Г \Е
X  ( ^ n  +  l )  _  1 ^ n + 1  X n + l  ( - * 0

n = 2 m

(fir ^ e^(a)2-mfcaC*

where e i(a ) and ег(а) depend only on a.
Collecting inequalities (4.26), (4.27) and (4.28) we have

m — 1

2m+!—1
S ä  £ 7 (2’“)‘2m<*-1>j £  2- 1е1(с )‘ ( п + 1Г “‘ С *-гс;+1-

тг= 2 л
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- e e k(a)2~mkaC km

 ̂ 1{2m)k2m^ - 1)2 -mkaCkm{ 2 - l ekl {a) -  eek2(a)),
m —1

whence the necessity of (2.6) follows clearly if £ й 2  2e i(a )fce2(o)" 
The proof of Theorem 3 is thus complete.
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THE MEAN ERGODIC THEOREM  
FOR COSINE OPERATOR FUNCTIONS 
WITH OPTIMAL AND NON-OPTIMAL

RATES
P. L. BUTZER and A. GESSINGER (Aachen)

Dedicated to Professor Károly Tandori on the occasion of his 70 th birthday,
in great respect

1. Introduction  and statem en ts o f main results

Let C — {C(t) , t  E R} be a cosine operator function, thus a family of 
bounded, linear operators mapping the Banach space A  (with norm ||.||_y) 
into itself, satisfying the d’Alembert functional equation C(s  + 1) +  C(t  — s) =  
= 2C(t)C{s)  for all s , t  E R with C(0) =  / ,  the identity operator on X , to
gether with the strong continuity property lim/j_o ||C(t + h)f  — C(t)f \ \x — 0 
all /  E X,  t E R. The (infinitesimal) generator A of C is defined by A f  =
=  s-lim 2h~2 [C(h)f — /]  for those elements /  E X  for which this strong limit

h—>0
exists, namely for /  E D(A).  The cosine operator function with C(t)  =  / ,  
all t £ R, is called trivial.

The following result was essentially established by J.A. Goldstein et al
[15]:

Let {C (f);t £ R } be an equibounded family of cosine operator functions 
on the Banach space X . Then C is strongly Cesáro-ergodic, i.e.,

t U

(C, l)-lim C (i)/ = s-lim E ( t ) f  := s-lim-^ /  /  C (v ) fd v d u  =  P f
t—юо г-"°° t- +0° t J J

0 0

for each f  6 Ao, where P  is the linear, bounded projection of A о onto the 
kernel N{A)  := { /  G D (A );A f  = 9} parallel to R{A), the closure of the 
range R(A). Here, Ao =  -ß(A) ф iV(A), the direct sum being well defined as 
R(A)  П N(A) =  {0}. Ao is a closed subspace of X . If X  is reflexive, then 
A0 = A .

In this paper we shall also be concerned with the strong Abel-limit of C,
i.e.,

OO

(A)-lim C ( t ) f  =  s-lim А2Д(Л2, A ) f  — s-lim A
t - ю о  a - * o +  A—>o+ / e- XuC(u)fdu.
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A particular case of our general results will turn out to be the mean er- 
godic theorem for the Cesaro and Abel limits of {C (í);f € R} below. It 
will turn out that our results are also valid for not-necessarily equibounded 
operators C(t). In fact, we shall work with the class of those C(t)  which 
have a certain rate of growth at infinity for which their means E ( t ) f

21 ~ 2 f* J “ C (v ) f  dv du are equibounded. Thus

D e f i n i t i o n  1 . 1 .  Let X  be an arbitrary Banach space. Let Cm ,C2m  a n d  

C'lj be those sets of cosine operator functions given by, M  being some con
stant,

CeM := { C; ||C(i)||m  = 0 ( \ t f ) , \t\ -  oo, \\E(t)\\[x] g  m )  ,

C2M := {C;||C(OI|m  = o(|<|2) , |i| -  oo, ||£(*)ll[jr] ^ .

CM := {c; (0, oo) С p(A), ||Л2Д(Л2, A)\\[x] Z m ]  ,

where p{A) is the resolvent set of the generator A.

It is clear that СaM C C2M for ß < 2. It will be shown in Lemma 4.2 that 
also C2M C Cm  is valid.

It will be seen that strong Cesaro (respectively Abel) ergodicity is valid
on the set C2M{respectively Cm )- The set CM̂will be needed for the discussion 
of rates of convergence for the Cesaro operator.

T h e o r e m  1 . 1 .  Let C €  C2M, having generator A, with X q =  R(A)  ® 
0  N(A).  The following three assertions are equivalent for any f  € X :

(i) (C, l)-lim C (t)/ = ffi,
<—►00

(ii) (A )-lim C (t)/ = g2,
<—►00(Ш) f  e x 0.

In this instance, the strong limits are equal with t/i =  g2 — P f ,  where P  is a 
bounded linear projector of X q onto N(A).

If, in addition, for any f  E X  the set { \ 2 R ( \ 2 , A ) f ; \  > 0 }  is condition
ally weakly sequentially compact or, more strongly, if X  is reflexive, then 
X 0 = X , so that convergence in (i) and (ii) is valid on all of X .

This theorem will be deduced as a particular case of the following one 
dealing with the optimal and non-optimal rates of approximation of the 
Cesaro and Abel means to P f .  For this purpose, let us denote the re
strictions of C(t) ,A,  and D{A)  to Xo by Co(<) := C(t)\Xo, Ao := ^ lx 0> ап  ̂
D(A q) := D(A)  П Xo. Then Co := {Co(i); t E R } forms a cosine operator 
function having generator Ao with iV(Ao) =  X (A ). Further, the resolvent 
Д(Л,А0) is given by R ( \ , A 0) = R(A,A)|Xq.
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Further, an operator B, roughly the inverse of the generator A, will be 
needed.

D e f i n i t i o n  1 . 2 .  Let Cq, X o, Ao, D(Aq) and P  be given as above. The 
operator В with domain D(B)  := R(Ao) ® X(A) C Xo and range R(B) := 
:= D(Ao) П N ( P ) is defined by B f  — g, where g £ D(Ao) is uniquely deter
mined by /  = Ag + P f  and the side condition Pg  =  в.

The operator В is linear, closed with D(B)  = Xo, and В = A-1 on 
R(Ao) П -D(Ao) (see Remark 3.1). Whereas the generator A is the second 
derivative of C ( t ) f  at t  =  0, the operator В  will turn out to be the right-hand 
derivative of \ R ( \ 2, A)[P -  I ] f  at A = 0 (see Corollary 4.1).

T h eo r em  1.2. LetC E C2M satisfy the assumptions of Theorem 1.1.
a) The following three assertions are equivalent for any f  E X :

(i) \ \ E { t ) f - P f \ \ x  = о (Г 2) ( |i |-> o o ),
(ii) IA2R(A2, A )/ -  P f \ \x  = o(A2) (A -  0+),

(iii) /  E N(B) =  N(A),  i.e., P f  =  f .
b) The following three assertions are equivalent for 0 < a  ^ 2 and any 

f e X :
(i) \\E(t)f  -  Pf \ \x  =  0 (  |t| “) (|i| —>■ oo) if in addition С E C°M, i.e., 

C is equibounded.
(ii) II А2Д(А2, A ) / -  P f  fl* = 0(A “) (A -  0+),

(iii) К ( A2, / ;  Xo, D(B))  = 0(A Q) ( A 0 + ) .
c) If, in particular, a  = 2, then the assertions (i)—(iii) of b) are also 

equivalent to:

(iv) /  E D(B)X° := { /  E X 0;3 { /„}„6N C D(B) with | |/n||ű(B) ^ 
^ M  and lim ||/„ — f \\x  =  0}, the relative comvletion of D(B) with respect

n — KX>

t o X 0. Here \\f\\D(B) := || / | |x  +  \\Bf\\x .
(iv)* /  E D (B ) when Xo is reflexive.

d) The assertions of part b) are sharp provided С E ĈM with /3 = 0, В 
is unbounded, and a  E (0,2), i.e., there exist elements f a,fa  E Xo satisfying

( = o( \ t ra)
(Í) \\E(t)fa -  Pfa\\x  S . (W -O O ),

( # ° ( m  )

(ii) ||AJS (V , A ) f ‘ -  P f; \ \x  {  = (A 0+).

Above, the A'-functional, which is a measure of smoothness in a Banach 
space setting, is defined in this special case for /  E X, A E R  by

( 1. 1) Ä ( A, /;  X, D(B))  := inf
heD(B) I I I /  - M i x  +  А Ц В Л Ц * } -
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This is known to be a bounded, continuous, monotone, sublinear functional_____x
on X  for A G R; it tends to zero for A —♦ 0 iff /  G D(B) .

Parts a) to c) of Theorem 1.2 reveal that the processes E ( t ) f  and 
\ 2R { \ 2, A ) f  are saturated on A"o with orders 0 ( t~ 2) for \t\ —► oo and 0 ( A2) 
for A —> 0+ , and that their saturation (or Favard) classes are both charac
terized as the completion of D (B ) relative to Xo- These are Theorems 3.2

—  *0
and 4.2. In fact, it is also true, that there exist elements / 2, /£ G D(B)  for 
which the critical orders 0 { t ~2) and 0(A 2) are actually attained, together 
with IIE ( t ) h  -  PfiWx Ф ° ( i-2 ) for |i| -  0 0 , and ||А2Д(А2, A )/2* -  P f i \ \ x  ф 
ф o(A2) for A —► 0+ . This is the substance of parts a) of Theorems 3.4 and
4.4.

Assertion b) of Theorem 1.2 is concerned with non-saturated (or non- 
optimal) approximation; The processes E ( t ) f  and A2Ä(A2, A )f  approximate 
P f  with the rates O ( |i |-Of) and 0(A") for 0 < a  < 2 iff the associated K-  
functional is of order О (A") for A —► 0+ . Parts a)-c) of Theorem 1.2 are the 
counterparts of the corresponding results for classical semigroup operators 
due to Butzer-Dickmeis [4]. Observe that the mean ergodic theorem with 
rates for the classical discrete case, thus for {T"}n€N, was first considered in 
Butzer-Westphal [8], as is also mentioned by Krengel [18] p. 84.

S.-Y. Shaw [28] recently established parts a) and c) of Theorem 1.2 for 
equibounded cosine operator functions as an application of rather general 
theorems [26] on nets of operators (which also cover, as applications, tensor 
product semigroups as well as n-times integrated semigroups). He did not 
consider non-optimal approximation (i.e., part b)), nor the sharpness of the 
results (i.e., part d)), nor did he consider any concrete examples.

In Section 5, the various results are applied to the particular cosine op
erator function which is the solution of the wave equation (d2 / d t 2 )w(t,x)  = 
= (d2 / d x 2 )w(t,x)  under the initial conditions

w(0, x) =  /(as), (d /d t )w ( t , x ) \ t _ 0  =  0

on several typical Banach spaces. In this respect, let X (R ) be the space 
UCB(K) := { /  : R  —► C ; /  uniformly continuous and bounded on R ) with 
norm ||/||tfCB(R) = sup^R I / ( x ) | . For the solution C(t) f (x)  =  (1/2) [/(as +
+  i) + f (x  -  t)] , /  G A (R ), it will turn out that the generator A = (d /dx )2, 
with domain D(A) := X 2(R) := { /  G U C B { R ) ; f , f "  G UCB(  R )}, and for 
B, which is roughly A-1 , we have D(B)  := A -2(R ) := { /  G UCB(R); f  =  
— g" + c,g G A"2(R ),c G C ).

In this respect, one of the basic results of approximation theory is the 
characterization of the А -functional for the concrete couple (A (R ), A 2(R)) 
(or more generally for (X (R ) ,X r(R ) ) , r G N) in terms of the modulus of 
continuity. It reads (cf. [3], p. 192 f. or [2]) that for a  G (0,2] (see also
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Lemma 2.5 here),

' A'(f2, / ; X ( R ) ,X 2(R )) = 0 { t a ) ( i -  0 + ) o

< ^  ||/(*  +  О -  2 /(* )  +  f (x  -  i)lb(R) = ° ( ta) ^

------ X ( R )
V f  £ X 2(R) , provided additionally a =  2.

One of our specific ergodic applications is the following theorem. It is 
the counterpart of the foregoing characterization of the A'-functional, now 
for the couple (A”o(R ) ,D(B)) — (A”o(R), X -2 (R )), with t —> oo. It answers 
in part a conjecture raised in [7], [8] (see also [2]).

T heorem  1.3. For any f  £ X o(R ),a  6 (0,2], one has f o r t  —► oo,

(1.3)
K ( r \ f -  Ao(R ) ,X - 2(R )) = 0 ( Г а ) ^

t и

fz J  J  [ f ( x +  v ) + f ( x ~ v )\ dvdu
о о

lim
R—юо Ш J fiu)du

= 0 (t~a ) <*

О  /  G A -2 (R )
Jf0 (R)

provided additionally a = 2.

Now let us look at the famous Gauss-Weierstrass semigroup (see Sec
tion 2)

(1.4) \W { t ) f ] { x ) =  J  f (x  -  u ) e x p ( - u 2 /4t)du,
R

which solves the heat equation (d /d t )w ( t ,x ) =  (d 2 / d x 2 )w(t,x)  for w(0,x) = 
=  /(x )  £ X (R ) .  It is known to have the same (semigroup) generator A. 
Hence D (A ) = A"2(R ) and also D(B) =  A"-2 (R). Using the mean ergodic 
theory for semigroup operators as developed in [4], a further application of 
our general theorems will be the following particular mean ergodic theorem 
for t —► oo of the semigroup { fU(i), t > 0} :
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T h e o r e m  1 . 4 .  For any f  £ Xo(R), a £ ( 0 , 2 ]  one has for t —► o c ,  

t R

\ j w ( u ) f ( x ) Í 4 -  \irn_F J f(u)du
-R

= 0 ( r aI2)

X ( R )

t U R

^  I J  [f(x + v) +f ( x -  v)}лл-м. ̂  J  f (u)du
-R

= 0 (t~a ).

о о X(R)

Thus (1.3) turns out to be a substitute for the classical modulus of con
tinuity u)2 ( t J \ X { R)) = sup0<h±t II f ( x +  h ) ~  2f(x)  + f (x  -  h)||x(R) in the 
instance of ergodic theory for specific examples.

Note that all the integrals appearing in this paper, except those of the 
definition of the Xp-norms, may be interpreted as strong Riemann integrals 
(cf. [16] p. 62 ff.).

2. P re lim in ary  resu lts

The follwing well-known preliminary results will be needed:

(2.1) The generator A is closed, with D(A)  = A';

(2.2) C ( t ) f  £ D(A)  with A C (t ) f  = C (t )A f  ( /  £ D(A); t £ R);

For g E ( t ) f  := (2/ t 2) / 0" C (v ) f  dvdu =  (2 /i2) J' (̂t -  u)C(u)fdu  one
has

(2.3) g £ D(A),Ag =  (2 / t 2 ) [C ( t ) f  -  f]  ( / £ A, t £ R, t ф 0).

The theorem of Da Prato-Giusti-Fattorini-Sova (cf. [24], pp. 356-362;
[13] II, pp. 63-67; [29], pp. 27-36) reads:

The operator U generates a cosine operator function C on a Banach space 
A" iff U is closed, with D(U) = X ,  and there exist constants M  ^ 1, и  ^ 0 
such that for each Л > u,  A2 £ p(U), the resolvent set of U,

(2.4)
d X (A R ( \ \ U ) ) < M-

m\

[X] ( A  -w ) 771 +  1 (m £ N 0).

Thus the resolvent R(A2, A) = (Л2/  -  A) 1 of A exists for all Л > u.
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In this event,

(2.5) \ \С (Щ [х ]й М е ^  (te R),

oo
(2.6) XR(X2, A ) f  — j  e~XuC (u ) f  du (A > u ; f e X ) ,

о

i.e., XR( \ 2, A ) f  is the Laplace transform of C ( t ) f  and so, in particular, a 
holomorphic function of A > 0.

(2.7) s-hrn E ( t ) f  =  f  ( f e X ) .

(2.8) s-lim А2Д(А2, Л )/ = /  ( /  £ X) .
A—+oo

(2.9) C ( - t )  =  C(t),  E ( - t )  =  E(t)  ( f > 0 ) ,

(2.10) R( A2, A )A f  =  A2 R( A2, A ) f  -  f  ( f  e D (A )),

(2.11) AR(X2 , A ) f  = X2 R(X2 , A ) f  -  f  ( /  £ X) .

Property (2.9) allows one to prove all results concerning E(t)  only for the 
case t > 0. The negative case follows directly by the substitution t —*■ — t.

Further, we need a basic connection between cosine operator functions 
and (C'o)-semigroups, which are families of strongly continuous bounded op
erators T  =  {T( t) , t  ^ 0}, satisfying the functional equation T(t  +  5) = 
= T(t)T(s) , t , s  ^ 0 with T(0) = I. Their (infinitesimal) generator A! is
defined by A'f  — s-lim h~1 [T(h)f — /] ,  for those elements /  6 X  for which 

h—>0+
this strong limit exists, namely for /  e D(A') (see e.g. [3] p. 9).

Lemma 2.1. LetC be a cosine operator function with generator A. Then 
A generates a (Co)-semigroup T  = {T( t ) , t  ^ 0} given by

OO

T ( t ) f  = J  exp ( - s 2 /4 t )C (s ) f  ds.
0

For a proof see e.g. [13] I, Remark 5.11. Note that the converse is not 
generally true, i.e., there exists a Banach space and an operator A such that 
A is the generator of a (Co)-semigroup, but of no cosine operator function 
(see [21]).

The operator norms of C and T  of Lemma 2.1 are also connected, i.e.,
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L em m a  2 .2 . Let A be the generator of a cosine operator function С.
a) / / ||C(í)||[у] = o ( |í |27) for Kl —*■ оо, 7 > 0, then A generates а (Со)- 

semigroup Т  with ||T(í)||[;r] = o(F).
b) / / | |C ( í )||[_y] = 0 ( | í |27) for |í| -* oo, 7 ^ 0, then A generates a (Co)- 

semigroup T  with ||T (í)||^] = 0 (V ) .

P r o o f , a) First of all, by the definition of the Gamma function,

OO

(2.12) J  s21  e x p ( - s 2/4t)ds  = Г ^7 +  ^  47/7+ 2.
0

Now let e > 0 be arbitrary. We have to show that there exists a r =  т{е) <
< oo such that t 1 ||T(t)||[_Y] < e for all t ^ r. By hypothesis there exists
for e := 4~'у~1/ 2£у/л/Т(~/ +  1/ 2) > 0 а т < oo such that í -27 ||C(í)||pq <
< I  for all t 2. r. On the other hand, by (2.5) there exist M  ^ l,w  ^ 0 
such that ||C(i)|| ^ Мешт for t < f .  Hence, by Lemma 2.1 and (2.12), for
t ^ г  := (2Меыт/г )^ 7 < oo,

1|Г(0 / 11х
V

Мешт í
e x p ( - s 2 / i t )ds \ \ f \ \x +

<7 + 2 J V  J  v  0

+  — T—  í  s2'vexp (~ s 2 /4 t)ds \ \ f \ \x  <[
Г + í y / x  J

< Me“
V

£x л x + i\\f\\x = £\\f\\x-
This proves part a). The proof of part b) is now clear. □

L em m a  2.3. LetC be a cosine operator function as in Lemma 2.2 b), A 
being its generator. Then (0,oo) C p(A), i.e., \ 2 R ( \ 2 ,A) exists for A > 0.

P r o o f . In view of Lemma 2.2 b), A generates a (Co)-seinigroup with 
||T(i)||[x] = Aft7 , for 1 = r - Hence, u>0 := lim *-^ log ||T(i)||[x] Ъ  = So 
(0, 00) C p(A) (see e.g. [12] Theorem VIII.1.11 p. 622). □

L em m a  2.4. For / g I , 1 é R , í / 0  one has

E ( t ) f  -  f  = (2 / t2)
t  U V w

J H I
C (x ) f  dx dwdvdu =
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= A
t U

J J
о 0

(1 — u/t)2 C (v ) f  dv du,

Le., E ( t ) f  -  f  £ R(A).

PROOF. The right hand side of this equation follows by a double partial 
integration, the other by (2.3). □

Lemma 2.5. For the К -functional one has for A —>■ 0+

K {X ,f - ,X ,D (B ) ) 0(A) о  /  € D(B)X 
o( A) ^ f e N ( B ) .

Further, D(B) =  D (B ) provided X  is reflexive.

For a proof see [1], p. 15. Thus the /L-functional is saturated.
Since we also want to study the sharpness of approximation processes, 

we need the following recent theorem of O.V. Davydov (c.f. [9], [10]).
T heorem 2.1. Let X  be a Banach space and X + be the set of all 

non-negative, sublinear, real-valued functionals S on X  for which the norm 
||5'||x+ := sup{ S f ; f  £ X,  Ц/Ц  ̂ ^ 1} is bounded. Further, let {5'n}„6N C
C X + with limsup ||5'n||^+ =  oo, and let \ f  £ X;  lim Snf  = 0 ) be dense

n— K X ) '  n  '

in X .  Then there exists an element /о G X  satisfying sup 5„/o ^ 1 and
n € N

limsup Snfo = 1.
71— ►СЮ

This theorem answers a conjecture of Butzer-Dickmeis raised in [5] con
cerning the sharpness of non-saturated approximation of semigroup opera
tors. Davydov makes use of deep results on the uniform boundedness prin
ciple with rates due to Dickmeis-Nessel-van Wickeren [11] (see also the lit
erature cited there). For very recent extensions of these results see [23].

3. E rgodic th eo rem s for th e  C esäro  op erator

Lemma 3.1. Let C £ Cm , having the generator A. Then N(A)f]  R ( A ) — 
= {*}.

P r o o f . For any /  £ N(A),  A f  =  в. Hence, by (2.9), \ 2 R(X2, A ) f  -  
-  }  — 0. On the other hand, for f  £ R(A)  there exists g £ D(A)  such 
that /  = Ag. Hence, by (2.9), ||A2Ä(A2, A)f\\x  = \\X2R(X2 ,A)Ag\\x  = 
= А2 К А2 Д(A2, A)g -  ^ A2(M + 1) Ц̂ Ц̂ - —► 0, for A —> 0+ . Moreover,
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as the operator A2 R(X2, A) is equibounded by M,  then s-lim X2 R(X2, A ) f  — 
______  A-vO+

= 9 for all /  G R(A)  by the Banach-Steinhaus theorem. Hence f  =  9 for all
/  E N (A )n R { A ) .  □ ____

Lemma 3.1 will enable us to define the direct sum of N(A)  and R(A ) of a 
C E Cm  having generator A as well as the projection P  of Xo =  R(A)  0  N(A)  
onto N(A).

L em m a  3.2. Let C E Cm , and Co, Xo, A0, D(Ao) and P  be given as in 
Definition 1.2. Then

a) Xo is a Banach space with norm ||.||^0 =  ||.||^; X  =  Xo if, in ad
dition, for any f  E X  the set {X2 R(X2, A )/; X > 0} is conditionally weakly
seqentially compact (valid if X  is reflexive).

b) P is linear, closed and bounded.
c) PA0f  =  9, all f  6 D(A0), A0P f  = 9, all f  E X0.
d) PC 0 ( t ) f  = C0 ( t )P f  =  P f ,  all f  £ X0, t G R.
e) P E ( t ) f  = E ( t ) P f  = P f ,  all f  G X 0, t  G R.
P roof. Parts a) and c) are easy, see [16], p. 520 and Lemma 2.2. Part

b) follows by the closed graph theorem. Regarding d), for /  E Xo and t G 
G R  arbitrary, by (2.3), PCo(t)f  -  P f  — P[Aqí2 E{t)f]  = 9. Again by (2.3) 
and (2.2), Co(t)Pf  — P f  =  t2 E(t)[AoPf]  = 9 for /  G Xo- Part e) is a conse
quence of d). □

Since Co is a cosine operator function on X'o having generator Ao, and 
N(Ao)  = N(A),  R(X,Aq) =  Л(А,А)|^о, one can write C instead of Co and 
A instead of Aq if it is clear one works with the space Xo, and no misunder
standings are possible.

Now to the mean ergodic theorem for the Cesaro operator E(t).

T h eo rem  3.1. Let C G C2M with generator A, X q and P  being defined 
as in Lemma 3.2. The limit s-lim E ( t ) f  exists iff f  G Xo- If so, this limit

| i |—*-oo
equals P f .

P r o o f . Let /  G N(A)  ® R(A).  Then /  = Ag + P f ,  some g G D(A). 
Hence, by (2.2), (2.3) and Lemma 3.2 b), \\E(t)f — Pf\ \x  = ll-^UM/llx — 
= 2<-2 \\C(t)g — g\\x , which tends to zero for t —► oo by the hypotheses. 
Now by the Banach-Steinhaus theorem this holds for every /  G A'o, not
ing E(t)  is equibounded. Conversely, let the limit exist for /  E X , denoting 
it by g. By (2.3), IIAE(t)f\\  5Í 2 Г 2(||С (/) ||[Х] + l ) | | / | | x , which tends to 
zero for t —► oo. Hence Ag =  9 and g G N(A),  since A is closed. On the 
other hand, E ( t ) f  — f  G R(A)  by Lemma 2.4, so that s-lim {£(<)/ — / }  =Í—» oo
= g -  f  = : h £  Щ ) .  Thus f  = g - h e  N(A)  ® Щ )  = X0, and P f  =  g. 
□

Lemma 3.3. The operator В of Definition 1.2 has for any n G N  the 
properties
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a) В is linear, closed, D(B)  =  X q;
b) N(B) = N(A);
c) i) P B nf  = в ( f  e  D (B n);

ii) BnP f  = 6  ( /  £ X 0);
d) i) AnB nf  = f  -  P f  ( f £ D ( B n));  

ii) B nAnf  = f  -  P f  ( /  G D(A%)).

P r o o f , a) That В is linear and closed follows readily. Further, D (B ) =  
= N(A)  0  R(A0) C N(A)  0  R{A) -  A 0. Conversely, let /  G X q. By 
Lemma 2.4, /  — E ( t ) f  +  P f  G R(Ao) 0  N(A).  So, by Theorem 3.1, /  G 
G R{Aq) ® N ( A )  =  D{B).

b) If /  G N(B)  has the representation /  = Ag + P f  with g G D(A)  П 
П N ( P ), then в = B f  =  g; thus /  = A6  +  P f  = Р / ,  and so /  G N(A).  
Conversely if /  G ./V(A), then /  = P f  = A6  + P f  and we have /  G O(P)  
with B f  = 9.

c) i). Let /  G P (5 );  then P B f  = PB(Ag  + P / )  = Pg — 9. Now let 
i) be valid for all m ^ n, i.e. P B m f  = Ö for all f  G D (Bm). Let /  G 
G P (P n+1), then P B n + 1  f  = P B ( B nf )  = 9, the assertion for n -f 1. As to ii), 
let /  G X0, so P f  G N(A).  Hence BnP f  = B n(A9 + P f )  = Bn~x ( B(A9 + 
+ P f ) )  = B n~'9 = 9.

Concerning d), i), again by induction let /  G D(B).  So A B f  = AB(Ag  +  
A P f )  — Ag = /  — P f .  Now let i) be valid for n, and take /  G D (Bn+í) C 
D{B).  Then An+1 B n+1f  =  AAnB nB(Ag +  P f )  = AAnBng = A(g -  Pg) =  

= Ag — f  — P f  as g G D (B n). The proof of d) ii) also follows by induction. 
□

R emark  3.1. The operators A and В are connected. Indeed, let /  G 
G N (P)(  = R {A ) ) . Take n = 1 in part c) of Lemma 3.3. Then ABf  = / ,  all 
/  G D{B)  П N (P)  = R{Aq), and B A f  = / ,  all /  G D(A0) П N (P )  = R(B).  
Thus В — A~l on R(Ao) fl D(A0).

L emma 3.4. Let C G Свм . Then there exist constants M\,  М2 ^  0 such
that

a) \\C(t)\\[x] ^ M i( \ t f  + 1) (t G R);
W ЦС(()||И  s  M2 ( \ t f )  (|*| a  1).

P r o o f , a) For such a given C there are т > 0 and TVj > 0 with 
||C(i)||[x] =  •Nilil'3 for all |i| ^ T. On the other hand, in view of (2.5), there 
are и  ^ 0 and JV2 ^ 1 such that, for all |i| ^ r, ||C(i)||[^] ^ iV2exp(u;T) := 
:= N 3 . This yields ||C(i))||p^ ^ 7Vi|f|0 +  ÍV3, Í G R ,  establishing part a) with 
Mi := max { N i , N 3}. b) If |t| ^ 1, ^ 1, so by a), ||C(i)||[x] = Mi ( V f  +
+ 1) ^ 2Mx\t\ß =: M2 \t\ß . □
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Lemma 3.5. Let С E C2M. One has
a) | |£ (< ) /  -  Pf II* £  ( м  +  | |Г || |а д )  | | / | | x  ( /  );

b) »£(< )/ -  Pf\ \x  £  21 + 1) \\Bf)\x  ( |í| > 1, /  e D(B))
if, in addition, С E ĈM, 0 ^ ß < 2;

t U

c )  \ \BG(t)f\\x Ü ^ J  J  w 2 \ \ G ( w ) f - f \ \ x dwdu ( f E X  o),
о 0

where G ( t ) f  := /  — E ( t ) f  + Pf ,  /or ( G R , /  E Xo, is an approximation 
process on Xo with range in D (B );

d) If s-lim t2 [E(t)f  — Pf]  exists, then f  E D{B), and the limit equals
t —+oo

- 2  B f .

P roof . Part a) is trivial. Concerning b), let /  E D(B),  |i| > 1. Then 
/  =  Ag + P f  with g E D(Aq) П N(P).  Hence by Lemma 3.2 d), b), as B f  = 
= 9i

II E ( t ) f  -  P f  II *  =  II E(t)AgII*  = 2 Г 2|| C(t)g - д \ \ х й 

ü 2 r 2 \ t f ( M ' + l ) \ \ B f \ \ x .

As to c), by Lemma 2.4, if f  E Xo, t ^ 0, G (t) f  = P f  -  A f* JQU (1 -  и f t ) 2 

C ( v ) f  d v du, so that G (t) f  E N(A)  0  R(Ao) = D(B).
Hence by Lemmas 3.3 and 3.2, noting that P  is closed,

\BG(t)f 11* = В

t u

P f - A j  J  (1 -  y )  C (v ) f  dv du
о 0 X

t иI  J  ( l - у ) 2 ( C ( v ) f - P C ( v ) f ) d v d u
о 0 X

2
P

2

/  i-L ^ - j ( C ( v ) f - P f ) d v
0 L 0

t и w  x

du

J J J J  ( C (v ) f  — P f )  dv dx dwdu
o o o o

X

X
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where the last step followed by a double integration by parts. A further 
computation gives, noting the definition of G(t),

\\BG(Di\\x  = T2

t U W X
,2

J J t ^ J  J  C
o o  L o o

dw du <

t U

= ^ j  j  w2 ^ 2  J  j  C ( v ) f d v d x - P f  
0 0 0 0

t  и= ^  J  J  \\G{w)f -  f\\x  dw du.

dwdu =

о о

Concerning d), let /  £ X 0■ Then,

t U

t 2 [E(t)f  -  Pf]  = 2  J  j  C (v ) ( f  -  P f )dvdu  £ X 0,
о 0

by Lemma 3.2 d). As the limit in part d) exists,

( 3 . 1 )

t и

C (v ) ( f  -  P f )  dvdu g
о о

say, where g £ X q, X o being closed. Let us show that g £ D(A)  with Ag =  
= 2P f  -  2 /  and Pg = 9. Set tp := f  — P f .  Then, in view of d’Alembert’s 
functional equation, and partial integration,

t  U

2 h~2 [ C ( h ) - l ]  J i  C(v)<pdvdu 
о о

t U

= h~ 2

= / r 2 /  J  [2C(h)C(v)-2C{v)\<pdvdu =
о 0

' t+h t -hJ  (t — и + h)C(u)<p du + J  (t — и — h)C(u)ip du—
. h - h
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l
—2 J (f — u)C(u)<pdi

= h'
t-\-h t

j  (t — и + h)C(u)ípdu — J  (t — и — h)C(u)ipdu

-\-h- 2

L  t 

Г 0 h'

h íL-Я о .

t —h

+

(t -  u)C(u)ípdu +  /Г

t t '

h r í
-h  J

C(u)ipdu

Ii(t)  + h i t )  + h i t ) ,

say. Integrating both integrals of I \( t) by parts,

t-\-h и

h2 h ( t )  = - h  J C(v) ípdv+  J  J  C(v)if dvdu+
o t о

t U

-\-h J  C(v)<pdv— J  J  C(v)<pdvdu.
t - h  о

The two remaining integrals vanish for t —► oo as they are the Cauchy con
ditions for s-lim t2E(t)ip, which exists. Thus h i t )  —► в as t —> oo, all h > 0.

t —+oo
As to h i t ) ,  since C(u) — C( — u), and by partial integration, h2h ( t )

= 2 uC{u)ip du -  2 h h  C{v)ipdv -  h  C(v)ip dv du which is inde
pendent of t.

Finally to h i t ) .  Here h2 h i t )  =  — h j í h Ciu)tp du = — 2 h Ciu)tp du, 
also independent of t.

Returning to (3.1), it therefore follows that 2h~ 2 \C{h) — i] g/2  equals

2 h- 2
a иJ  J  Civ)ipdv du -  2 h- l

о 0
= —Eih)ip—> — C(0)tp =  — tp,

for h —♦ 0 by (2.7). Thus g £ D(A)  with Ag — -  2<p = 2( Р /  — / ) .  Further, P  
being closed, and noting P 2 f  = P f , 2 JQU C (u )P ( /— P f )  dvdu = 9. Hence 
Pg = 9 and /  = P f  — Ag/2,  so that /  £ D i B ), B f  = —g/2.  This completes 
the proof. □
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T h eo rem  3.2. L e t C e C 2M, having generator A. Further, let B , P  and 
X 0 be defined as in Definition 1.2 and let a  G (0,2]. There hold for f  G Xo :

a) If, in addition C 6 C'h,ß G [0,2), then there exists a constant ca G R  
such that

\ \ E ( t ) f - P f \ \ x  ^ ClK { \ t f - 2 , f ; X 0 ,D(B))  ü c f i ßK ( r \ f - X 0 ,D{B))

b) I f \ \ E ( t ) f - P f \ \ x = 0 { \ t \ - a ) , th e n

K ( t ~ \ f - X 0 ,D{B))  = = 0 ( | i P )  (|i| —► oc);

c) II E (t ) f  -  Pf\ \x  =  o ( r 2) ( t - * o o )  iff f  e  N ( B ) = N  (A).

P roof, a) For /  G Xo, arbitrary g G D ( B ), one has for t > 1,

II m i  - PfH Xй II £ ( 0 1 /  -я}-р{/ -  sill*  +  II £(<)« -  Pill* .
and the standard X-functional methods (cf. [2]) then imply by both inequal
ities of Lemma 3.5 a) b), the assertion of a) with cj := max{Af' + ||P ||^ o],
2M' +  2}.

b) Let /  G Xo, E { t ) f  having the given rate. By Lemma 3.5 c), 

K { r \ f - X 0 ,D (B j )  ^ II /  -  G(t)f\\ x  +  Г 2II BG(t)f\\  x  <,

say. Now I\{t)  = Oft  "), for t —> oc. As to / 2(f), one has by definition of 
G(t) and partial integration, for t ^ r ^ 1, and r chosen so that

t и

й II E ( t ) f  -  Pf\\ x + r 4 J  J  n2|| G (v) f  -  /II x  dv du = Ifit)  + Ifit)
о 0

(3.2) \ \ E ( t ) f - P f \ \ x  й М - Г а ( p r ) ,

t  U

0 0
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say. By Lemma 3.5 a), noting that t 3 ^ t “ and t 4 ^ t " f o r t é i ,

/ а (0  й «'

T

J ( t -  а)«2 [М + ||P ||M ] ll/llX du <

á  r -  ( m  + ||P ||№1)  Il/Ил- ■ ( t  j  -  j )  £

£ r -  (M  +  | |Р | | |а д )  ( j - j )  ll/ll*  =  0 ( 0 -

Part b) now follows from (3.2), noting

/ 22( < ) ^ Г 4М J ( t  -  u)u2- a du =  0 ( Г а ). 
о

Now to part c). The inverse part follows for /  € N(B)  by Lemma 3.5 b). 
The direct part follows by Lemma 3.5 d), with /  6 D(B)  and —2B f  — 6 , 
i.e., f e N ( B ) .  □

C o r o l l a r y  3.1. In particular, if ß  =  0, i.e., C is equibounded, then 

\ \ E ( t ) f - P f \ \ x  =  0 { \ t \ - a ) # K { r \ f - X 0 , D ( B )) = 0 ( Ю

(N

i.e., assertions (i) and (iii) of Theorem 1.2 b) are equivalent.
R e m a r k . Note that the limit of Lemma 3.5 is connected with the 

Voronovskaja-type condition for the process { E(t ); t € R }. Thus by Lemma 
3.3 d)i) and (2.3),

t2 (E ( t ) f  -  P f )  +  2B f  =
t U

4 1о 0
C (v )A B fd v d u  +  ‘2 B f  = 2 C ( t )B f

( f  £ D ( B ); t £ R).

Thus such a condition would hold iff C(t)g —>■ в for t —> oo for all g £ R(B) — 
— D(A0) П N(P) ,  a fact which is not true for the cosine operator of transla
tions. So this is an example of a process that saturates but does not satisfy 
a true Voronovskaja-type condition.

Now we wish to discuss the sharpness of the approximation processes 
above, for which we need an additional theorem. The analogue for semi
groups T is due to M. Lin (cf. [19],[20], see also [27]).
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T heorem 3.3. Let C be a cosine operator function, having generator 
A, satisfying lim t~2 ||C(i)llm  =  0- Then the following five assertions are

| t |—too L J

equivalent:
a) There exists a bounded linear operator P  : X 0 —> Xo such that

 ̂ lim I] E(t) — P|| = 0, i.e., C is uniformly Cesáro-ergodic;

b) There exists a projection P  on N(A) such that lim || A2R(X2, A) —
A - + 0 +

-  P\\ = 0, i.e., C is uniformly Abel-ergodic;

c) R(A)  = R(A), i.e., R(A) is closed;
d) X  = R(A)  ® N(A),  hence X q = X ;
e) The operator В is defined on X  and bounded.

P roof . By Lemma 2.2, A generates a (Co)-semigroup T = {T(t ); t  ^ 
^ 0} with hm t~l ||r ( i) ||w  = 0. Now we can use the results of M. Lin for
T, which dehver the equivalence of b), c) and d). That e) implies d) is clear 
by definition of B. The other direction is a conseqence of the closed graph 
theorem, noting В is closed. We now prove the equivalence of a) and e). 
Let C be uniformly Cesaro ergodic. Then there exists a t < oo such that

OO

||£ (i)  — P||[*o] < 1. Hence (E(t)  -  P  — / )  1 = -  ^  ( E ( t ) -  P ) k exists in
к - 0

[Xo]. Now for any /  = Ag +  P f  (E D(B), B f  = g with Pg = в , we have by 
Lemma 2.4,

( E ( t ) - P - l ) g  =  E ( t ) g - g  =  2t~ 2

t U V w

/ / / /  C(x)Agdx  
o o o o

dw d v du =

t U V w

= J e w
o o o o

P f)dx  dw dv du.

Thus

II*/II* -  M \ x  ^
t U V w

< ( E ( t ) - P - I )  1 [Xq]- ^ J  J  J  J  C(x) \ \ f  -  Pf \ \x  d x d w d v d u ^
o o o o

(£(,)- p -h :1 l[ 4 4 0 + M ix .] )<
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i.e., В is bounded.
Conversely, if В is bounded, then by the closedness we have D (B ) =

— D(B)  = Xo- So for arbitrary /  = Ag + P f  £ D(B)  =  X 0, with ||/ ||^  =  1, 
by Lemma 3.2 e),

\ \ E ( t ) f - P f \ \ x = И ( ) ( / - - Р / ) | | * И < М * | | ,  = S

= (i(ll CV)|| [Xo] + 0  P H ™  ’

which tends to zero as t —» oo. So we have uniform convergence in Xo- □ 
Now we can prove the sharpness of the processes above.

T h e o r e m  3 . 4 .  LetC £ C ßM be non-trivial, В as in Definition 1 . 2 .  Then____ Xq
a) There exists an element fo £ D(B) such that

Í =  0 (t~2)
m m  -  P h h  , „ ’ (< -  oo).

{ ф °(r )

b) If ß — О, В is unbounded and a £  ( 0 , 2 ) ,  then there exists f a £ Xo 
satisfying

Í = 0 (t~a )
и в д / . - Ш х |  ; ' ( í-* o o ) .

P roof , a) Let us assume that in particular for every /  £ D(B),  || E ( t ) f  —
— p f \ \ x  = °(r 2 ) for i —> oo. Thus by Theorem 3.2 c) we have /  £ N(B)  =  
= N(A),  so that D{B)  =  X (5 ) . Hence 5  = 0 , the null operator, which is 
bounded. By Theorem 3.3 we have X  =  D(B)  =  N(A)  and so A =  0 . This 
yields C(t)  = I, for all t £ R. This is a contradiction, C being non-trivial.

b) This case will be proved with Theorem 2.1. Since В is unbounded 
we have, in view of Theorem 3.3, limsup || E(t) — P|| > 0. Now we de-

| í | — ►СО

fine for /  £ X 0, n £ N  Snf  := sup || E ( t ) f  -  P / || [x ,|/ |а £ X0+ , Hence, 

lim sup IISnУ̂ o+ = oo. Further, if /  £ D(B),  we have, by Lemma 3.5 b),
71—+03

Snf  2(M' + 1) | |5 / | |x  sup |t|“-2 , which tends to zero, as n —► oo. So
n —1 K t ^ n

D(B)  C Z := ( /  £ A"o; lim Snf  =  ü l ,  i.e., Z is dense in Xo, as D(B)  =
— Xo- Now we obtain, by Theorem 2.1: There exists f a £ Xo with 
sup Snf a ^ 1 and lim sup 5 „ /а =  1. Thus we have for arbitrary t £ R,
n £ N  n —t-oo
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(I E(t) fa — P f a II = sup Snf a ^ 1. It remains to show that c : =
n £ N

:= limsup I] E(t) fa -  P f a || Y|/|a =  1. Therefore, let us assume that c < 1.
t—>oo

Then for any e > 0 there exists a r  = т(е) such that || E(t) fa -  P f a || ^ )i|" ^ 
Ú c + e all t ^ T.  The particular choice So — delivers for any n E N  
with n > r(eo) + 1, Snfa = c +  £o = This is a contradiction to
limsup Л E(t) fa -  P f a I] x \t\a =  1. Hence, \\ E( t ) fa -  P  f a \\ x  ф o( | f |_a).

n —ИЭО
□

4. E rgodic th eo rem s for th e  reso lven t op erator

Lemma 4.1. Let C e Cm  with generator A, A2 e p{A), and P, Xo be 
given as in Definition 1.2. Then

(4.1) X2 R(X2 , A ) f  -  P f  = X2 R(X2 , A)[f -  Pf]  ( f e X 0).

P r o o f . Since Л J0°° e~Xtdt =  1, (2.6) and Lemma 3.2 d) yield

OO

X2 R(X2 , A ) f  -  P f  = X J  e~Xt[C ( t ) f  — Pf]  dt =
0

oo

= A J  e~XtC( t) [ f  -  Pf]  dt. □ 
о

Lemma 4.2. Let C be a cosine operator function with generator A and 
(0, oo) C p(A). If E(t)  is equibounded by M , so is X2R(X2, A) for X > 0 with 
the same bound M . In particular, C\j  C Cm -

P roof. Let ||E(t)||pr] M.  By (2.6) and double partial integration we 
obtain

OO

X2 R(X2, A ) f  =  X J  e~XtC ( t ) f  dt X s-lim
R—►oo

RJ  e~XtC { t ) f  dt =
о

= s-lim
R —>oo

t

Xe~xt 1 C (v ) f  dv +  — -----E ( t ) f

t=R \

0 t=0 J
+
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+A3 J  e~Xtj E ( t ) f d t .
о

The first term vanishes in view of Lemma 3.4 and the equiboundedness of 
E(t),  since Птд^оо e~XRR1  = 0 for A, 7 > 0. Hence || A2f?(A2, A ) / ^  ^

^ WfWx /o°° e_Ai<2df =  f r (3)H/lljf =  M Wf\\x- That См  C CM now 
follows by Lemma 2.3. □

T heorem 4.1. Let C E Cm , A being the generator of C with resolvent 
R(X,A),  A > 0. Further, let B , P , X 0 be given as in Definition 1.2. Then

a) s-lim X2 R(X2, A ) f  = g exists iff f  E X 0; if so, the limit equals P f .

b) Um+ \ \ R ( X \ A ) f -  X~2P f  +  B f \ \x  = 0 ( f  E D (B )) .

P roof , a) The first implication follows by an argument similar to that 
applied in Theorem 3.1 a), using the Banach-Steinhaus theorem.

As to the other direction, by (2.11), X2 R(X2, A ) f  E D(A),  with

II AX2 R(X2, A)f\\ x  =  К A4ä (A2, A ) f  -  A2/ | |  x  й (M +  1)A2 ||/ | |*  ( /  E X ),

which tends to zero for A —> 0+ . Hence Ад — в and g E N(A).  On the other 
hand, by (2.11); X2 R(X2, A ) f  -  f  E R(A),  so that s-lim [ X2 R(X2, A ) f  -  f]  =

= g -  f  =: h E R(A). Thus /  G l o  an(i P f  =  9 -
b) Let /  = Ag + P f  E D(B)  with g E D{Aq) П N(P) .  Then, in view 

of (4.1), (2.9), noting B f  =  g and Pg  = в , R(X2 , A ) f  — A~2P f  + B f  = 
= R{X2 , A ) [ f - P f ]  +  B f  = R(X2 ,A)Ag +  g =  X2R(X2, A)g -  Pg, which tends 
to zero for A —► 0+ by part a). □

Now to the counterpart of Lemma 3.5 for the resolvent operator 
X2 R(X2, A).

LEMMA 4.3. Under the assumptions of Theorem 4.1 one has for X > 0:
a) ||A2Ä(A2, A ) f  -  P f \ \ x  (̂M +  ||Г||[Хо]) • H/Ил- В Д ;
b) 1|А2Д(А2,Л)/- r f \ \ x  í  2̂(V + 1) - ЦВ/lljr (/6 D( B) ) ;
c) l|flG (A )/||x  S  A-2 ||G (A )/-  f\\x

where G(X)f f  — X2 R(X2, A ) f  +  P f , f  E Xo, is an approximation process 
on X q with range in D(B);

d) If s-lim ( R(X2 , A ) f  — X~2 P f ) exists, then f  E D(B),  and the limit
A — >-0+

equals - B f .

P roof . Part a) is trivial. Concerning b), if /  E D(B),  then /  -  P f  =  Ag 
with g E D(A0) П N(A).  So by (4.1), (2.9),

\\X2 R(X2 , A ) f  -  p f \ \ x  =  ||А2Д(А2,А)Л5 ||Х =  \\X2 [X2 R(X2 , A ) g - g ] \ \ x  Í
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^ A2(M + 1) | |Б/ | |Х .

As to c), (2.11) gives G(X)f =  -  AR(X2, A ) f  + P f  E R(Aq) 0  N(A),  and in 
view of Lemma 3.3 c)ii) and d)ii), (2.11) again,

\\BG(X)f\ \x  = \\BAR(X2 , A ) f -  B P f \ \ x  =

= \\R(X2 , A ) f - P R ( X 2 , A ) f \ \ x  <.

Í  А-2 К X2 R(X2 , A ) f  -  Pf\\ x  + Л-2 | |P [ /  -  X2 R(X2, A) f } \\x  =

= X- 2 \\X2 R(X2 , A ) f - P f \ \ x ,

which reduces to assertion c). Concerning d), assume that the limit equals 
g , and show that g E D{A)  with Ag = -  /  + P f  and Pg = в. Setting ip — 
= f - P f ,  then, by (4.1),

e^_
Xh2

Ah[R(X2, A ) f  — X~2 P / ]  =

= A_1/T 2 J  e - Xt(C{t  + h ) - 2 C{t )  +  C { t - h ) ) p d t  =

where Ah — 2h~2 \C(h) — I ] . Now the term with the curly brackets tends 
strongly to 0 • g — в for A —► 0+ by assumption. The last two terms can be 
combined as, which in turn

1
TÄ /

g - A (h—u) _

Ä“
gA(/i—u)
----------C(u)<p du — 2(h — u)] C(u)pdu
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for A —» 0+ by L’Hospital’s rule. By (2.3) the latter term equals — E(h)f ,  
which tends to —if for h —> 0 by (2.7). Thus

A s-lim [ R ( \ 2 , A) f  -  \ - 2 Pf ]  =  - i f ,

so that Ag = — ip =  P f  — f  with g 6 D(Ao). Since P  is closed, (4.1) now 
yields

Pg =  s-lim P [ R ( \ 2, A ) f  -  A - 2 / ]  = s-lim ^ PAR(X2 , A) f  =  в.

The proof now follows as in Lemma 3.5 d). □
Note that part d) is the converse of Theorem 4.1 b), so that we now have

C o r o l l a r y  4.1. For f  £ X 0 one has

s-lim ( A  ~2P f  -  R( A 2 ;  A) f )  exists iff f  e D(B).

In this event, the limit equals В f .

R e m a r k  4.1. Now, for /  6 D(B),  the limit above may be interpreted as 
the strong right hand derivative of the operator \R (X 2, A)[P — I \ f  at A  = 0, 
namely by (4.1),

s-lim
A —» 0 +

s-lim ( \ ~ 2P f  -  R ( \ 2; A) f )  =

d\ A = o

since XR(X2, A)[P — I] f  —► в for A —»■ 0+ in view of Lemma 4.3 b). Hence,

(4.2) B f =  — XR(X2 , A ) ( P f — f)
A = 0

( /  e D{ B) ) .

If, on the other hand, s-lim XR(X2, A ) (P f  -  f )  exists, then by the same argu-
A —» 0 +

mentation as in the proof of Lemma 4.3 d) we obtain that this limit belongs 
to N(A) .  Thus, if N( A)  = {#}, it tends to zero. This indicates the following

C o r o l l a r y  4 .2 . If N {A)  = { в } ,  then

(4.3) ^ X R ( X 2 , A) f
\ - 0

s-lim 
A —. 0 +

OO

J  —te~XtC ( t ) f  dt exists iff f  E D{B).  
о
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In this event the derivate equals —Bf ,  and, if the integral below belongs to
X0,

(4.4)
oo

B f  = I  tC{ t ) fdt .

P ro o f . Since N(A)  =  {0}, P f  = в. Thus, if ^AÄ(A2, A ) / |X=Q exists,
so does also s-lim AÄ(A2, A ) f , and this limit equals 0, by Remark 4.1. Hence, 

A—>0+
j ^\ R( X2, A) f  |д_0 =  s-lim R(A2, A)f ,  and the existence of this limit implies,

by Corollary 4.1, /  £ D(B).  Now by the holomorphy of the Laplace trans
form, we obtain by (2.6),

d
dX

XR(X2, A) f A=0= s-lim —  ГXR(X2, A)f]  =  
A—►0+ dX L v ' J

= s-lim —  f  e MC( t ) f d t  
A—>o+ dX J 

о
s-lim 
A—>0+

OO

J  - t e ~ XtC( t ) f d t  =
о

=  — J  t C { t ) f  d t .  □
о

Lemma 4.3 yields the following counterpart of Theorem 3.2, the proof 
being fully analogous to the latter.

T h eo r em  4.2. LetC £ Cm , the generator of C being A, and its resolvent 
R(X,A) for A > 0. Further, let B ,P  and X q be defined as in Definition 1.2. 
Let a  £ (0,2]. There hold for any f  £ Xo:

a) \\X2 R(X2 , A )f  -  Pf \ \ x  = 0(X°)  о  K { X 2 J - X 0 , D(B) )  = 0( Xa)
(A -  0+);

b) ||A2R(A2, Л ) / -  Pf \ \ x  =  o(A2) (A -> 0 + ) & f e N ( A ) .

Comparing the assertions of Theorems 3.2 c) and 4.2 b) one obtains The
orem 1.2 a).

THEOREM 4.3. Under the assumptions of Theorem 1.2 the following as
sertions are equivalent for any f  £ Xo:

i )  \ \ E ( t ) f - P f \ \ x = o ( t - 2) ( |* |- o o ) ;
ii) Л A2Ä(A2, A) f  -  P f  И* = o(A2) (A -  0+);

iii) P f  =  /;
iv) /  £ N(A).
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Now we can prove the sharpness of the error bounds of the process 
X2R(X2, A) f  for A -» 0+.

THEOREM 4.4. LetC E Cm  be non-trivial, В as in Definition 1.2. Then,

a) There exists an element f 2 E D ( B ) such that

\\X2 R(X2 , A) f 2 -  P f2\\x  (  = 0(A22) (A -  0+ ).
{ T ° (A )

b) If В is unbounded and a E (0,2), then there exists f a E Xo satisfying

\\X2 R(X2 , A) f a -  P f a \\x  I =  (A -  0+ ).

P r o o f . Part a) is proved similarly to that of Theorem 3.4 a). Part b) 
will again be established with Theorem 2.1. Since В  is unbounded, in view of 
Theorem 3.3, limsup ||A2i?(A2, A) -  P|LY , > 0. Now for any /  6 X 0,n E N

/ —►00 1 0

we define

Snf  := sup ||A2ä (A2, A) f  -  Pf \ \ [Xo] X~a E X0+ .

Hence, lim sup ||5п||л:о+ = oo. The result now follows by an argumentation
71—* 0 0

similar to that in the proof of Theorem 3.4 b). □
Thus assertion d) ii) of Theorem 1.2 is valid provided just С E Cm - 
Observe that the condition ” В unbounded” is no restriction concerning 

sharpness of optimal rates.

5. Applications

5.1. T he wave equation in Х 2ж. Let X 2t be one of the Banach spaces 
c w  := { /  : R  -  c  ; /  continuous, 27r-periodic} with norm ||/ | |c 2jr :=

:= max I /(x ) | or := { /  : R  —► C; /  is 27r-periodic, ||/||lp < 0 0 1 ^
ж£[0,2тг] f 2jt )

* ) 1/P
(1/27t) J | / ( x ) |pdx> ; and let C(t)  be

defined by

(5.1) (C( t ) f )  (x) : =  ^ \ f ( x +  t) + f ( x - t ) ]  ( /  E X 2n; x ,t  E R).

^ p < 00, with norm H/ll^p :=
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Then it is known that (cf. [30]) C = {C( t ) ; t  G R} G with ||C(0ll[x2jr] = 1, 
and generator A =  d2 / dx 2 having domain

D(A) = X l  :=
{ /  G С2ж\ f"  G С2ж} ( Х2ж — C2tt)
{ /  e  L b ;  / ,  S' e а с 2ж, f"  g i U  № .  =  x§ ,),

where ЛС2.  := { /  : R  —> C; /  absolutely continuous, 27Г periodic}. Further, 
the kernel N(A)  = { /  G Х 2ж, f  constant}, the point spectrum P(t(A) = 
= { - k 2',k G N }, the eigenfunctions associated with — k2 G Pa(A) are given 
by ci s'm(kx) +  C2 cos(kx), к G N , ci,C2 G C, |ci| +  |c21 ф 0; they build a fun
damental set in Х 2ж.

Observe that C(t)  given by (5.1) is the unique solution of the wave equa
tion

(5.2) =

with initial conditions w(0,x)  — f(x)  G Х \ж, (d/ dt)w(t ,  x ) \ t = 0  = 0. 
By Fejér’s theorem,

П Ж
=  r f s  E № )  + 1 1 / м л .  < / e a-

k = —n  '  '  JkjtO
2. )

where f (k)  := (1 /27г) J f(u)e tkudu. Since the integral belongs to N (A ),

the sum to R( A) , X2ж =  R(A)  ® N(A) ,  valid here also for the nonreflex
ive С2ж, Ь \ж. Thus Х 2ж -  Xo, and P f  =  (1/27t) f*n f (u)du  for /  G 
G Х 2ж. It is easy to check that the resolvent R( A2, T) is given by, noting 
(Л2 -  A )R (A2, A )f = f  and R (Л2, A)(A2 -  A )f  =  / ,

(5.3) ЛД(А2, A) f ( z )  = Y ,  ( ‘ -  S T l )
/cG Z

or

(5.4) АД(А2,Л ) / ( х) =
oo a: oo

№  J  e~4 u~X)f ( u) d u + \  J  e_A(*_u) f{u) du = X-  J  e~x\u~x\ f (u)  du,
x  — с о  — CO

the singular integral of Picard.
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The operator В of Definition 1.2 may be represented via

(5.5) Bf ( x)  =  s-lim У  ( ------1—— -  f(k )e ikx.
V ; V +  1)1*1 * V

k? 0

The right hand side exists for every /  G X 27r, and we obtain ||.S/||jf =
= \ \ f \ \x ^  be., В *s bounded. Thus, by Theorem 3.3 we have even X 27r =  
= R( A) 0  N(A) ,  i.e., every /  G A'27r has a representation of the form /(x )  —

= <7"(x)-|-c, where 5 G and c =  /(0 )  =  ( l/2 x )  f  f (u)du.  So this cosine
— 7Г

operator function is uniformly Cesaro and Abel ergodic, i.e., the limits in the 
following theorems also hold in the uniform operator topology.

As applications of Theorems 1.1 and 1.2 we have
T heorem 5.1. For every f  G Х 2я- one has

t и

lim J  J  [ f (x  +  v) +  f ( x  — t>)] dvdu —
о 0

OO

= s-lim -  /  e x^f(u) du =  /  f (u)du.
A-+0+ 2 J 2л: J

— OO — 7Г

The ergodic theorems with rates for this example read
T heorem 5.2. For every f  G X 27r one has throughout, 
a) The following four assertions are equivalent:

0 )  N t( f )  :
7Г

Í u

du

X2*

(ii) N\ ( I f )  :=

J  j  [ f ( x + v) + f ( x -  v)] dv du—
о 0

= о (Г 2) (|t| -» 0 0 ),

OO 7Г

^  /  e_A|u_x|/ ( M ) d u - ^  J  f (u)du

( A - 0+),
7Г

(iii) /(x )  = —  f ( u)du for (almost) all x G [—7Т,7г],27Г J
— 7Г

(iv) / (x )  =  c /or (almost) all x G [—7г,тг].

=  o(X2)

X27Г
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b) The following assertions are equivalent
(i) Nt(f )  = 0 ( t ~2]  (|i| -  oo),

(ii) N\ ( I f )  = 0(A*) (A -  0+).
Theorem 5.2 tells us that we have saturation for the cosine operator func

tion (5.1) for every /  £ X 2ir, so that the saturation class is the whole space 
Х 2ж, not just a subspace of X 2n.

In order to give an explicit representation of the operator B, let us first 
consider the operator B* defined on X 2l̂ y

X U  2  Т  7Г U

B* f ( x ) := J J  f ( v ) dvdu  — J  f ( u) d u ~ ^  J J  f ( v)  dvdu.
О О — T  —7Г 0

It can readily be shown that B* f (x)  is 27r-periodic, and that

7Г

= f ( x ) J  f (u)  du ( /  £ X 2v).
— 7Г

Further, B*f"(x) =  f (x)  -  /(0 ) , all /  £ X 2\  = D(A).  Thus also B* f  £ X \T. 
Let us now see that the operator В , defined as follows, is the right form:

(5.6) Bf ( x)  := B'  [ f (x)  -  Pf(x)}  -  PB*[ f ( x )  -  Pf (x) \  ( /  £ X 2ir).

Indeed, so that f ( x ) = Ag*{x)  +  Pf ( x)  holds for g* £ X 27r but not necessar
ily J - 7TSr(u) du -  ° ’ one has f ( x ) -  P f ( x ) = 9 *"(x), yielding

Bf ( x)  = B*g*"(x) -  PB*g*"(x) =

=  9*(x ) -  <7*(0) -  P[g*(x)  -  g*(0)] = g*{x) -  Pg*(x),

since Pg*{0) = g*{0) as g*(0) £ N(A).  Further, Pg* = P( Bf ) ( x)  — 
= Pg*(x)  — P 2g*(x) = 9. Thus the correct g is g(x)  := g*(x) — Pg*(x).  
The operator В now takes on the concrete form

X U  2 Ж 7Г и

( 5 . 7 )  Bf ( x)  =  J  j  f ( v ) dvdu  -  /  í ( v ) d v -  i  J J  f ( v)  dv du—
0 0  — 7Г — 7Г 0

7Г X  U  7ГJ  j  j  f(v)dvdudx+ J  M d v .
— 7Г 0  0  — 7Г

The operator В can also be evaluted in terms of another limit, noting 
Theorem 4.1 and (5.4).
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T heorem  5.3. For all f  £ X i-к we have

В f (x)  =  — s-lim
A—>0+

oo

_L J  e- ^ - \ f i n) dn

— oo
ё »  J/w

— 7Г

5.2. T he wave equation in X (R ). Let X (R ) be one of the Banach 
spaces U CB(R) := { /  : R  —* C; /  uniformly continuous and bounded on 
R} with norm H/HtfcBjn) := sup | / ( x ) | , or

LP{R) := { /  : R  — C; || / | |LP(R) < oo} , 1 ^ p < oo,

with norm
i / p

l | / l l iP ( R )  :: \ f ( x ) \ pdx

and let C(t)  be defined by

(5.8) { C ( t ) f )  { x ) : = ^ [ f ( x  + t )  + f ( x - t j \  ( /  £ X (R ); x , t  £ R).

Then it is known that (cf.[22])C = {C (f);f £ R} £ C® with ||C(i)ll[t/CB(R)] = 
= ||C (i)||[ti (R)] = L and generator A = d2 / dx2, having domain

' { f e U C B ( R ) ; f ' , f " e U C B ( R ) } ,
„ X (R ) =  UCB{ R)

D(T) = X 2(R) :=
I { /  £ Z"(R); / ,  Г  G ACloc(R ), /"  £ L P ( R ) }  ,
{ X (R ) = Lp( R ),

where TCioc(R) R  —► C; /  locally absolutely continuous}. Further,
the kernel

{ /  £ X(R); /  constant},

{Oh

X (R ) =  UCB( R) 

X (R ) =  Lp{ R).

Thus we have P = 0  if X (R ) = Lp(R), 1 ^ p < oo.
Note that (5.8) is now the solution of the wave equation (5.2) for 

w(0,a:) = f (x)  £ X 2(R) and ( d / dt )w( t , x) |i=0 =  0.
To represent P  in the UCB(  R)-case, we define Pr /  := J^R f(u)du 

for R > 0. These operators are linear and bounded by 1, with Pr /  =  /  for
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/  G N(A).  Now let /  G R(A),  i.e., there exists a g G U C B 2 (R) such that 
/  =  g". Hence,

Pr /  =  Png"
g'{R ) -  g' ( - R)  < 2 Hff'llr/cßjR) 

2R = 2 R

and so s-lim Pr /  = 0 for any /  G R(A).  Thus for any /  =  g" -f h G R(A)  0
R —►oo

0  N ( A ) we have s-lim P r /  = h. Now, by the the Banach-Steinhaus theorem,Я—KX)
this convergence holds for all /  G Ä(A) 0  N (A) =  X 0. If we now define the 
operator P by

R

(5.9) Р /  =  s-lim Pr /  =  lim ~  Í  f (u)du,
R —юо Н —ЮО Z r í  J

- R

we obtain the linear projector from Xo onto N(A).
In these cases, the operator В  of Definition 1.2 is unbounded, because 

for the particular function f (x)  =  we have /  G X (R ) and there exists
no g G A'2(R ) such that f  — g" — c\, c\ G C (ci = 0, if X (R ) =  Lp{R )). 
In fact, such a g would look like g(x) =  x arctan x -  ~ log(l +  x2) +  C\ у  + 
+ C2X + C3,ci as above, С2,сз arbitrary constants in C, but for no choice of 
Ci,C2,C3 would g belong to X (R ). Hence /  ^ P(A) 0  7V(A), which equals X  
iff В is bounded, by Theorem 3.3.

Again the resolvent of A is given as in (5.4), i.e.,

OO

(5.10) AP(A2, A)f (x)  = ^ J  e - Al“-*l f (u)du.
— OO

Since the operator В in this case is the inverse of the second derivate on 
R{A)  П D(A),  one could write

D(B)  := X ~ 2(R) :=

{ /  G X (R ); /  -  g" +  c,g G X 2(R ),c  G C } ,
X (R ) =  UCB{ R) 

* { /  G X (R ); /  =  g", g G X q(R )} ,
X (R ) =  Lp( R).
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Further let,

X q{ R )  =

{ /  G -X’(R); 3 {^nlngN C X 2 ( R ) , f =  s-Hmjn + c} ,

X (R ) =  UCB( R)

' { /  G X(R);3{fifn}n£N C X 2( R ) , /  = s-Hmg n} ,

X (R ) = £ 1(R)

J ( R ) ,  X (R ) =  i p(R ), 1 < p <  oo.

As an application of Theorem 1.1 we now have

T h e o r e m  5.4. Let f  6  X 0(R) be arbitrary. Then

t и

s-lim ~  J  J  [ f (x  + v) +  f{x  -  v)]
о 0

dv du =  s-lim — 
A—>o+ 2

J  e"AlU~x\f(u)du.
— OO

This limit vanishes if X (R ) =  Lp(R), 1 ^ p < oo, and equals

R

Jim m  /  f ( u)duН—ЮО _ n

provided A'(R) = UCB(R) .  

Introducing the notations

Nt(f )  :=

\  J  J  [ f (x +  v) + f ( x  -  v)] dvdu

t U

:=

о о

t U

j  j  [f(X + V) + Л* -  V)] dvdu -  ^  j  f(U)
0  0 - R

L P ( R )

A (R ) = XP(R), 1 < . p <  oo 
R

du
- R

X (R ) =  £fCR(R),
U C B (  R )
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oo
J  e-\\u-x\ f ( u) du , X(R) = Lp(R), 1 ^ p < oo

L P ( R )

Nx(If )  := oo R

I J  f ( n )
—oo —R U C B (  R )

X(R) = UCB( R),

we have as an application of Theorem 1.2,
T h eo rem  5.5. Let f  G X(R) be arbitrary.
a) The following three assertions are equivalent:

(i) Nt( f )  = o ( t- i)  (|<| -*■ oo),
(ii) N\ ( I f )  — o(A2) (A -> 0+ ),

(iii) f (x)  =  c for (almost)  all x £  R  and c =  0 if X ( R) =  7T(R),1 ^  
^ p < oo.

b) The following three assertions are equivalent for a G (0,2] :
(i) N t ( f )  = 0 (|< r°) ( | i | -  oo),

(ii) N\ ( I f )  — 0(A") (A -+0+ ),
(iii) K( t ~2, / ;  X 0(R ), X _2(R)) =  0 ( |< P )  (|t| -  oo).

c) 7/, in particular, a = 2 , then the assertions (i)-(iii) of b) are also 
equivalent to

---- *o(R)
(iv) f e X ~ 2(R ) , i f X { R ) = U C B { R ) o r L 1 {R),
(iv)* /  G X - 2(R), i.e., f  = g" with g G X 2(R), i f X ( R )  = Lp(R ) ,l  < 

< p < oo.
By Theorems 3.4 and 4.4 we have, concerning the sharpness,
T h eo rem  5.6. For every a  G (0,2] there exist elements f a , f *a £ ^f(R) 

such that
Í = o ( |< r a)a) Nt(fa) < (IfI —> oo)

Further, in the XP(R ) cases we can use Corollary 4.2 to compute B.  We 
have

T h eo rem  5.7. For any f  G 7T(R),1 ^ p < oo can the operator В of 
Definition 1.2 be represented as the one dimensional Newtonian potential (cf.
[i7], [3i];

oo

Bf(x)  =  i  J  \ x - u \ f ( u ) d u ,
— OO
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where this integral exists in i p(R) if f  E T> := { f  E i p(R); /  = g",g,g' E 
E A C (R),g" E Lp(R )} C D(B)  (with V — D(B)  in the case p =  1 ).

P r o o f . Since N(A) = {0}, b y  C o ro l la ry  4.2, /  6 D(B)  iff

oo

/■
s-lim /  te 1 C( t ) f  dt 
A-*o+ .

exists. Further, if /  G Z>, /  = g" a.e., we have by partial integration,

CO OO

(5.11) J  t C ( t ) f  dt = J  t f ( x  +  t) -f f {x -  t ) dt

OO X

= \  j ( u - x ) f ( u ) d u + l-  j  ( x - u ) f ( u ) du

OO X

J ^ U~ x ĝ"(u  ̂duJr\  J  (x ~ u)v"(u)du -
X  — CO

OO X

=  \  lim R 9 \ R ) - l  Í g\u)du  +  \  lim R g \ - R )  + \  I g'(tt) du =  g(x),
Z R-+00 Z J  Z R —юо Z J

since g,g',g"  E Lp(R) and g,g' E AC(R), so that xg'(x) tends to zero for 
x —► oo. If not, we would have, by L’Hospitals rule, 0 =  lim ^oo xg(x) /x — 
— lim ^oo xg'(x) + g(x) ф 0, which is a contradiction. On the other hand,
(5.11) equals \  |u — x\f(u) du. □

In his well known paper (see [25], cf. also [6], pp. 397 ff.) M. Riesz 
introduced the integrals of fractional order a  > 2 (actually in the space R m)

1 °o

I af (x)  =  Raf (x)  := /  Я “)Iх “  иГ _1 du■

For these integrals he stated that (d2/ dx 2 )Iaf (x)  =  — I a~2 f ( x ), and 
I°f (x)  = f ( x ), without giving precise conditions upon /  for the formula’s 
validity. Now in Theorem 5.7 we found a necessary (and sufficient in the 
i 1(R)-case) condition upon /  E Lp(R) for which this assertion holds in the 
case a = 2, namely /  =  g" with g,g' E AC(R), noting g — — I 2f  ■
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Theorem 5.7 was also established by K. Yosida [31] using methods ap
plied to the Gauss-Weierstrass semigroup operator W( t ) f  of (1.4) in the 
Banach space C'oo(R), which is the completion of the set of all continuous 
functions /  : R  —> R, having compact support. This space may also be al
lowed here. Our proof of Theorem 5.7 is a direct application of Corollary 4.2 
to the cosine operator function of translations, which is much more simple.

Now to some final facts. The proof of Theorem 1.3 is a direct conse
quence of Corollary 3.1. In fact, it is even possible to show that one also has

y 0 ( R )
saturation in Theorem 1.3 with saturation class X _2(R ) . Theorem 1.4
follows when one combines Corollary 3.1 with an application of the mean 
ergodic theory for the semigroup {W( t ) ; t  > 0} found in [4], namely that

1
1

t RJ  W ( u ) f d u - h m ^ ^  J  f (u)du
- R

-2 r . \ r  /т у \  \ r —2

=  O ( r - )

X(R)

О  A '(r J, / ; X 0( R ) ,X - 2(R )) -  0( t ~a).

(t —► oo)

Here again it is also possible to show that the saturation phenomenon 
holds for the Cesaro means { (1/ i )  J^W( u) f du; t  > 0} as well as the Abel 
means {A J™ e~XuW( u) f  du; A > 0}.

—— X0(R)
Ultimately, can one characterize the relative completion X - 2(R) 

for X (R ) = U CB(R)? This would put Theorem 1.3 in a more concrete
----- V (R )

form. In this respect one has that X 2(R) =  { /  e U CJ3(R); / ,  / '  €

G ACloc(R), /"  G T°°(R)} if X (R ) =  U C B (R), and A 2̂ ) * ^  =  { /  G 
G T1(R); /  G A C (R ),/' G IVHF(R)}, if A (R ) = Ta(R ), a result which 
is known at least for the spaces CW, L lv  CCR(R+ ), T1(R + ) (cf. [6], pp. 

, , X 0(R)
373,386 ff., [3], p. 110). Our conjecture is that X ~ 2(R) =  { /  G
G UCB0 ( R) ; f  =  g" + c,g, t f  G i° ° (R ) ,c  G CZ}  for A (R ) =  UCB{ R).

—  LJ( R)
Further, probably ^(T1(R )) I = { / G i 1( R ) ; /  =  fi",5 G f 1(R )}.
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1. Introduction

1.1. As usual N , R , C  denote the set of natural, real, complex numbers, 
respectively, No — N  U {0}. V  is the set of primes, a general element of which 
is denoted by p .  тг(х) denotes the number of primes up to x.

1.2. Let q £ A , q ^  2 be fixed, E  = {0 ,1 ,. . . , q  -  1}. The g-ary expan
sion of n 6 No is defined by

OO

(1.1). n = ^ c t j (n )g J, a j ( n )  E E

j=o

The right hand side of (1.1) is clearly a finite sum, since a , j ( n )  =  0 for q J > n. 
A function /  : Nq —► R is said to be g-additive if /(0 )  = 0 and

(1.2) f (n)  =  J 2 f { aj ( n )<lJ)-
j=o

A special g-additive function is a(n) := aj ( n)i the sum of digit function. 
Let A q be the set of g-additive functions.

1.3. The letters N , L  are preserved for denoting N  =

We shall write furthermore e(y) instead of e2my.
1.4. Let P{x)  be an arbitrary polynomial with integer coefficients, the 

leading term of which is positive. Let r  — deg P(x).

1.5. Let

” * * : = - Л ЬЯк ), <rl :=  -  -  m b
9 6e£ q b€E
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N

m íx) X]mk>
k —0

D2(x ) =  Y , a í
к - 0

T heorem . Let f  £ A q such that f(bqi) — 0 (1 ) as j  —» oo, 5 £ £ ,  /ur- 
thermore that  ̂P^ j/3 —1► oo (x —* oo). Let P(x)  be a polynomial defined 
as in 1.4. Then, as x —► oo,

/ № ) )  - m ( ^ )
0 (xr)' < У Ч у)

and

p < x
f ( P( n) )  - M ( x r) 

D( xr) Ч у),

where Ф is the normal distribution function.

The proof is based upon theorems of I. M. Vinogradov and L. K. Hua 
for trigonometric sums. We shall use furthermore a known theorem due to 
Erdős and Túrán for the discrepancy of sequences mod 1.

A simplified version of our argument was used earlier in the paper [3] of 
the first named author.

2 . Lem m ata

2.1. Lemma 1 (Hua [1], Theorem 10). Let 0 < Q ^ c\(k)LTl and

S = Y ,  e (f(P))
p^x

p = t (m odQ )

in which

f (y)  =  ^ Ук +  a iy *"1 + . . .  +  a k, (h, q) =  1.

Suppose that LT < q й xkL~T. For arbitrary To > 0, when т ^ 26к(то +  T\ +  
+ 1), we always have

I S' I ^ c2 (k)xL~T0 Q - 1.

where 0 2 (h) is a suitable constant which depends only on k.
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Lemma 2 ([1], Lemma 6.2). Let

5 i = l ] e ( / ( ra))>

and let f  be the same polynomial as in Lemma 1. Let то, To, T4 be arbitrary 
positive numbers,

The constant standing implicity in <C may depend on 7 3 , T4 .

Lemma 2 is due to I. M. Vinogradov [4].

2 . 2 .  The discrepancy Dm  of the real numbers x \ , . . . , x m  mod 1 is de-

where the supremum is taken for all intervals [a ,ß ) Q [0,1]. Let Фт  := 
M

:= £  e(mxi).
1 = 1

Lemma 3 (P. Erdös-P. Túrán [2]). We have

T г  2fc(r0 + r3) + 2k n  + 23<fe- 2l

Suppose that
LT < q < ,  xk -L~T.

Then, we have

S\ <C x • L T.

fined by

n=l
{гп}еК/3)

for any positive integer К . c is an absolute constant.

2.3. Let 0 < £ < 1 and

6=1
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Let P  be the polynomial defined in the theorem,

Lemma 4. Let e > 0 be fixed, N e < j  < rN  — N e, A an arbitrary positive 
constant. Then, uniformly in j ,  we have

Ej <C £тг(ж) +  xL~x, Fj <  £x + xL~x.

P roof. This follows easily from the Lemmas 1, 2 and 3. U is the union 
of q + 1 subintervals, its measure is 2q£. Let К  — Lx + 1  and apply Lemma 
3 for the sequences xn = (n = 1 , . . . ,  [ж]). The conditions of Lemmas
1, 2 clearly hold for the polynomials /(n )  = mPJ n) . Using the appropriate 
estimates we obtain the inequalities stated in Lemma 4.

3. For an arbitrary sequence of integers (1 5í)/i < . . .  < lh and 
bh G E,  let

(3.1) S i := A ^x ^  b l )  =  H ra ^ * I ai} (P(n))  =  bjt j  = l , . . . , h } ,

(3.2) E2 := Д  (ж = I {p й x I ai} ( P{p)) = b J, j  =  1 , . . . ,  h}

LEMMA 5. Assume that

(3.3) N 1/ 3^ h < h < - - - < l h ü r N - N 1/ 3.

Let A be an abitrary constant. Then

Ei = 4 - + 0(x ■ L~x) (x -> oo)

and

S 2 = -  +  0 ( x - L  x) (x -> oo),

uniformly in lj subject to (3.3) and bj G 15. T/ге implicit constants in the 
error terms may depend on the polynomial P, on h, and on A.
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4. Proof of Lemma 5

3 5 7

For b € E  let <рь(%) be a function periodic mod 1, defined explicitly in 
[0, 1] by

'1
<fb(x) := < 6 6+11/2 =  ,

0 otherwise.
Its Fourier expansion ^  cm(b)e(mx) can be given explicitly:

co ( b ) = l / q ,  cm(b) = ( ~ f )
27rim

Let 0 < A < 2̂ , and consider the function

Д /2
1 /  “

/б(я) := д  /  <̂ ь(а: +  г)с1г= ^  dm(6)e(ma:).

By simple computations we obtain:

(4.1)

(4.2) dm(6) = 0 if m =  0 (mod q) and m / 0 ,

1 e (пзАЛ _  e
do(b) =  dm(6) =  cm(b) ■ У- 2 ' , ;  2 Л

q 2 ‘Kim/\

furthermore

(4.3) 1
dm(b)\ ^ min . ,  I .' ' 7Г I m I Anm* /

It is clear that 0 ^ //>(z) ^ 1 for every ж, and that

(4.4) fb(x) =

1 +  д ,М 1 _ д1 if x G

0 if*  G [0,1] П [ | -  A ,*± i + A .

Let 6i , . . . ,  bh € E,  (1 ^ )/i < /2 < . . .  < lh be arbitrary integers, 

(4-5) F ( * i , . . . ,* / , )  =  / 6l ( * : ) . . . / Ьл(хд),

2/ 2/(4.6) <(У) =  ^ ql 1 + 1 qlh + 1
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Let V qlí+ i ' qlh+1 be a vector, A4 the whole set of vectors M

= [mi , . . . ,  m/г] with integer entries rrij. Let V M  = (Am , Hm ) = 1. 
It is clear that

(4.7)

where

t(y) = ^~^TMe ( MVy ),
M

(4.8) Tm  — dm 1 (b\) . . . dmh(bh).

Let A = £ (see Lemma. 4). It is clear that

(4.9)

and

(4.9)

Furthermore,

(4.10)

and

(4.10)

S , - £ f ( P ( » ) )

£ 2 -  £ < № ) )

S n .  +  . - .  +  F,.

= El, +  • • • +  Eih.
рЪх

Е*(ри  = Е ГмЕ е(к:р(п)
" M п< 1  '  м

Е г№ ) = Е Е е ( |^ Р(р))
р<х М р^х

We shall check that Lemmas 1 and 2 can be applied to the polynomials 
j j ^P( y)  on the right hand side of (4.10), (4.11).

We can omit those M for which there is a j  such that q\rrij, mj ф 0, since 
dmj(bj) =  0 implies Tm  = 0. Let q = pj1 .. .p®s. Assume that q f гад. Then 

I rrih for some t. Thus

HM( mh + qlh~lh- l mh- i  + . . .  + m1g,', - i l ) =  AMq‘h+1,

and p[het I Яд/. Thus there exists an r\ > 0 depending only on q, such that 
Hm  ^ q71̂ - We can prove similarly that Нм ^ q^s holds if q \ ms and 
ms+i = . . .  = mh = 0.
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Then Lemmas 1 and 2 can be applied to the polynomials f ( y)  =  j f^P{y)  
if M ф 0. The leading coefficient of /  is a rational number, the denominator 
of which belongs to the interval (LT, x T/ L T) if x > z 0(r )? f°r every choice of 
r. Consequently the exponential sums are bounded by 0 ( x  ■ uniformly
for all choices of lx, .  . . , lh under (3.3) and for h i , , bh- tq is an arbitrary 
constant. Hence we obtain that

Si = 7 + ° ( * - i ' ’“ £ i T« i) + 0 ( £ ft)
4  4 M#o 7 v j=1 7

E 2  =  ^ + 0  ( * '  ^  £  | T m I ) + 0  ( £  E i )  ■ 
4  4 МфО  7  4  i = l  7

The main terms come from the choice M  =  0. From (4.3) we obtain

£ №
1 1

7Г m 7tA m 2 . £ ( 2  + 2 1 o g l /A ) \

Let £ =  A =  L Al where Ai is a large constant. From the above relations 
and from Lemma 4 the assertion of Lemma 5 immediately follows.

5. C om pletion  o f th e  proof o f  the Theorem

Let A =  [A 1/3], В =  r N -  A,

в
f i {P( n) )  = £  f  ( a j ( P ( n ) ) q J )  .

j=A

Then f i [F(n) )  =  f ( P( n) )  - \-0 (N 1̂ 3). Let furthermore

в в
M\ ( xr) — 2 2  Mki D\ {xr) = 2 2 al- 

k=A k—A

Thus

Mx{xr) -  M( xr) =  0 ( N 1/3), D 2{xr) -  D\ ( xr) =  0 ( N 1/3).
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From the condition stated for / ,  we obtain that

max
Tl<X

f ( P ( n ) )  -  M ( x r ) 

D ( x r )

f i { P { n ) )  - M x{ x r ) 

D x ( x ' )
0 as x —► oo.

Consequently, it is enough to prove that

h { P ( n ) )  -  M i ( x r )
(5.1)

(5.2)

. - 1*

7г(х)

П <  X

p <  X

D \ { x r )

f i ( P ( p ) )  - М г ( х г )

Di ( xr)

< -*■ Ф(у),

< y  \ Ф(y),

as x  —» oo.
By using the Frechet-Shohat theorem, (5.1), (5.2) are valid, if all the 

moments
к

and

- w  = - E (  .........-

M x )  =  ; £ ( — —pSx \ >

converge to the corresponding moment of the normal law. Instead of com
puting the moments we compare them with

1 ( f l ( n ) -  M i ( x r )k(x) := ?  E (
n S x r

From Lemma 5 immediately follows that for each fixed integer k ( ^ 0), 
öfc(x) -  Cfc(x) —*■ 0, b k ( x ) -  Cfc(x) —► 0 as x  —> oo.

The quantities

f i { n )  -  M i { x r ) 

Ог(хг) n  =  l , . . . , [ x r]

are distributed in limit according to Ф. This directly follows from known the
orems for the sums of independent random variables. Moreover the moment 
Cfc(x) converges to the fcth moment of Ф, for every к  =  0 ,1 , . . .  .

Since lim a*(x) =  lim 6fc(x) =  lim C k ( x ) =  f  х к с1Ф, our theorem is
X —KX> Х — Ю О  Х — Ю О

true.
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