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WIENER’S TAUBERIAN THEOREMS FOR 
GENERALIZED MEASURES DEFINED ON THE 

DYADIC FIELD
K. YONEDA (Sakai)

The following Wiener’s tauberian theorems are very important in analysis 
(see [6]).

T heorem  A. I f  h is an L^-integrable function and lim h(x) = A, then we have 

lim (k*h) (x) =  A f  k(y)dy
JC -* -o o  J

for each k d L \—°°, °°).
T heorem  B. When k 1 is an integrable function, and

lim (kx*h) (x) — A f  k f y )  dy
X—oo J— oo

for each hdL°°(—°°, o o ), then
oo

lim (k*h)(x) = A f  к (y)dуX-+CO J
— oo

for each k d L \—°°, °°) i f  and only i f  fcfx)  ̂  0 for each x (see [2], [5]J.
In this paper, we shall generalize Theorems A and В for generalized measures, 

so-called dyadic measures or quasi-measures, defined on the dyadic field.
For details of properties of the dyadic field we refer to [7]. The dyadic field 

is the set of all sequences (..., xt, ...) such that x ,=0 or 1 and lim х(=0. In
Í-* -—  o o

[3] and [4], N. J. Fine investigated many properties of the dyadic group and the 
dyadic field. In these two papers Fine defined the group operations -f and •. 
The additive group of the dyadic field is a locally compact abelian group and its 
characters are called Walsh functions. A Walsh function is defined by the following 
equation:

Z X.y,
Wy(x) =  ( - 1

where x= (..., xh ...) and y=(..., y3, ...). When m is a dyadic measure which 
is a generalized measure defined on the dyadic field, we can define the Walsh—Fourier 
transform of m by the following dyadic measure m:

2"-
m (/„ (л)) =  1/2" f  Wj, (x) m (dx),

0

1* Acta Mathematica Hungarica 43, 1984



2 К. YONEDA

where /„(x) is the dyadic interval of rank n containing x. m has the following 
property: m = m . This definition contains the original definition of Walsh—Fourier 
transforms.

If m and h are dyadic measures satisfying the conditions

( 1)

and
(2)

2  Iw[p/2", (p + l ) - /2n]|
P = 0

sup|/i(/„(x))| «= oo
X

for all n, then we can define the convolution m *h  by 

(m*h)[pl2", (p + i)~/2n] =  2  m[(p + k)l2", ((p + k) + l)- /2 n]h[/c/2", (fc+l)-/2"].
k =  0

From condition (1), it follows that there exists a continuous function /  such that 
for each dyadic interval I

m il) = f  /(x )  dx,
I

and
(m *h)~ (/) =  J  f{ x ) h (dx)

I
(see Theorem 2 of [7]).

Theorem 1. Let h be a dyadic measure satisfying
(3) fim h{ln(x)) = A/2n

for all n where A is a constant and m is a dyadic measure satisfying (1). Then we 
have

lim (m*h) (/„(x)) -  A/2"m[0, °°)
X~-oo 4

for all n where m[0, °°) =  lim m[0, 2~n].
П - * - со

Proof. F ro m  (3), we have

|(m* h) [p/2", (p + i)-/2n] -A /2 nm[0, °°)| =

Í m [ ( p  + k)/2", ((p + fc) + 1 )-/2"]h[k/2n, (fc + 1 )-/2"]-

-  Л/2» 2  4 ( p  +  fc)/2", ((p + fc) +1) -/2n]
k =  0

=  2 m [(P +  fc)/2n, ((p + k) +1) “/2"] •fc= 0

{h[k/2n, (k + l)-/2"]-A /2"}\^ + 2 M { 2  |m[k/2”,(k+l)-/2"]|}.
k = N  + 1 k = p —N

• {max \h[k/2\ (/с +  1)-/2"]| + И|/2"}+{ j j  |m[fc/2*, (/c+ 1)-/2"]|}.
k '■fc=0 )
.{ sup |h[fe/2w,(fe +  l)-/2",(fc+l)~/2"]-^/2"|} =  /1+ /2.

fcî JV + l
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TAUBERIAN THEOREMS FOR GENERALIZED MEASURES 3

By hypothesis, for each e>0 we may take N  so large that 72< e/2. Further, 
for fixed N  take p so large that / t-=fi/2. Therefore we have

I(m*h) [pi2", (p + 1) /2"] -  A/2nm [0, °°) | <  e.
Corollary 1. I f  f  is an LT-integrable function and satisfies lim f  (x) =  A, then

X-*-oo
oo

0
for each g£L}[0, °°).

Proof. This follows immediately from the fact that f* g  is uniformly continuous 
on [0, “ ).

Theorem 2. When m1 is a dyadic measure satisfying (1), and
(4) Jim (wij * h) (/„ (x)) = A/2nm1 [0, °°)

for a dyadic measure h satisfying (2) fo r  each n, then
(5) lim (im*h) (/„(x)) = A/2nm[0,

for a dyadic measure m satisfying (1) i f  and only i f  f ( x )  0 for all x  where m}—mx.
Proof. At first we shall prove the necessity. Assume that there exists x0 such 

that f ( x 0) = 0. There exists a dyadic measure m satisfying #(х0)^ 0  where ms=ml . 
Set

h(ln(x)) = f  wXo(y)dy.

h is a dyadic measure satisfying |Л(/„(х))|^1/2" for all x. h is the dyadic measure 
which has mass 1 at x0. Then we have

(m1*h)[pl2"AP + i r i2 n] =  1/2" f  wy(p/2n)f(y)fi(dy) =
0

= 1/2" / (x0) wXo (p/2") =  0

if x0€[0, 2”"]. Moreover we have

1/2" f  wy (p/2*)f(y) fi (dy) =  0 
0

if x„$[0, 2- "]. Therefore we proved that

(6) lim (m1* h) ( ln(x)) = 0/2nm1[0, <=■=) = 0.

On the other hand, for sufficiently large n the following equality holds:
2»-

(m* h) [pi2”, (p+ 1)“/2"] =  1/2" f  wy(p/2n)g(y)fi(dy) = l/2"g(x0) wXo(p/2").
0

Acta Maihematica Hungarlca 43, 1984



4 К. YONEDA

Hence we obtain
(7) Jim (m * h) (/„ (x)) =  Jim 1/2"g (x0) wXo (x) ^  0.

(6) and (7) contradict the hypothesis. We proved that /(x ) ^  0 for all x.
Next we shall prove the sufficiency. Since mx satisfies (2), we can write

/(2"x) =  Ím Jp /2 " , (p+l)-/2"]wp(x);
p = 0

the last series converges absolutely for each n and x£[0, l - ] and rh1=m f. Set 
g(x) = l//(x). Since f  (x) 0 for all x, the Walsh—Fourier series of g(x) converges 
absolutely (see [1]). Set in—ms. m satisfies (2). Then we can write

g(2"x) = m[p/2", (p+l)-/2"]wp(x) (absolutely convergent)
p = о

for each n and x€[0, 1“]. Since ( and /(x)g(x) = l, mx*m  has 
mass 1 at 0. Hence we have

(m1* h * m * m )(I) = (nix* m *m *h)(I) — (m*h)(I).
m*m  satisfies

2  I(m*m) [p/2", (p + l)~/2*]\ ^  ( 2  \m[k/2”, (fc + l)-/2"]|) •
p —0 \ k = 0 /

•ÍÍ |m D 72",04 -l)-/2 "]|)< = o .
V = о >

m1*h satisfies (5). Therefore from Theorem 1, we obtain
lim (m *h) (/„(x)) = lim (m *m *m 1* h )(ln(x)) = A/2"m1[0, °°)-(m*m)[0, °°).

We easily get

Set
m[0, со) =  2  ЩР/2", (P + l)_/2n]wp(0/2") = g(0) =  l//(0 ) = 1/mJO, ~).

p = 0

|m[0, °°)-m[0, °°) — (m * m) [0, 2 -iv]| = 2  m[k2N, (fc+l)2w-]-

• 2;ffiU'2*,0'+l)2N- ] -  2™[p2" (p + l)2ff-]m[p2* (p + l)2»-] =
J  =  0 p = о

=  I 2  m[P2 \  (p + l)2N-]m[p'2N, (pT + 1)2*-] S  [m[0, 2^"]| -
p ^ p '

•{ i \fn[k2N, (fc+l)2"-]|} +  { i  |m[/c2*, (fc +  l)2 * ~ ] |} {J  |m [/2\ (/ +  1)2*-]|} =

= An -f -Sjv •

A cia  Mathematlca Hungarica 43, 1984



TAUBERIAN THEOREMS FOR GENERALIZED MEASURES 5

Since -{ 2  >n[k2N, (k + 1)2N_] | is decreasing with N, we have
l k  =  l  > N

sup { 2  \tn[k2N, (/с + 1)2л'~]|| =  К  <
jvso U=o >

in satisfies (2) for « = 0  and

then we get
2 \Щ к 2 " ,(к + 1 )2 " -] \^  2  |m[fe,(fc + l)-]|,

k =  l  k =  2W

lim 2  \m[k2N, (*+1)2"-]! =  0.
N~°° k=i

Hence we can prove lim AN= 0. In the same way we shall get lim BN= 0. WeN-+oo 2V-*-oо

(m * m) [0, °°) =  m [0, °°) • m [0, ~).
proved that

Consequently we get
lim (m*h ) (/„(x)) = A/2"m1[0, =°) • m[0, °°) • m [0, °°) =  Aj2"m[0, °°).

X~~oo

Corollary 2. When kl is an integrable function, and

for h£L°°[0, °°), then

lim (k1*h)(x) — A f  /ci (y) cl уX-+00 J

lim (fcj* h) (a) =  A f  k(y)dyJC-OO 0

for each k£l}[ 0, °°) i f  and only i f  for all x.
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INVERSE LIMITS AND SMOOTHNESS OF CONTINUA
J. J. CHARATONIK and W. J. CHARATONIK (Wroclaw)

Relations between the inverse limit operation and smoothness of continua 
are studied in this paper. Inverse systems with monotone bonding mappings are 
mainly discussed. It is shown that smoothness of continua is preserved under the 
inverse limits of inverse systems with monotone bonding mappings provided there 
exists a thread composed of points at which the factor spaces are smooth; in parti­
cular it follows that the inverse limit of an inverse sequence of smooth dendroids 
with monotone bonding mappings is a smooth dendroid if the corresponding thread 
does exist.

Topological spaces considered throughout this paper are assumed to be compact 
(thus Hausdorff, see [7], p. 165) and the mappings are assumed to be continuous. 
By a continuum we mean a compact connected space.

The following notation will be used. {Xх, / 'А  A} denotes an inverse system 
of the topological spaces X х with continuous bonding mappings / Ад: X ß-~Xx for 
any А ёд, where А, дб A and A is a set directed by the relation 5 . We assume 
that / AA is the identity, and we denote by X  =  lim {Xх, f Xß, A} the inverse limit 
space. Further, nx: X —X x denotes the projection from the inverse limit space 
into the A-th factor space. In a particular case when A is the set N  of natural numbers 
with the natural ordering S  we write {X‘, f ‘}r=i and n‘ instead of {Xx, f Xfl, A} 
and 7tA respectively, where / ' :  X i+1-*Xl are bonding maps, and then {X1, :
is called an inverse sequence.

Given a point pf X  — lim {Xх, f Xfl. A), we put px = nx(p)£Xx and we write 
P—{px}. If A=N, we write p=  {/?*}. Obviously we have
(1) / Ад(рд) =  .РА for any А, д£Л with A ^  p.

A point p£X, i.e., a system of points pxdX x for л£Л satisfying (1) is called 
a thread.

Let a continuum X  be given. Consider an arbitrary decomposition of X  
into two of its subcontinua A and B, i.e., X —AUB, and let r(A, В ) denote the 
number of components of AClB less one. The multicoherence degree r(X) is 
then defined by r(Af) =  sup {r(A, В): A and В are subcontinua of X  and AÖB=X} 
(see [6], p. 159: cf. [14], p. 83).

Let a point p £X  be fixed. The hereditarily multicoherence degree r(X, p) o f 
X  at the point p is defined by r(X, p)—sup {r(C): C is a subcontinuum of X  and 
PÍC).

In other words we have r(X, p)=sup {r(A, B): A and В are subcontinua ot 
X  and р£АПВ}.

A  continuum X  is said to be hereditary unicoherent at a point pZ X  provided

Acta Mathematica Hungarica 43,19S4



8 J. J. CHARATONIK and W. J. CHARATONIK

that the intersection of any two subcontinua of X, each of which contains p, is 
connected (see [8], p. 52). Thus a continuum X  is hereditarily unicoherent at p£X  
if and only if r(X, p )= 0.

We have the following
P roposition 1. Let X  denote the inverse limit o f  an inverse system {Xх, f Xß, Л} 

o f  the continua X х. Let fcs0 be a fixed integer. I f  there exists a thread p = {p x) such 
that r(Xx,p x) S k  fo r  each Ag Л, then r(X, p)~ k.

Proof. Note that X  is a continuum ([3], 2.10, p. 236; cf. [7], 6.1.18, p. 436). 
Let A and В be subcontinua of X  suchthat р£АГ\В. Put Y =AU B, and 
gXß = where Y x=nx{Y)c:Xx for each А£Л. Then {Yx, g>ß, Л} is an inverse
system with surjective mappings gXß, and Y is the inverse limit of this system (see
[3], (2.8), p. 235; cf. [7], 2.5.7, p. 138). Further, we have px£Yx for each А6Л. 
Let Cx=nx(A)r\nx(B)<zYx and put hXß=gXß\Cß. It follows from [3], (2.9), p. 235 
that {C\ hXß, Л) is an inverse system having AClB as its inverse limit. Since 
nx(A) and n \B )  are subcontinua of X х both containing px, their intersection 
CA has no more than k + 1 components by assumption. So by Lemma 1 of [11], 
p. 227, the intersection АПВ has no more than /г+ 1 components. Thus the proof 
is complete.

C orollary 1. Let X  denote the inverse limit o f  an inverse system {Xx, f Xß, Л} 
o f the continua X х. I f  there exists a thread p —{px}€.X such that X х is hereditarily 
unicoherent at px fo r  each A£ Л, then X  is a continuum which is hereditarily uni­
coherent at the point p.

The authors do not know whether the assumption that the points at which 
the continua X х are hereditarily unicoherent form a thread of the inverse system 
is essential in Corollary 1. Thus one can raise the following

P roblem 1. Let X  denote the inverse limit o f an inverse system {Xх, f Xß, Л} 
o f the continua X х each o f which is hereditarily unicoherent at a point and such that all 
bonding mappings are onto. Does it follow that X  is hereditarily unicoherent at 
some point?

Recall that a continuum X  is hereditarily unicoherent at a point p£X  if 
and only if for every point x£X  there exists in X  a unique subcontinuum px 
which is irreducible between p and x (see [8], Theorem 1.3, p. 52). A continuum 
X  is said to be smooth at a point p £ X  (in the sense of Gordh, [8], p. 52) if X  is 
hereditarily unicoherent at p and for each convergent net {a„; ndD} (where 
D is a directed set) of points of X  the condition lim a„=a implies that the net 
{pan; n£D) of subcontinua of X  converges to the limit continuum pa. The point 
p is then called an initial point of X, and the set of all points at which a continuum 
X  is smooth is called an initial set of X  and is denoted by I(X). If I (X )A 0 ,  
then the continuum X  is said to be smooth.

A quasi-order on a set X  is a reflexive and transitive relation. A quasi-order 
on a topological space X  is said to be closed if its graph is closed in X X X . If 
a continuum X  is hereditarily unicoherent at a point p, then the quasi-order S  on 
X  defined by the condition x S y  if and only if pxczpy is said to be a weak cut- 
point order with respect to p ([9], p. 63). It is known that a continuum X  which

Acta Mathematica Hungarica 43, 1984



SMOOTHNESS OF CONTINUA 9

is hereditarily unicoherent at a point pdX  is smooth at this point if and only if 
the weak cutpoint order with respect to p is closed ([9], Theorem 3.1, p. 65).

We discuss now some relations between smoothness of continua and the inverse 
limit operation. We start with an example.

Let X  be the simplest Knaster indecomposable continuum with one end point 
(see [10], § 48, V, Example 1, p. 204 and Fig. 4, p. 205). It is well known that X  is 
the inverse limit of an inverse sequence {X1, f ' } ^ ,  where X ‘ is the closed unit 
segment [0, 1] and / ' :  [0, 1]— [0, 1] is a fixed mapping defined by / '( /)= 1  —|2/—1|, 
í£[0,1], for each / = 1,2, ... . Note that each continuum X ‘ is hereditarily uni- 
coherent at each point and it is smooth at each point, each bonding mapping is 
open, and yet the limit continuum X  is hereditarily unicoherent at each point while 
it is smooth at none. So we see that smoothness of continua is not preserved by 
the inverse limit operation, even if the inverse limit space is hereditarily unico­
herent at each point and if bonding mappings are very simple ones (in parti­
cular open). Therefore a natural question arises concerning conditions (on factor 
spaces and/or on bonding mappings) under which the inverse limit continuum 
is smooth at a point provided that the factor spaces are so. The following theorem 
gives a partial answer to this question.

Theorem 1. Let X  be the inverse limit o f an inverse system {Xх, f Xß, A}, where 
X х are continua and f Xß are monotone mappings. I f  there exists a thread p= {px} 
such that X х is smooth at px for each A, then X  is a continuum which is smooth 
at the point p.

Proof. By Corollary 1 the inverse limit space X  is a continuum which is 
hereditarily unicoherent at p. By Theorem 3.1 of [9], p. 65 for each A£ A there 
exists a closed weak cutpoint order ^ A with respect to the point px. Define a rela­
tion S  on I  by x S y  if and only if x x^ xy x for each /.£ A. Note that S  is transitive 
and reflexive, i.e., it is a quasi-order. We claim that ^  is closed. To see this, con­
sider two convergent nets {xn\ndD} and {>■„; n£D} of points of X  having 
points x  and у of X  as their limits respectively. Assume that xn^ y n for each 
n£D. Thus x x=nx(x„)^xy x=nx(y„) for each A£ A by the definition of thequasi- 
order á  on X. Since a net [xn; n£D) of points in the inverse limit space X  con­
verges to a limit point .v if and only if the nets {xx\ n fD)  converge to x x for each 
А£Л (see [7], 2.3.34, p. 119), and since each quasi-order ~ x is closed, we have 
хлёдy x for each A£ A, and thus the claim is proved.

To complete the proof we need only to show that the quasi-order defined above 
is just the weak cutpoint order with respect to p, i.e., that x ^ y  holds if and only 
if pxczpy. To this end let us take for XSp  the partial mapping gXß= f Xß\pßyß 
from the unique irreducible continuum pßyß into the continuum X х.

It follows from Theorem 4.1 (ii) of [8], p. 56 that gXß{pßyß)= pxy x, so we can 
consider the mapping gXß: pßyß-~pxyx as a surjection. Obviously we have gXß(pß)~Px 
and gXß(yß)= yx. Since {n\X), f Xß\nß{X), A} is an inverse system ([3], 2.8, p. 235), 
it can be easily verified that {pxyx, gXß, A} is also an inverse system. Let L  denote 
its inverse limit. Obviously p,y£L. Further, L is a continuum which is irreducible 
from p  to y. Indeed, if M  is a subcontinuum of L  containing the points p and 
y, then for each A£ A the set nx(M) is a continuum containing px and y x and 
contained in pxyx. Therefore n \M )= p xy x by irreducibility of pxy x, whence by
[3], 2.8, p. 235 it follows that M=]]rn {pxyx,g Xß, A}=L. Thus L —py, since by
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hereditary unicoherence of X  at p there is only one continuum irreducible from 
p  to у  ([8], Theorem 1.3, p. 52).

Furthermore, since {pxy x, gXß, Л} is an inverse system, we conclude that the 
condition x y ,  i.e., xx^ xy x for each A (which means that pxx xczpxyx for 
each Л), is equivalent to p xcp y . So the proof is finished.

The remainder of the paper deals with metrizable spaces only, therefore we 
restrict the inverse systems to be considered as inverse sequences (cf. [7], Corollary
4.2.4, p. 324 for justification). We recall that the inverse limit of an inverse sequence 
of metrizable spaces is metrizable ([7], 4.2.5, p. 325) and that the inverse limit of 
an inverse system of continua (i.e. of compact connected topological spaces) is 
a continuum ([7], 6.1.18, p. 436), whence it follows that
(2) the inverse limit of an inverse sequence of metric continua is a metric continuum.

By a dendroid we mean a metric continuum which is arcwise connected and 
hereditarily unicoherent (i.e. an arcwise connected metric continuum such that the 
intersection of each two of its subcontinua is connected). Nadler ([11], Theorem 4, 
p. 229) and Bellamy ([2], Lemma 1, p. 192) have proved the following result about 
inverse limits of dendroids:

Theorem A (Nadler, Bellamy). Let X  denote the inverse limit o f an inverse 
sequence {X‘, f ‘}r=i where X ‘ is a dendroid for each i = 1 ,2 ,....

1. I f  X  is arcwise connected, then X  is a dendroid.
2. I f  X  is locally connected, then X  is a dendrite.
3. I f  X 1 is a dendrite and f l: X i+1-*X‘ is monotone for each / =  1,2, ..., 

then X  is a dendrite.
4. I f  the mapping / ' :  X i+1-^X ‘ is monotone for each / =  1 ,2 ,..., then X  is a 

dendroid.
Recall that for dendroids the notion of smoothness presented above and due 

to G. R. Gordh, Jr. ([8], p. 52) coincides with a previous one due to the first author 
and C. A. Eberhart ([5], p. 298). Thus Theorems 1 and A (Part 4) imply the following

Corollary 2. Let X  be the inverse limit o f an inverse sequence {X‘, / ‘},“ i 
o f  the dendroids X ' with monotone mappings / '  : X i+1-*Xl. I f  there exists a thread 
p= {p '} suchthat X 1 is smooth at p ‘ for each / =  1 ,2 ,. . . ,  then X  is a dendroid 
which is smooth at p.

Similarly to a previous question (see Problem 1) the authors do not know 
whether the existence of a thread composed of initial points of X ‘ (i.e. of points 
at which each X ' is smooth) is an essential assumption in Corollary 2. Thus we have

P roblem 2. Let a dendroid X  be the inverse limit o f an inverse sequence of 
smooth dendroids with monotone bonding mappings. Is then X  smooth?

Monotonicity of bonding mappings is an essential assumption in Corollary 2 
even in the case when the limit continuum is a dendroid. This can be seen by the 
following

E xample. There exists an inverse sequence {Xl, f ‘}r= i such that X ‘ is a finite 
dendrite, X ‘c X i+1, and / '  is a retraction for each / =  1,2 ,... whose inverse
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limit space X  is a non-smooth (and even non-contractible and non-selectible) 
dendroid.

Indeed, let An be the line segment joining (—1,0) and (1, 2~") in the plane, 
for n= 0 ,1 ,2 ,... and let T  be the line segment joining (—1,0) and (1,0). Then

oo

Z)1 =  7’U U An is a dendroid (the so called harmonic fan). Let D2 be the reflection
n=0

of D1 about the origin, and put X = D 1UD2 (see [12], Fig. 1, p. 372). It is evident 
that I  is a non-smooth dendroid, and it is known that X  is non-contractible 
([13], Theorem 2.1, p. 838) and that the hyperspace C(X) of its subcontinua admits 
no continuous selection ([12], Theorem 2, p. 372). For each / =  1 ,2 ,... put D fi)=

i
— T  U U A„, let D2(i) denote the reflection of Dx(i) about the origin, and define

П = 1
X i=D1(i)UD2(i). Thus X 'a X  is a finite dendrite for each / =  1,2,... and we have

Г с Г с 1 2с . . . с Г 'с 1 ' '+1с . . . с 1 =  U X ‘.
i =  l

We define the mapping / ‘: X i+1-*X' as follows:

JO, j )  if (x ,y )eX \
J  О, У) -  0) if (jC) у)еХ ‘+1\ Х ‘.

Thus f ‘ projects the (/+l)-th line segment Ai+1 in T>i(/+1) and its reflection 
about the origin in D fi+ 1) perpendicularly onto T, and / ’ is the identity on the 
rest. So f ‘: X i+1-^X‘ is a retraction. The equality X —\im{X\ can be seen 
by Theorem I of [1], p. 348.

In light of the above example one can ask questions about conditions (regarding 
the bonding mappings / ‘) under which some other properties such as contractibility 
or the existence of a continuous selection on the hyperspace of subcontinua are 
transferred from X ‘ to X = ]im (X1. f ‘). Studying these and similar problems is 
left for the future.

Let us keep our attention for a while on a very particular kind of dendroids, 
nemely on fans. By a fan we understand a dendroid having exactly one ramification 
point (called the top of the fan).

Observe the following easy characterization of fans.
Proposition 2. A dendroid F is a fan with top p i f  and only i f  for every 

two points x, y£F  the condition pxC \py\{p}A  0  implies either p xcp y  or pyczpx 
(we consider here an arc as a degenerate fan whose top is an arbitrary point).

Theorem 2. Let X  denote the inverse limit o f an inverse sequence {X \ f 'Y fi i  
where X ‘ is a fan and f l is a monotone mapping of X i+1 into X  for each / =  1,2, .... 
Then X  is a fan (an arc or a singleton).

Proof. Let pt be the top of the fan X 1 for each / = 1 ,2 ,  .... Applying Theorem 12 
°f[4],p- 32 we have f'(Pi+x)=Pi so that there exists a thread p£X  whose coordinates 
n‘(p)= pl=Pi are just the tops of the fans X ‘. It follows from Part 4 of Theorem A 
that X  is a dendroid. We will show that I  is a fan with top p. To this end, 
let x and у  be two distinct points of X  suchthat рх П p>'\{p} ̂  0  • Let q^pxf)
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Пдр\{р}. Consider the partial mappings g‘ = f ‘\pi+1xi+1 and h‘= f ‘\pi+1y l+1 
of p,+1xi+1 and p i+1yl+1 into X ‘ for each / =  1 ,2 ,.... They are monotone 
(see e.g. [5], Proposition 1, p. 307), whence it follows that g‘(pi+1xi+1) is the 
arc p‘x‘ and, similarly, h'(pi+1y i+1) is the arc p ‘y ‘ (cf. [14], Chapter IX, (1.1), 
p. 165). Thus we can consider the mappings g‘: р '+1х‘+1~-р‘х ‘ and h‘: pi+1y,+1->- 
-*р‘у‘ as monotone and onto for each / =  1,2, ... . They preserve end points of 
the arcs, whence we conclude that {g‘, pix i}fLl and {h‘, р1у 1}Г=г are inverse 
sequences, the inverse limits of which are the arcs px  and py, respectively (see [3], 
Theorem 4.8, p. 244). Thus we have д‘£р‘х ‘Г\р‘у '\{ р '}  for each / = 1 ,2 ,... .  
Since the X ‘ are fans, Proposition 2 implies that for every / =  1 ,2 ,... we have either 
p ,x ic p iy i or р‘у 'с р ‘х \  Note that since g‘ and h‘ are monotone and onto, 
either the former inclusion holds for all / = 1, 2, ... or the latter one is satisfied for 
all / = 1,2, ... . In the first case we have p xcp y , in the second one the inclusion 
pyapx  is true; therefore X  is a fan with top p  by Proposition 2.

The next corollary summarises some results on inverse sequences of dendroids 
with monotone bonding mappings.

Corollary 3. The following properties are preserved under the inverse limits o f  
inverse sequences with monotone bonding mappings: (a) to be an arc; (b) to be a dendrite;
(c) to be a dendroid; (d) to be a smooth dendroid, provided that there is a thread o f  
initial points; (e) to be a fan; (f) to be a smooth fan.

Proof, (a) see [3], Theorem 4.8, p. 244; (b) [11], Part 3 of Theorem 4, p. 229;
(c) [2], Lemma 1, p. 192; (d) Corollary 2; (e) Theorem 2; (f) see (d) and (e) above and 
note that the existence of a proper thread is shown in the proof of (e).

Results of the present paper will be applied by the first author in a forthcoming 
paper to the construction of a dendroid composed of endpoints and of ramification 
points only.
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ON THE JACOBSON RADICAL OF 
ASSOCIATIVE 2-GRADED RINGS

A. SULINSKI (Warsaw) and J. F. WATTERS (Leicester)

In this note definitions of the Jacobson radical of 2-graded rings are given which 
are analogous to the usual definitions for associative rings in terms of maximal 
modular one-sided ideals and of primitive ideals. We show that these definitions 
lead to the same ideal and are left-right symmetric. The relationship between the 
Jacobson radical of the 2-graded ring and that of the associated associative ring is 
also investigated.

Preliminaries

Recall from [1] that an abelian group G which is the direct sum of fixed sub­
groups G0 and Gx is said to be 2-graded and we write G=(G0,G 1). The elements 
of Gj, i =0, 1, are called homogeneous and if 0^a£G ( then i is called the degree 
of a. By convention 0 has degree 0 and 1. A graded subgroup H  =(#„, # i) 
has Ho^ G 0 and H1QG1. If {Hx} is a family of graded subgroups, then n m  
is the graded subgroup K=(K0,KÍ) with A0= f]Ho and Kx= f]H x.

X  X
A 2-graded abelian group R= (R0, Rx) is a 2-graded ring if an associative 

multiplication is defined for all homogeneous elements a ^R h by£Ry such that 
ciibjZRi+j, i, j£ {0, 1} and i+ j is addition modulo 2; we also require this multipli­
cation to be right and left distributive with respect to the addition of elements of 
the same degree. For brevity we shall refer to 2-graded rings as graded rings.

If A —(A0, At) and B=(B0, Вг) are additive graded subgroups of the graded 
ring R we define the homogeneous subgroups Afiy, (At . • By) and (Ai •. By) as follows:

A,Bj aikbJk■ űikdAj, bŷ 6By} R;-fу,

where the summation is finite;

(A'. By) = {r<£R: rBy g  At} Я Ri+J;
and

(At \B j )  = {r€R: Byv с  At) Я Rl+J;

in all cases with i,j(z {0,1} and i+ j  being addition modulo 2.
An additive graded subgroup I= (I0,Ii) will be called a left ideal of R if, 

for all i,j, RjyQIi+y. Right ideals and ideals are similarly defined. Note that 
if /  is a left ideal of R then 70 is a left ideal of R0 and Д Q (I0‘ . Ri), so / g  
g ( /0, (/o’.Ri)) which is a left ideal of R whenever /„ is a left ideal of R0.
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We will write
Iq — (/о. Ra) П (Д. R{) — {a0ZR0: a0Ri g  /,• for i =  0, 1},

A =  (/„. • Ä jn iA  =  {ai€Äi: fliÄ, g  / ,+1 for / -  0, 1}, 
and /  =  (/<>, /i).

If /  is a left ideal of i? then it is easily verified that /  is an ideal of J?. Further­
more, if /sf is an ideal of R and K Q I, then K Q l  for K ^R j^K i+ j^f+ j.

Modular left ideals
We define a left ideal /  of the graded ring R = (R 0, Rx) to be modular if there 

is an element e6 R0 such that x —x e ^ I  for every homogeneous element x  of R. 
Of necessity we have e£R0 so that x —xe is homogeneous.

Proposition 1. I f  1 is a modular left ideal o f  R, then ( f .• R0) Q f  for 
j —0, 1 and l  is the largest ideal o f R contained in I.

Proof. If a f f f -. • R f f R j  then a —aedlj whilst ae£(Ij . • R0)R0^ I j .  Hence 
(I j . • R0)Q Ij and so / д / .  We have already noted that 1 contains every ideal of 
R within I  and this proves the proposition.

The left Jacobson radical J f R)  is defined to be П {M\ M  is a maximal mo­
dular left ideal of R}. The right Jacobson radical Jr(R) is defined similarly. From 
the definitions it is clear that Jt(R) and f(R )  are ideals of R. These definitions 
are analogoues of the definition of the Jacobson radical in rings in terms of primitive 
ideals. Again by analogy we define Tt (R) = П {M: M  is a maximal modular left 
ideal of J?}. Since Л /д Л / it is clear that Ji(R) д  T f  R). Our aim is to establish 
the opposite inclusion by characterizing the maximal modular left ideals of R.

Proposition 2. I f  M = (M 0, M ,) is a maximal modular left ideal o f  R, then 
M0 is a maximal modular left ideal o f  R0.

Proof. From the definitions it is clear that M 0 is a modular left ideal of R0. 
If M 0 = R0 then R1M 0 = R1R0QM 1 and Rtд (M1. • R0) (f M l by Proposition 1 
so that M = R . Thus M 0 RQ. If K0 is a left ideal of R0 properly containing 
M0, then К =(K0, M x +  R ̂ K0) is a left ideal of R properly containing M. There­
fore K = R , K0=R0, and M 0 is maximal.

Propositions. Let I0 be a modular left ideal o f  R0 where R = (R 0, RJ is 
a graded ring. Then I = ( /0, (I0' . i y )  is a modular left ideal o f R and i f  K —(I0, Кг) 
is a modular left ideal o f  R, then K Q I.

Proof. With the usual notation put L1=R1( l —e) + RlI0. Then L= (I0,L 1) 
is a left ideal of R (observe that R1L1f R 0( \—e)+ I0QI0 since i?0(l —e ) f  l0 
by modularity). By construction L is modular.

For any left ideal K = (IQ, Kx) we have R ^ ^ Q f .  Thus Kx ̂  (/„ ’. Яг) and, 
in particular, Lx д  (/0 ’. R f.

From R1(R1I0) ^ I 0 we deduce that R1I0Q(I0'.  R f .  Also R ^ R flo ' .  jy ]  g /0 
implies that J?0(/0'. j y g ( 7 0'. Jy . The inclusions RQI0g I0 and Ri(I0 '.  j y  g /0 
are clear. Therefore I  is a left ideal of R  and I  is modular since LQ I.
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T heorem  1. M =(M 0, Мх) is a maximal modular left ideal o f the graded ring 
R = (R 0, Rx) i f  and only i f  M0 is a maximal modular left ideal o f  R0 and M x= 
= { M f.R x).

P roof . If Ж is a maximal modular left ideal of R, then M 0 is a maximal 
modular left ideal of R0 from Proposition 2 and M X=(M0" ,R X) from Proposition 3.

Conversely, if M 0 is a maximal modular left ideal of R0, then M =  
=(M 0, (M0'. Rx)) is a modular left ideal of R by Proposition 3. If M  is not 
maximal then there is a proper modular left ideal N —(N0, Nx) with M0f=N0 
and (M0'. ЛОQNx but Nz)M . If N0=M0 then N = M  from Proposition 3. 
Hence N0=R0. But then, arguing as in the proof of Proposition 2, we have N — R. 
Thus M  is maximal.

The radical

It is clear from the definition of Tt(R) and Theorem 1 that Ti(R)=(J(R0), Tx) 
where

Tx= П { ( M 0 '.  Rx): M 0 is a maximal modular left ideal of R0}
= {ax£Rx: RxaxQ ГШ0=/(*„)} = (J(R0) *. Rx).

Likewise Tr(R)=(J(R0), (J(R0) .' Rx)). To show that T,{R) = Tr(R) we prove 
first that T£R)=J6K).

Theorem 2. Г,(Ж )=/г(Ж).
Proof. The inclusion Jl(R )<̂T l(R) is immediate from the definitions and 

Proposition 1.
Now suppose that M =(M 0, M x) is a maximal modular left ideal of R and 

Tt(R)<fM. If T0Rj<fMj and TxRjQ M 1+j for all j,  then T0g M 0 and TXQ M X. 
Hence, for some i and j ,  we have an element x d R j  with T i X % M i + j ,  in parti­
cular x $ M j .

Consider the left ideal N = (M 0+TjX, M x + TJ+1x) of R. Since Т(х% М 1+3 
we have N zdM. Hence N = R  by the maximality of M. From M 0+TjX=R0 
and M x + TJ+1x = R x we deduce that M j  + T0x = Rj. Therefore x — axdMj for 
some a£T0. But Tn—J(Rn) so a has a quasi-inverse a fT n and (1 —a')(x—ax)— 
= x£M j, a contradiction. Thus Ti(R)QM  and Ti(R)=J{(R).

Theorem 3. Tt (R) = Tr(R).
Proof. From Theorem 2 we have that Ti(R)=(T0, Tx) is an ideal of R. 

Hence TXRXQT0= J(R0). Therefore TXQ(J(R0) . ' Rx) so that T,(R)QTr(R) 
and, by symmetry, Ti(R) = Tr(R).

We now consider the class of graded ringgs rf =  {R:J(R) = R} where J(R) = 
=Jl(R)=Jr(R). If R £ f  then J(R 0)=R0. On the other hand if J(R0)=R0, then 
RIQ J(R0) so RXQ T X and J(R)=R. Therefore f= { R :  J(R 0)= R0). It now 
follows from the known properties of the Jacobson radical in associative rings 
that У  is homomorphically closed, J(R )(if for any graded ring R, and if I  is 
an ideal of R with then IQ J(R), and finally f(R /f(R ))= 0  for any graded 
ring R. Thus ß  determines a radical property for graded rings in accordance 
with the definition of such properties given in [1].
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The associated associative ring

Whenever we have a graded ring R  we can define an associative ring S(R) 
on the additive group R0 ® Rx by defining a product

(ao, űi)(b0> ifi) =  (a0b0 + a1b1, a0bĵ  + a^o).
We now prove that S(J(R))Q J(S(R )) and give an example to show that this 
inclusion can be strict.

Theorem 4. S(J(Rj) QJ(S(R)).
Proof. Note first that S(J(R)) is an ideal of S(R). Let (a0, a1)£5 '(/(i?)). 

Then aü£J(R0) and a0=a0+al—a1a'0a1£J(R0) where a'0 is the quasi-inverse 
of a0, that is a0 + a'0 — a0a'0 — 0. Let a'0 be the quasi-inverse in R0 of a0. Nowit 
can be verified that (b0, bL) is a right quasi-inverse of (a0 A ) where ba = a'Qo(a1b1) 
and Ьх=(1 — öó)(aiaó—аг). Hence S(J(R)) is a right quasi-regular ideal of S(R) 
and so S(J(R))QJ{S(R)).

Example. Let F be a field and G= {a: a2=e), the cyclic group of order 2. 
Set S  — FG, the group algebra. Then S — R0®R1 with R0=Fe and R1 = Fa. 
Thus we have a graded ring R=(R0, R J  with S(R) — S. For this graded ring 
J(R) — 0 since J(R0) = 0 and (J(R0) '.  Ri)=  i?1r1=0}=0. However if
char F —2 then J(S) — F (e+ a)^0  and the inclusion S(J(R))c:J(S(R)) is strict.
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ON COHOMOLOGICAL DIMENSION AND THE 
SUM THEOREMS

S. DEO (Jammu) and R. A. SHUKLA (Allahabad)

1. Introduction

Let X  be a locally paracompact space. Then it always admits a paracompactify- 
ing family Ф of supports with its extent as X, viz. the family of all those closed 
subsets of X  which have a paracompact neighbourhood in X. In this paper all 
spaces are assumed to be Hausdorif and a “module” does not necessarily mean 
“unitary module”. Suppose L  is a ring, and for any sheaf sd of L-modules on X, 
let Нф(Х, sé) denote the sheaf cohomology of X  with supports in Ф. Then the 
smallest integer n (or =») such that Н‘Ф{Х, sf)= 0  for each sheaf sd on X  and 

is called the cohomological dimension of X  and is denoted by dimL (X). It 
is well-known that dimL (X) is independent of Ф [3, p. 74]. The above definition 
of cohomological dimension is essentially due to H. Cartan [5] and it is this cohomo­
logical dimension of a paracompact space X  which has been of much use in the 
cohomological theory of topological transformation groups [2,4, 9]. The main 
objective of this paper is to obtain all forms of sum theorems for the above dimension 
for locally paracompact spaces. Some results of Quillen [13] turn out to be straight­
forward corollaries of these sum theorems or of the method of the proof used in 
proving them. The basic tool for proving these results is a well-known theorem 
which characterises dimt  {X)=n in terms of existence of a soft resolution of length 
n for each sheaf on X. This characterization is analogous to the characterization 
of left global dimension (1. gl. dim L —n) of a ring L  in terms of existence of an 
injective resolution of length n for each left L-module C [10, p. 202].

In 1954 Cohen [6] defined a cohomological dimension of a locally compact 
space X  with respect to a non-zero coefficient group G as follows: Cd (X, G )^n  
iff Hc(U, G)=0 for each m>n and each open set U of X. Неге H* denotes 
the Alexander—Spanier cohomology with compact supports. If L  is a P.I.D. 
then it is a theorem of Floyd—Grothendieck that for a locally compact space X, 
Cd (X, L ^d im ^ (X). Motivated by Cohen’s definition, Okuyama [12] gave the 
following definition of cohomological dimension: Let H*(X, G) denote the Cech 
cohomology of X  with coefficient in a non-zero abelian group G. Then the smallest 
integer n such that for each m ^ n  and each closed set A of X  the map 
i*: Hm(X, G)-~Hm(A, G) induced by the inclusion map i: A — T  is onto, is called the 
cohomological dimension of X  and is denoted by D(X, G). He also shows that 
if X  is paracompact and locally compact then Cd (X,G)—D(X,G). One form 
of sum theorem for Cd (X, G) was proved in [6] for a locally compact space X  and 
if X  is paracompact then other forms of sum theorems were proved for D(X, G) 
in [12]. Now the sum theorems for dimL {X) cannot be deduced from those for 
D(X, L ) even if X  is assumed to be paracompact. As a matter of fact for para­
compact X  and for any abelian group G we have D(X, G)sdimt  (X) and whether
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18 S. DEO and R. SHUKLA

or not there will be an equality when G —L is an open problem. We discuss these 
matters in Section 3. In Section 4, first of all we prove some results about the soft­
ness of sheaves which directly yield the sum theorems. These results are stated more 
generally in terms of Ф-dimension for any paracompactifying family Ф of supports. 
For locally paracompact spaces the sum theorems are simple corollaries. When 
X  is locally compact, Cohen’s sum theorem for Cd (X, L)=dimL (X) becomes 
a special case of one of our sum theorems.

The authors are thankful to the referee for suggesting an improvement in the 
proof of a Proposition.

2. Preliminaries

First of all we recall Cartan’s definition of cohomological Ф-dimension of 
a space X  where Ф is a paracompactifying family of supports on X. For any 
ring L, let s i  denote a sheaf of L-modules on X  and H£(X, si) be the sheaf 
cohomology of X  with supports in Ф. Then the smallest integer n (or °°) such 
that Н‘Ф(Х, si)=Q  for each i>n and each sheaf s i  of L-modules on X  is called 
the cohomological Ф-dimension of X  over L and is denoted by dim0 L(X). It 
turns out that if Ф, W are two paracompactifying families of supports on X  having 
the same extents then dim<i),L(A') =  dim,i,iL(Ar) [3, p. 74]. Thus if X  admits a para­
compactifying family Ф of supports, such that E(cp)=X, then we can define the 
cohomological dimension of X  over L, denoted by dimt (X), to be dim®>L (X). 
Locally paracompact spaces, which include all locally compact spaces and all para­
compact spaces, form such a class for which dim*, (X) is always defined. However, 
if Ф is not paracompactifying or its extent does not equal to X  then dim0 L (T) 
may turn out to be different from the desirable one [7, 8]. Let us recall that a sheaf 
s i  on X  is said to be Ф-soft if each section of s i  defined on any member of 
Ф has an extension to the whole X. If Ф is the family cld of all closed subsets of 
X  then a Ф-soft sheaf is said to be soft. We follow [3] for various sheaf theoretic 
standard definitions, notations and results.

Now let us recall [10, p. 202] that for any ring L the left global dimension of 
L ^ n  if and only if for each left L-module A whenever

O - A - ^ X ^ X ,  - . . .  -  -  0
is a resolution of A of length n by left L-modules and each X t is injective, 
i= 0 , 1, ..., n—1, then X„ is also injective. A characterization of dim0 L(X) 
for paracompactifying family similar to the above one is [3, p. 73] as follows:

T heorem  2.1. Let Ф be a paracompactifying family o f supports on a space X. 
Then the following statements are equivalent:

(a) dim 0iL(X )S n .
(b) For any sheaf s i  o f L-modules on X  i f  § s i — jS?"-1-»- 

-*■i£n-+Ö is a resolution o f s i  in which i£' is Ф-soft for each i-^n then i£n is 
also Ф-soft.

We shall make repeated use of the above theorem. We shall also need the follow­
ing two results. The first is elementary and the second follows easily from the above 
theorem.
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COHOMOLOGICAL DIMENSION 19

Lemma 2.2. Let Ф be a paracompactifying family o f supports on a space X. 
Then any sheaf s i on X  is Ф-soft i f  and only i f  si\K  is soft for each К£Ф.

Proposition 2.3 (subset theorem). Let X  be any space and Ф be a para­
compactifying family o f supports on X. Suppose A is locally closed in X. Then

3. Various cohomological dimensions and the covering dimension

For the results on covering dimension (dim X) we refer to [11]. In the Appendix 
of that book D(X, G) (notation changed to d(X, G)) has been studied in great 
detail. For paracompact spaces it is a theorem of Sklyarenko [14] that D(X, G)Sn  
if and only if for each closed set A of X, L/m(X, A, G)—0 for each m>n. We use 
this in the following

Proposition 3.1. Let X  be a paracompact space, G be any abelian group 
and L be a ring. Then

D(X, G) dim^JT) == dim X.
Further, i f  dim X<<=° and L= Z, then

D(X, Z) =  dimz (Z) = dim X.
Proof. Note that for a paracompact space X  Cecil cohomology and the sheaf 

cohomology with supports in the family cld of all closed sets of X  are naturally 
isomorphic. Let G be an abelian group and suppose D(X,G)—n. Then by 
Sklyarenko’s theorem there exists a closed subset A of X  suchthat H„(X, A, G)X0. 
Since A is closed

H \X ,  A, G) ^  H?ldiiX- A)(X -A , G)
where cld \(X—A) denotes the family of all closed subsets of X  which are contained 
in X —A.  Now because cld\(X—A) is paracompactifying on the locally para­
compact space X —A and its extent is X —A, we find by regarding G as an 1,- 
module that dimL(X—A)^n.  Since the subset theorem for dimL is true for any 
locally closed subset of X  we find that ü\mL(X)^n. Next using Cech’s definition 
of sheaf cohomology one can easily see that dimt  (Z)^dim  X. Finally, if dim X 
is finite for a paracompact space X  then it has been proved in [11, p. 206, 210] 
that D(X, Z ) —dim X. This completes the proof.

Remark 3.2. If X  is paracompact and dim X — then by the above proposition
(a) D{X,L) ё  dimL(3f) and,
(b) dimL(3T) S  dim X  =

Whether or not there is equality in each of (a) and (b) is not known. In fact when 
X  is also locally compact and L is a P.I.D. then we give an elementary proof 
below, that there must be equality in (a). However (b) has been a long standing 
problem in cohomological dimension theory. In fact, even if we assume that the 
space is compact then whether or not there will be equality for L —Z  in (b) is 
a famous problem of Aleksandrov [1].
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20 S. DEO and R. SHUKLA

R emark  3.3. Various forms of sum theorems for D(X, G) when X  is para- 
compact have also been obtained by Kodama [11, Appendix], However, his proofs 
appear to be inadequate. In fact he has obtained a characterization of D(X, G) 
in terms of extension of maps from closed sets of X  into Eilenberg—MacLane spaces 
under the assumption that dim X  is finite. It is this characterization which has been 
used to prove the sum theorems. By the above remark it is possible (unless proved 
otherwise) that there is a paracompact space X  of infinite covering dimension 
which has finite cohomological dimension with respect to some non-zero abelian 
group G. For such a space X  if there is a countable closed covering {Fp} such 
that D(FP, G )^n , for each p then Kodama’s proof cannot be applied to conclude 
that D{X,G)tán.

P roposition  3.4. I f  X  is paracompact and locally compact then for any 
principal ideal domain L

D(X,L) = dimL (Z).

P roof. Suppose dimL (Z)=n. Then by [3, p. 75, Theorem 5.11] there exists 
an open set U of X  such that H”(U, L )^0 . This means H"(X, X —U,L)?±0. 
Now if we put X —U=B  then by [15, p. 322]

Щ(Х, В ; L) = \ j m H f X ,  V ; L)

where V runs over all cobounded neighbourhoods of В in X. Now it is easy to 
verify that in a locally compact space X  any cobounded neighbourhood of В con­
tains a closed cobounded neighbourhood of B. For, U cobounded neighbourhood 
of В implies X — U is compact and therefore X — U and В can be separated by 
disjoint open sets say Vx and V2. Also compactness of X —U in Vx means there 
is an open neighbourhood W of X — U contained in Vx such that W is compact. 
Then N = X —W  is a closed cobounded neighbourhood of В contained in U. 
Therefore closed cobounded neighbourhoods of В form a cofinal set in the set of 
all neighbourhoods of В and so H"(X, N, L)?±0 for some closed subset N  of X. 
By Sklyarenko’s theorem, this implies that, D(X, L )^ n .

We have seen that if X  is a paracompact space and L is any ring then 
dimt  (Z)^dim X. Also we pointed out that the converse of this is a classical open 
problem. However, one special case of this converse when dimL(Z )= 0  is quite 
elementary.

Proposition 3.5. Let X  be a paracompact space and suppose dimL (Z )= 0  
for some ring L. Then dim X = 0.

Proof. The abelian group Z2={0, 1} can always be regarded as an L-module 
(possibily trivial). We can identify Z 2 with the 0-sphere S°. Thus to prove the 
proposition it suffices to show [11, p. 51] that any continuous map /  from any 
closed subset A of X  to S° can be extended to the whole X. Let us regard S° as 
the constant sheaf of /.-modules on X. Then /  can obviously be regarded as a sec­
tion of S° defined on A. Since dimL(Z )=0=dim cld>i,(Z) we find by [3, p. 73] the 
that each sheaf on X  must be soft and therefore /  can be extended to a continuous 
map defined on the whole X.
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COHOMOLOGICAL DIMENSION 21

By a similar argument one can prove the following
P roposition  3.6. I f  X  is locally paracompact and dimL(.T)=0 for a ring 

L then X  must be totally disconnected. I f  X is locally compact then the converse 
is also true.

4. Softness of sheaves and sum theorems

First of all we prove the following results about the softness of sheaves 
which are basic to the proof of various forms of sum theorems and other results.

Proposition 4.1. Let {Fp\ p = l,  2, ..., и ,...} be a countable closed cover o f 
a space X  and Ф be a paracompactifying family o f supports on X. I f  sd is a sheaf 
o f L-modules on X  suchthat sd\ Fp is <P\Fp-soft for each p= \, 2, ..., n , ..., then 
sd itself is Ф-soft.

Proof. Since Ф is paracompactifying it suffices, by Lemma 2.2, to prove that 
sd\K is soft for each member К of Ф. Again because sd\Fv is E\Fp-soit for 
each p and each closed subset of KC\FP is a member of Ф we find that sd\KFFp 
is soft for each p. Thus it suffices to show that if X  is paracompact, {Fp} is a 
countable closed cover of X  and sd\Fp is soft for each p then sd itself is soft. 
To prove this let К  be a closed subset of X  and s0£sd(K). Since KC\F1 is closed 
in F x and sd\F1 is soft there is an extension sfisd(K(J Fd of s0. N ow  KUFx 
being closed in X  and X  being paracompact there exists an open set U containing 
•KUFx and a section s f j d ( U)  which extends s'. Let VY be_an open set of X  
such that .KUFxCJ^ciFjCiyx. Then s1=s"\Vi is a section on Vx and_extends a0. 
Substituting Vx for К  we can find another open set V2 containing Уг U F2 and 
a section s2£sd(V2) which extends st . Proceeding inductively we can find, for 
each n, and open set V„ d F ,d F „ .i_ and a section £sd(V„) which extends sa- t . 
Now if we define s: X-+st so that x|F„=j„ for each n, then s is easily seen to be 
a section of sd and is a required extension of j0 .

Before we come to the next Proposition, let us recall that if {Fa} is a closed 
covering of a topological space X, then X  is said to have the weak topology with 
respect to {Fj if (i) for any sub family {Fß} of {Fa}, U {Fß} is closed in X, and
(ii) a subset F of U {Fß} is closed in U {Fß} iff the intersection of F  with each 
member of {Fß} is closed in U {F^}. This notion is due to K. Morita. With this 
definition we have

Proposition 4.2. Let X  be a space which has the weak topology defined by 
a closed covering {Fa\u.^I}. Suppose sd is a sheaf o f L-modules on X  and Ф is 
a paracompactifying family o f supports on X. I f  si\Fa is Ф/F^soft fo r  each a, then 
sd itself is Ф-soft.

Proof. Just as in Proposition 4.1 we can assume that X  is paracompact and 
Ф=сИ. Let К  be any closed subset of X  and tdsd(K). Well-order the index 
set I  and for each a£ / put F a= (U  {Fß\ß<<x.})ÖK. By transfinite induction we 
shall define sx£sd(Ea) such that for each /?<a, sa\Eß=sß. Suppose sß has been 
defined for each /?-= ot satisfying the given condition. If a is a limit ordinal then 
Ex= П Eß and we can define s f s d ( E x) by setting sx(x)=sß(x) if x£Eß. Notice that

ß<a
since X  has the weak topology defined by the covering {Fj, each Ea is a closed
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set and the topology o f Ea is also the weak topology defined by {Fß|/?<a}. There­
fore sa is continuous. On the other hand if a is a successor of a ' then because 
sf \Fa is soft we can extend sa. to sx£si(Ex). Finally, we define X ^ s i  so 
that for each a, s\Ea= sx. Then s is a section of s i  on X  which extends t. Thus 
s i  is soft and this completes the proof of the proposition.

P roposition  4.3. Let Ф be a paracompactifying family o f supports on a space 
X  and F be a closed subset o f X. Suppose s i is a sheaf o f L-modules on X  such 
that si\F  is (pf-soft and si\(X—F) is Ф\(Х— F)-soft. Then s i  itself is Ф-soft.

P r oof . Once again we assume that X  is paracompact and Ф—clá. Let 
К  be a closed set of X  and s£si{K). Since К OF  is closed in F there is an s'£ 
£si(KUF)  which extends s. Now K ö F being a closed subset of a paracompact 
space X  implies that there is an open set U containing KUF and a section 
s 'fs i(U )  which extends s'. Let V be another open set such that k U f c F c f c f / .  
Since si\{X—F) is cld |(X—F)-soft we find that s f \X—U is (cld \ X —V)f] 
П (2f— (7)=cld£l (X— £/)-soft. Now s"\(V -V )€j* ( V - V )  and V— V being 
closed in X, V— V£cld ] (X — V). Now because sd\(X—F) is cld | (X —F)-soft 
we find that si\X —F  is cld | (X— F)-soft and hence there is an extension s'"6 
€s i (X—V) extending s" |( V— V). Since s'" and s" agree on the common part 
V— V there is a section si''/)is i(X )  which extends s.

The following proposition now immediately follows from Lemma 2.2 and the 
above Proposition.

P roposition  4.4. Let Ф be a paracompactifying family of supports on a space 
X  and s i  be a sheaf o f  L-modules on X. Suppose F is a closed subset o f X. I f  
si\F  is L\F-soft and si\A  is Ф\А-50^ for each closed subset A o f X  disjoint 
from F then s i  itself is Ф-soft.

Now we can prove all forms of sum theorems for the cohomological dimension 
of locally paracompact spaces over any ring L. We state the theorems in most 
general forms for Ф-dimensions and the usual forms of sum theorems are their 
immediate corollaries. We have

T heorem  4.5. Let (Fp|p = l ,2 ,  ..., n , ...} be a countable closed covering of 
a space X  and Ф be a paracompactifying family o f supports on X. Then for any 
ring L

dim<,>;Z.(20 =  Sup {dim#|Fj>>L(Fp)|p =  1, 2, ..., n, ...}.

P r o o f . By the subset theorem for Ф-dimension (Proposition 2.3) dim0|Fp > L(FP)^  
^á im O L{X) for each p. Conversely suppose dim,„|Fj;iL(Fp)Sn for each p. Let 
s i  be any sheaf of F-modules on X  and let

0 — s i  -  i f 0 -  -  jSf" - 0

be a resolution of s i  in which is Ф-soft for each i= 0 , 1, ..., n—1. This means, 
for each p,

0 -  si\Fp -  JS?°|FP -  £Fl \Fp - . . . -  <£n~x\Fp -  <£n\Fp -  0

is a resolution of si\Fp in which ^f‘|Fp is Ф[Т„-5оЛ for each i=0, 1, ..., n—1. 
Since dim0|Fp L(Fp)^ n , Proposition 2.1 implies that i£n\Fp is Ф[Тр-зоЛ for each p.
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Then we can apply 4.1 to conclude that J§?" itself is Ф-soft. By Proposition 2.1 
again this means dim0>i(Z )Sn.

If X  is locally paracompact, let Ф be a paracompactifying family of supports 
on X  such that Е{Ф)=Х. Then for each closed subset F of X, Ф|Т is para­
compactifying and E(F\F) = F. This gives the following usual countable closed 
covering sum theorem.

C orollary  4.6. Let X  be a locally paracompact space and {Fp\ p = 1,2,..., n ,...} 
be a countable closed covering o f X. Then for any ring L

dimL (X) =  Sup {dimL (Fp)\p = 1, 2, ..., n, ...}.
By using the same arguments as in the proof of Theorem 4.5 and using Propo­

sition 4.2 or 4.3 or 4.4 appropriately one can prove all of the following results:
T heorem  4.7. Suppose a space X  has the weak topology defined by a closed 

covering {Fa|a£/} o f X  and let Ф be a paracompactifying family o f supports on X. 
Then for any ring L

dim0;L(Z) =  Sup {dim4>|F„iL(Fa)|a€/}.
Note that if {Fa} is a locally finite closed covering of a space X  then the 

topology of X  is always the weak topology defined by {Fa}. Hence the following 
includes the usual second form o f sum theorem for dimL.

C orollary  4.8. Suppose a locally paracompact space X  has the weak topology 
defined by a closed covering {Fx \a €/}. Then for any ring L

dimL (X) = Sup {dim^ (Fa)|a£/}.
The following result, sometimes considered as a sum theorem, is known to be 

not generally valid for covering dimension or D(X, G) and therefore shows a better 
behaviour of dimL.

T heorem  4.9. Let F be any closed subset o f  a space X  and Ф be a para­
compactifying family o f supports on X. Then for any ring L

dim<p,L(30 =  Sup {dimí,|FjL(.F), dimtf,|(Jf_F)!Í.(Z -F )} .
C orollary  4.10. I f  X  is locally paracompact and F is a closed subset o f 

X then for any ring L
dim^fZ) =  Sup {dimL(F), dimL(Z -F )} .

The following was first proved (for paracompact spaces) and usefully exploited 
by Quillen [13] in proving that if a compact Lie group G acts continuously on 
a paracompact space X  then dimt  (X \ G) SdimF (X).

C orollary  4.11. Let Ф be a paracompactifying family o f supports on a space 
X  and F be a closed subset o f X. For any ring L, i f  dim(!>|F>L(F )Sn  and 
dim®! A>L(Ä )^n  for each closed subset A disjoint from F then dim 0yL(X)^n .

C orolla ry  4.12. Let X  be locally paracompact and F be a closed subset 
of X. For any ring L, i f  dimt (F)Sn and dimL(A )^n  for each closed subset 
A o f X  disjoint from F then dim L(X)^n.
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24 S. DEO and R . SHUKLA: COHOMOLOGICAL DIMENSION

Quillen used the above corollary to prove the following result. However, by 
applying our second form of sum theorem it can be proved directly. The only thing 
to be remembered is that for any л-cell a, dimL(o)Sn  for any L.

Corollary 4.13. Let X  be a CW complex o f dimension n. Then for any ring 
L, dimt (^) s  n.
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DERIVATIVES AND CLOSED SETS
J. MAftÍK (East Lansing)

In their article [1] G. Petruska and M. Laczkovich proved (among other things) 
that a function defined on a perfect set S  and differentiable relative to S  can be 
extended to a function differentiable on the whole real line R. This note contains 
an elementary proof of a more general theorem where the set S  is supposed only 
to be closed in R.

Notation. The word function means a mapping to R=( — °°, °°). Let a f^ScR  
and let F be a function. If БГ\(а,Ь)Х0  for each b>a, we define

Fs+ (a) =  hm (F(x) — F(a))/(x—a) (x£S, x  \  a)
provided that this limit exists. We define analogously the meaning of F's~(a) and 
F's(a). (Note that F's(a) may exist even if F's+(a) is undefined.) The symbols 
F '+(a), F'~(a) and F'(a) will have the usual meaning (i.e. F,+(a)=F'R+(a) etc.). 

Points in R X R  will be denoted by (• , •).
1. Let a, bd R, a<b and let J  =[я, b]. Let tp and ф be functions continuous 

on J. Let <p be convex, ф concave, (р—ф on {a,b}. Set s = {<p(b) — <p(a))j(b — a). 
Let a, ß, M, N fR , (р'+(а)^<х^ф'+(а), ф'~(Ь)^Р^ср'~(Ь), Af<min (a, ß, j),
max (a, ß, s) <  N. Then there is a function G continuously differentiable on J  such 
that G '+(a) =  a, G'~(b)=ß, M < G '< N  on (a,b) and that, for each x£(a, b), 
G(x)=(p(a)+s(x—a) or <p(x) -< G(x) <  ф(х).

Proof. We may assume that <р=ф=0 on {a, b}. Then j= 0 . Let c—(a+b)/2. 
We construct a function H  continuously differentiable on /  such that H '+(d)=a, 
H = 0 on (c, b), M ^ H '^ N  on (a, b) and that, for each xf(a ,b ), H(x) = 0 or 
<p(x)<#(x)<t/4;t). If <x=0, we choose H — 0 on J. Now let, e.g., a>0. Choose 
ап e€(0, —M ) and set р(х)=ф'+(х) (x£[a, bj). We have a^p(a)=p(a+). There 
is an axf{a, c) such that ф increases on (a, af). There is an a f(a , af) and a 
function p continuous and decreasing on [a, a2] such that a (a<_—a) <  e (a1—a2),

r2p(a)—a, on (a, a2) and p(a2)=(). Since J  /x a (a 2-ű )< £ (a 1- a 2), there is a
a

a1 a2

function q continuous on [a.t ,a 1) such that 0S q ^ e , J  q— J  p and that ? = 0  on
a 2 a

x

{a2,ai}. Set h=p on [a, a2), h = —q on [a2, ax], h—0 on (ax,b\ and H(x)= J  h
a

for each x fJ .  It is easy to see that —£ ^H '(x )< a and 0^Н(х)<.ф(х) for each 
x€(a, b).
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In an analogous way we construct a function К continuously differentiable 
on J  such that K = 0 on (a, c), K'~(b)=ß, on (a, b) and that, for
each x£(a, b), K(x)=0 or (р(х)<К(х)<ф(х). Now it suffices to take G=H+K.

2. Let a,b and J  be as in 1. Let P be a function on J  such that the derivatives 
ct=P'+(a), ß —P'~(b) exist. Set s=(P(b)-P(aj)/(b-a). Let M, N£R,
<min (a, ß, s), шах (a, ß, s) <  N. Then there is a function G continuously dif­

ferentiable on J  such that the graph of G is contained in the convex hull o f the graph 
of P and that G'+(a)=a, G'~(b)=ß, G=P on {a, b} and M <G'<N on (a, b).

Proof. Let Ф and P  be functions continuous on J  such that Ф =Р=Р  
on {a, b}, Ф is convex, P  is concave, Ф'+(а)=Р'~(Ь)= — °° ,Р ,+(а)—Ф'~(Ь)=°°. 
Set Р0=(Р\/Ф)АР. Obviously oc=P'0+(a), ß=P'0~(b). Let C and C0 be the 
convex hulls of the graphs of P and Pn respectively. It is easy to see that C0cC . 
Let tp be the greatest convex function on J  such that cp =  P0 and let ф be the 
smallest concave function on J  such that Р0=ф- Let C2 be the set of all points 
(x, y) such that x f(a ,b ) and that y= P(a)+ s(x—a) or cp(x)< у<ф(х). Then 
C1c C 0. Now we apply 1.

3. Let S  be a nonempty set closed in R. Let A, B^RIJ {— °=, <*>}. Let P be 
a function on R suchthat A < P \x)< B  for each xdS  and that

A <  (P (y)-P (x ))/(y -x )  <  B,

whenever x ,y £ S ,x A y .  Then there is a function G differentiable on R suchthat 
G=P, G '=P ' on S and A<G'~?B on R.

Proof. We may suppose that inf S' = — °°, sup S  = °°. Let (a, b) be a compo­
nent of RXS1 and let a, ß, s be as in 2. There are M, N£R  such that 
<min (a, ß, s), max (a, ß, s)<N<B. Construct a function G according to 2. In 
this way we define G on / ^ \ S ’; further we set G—P on S. It is easy to see that 
G has the required properties.

4. Let x 0, y 0,sdR. For each )>€(0, °°) define

(1) Wy =  {(x, y )£ R x R ; \y Уо s ( x x 0)I <  y (x -x 0)}.

Let e€(0, andlet (xi, yf), (b, c)£Wi ,3x1^4 b  — x0. Then (2b—xl5 2c— Wu .
Proof. We may suppose that x0= y 0=0. Then 6xx̂ 8b and hence \2c—y x — 

—s(2b- x 1) |s 2 |c - jf i | + |y1- XX! I <  e(2 b+ Xj) S  e( 1 Ob—5xx)= 5e(2b—Xj).
R em ark . The geometric meaning of Wy is obvious. To see the geometric 

meaning of assertion 4 the reader should realize that 3x!^4b—x0 means the same 
4

as xx—x0S  -j- (b—x0) and that (b, c) is the center of the segment with end points 
<Xi,yi> and (2b - x 1, 2c - y 1).

5. Let x0,y0,s£R . For each yd(0, °°) define Wy by (1). Let s£(0, °°) and 
let (x^y f), (b, c), (x2, y 2) fW e, xx< b < x 2, x£R, 3 |x -b |S b -X !. Let q=(y2- y 1)l 
/(x2—Xi). Then (x, c+q(x — b ))fW 3e.
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Proof. We may suppose that x0= j 0=0. Set y= c+ q(x—b), Z = \x—b\(x1+ x2)/ 
/(x2—Xx). As 3(x—b|<min (x2—xl5 b), we have 3Z<min (jq+Xjj, b(x\+ x2)/ 
/(Xi—Xij). If x2s 2 b, then x 1+ x2^3b; if x 2>2b, then

(л:! + л:2)/(л:2 — xx) <  (b + x 2)/(x2- b )  <  3.
Thus in either case Z<fe.

Obviously \q—s\ = \y2—sx2 — ( jx — JXi)|/(x2—xx) S  a(x1+ х 2)/(х2—х1); therefore 
\y—xs\ = \c—sb+ (x—b)(q—s)\Seb+eZ<2sb. Since x= b —(b—x)>2b/3, we have 
|_y—jx|<3ex.

6. Let S  be a set closed in R. Let F be a function on S such that F's (x) 
is finite for each accumulation point x  o f  S. Then there is a function H  on R 
differentiable at each point o f  S  such that H —F on S.

Proof. We may suppose that inf 5 =  — sup S=°°. Set
A + =  {xd-S; STl(x, y) ^  0  for each у  >  л:},
A~ — {x€»S; -Sfl(y, x) ^  0  for each у  <  л:},

I +—A ~ \ A +, I~ = A +\ A ~ ,  I - S \ ( A  + UA~). Define a function /  on S as 
follows: If bEA + UA~ ( = S \ I ) ,  set f{b) = Ffb). If b£ l, find xl5 x 2£ S  such 
that s n (x l5 x2)= {h} and set

f (b )  = (F(x2) - F ( x1))I(x2- x1).
For each b£S define a set Mb as follows:
If beA + П А-, let M„={b}.
If h€ /+U /_, choose a 0 such that either S(l(b,b+3dD) = 0  or STI 

C\(b-3db, b)= 0  and set
Mb = {x; 2 b -x£ S C \[b -d b, b + db]}.

If b£l, choose a db>0  suchthat SC\(b—3db, b+3db)={b} and set Mb= 
=[b-d„,b+db\.

Let M —(JMb (b£S). Obviously b£Mb for each b£S  and M aO M b= 0 ,  
whenever a, b£S, a ^b . If (a,b) is a component of then МсП(а, b)= 0
for each c€ S \{ a , b). Thus (a, b )\M = (a , b ) \(M aö M b) which is open. There­
fore R \ M = ( R \ S ) \ M  is open, M  is closed.

There is a unique function G on M  with the following properties: G=F 
on S ’, if x£M b, b£l+UI~, then G(x)=2F(b)—F(2b—x); if x£M b, b£l, then 
G (x)= F (b)+ (x-b)№ .

Let x 0£S. We shall prove that

(2) Gff (x0) —f ( x 0).

The case x0$A + is left to the reader. Now let x(f A + and let e£(0, °°). Set 
s= f(x0) ( =  Fs(*0))- For each y€(0, oo) define Wy by (1). There is a z>x„ such 
that (x, F(x))£We for each x€STl(x0, z). There are zlt z f f S  suchthat x0< z2<z 

3
and that ^-(z2- x 0) (so that x0< z1<z2). Let x£M f\(x0, zf). If x£S,
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then, obviously, (x, G(x))£We. Thus, let x$ S' and let (a, b) be the component 
of containing х. We have xü̂ a < x ^ b ^ z 1. There are the following four
possibilities:

1. x£M b, b£l~. Set xx= 2 b—x. Then x ^ S , 0 < x x—b ^ d bS(b —a)/3<
4

<(b—x0)/3, therefore 3xj<4b —x 0, and xx -= +  {zx—x0)/3= x0+ у  (zj—x0)< z2.
Set c=F(b), y 1= F(x1). We have (b, c), (х1г y ^ W ,,  x=2b — xlt G{x)=2c—y 1 
so that, by 4, (x, G(x))6 Wbe.

2. x£M b, b£l. There is an x 2£SC\(b, «>) suchthat SC\(b, x2) =  0 .  Obviously 
.v8Sz2. Then G(x)=F(b)+(x—b)f(b), 0< b—x ^ d b^ (b —a)/3 so that by 5 with 
Xx=a, q=f(b) etc. we have (x, G(x))£W3e.

3. xdM a, a £ l+. Proceeding as in 1 we get (x, G(x))OVae.
4. x£M a, a fl .  Proceeding as in 2 we get (x, G(x))£ W3t.
This proves (2). Similarly, it can be shown that G'ü(x0) = / (x 0) for each x0ZS. 

Now it suffices to choose for H  the function that equals G on M  and is linear 
on the closure of each component of R \M .

7. Let T  be a closed set in R, V = R \T ,  Q a V  and let Q be isolated in V. 
Let g be a function on O. Then there is a function К differentiable on R such 
that K = 0 on TUQ, K '—O on T  and K '= g on Q.

Proof. Let <p be a function differentiable on R such that cp—0 on {0}U 
U (R \(— 1, 1)), <j/(0)=l, M <1 on R. There is a function со continuous on 
R such that co=co'=0 on T  and that w>0 on V. There are positive numbers 
cq (q£ Q) such that the intervals dq — [q—eq, q + c4] are pairwise disjoint and that 
JqdV  for each q. Now let i/, =  min {ш(х); x € /e}, c4=max ( l/г,, \g(q)\l>iq) and, 
for each x£R, let

K(x) = 2  - ^ r -  V(cq( x - q )).
e € G  Cq

Obviously \K\^ ( 0  on R. It is easy to see that К  satisfies our requirements.
R emark. The following assertion is a generalization of Theorem 5.5.3 in [1].
8. Let S  be a nonempty set closed in R. Let F and f  be functions on S such 

that F's(x)= f(x) for each accumulation point x  o f  S. Let A, B£RÖ  {— °°, °°}. 
Suppose that A < f(x )< B  for each x£S  and that A<(F(y) — F(x))/(y—x)<2?, 
whenever x , y f S  and xA y. Then there is a function G differentiable on R suchthat 
G — F, G '= f on S  and A < G '< B on R.

Proof. Let T  be the set of all accumulation points of S. Let H  be as in 6. 
By 7 there is a function К differentiable on R such that К — 0 on S, K '= 0 on 
T  and that K '= f - H '  on 5 \Г .  Set P=H+K. Obviously P = F  and P '= f  
on S. Now we apply 3.

R emark. It has been mentioned in [1] that there is a perfect set S  and a func­
tion F on S  suchthat |Fs(x)|^ 1 for each x£ S  and that G' is unbounded for 
each function G differentiable on R  suchthat G = F on S. The following example 
shows a little more.
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Let l= x 0> X i> ..., *л-*0, (и— 1» 2 , ...). It is easy
to see that x„~zy„<x„-.1. Set S = 0  [*,,, J B]j U {0}- Define a function F on
S  setting T(0)=0 and F(x)=x2„ for each x£[x„, y„\. Then S is perfect and 
Fs= 0 on S. Now let G be a function differentiable on R suchthat G =  F  on S. 
Then G(x„- 1) -  G(y„)=*2 _ i -  2хя(хп_1- х я)=2(xn_j — yn)/xn so that (G(xa-i)~
-  G (yn))/(xn _1- y n)-~°o(n-~ o°). We see that G' is unbounded on (0,1).

Thus, we have constructed a perfect set S and a function on S twice (actually, 
infinitely many times) differentiable relative to 5 that cannot be extended to a func­
tion twice differentiable on R.
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SELECTIVE, BI-SELECTIVE,
AND COMPOSITE DIFFERENTIATION
R. J. O’MALLEY* (Milwaukee) and С. E. WEIL (East Lansing)

Only the third notion of differentiation is new here. The results show when it 
implies each of the first two and when the second implies the third.

1. Introduction

The real line is denoted by R and all functions will be realvalued and defined 
on R. The closure of a set AczR will be denoted by Cl A. The selective and 
bi-selective derivatives have been studied by the first author in [2] and [6] respectively. 
The composite derivative is introduced here and we show that a composite derivative 
is a bi-selective derivative, determine when a composite derivative is a selective 
derivative, and find conditions under which a bi-selective derivative is a composite 
derivative. The paper is concluded with an example showing that sometimes selective 
and composite derivatives must be different.

2. Preliminaries

In this section we give the necessary definitions and state some known facts.
2.1. D efinition. By a bi-selection, ft, we mean an ordered pair, s and v, of 

interval functions defined on the family of all nondegenerate, closed subintervals 
of R satisfying x<.r([x, y])<y for all x< y . The interval function s is called 
a selection.

2.2. D efinition. Let ft be a bi-selection and let /  and g be functions. Then 
g is said to be the bi-selective derivative of /  relative to ft if for each x

lim (t>([x, y])-/(x))/(s([x, y ])-x ) =  g(x).
y -+ x  4

Here [x, y] denotes the interval [y, x] if y<x.
We note that if the limit defining #(x) exists, it is unique. So it is permissible 

to denote g by ft/'.
2.3. D efinition. Let s be a selection and let /  be a function. If f  has a bi- 

selective derivative relative to the bi-selection ft where v([a, b])=f(s([a, ft])), then 
we say /  has a selective derivative relative to s and denote the derivative by s f .

♦This author supported in part by N. S F. Grant #M C S 8102494.
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32 R. J. O’MALLEY and С. Е. WEIL

2.4. Definition. By a decomposition of R  we mean closed sets E„ for 
n=  1,2,3,... such that ( J  En—R. A function f  is said to have the function

Л  =  1

g  as a composite derivative relative to the decomposition E„ if for each n and
A o p b  y C. J7

Um ( f ( y ) - f ( x ) ) l ( y - x )  = g(x).
У~*х, у t

In this case the above limit need not be unique unless л: is a limit point of E„. 
On the other hand if  x  lies in two different sets E„, the two limits must be the same. 
So it may always be assumed that f , c £ , +1,

The following facts are obvious or can be found in the references listed.
2.5. All selective derivatives are bi-selective derivatives.
2.6. Bi-selective derivatives are equivalent to 1—r derivatives. (See [1] and [6].)
2.7. All selective derivatives have the Darboux property. (See [2].)
2.8. All bi-selective derivatives are of honorary Baire class 2 (see [6]) but even 

selective derivatives are not necessarily of Baire class 1. (See [2].)
2.9. All approximate derivatives are selective derivatives (see [2]) and composite 

derivatives. (See [5].)
We close this section by showing that the situation for the composite derivative 

relative to Baire 1 and Darboux is exactly opposite to that for the selective derivative; 
namely every composite derivative is of Baire class 1, but need not have the Darboux 
property.

2.10. T heo rem . All composite derivatives are o f  Baire class 1.
Proof. Let the sets En, n=  1, 2, ..., be a decomposition and let /  and g 

be functions such that g is a composite derivative of /  relative to the sets E„.
To shows that g is of Baire class 1 let E  be any perfect set. Then E — ( J  (ЕГ)Еп)

П = 1
and each Ef]En is closed. So there is a closed interval /  suchthat 0  AlC\E(zEOEn 
for some n. Assume as we may that IC\E is perfect. Then g is a derivative relative 
to IClE. Thus by Theorem 5.5.2 on page 209 of [7], g is the restriction of a func­
tion g which is a derivative on R. The function g has a point of continuity, 
x fJ O E  relative to ID E, and since g=g on ID E, x  is a point of continuity 
of g  relative to 1 ПЕ.

2.11. Example. A composite derivative need not have the Darboux property.
Proof. Let f ( x )  = \x\ and for и = 1,2, ..., let E „= R\(0, l/ri). Then 

g(x) =  |x|/x for x ?±0 and g(0)= —1 is a composite derivative of f  (in fact the 
composite derivative o f /)  relative to the sets En, but g does not have the Darboux 
property.

Observe that g is also a bi-selective derivative of / .  Thus a bi-selective derivative 
need not have the Darboux property.
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3. Main theorems

3.1. T heorem. Let the sets E„, n = 1,2, ... be a decomposition o f R, and let 
f  and g be functions. Suppose g is a composite derivative o f f  relative to the sets En. 
Then there is a bi-selection b such that bf'(x)=g(x).

Proof. Assume, as we may, that for each n, E„czEn+1. For each x£R  let 
n{x)=min {n: x£En}. Thus хб£'я(д.)' \ £ 'п(х)_1 where Eo= 0 .  By the distinguished 
endpoint of an interval [a,b\ we mean that endpoint, d, satisfying n(d) = 
= min {«(«), n(b)) with the honor going to the right endpoint in case n(a)=n(b). 
To define the bi-selection we let [a, b] be an interval and let d be the distinguished 
endpoint. If E„(d)n(a, b )^  0 ,  then let ,v([n, b])£En(d)i](a, b) and let v([a, b]) =
=f(s([a,b])). If EnW П (a, b)= 0 ,  then let s([a, b]) = ̂ ~  and v([a, b])=f(d) +
+g(d)(b-a)/2 .

To show that the bi-selective derivative, bf', of /  exists and is g, let x£R  
and let e>0. There is a ^ > 0  such that if |y —х]<<515 then л(у)ёи(х) for if 
not, then x would be the limit of a sequence from and since each E„ is
closed, x would belong to Еп(х)_г contrary to the earlier observation that 
х £ Е п м \Е пы - 1- Next there is a <52> 0 such that if y£E„(x) and if \y—x |< d 2, 
then |g(x) — ( fly )— /(x))/(y—x)|<£. If x is a right hand limit point of En(x), 
then let <53= + °°. If not, then there is a <53> 0  such that E„(X)D(x, x+S3)= 0 . 
Let (5=min {(51; <52, <53}. If 0< |y  —x|<(5, then since <5 (̂5, и( ; ) ё и (х). If £„w fl 
П(х, у ) 7̂ 0 , then by definition of s, j ([x, y])^En(x)C\{x, y) and hence by defini­
tion of v,

|g(x)-(u([x, y])-/(x))/(s([x, y])-x)| =  |g(x)-(/(s([x , y ]))-  

-f(x))l(s([x, y ])-x )| <  £

since <5̂ <52. Now suppose EnM Г) (x, y) = 0 .  If x —<5<y<x, then и(у)ёи(х) 
implies x is the distinguished endpoint of [x, у]. If on the other hand x<y<x+<5, 
then the supposition ЕпМ П (x, y )=  0  implies that x is not a right hand limit 
point of En(x). Thus <53<  + °o and since <5ё<53, y$E„M. Consequently n(y)>n(x) 
and again x is the distinguished endpoint. Therefore by definition of s and v,

|g(x)-(u([x, y])-/(x))/(s([x, y ])-x )| =  I g (x)—(g (x) (y—x)/2+

+ /(* ) - f(x ))l((y+ x)/2 -  x)| = 0 <  £.

3.2. Theorem. Let En, f  and g be as in 3.1. Suppose in addition that for 
each x, g(x) is a bilateral derived number o f f  at x. Then there is a selection, s, 
such that g= sf' on R.

Proof. As in the proof of 3.1 assume that En<zEn+1, define the positive 
integer и(х) for each x£R  and the distinguished endpoint of a closed interval. 
Let [a, b] be closed interval and let d denote its distinguished endpoint. As in the 
previous proof if En(d)П(a, b) ^  0 ,  then let s([a, b])£En(d)C\(a, b). However if 
E„(cI) П (a, b) = 0 ,  then since g(d) is a bilateral derived number of /  at d, we may 
select s([a, b])£(a, b) such that \g(d)-(f(s([a, b]))-f(dj)/(s([a, b))—d)\<\b — a\.
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Let x£i? and let £>0. Let <5 =  min {<5г, <52, S3, e} where (3l5 <52, and <53 
are defined as in the proof of 3.1. Let 0-<|x—j|<<5. If Е„м П(x, y ) ^  0 ,  then as 
before |g(x)-(/(j([x , j ] ) ) - / ( y))/(j ([y, ^ ] ) - y)|<£. Suppose Еп(х)Г\(х, y)= 0 . 
Again as before x  is the distinguished endpoint of [x, y] and consequently by 
definition of s

|g O )-( /0 ([* . Я ))-/(*))/(*([*, J])-* )I <  \y - x \  < ä S £ .
3.3. Corollary. Let En, f ,  and g be as in 3.1. I f  for each x there is an 

n such that x  is a bilateral limit point o f  E„, then there is a selection, s, such that 
s f'= g .

Proof. The hypotheses o f 3.3 imply those of 3.2.
The condition on a decomposition given in 3.3 besides yielding that the compo­

site derivative is Darboux also gives that it will have Zahorski’s M 2 property as 
well as the Denjoy—Clarkson property. (See [2].)

To complete the circle we now present a condition by which a bi-selective 
derivative becomes a composite derivative. It is clear that some condition is needed 
since a bi-selective derivative need not be Baire 1 and hence need not be a composite 
derivative. The idea comes from [4] and requires that we first introduce the following 
notion.

3.4. D efinition. By a family of tangential paths we mean a function t on
{(x, h): x£R, |ft|>0} such that for all x£R  and |ft|>0, t(x, ft)?íft and for each
x£R, lim t(x, h)/h — 1. л—0

3.5. T heorem. Let b be a bi-selection and let f  and g be functions such that 
b f'= g  on R. Suppose there is a family o f tangential paths, t, such that for each xdR

lim (v([x+h, x+ t(x , ft)]) —/ (x))/(s([x+ft, x+ t(x, ft)])-x) = g(x).
h-*0

Then there is a decomposition o f R into sets En, n — \, 2, suchthat g is a compo­
site derivative o f f  relative to the sets E„.

Proof. For each n let

A„ =  {x: |(t>([x, x+<5])-/(x))/(s([x, x+<5])-x)| <  n if 0 <  |<5| <  1/n},

and let En= C lAn. By Lemma 2 of [6] if x1, x 2€En and if ]xx—x2]<  1/«, then
l / (x i) - / (x 2) |S n |x i-x 2|. Since b f '—g on R, \J An=R. So the sets En are a

/1 =  1
decomposition of R.

Let n be a positive integer, let x£En and let {x*} be a sequence in E„ con­
verging to x. Without loss of generality we may assume that x=0, /(0 )= 0 , and 
0<|x*|<l/w for each k. For each к there is an hk£A„ such that |ftfc—xk|<  
< |x fc|/ft<l/n and 0<|ft*|<l/n. Let tk = t(0, hk), vk = v([hk, tk]) and sk=s([hk, tk]). 
Then

f ( x k)/xk = {((/ (xk) - f  (hk))l(xk -  ft*)) ((xk -  hk)/xk)} +

+ {((/(ftfc) -  vk)/(hk -  sk)) ((ft* -  s*)/ft*) (ft*/x*)} + {(vk/sk) (s*/ft*) (ft*/x*)}.
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The first factor of the first term is bounded by n. (If we were fortunate enough to be 
able to choose hk=xk, then we just let the first term be zero.) The second factor 
tends to 0 as So the first term has limit 0 as Since hkdAn, the
first factor of the second term is bounded by n provided \tk—hk\~d/n which is 
true for к  sufficiently large since tk/hk has limit 1 as k-*°°, which also implies 
that sk/hk has limit 1 as k-~°° and hence the second factor has limit 0 as k — °°. 
Finally the first factor of the third term has limit g(0) as k-*°° by assumption; 
the second and third factors both have limit 1 when k-+°° as was just mentioned. 
Thus the third factor has limit g(0) as к °° which completes the proof.

To see how close a general bi-selective derivative comes to being a composite 
derivative, the reader is referred to Proposition 4 of [6].

We close this paper with an example of a function, / ,  which has both a selective 
derivative and a composite derivative. In general it is possible for a given function 
to have several selective derivatives depending on the selection and likewise many 
composite derivatives. The important aspect of this example is that any selective 
derivative of /  must differ from any composite derivative of /.

3.6. E xample. Let C c [0 ,l]  be the Cantor set. Let / = 0  on fR \[0 , 1])UC. 
Let (a, b) be a component interval of [0, 1]\C . We let /  be a continuously dif­
ferentiable function on [a, b] whose derivative from the right at a is 0, whose 
derivative from the left at b i s l a n d  f((a+b)/2)=3(b—a)/2. Clearly the function 
g=0 on (i?\[0,1])U C  and g —f  on the component intervals of [0, 1 ] \C  is 
a composite derivative of /.

Let К  be the set of all right hand endpoints of component intervals of [0, 1 ]\C . 
We assert that there is a selection, s, such that s f '= 0 on C \K , s f '—\ on K, 
and of course s f '= f '  elsewhere. To define s let x< y . First suppose x$K. 
If C D (x ,y )? í0 , then let jflx, у])6СП(х, у). If СП(х, y)= 0 , then let a([x ,y])= 
—(x+y)/2. Now suppose xdK. If z  is the midpoint of a component interval of 
[0, l j ^ C  to the right of x, then (/(z)— f(x j)/(z—x) =  1. If y$C, then let a([x, y]) 
be any such midpoint. If y€C, then we choose л([х, у]) to be the midpoint of 
one of these intervals that is so close to x that ( f(y )— f(s([x, y])))/(y—a([x, y]))> 
> x —y. By a straightforward but tedious argument it can be shown that s f  is 
as claimed.

To show that no composite derivative of /  can be a selective derivative of 
/  we recall that a selective derivative has the Darboux property and we now show 
that no composite derivative of /  can have that property. Let the sets E„, n = l, 2,... 
be a decomposition of R and let g be a composite derivative of /  relative to the

oo

sets En. Then C — IJ (Д,ПС). Thus there is an interval I  with 0  А 1 Г\СсЕ„Г\С
n = 1

for some n. Since / =  0 on £„ПС, g = 0 on EnC\C. Since К  is dense in C ,g = 0 
at some points of K. Since g = f  on the component intervals of [0, 1 ] \C , since 
/ '  is continuous on these intervals and has value 1 at the right hand endpoints, 
we see that g is not Darboux.
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DILATABLE OPERATOR VALUED 
FUNCTIONS ON C*-ALGEBRAS

Z. SEBESTYÉN (Budapest)

Introduction

Our recent papers [6], [7] on moment theorems with respect to C*-algebras 
offer a way to treat these questions in a setting of the dilation theory due to Halmos, 
Naimark and Sz.-Nagy [5]. We shall do this investigations here.

Let A be a (complex) C*-algebra, not necessarily with unit, let G be a mul­
tiplicative semigroup in A, closed with respect to the involution of A  (briefly 
a ^-semigroup) and such that its linear span is a norm dense *-subalgebra in A. 
Given an operator valued function /  on G, f : G-*B(H), where B(H ) is the 
C*-algebra of all bounded linear operators on the (complex) Hilbert space H, 
we say that /  is dilatable with respect to A if there is a Hilbert space K, a conti­
nuous linear operator V of К into H  and a ^representation S  of A on К 
such that
(1) / ( g )  =  v sgv*
holds for each g in G.

In the scalar valued case, when H  — C (i.e. dim H  — l), V is a continuous 
linear functional on K, hence by the Riesz Representation Theorem there is a vector 
x in К  such that (1) is of the form [6]
(1 / /(g ) =  (Sex, x) (g6G)
where in addition V *l= x. In this case

(2) ' <p(a) =  (Sax, x) (at A)

is a (unique) positive linear extension of /  giving a solution of a moment theorem 
with respect to the C*-algebra A.

In the previous case, similarly,

(2) (p(a) =  VSaV* (at A)

defines not only a positive linear, but also a dilatable extension of f  These two 
notions coincide in the case when A is commutative (Theorem 1), which is an easy 
consequence of [7, Theorem 4], due to the author, and generalizes a theorem of 
Stinespring (and Naimark too). As a corollary, we give a new characterization of 
subnormal operators on Hilbert space differing from that of Halmos—Bram, 
MacNerny and Embry (Theorem 2).

In the case when A is noncommutative, our result (Theorem 3) subsumes 
the previous ones and gives a common generalization of theorems of Sz.-Nagy [5] 
and Stinespring [8].
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Dilatable functions with respect to commutative C*-algebras

The first result is a simple consequence of our previous one proved in [7, 
Theorem 4].

T heorem 1. Let G be a multiplicative * -semigroup in a C*-algebra A such 
that G generates a norm dense *-subalgebra in A. Given an operator valued function 

f  o f  G with values in B{H), the C*-algebra o f all bounded linear operators on the 
Hilbert space H, it is dilatable with respect to A i f  and only i f  there is a positive 
constant M  such that i f  O ^x^H , then

(3) 1
M\\xV 12  cB(f(g )x ,x )I2 2  cgch(f(h*g)x, x) S  M||x||2| |2 ’ ceg\\2

holds for each finite sequence {cg} o f  complex numbers indexed by elements o f G. 
Proof. The necessity is an easy consequence of (1) which holds by assumption: 

\2 cg{f{g)x, x f  = \ { ( 2  cgs g)v*x, V * x f  s  | |П 1 аМ 2||(2 * А )* " * ||2 =
9 9 9

= \ \y 4 2\\x\\22 c ech(ysh. gv * x ,  x) =  | i n i 2M 22 c gch(f(h*g)x, x) S
Я, h g ,h

s  | | F T M 4 ||S  2  c 0 g ||2 s  H H I4 M 4 № 1 1 2 ^ g | | 2g в
where | |5 |^ 1 , as S  is a ^-representation of the C*-algebra A.

To prove the sufficiency of (1) assume (3) and conclude by [7, Theorem 4], 
(an operator valued moment theorem, if A is considered via the commutative 
Gelfand—Naimark Theorem as C0(Q), the complex valued continuous functions 
vanishing at infinity over the locally compact Hausdorff space 12), that there is a posi­
tive operator valued measure F( •) on £2, dilatable by our Naimark-type result [7, 
Theorem 2] to a spectral measure E{ ■ ) on a Hilbert space К which has a suitable 
continuous linear operator V into H  such that
(4) F ( . )  = VE(.)V*
holds for these two operator measures F(-) and E{ •) on £2. Define now a 
^representation S  of A by

(5) Sa = f  a(t)E(dt) (а Ы ).
Í2

We have the desired property of S  given in (1):

(/(g)x , x) =  f  g(t)(F(dt)x, x)=  f  g(t)(VE(dt)V*x, x) = 
я ß

= f  g(t)E(dt) ( V * X ,  V*x) = (SgV*x, V*x) = (VS,V*x, x). 
a

The proof is complete.
As a consequence we give a new characterization of subnormal operators, 

showing that an operator В on a Hilbert space is subnormal if and only if the
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operator double-sequence {JB*mS"}~ n=0 is a moment sequence on the compact 
subset Q of the complex plane (the spectrum of В in the sense of MacNerny [4]). 
Recall that В is subnormal if there is a Hilbert space К containing H, and a normal 
operator N  on К  with H  as invariant subspace and extending B. In other words 
for the orthogonal projection P of К onto H

(5) PN*mNnx = B*mBnx

holds for any natural numbers m, пёО [5].
Theorem 2 . В is a subnormal operator on the Hilbert space H i f  and only i f

(6) 0 S 2  cmt„ck,ÁB*(l+m)B k+nx, x) S
m, n 
к,  l

||x|[2 max 12  ст,п(1ГЯ"р
m. n

holds for any double-sequence {cm>„}“ „=0 o f  complex numbers, where Q denotes 
the spectrum o f B.

Proof. The necessity of (6) is a simple consequence of the spectral theorem 
with respect to normal operators and, of course, (5):

2  ст'Пск'1(В*«+т>Вк+пх ,х )=  2  cmi„ck',(PN*(-l+m)N k+nx, x) =
k , l , m , n  k , l , m , n

=  2  cm,ncu ( N * ^ N k+'lx ,x ) =
к, l, m ,n

Ч 1 2 'с т,п^*иМ 2 2 c N*cm,n 7 v nN n 2 =§ Hxll maxлея \ 2 c ,
m, n

<,n№^

To prove the sufficiency of (6), we shall prove that the function/((A)mA") =  B*mBn 
(m ,n= 0, 1, 2 ,...)  is dilatable with respect to the C*-algebra C(Q) of the complex 
continuous functions on the spectrum Q of B. Here by the Stone—Weierstrass 
Theorem the *-semigroup {(l)mAn}“ n=0 (Ae £2) of polynomials generates a norm 
dense *-subalgebra in C(C2). But our assumption (6) proves (3) with M  — 1, only 
the left hand side of (3) is not seen at once. In this special case the ^-semigroup 
(and the C*-algebra) in question has a unit element (the constant 1 function on Q) 
so that this difficulty vanishes if we take the left hand side of (3) as a Schwarz 
inequality for the numerical function ( f ( - )x ,x )  (x£H), which is positive definite 
by assumption, indeed.

The general case

Our next result is a common generalization of the Naimark, Sz.-Nagy and 
Stinespring dilation theorems.

Theorem 3. Let A be a C*-algebra, G a multiplicative *-semigroup in A, 
generating a norm dense *-subalgebra in A. Given an operator valued function 
f : G-*B(H) on G with values in B(H), the C*-algebra o f all bounded linear ope­
rators on the Hilbert space H, f  is dilatable with respect to A i f  and only i f  there is
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a positive constant M such that

(7) ^  | | 2  /(g )* .II2 ^  2  (f(h*g)x„ xh),
1V1 д g,h

(8) 2  cgch(f(h*g)x, x) M \\xV ||2  c9g\\2 (*e^)
9 . к 9

holds for any finite sequences {хд} and {сд} in Н  and С, respectively.
Proof. The necessity of (7) and (8) are easy consequences of the dilatability 

with respect to A, since (1) implies

| | 2  /(g )* 9||2 =  11*42 * V 4 ) | |2 s  m 2 Z ( v s h, gv * Xg, xh) =
a g g,h

= w r z { f ( h * g ) x g,x h),
g,h

2  cgch(f(h*g)x, x) = ( ( 2  cgchSh*g)V*x, V*x) si
9. h 9 , ft

^  IIHI2l l* l l i 2 * A ||2 =  I I* T M 2||s (Z ^ 9 íO IN  ll^ll2ll*ll211511* ||2 c ,g ||2,
9 9 9

where ||£|| ^  1 as in the proof of Theorem 1.
To prove the sufficiency, assume (7) and (8) and consider the linear space F of 

//-valued functions with finite support on G with semi-inner product (via (7)) 
defined by
(9) ( 2  h®xh, 2  к ®Ук> =  2  ( f ( k*h)xh, yk),

Л к h , k

where the generating element h<S>xh is the function with value xh£H in g£G 
and 0 otherwise on G, and I  denotes (as always in this paper) a finite sum 
(over the *-semigroup G). We thus get a Hilbert space К by first factoring F with 
respect to the nullspace of ( • ,  •) and then completing this quotient space with 
respect to the norm obtained from the arising inner product. For simplicity we 
take F as a norm dense subspace of K, denoting elements of it and the inner 
product of К  also by the symbols introduced before, respectively.

We have a shift operation S g on F (for a g in G) given by

(10) St ( 2  h® xh) = 2  gh® xh (g€G).
h h

Our first aim is to prove that S g generates a bounded linear operator, denoted 
by the same symbol, on K. For u= 2! h® xh in К  we have by (9)

h

II V P  =  <S„u, u) =  <s gtgu,u> si I IV .и|| II«11,

I I V i r +1 =  II‘V9)2"-,mII2II"P"+,~2 =  l l 2 ( g * g r ',A®*A||2l|M||2"+1- 2 =
h

= INIгп+1- г 2  <(g*gT-'h®xh, (g*gT-'k® xk) ==
h , k

S  N |2"+1- 2 2  ll(g*g)2"'‘A 0xA|| ||(g*g)2"’1fc® ;tj =  ||и||2"+,- 2( 2  ll(g*g)2’" 1A®*J)2
ht k  h
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for n= 1 ,2 ,..., by induction. Using (8) this implies

H V i r +l 3  NII2" " -2^  (f(h*(g*g)2"h)xh, xhy f  S
h

s  ||« r"+1- 2(2 V ^ llx A||||(g+g)2"-lA||)2 s  ||M r+1-*M||(g*g)2- T ( | l l ^ | | | | / i | | ) 2 =

=  ы г +1- 2л / к г +1и ы  \ Ш
h

giving as w-^oo
(11) Ш  ^  llgll
for any g in G. It is easy to prove that (Sg)*=Sg* and S gg, = SgSg., for any 
g, g' in G. In other words S  : G~*B(K) is a ^representation of G on K. To 
prove that it has a (unique) extension to a ^representation of A on К  we have 
only to show instead of (11)
( 12)

9  9

for any finite sequence {).g} of complex numbers indexed by elements of G. For 
simplicity let Sa=]?/.aSg for an a=2^gS  *n -4- Then we have, similarly as before,

9 9
for any u = 2 h ® x h

II S,n||2 =  & ..« ,  и) Ш ||Se*e«/|| ||m||,

||5a«P"+1 ^  \\Sia. a r -i «П«|12П+1- 2 =  II и Г " - \ \ 2  gN ® 2sxA||2 =
h , s

= Nil2" '1-2 2  ( 2  gsh®Asxh, 2  8,к®Л,хк)  ё
h ,k  s t

^  Nil2" " - 2 2  \\Z  gN®A.*»|| | |2  g,k®*txkII = N IF +1- 2CZ ||Z  g.h®i.x„II)2
k ,h  s t  h s

where (ű*ű)2“-1 = 2 2sgs stands for the sake of simplicity, so that
S

И З Д Г 1 ^  NI12"+1- 2( 2 ( Z  K U f(h * g tg sh)xh, х„)ГУ Ш
h s , t

s  NII2"+1- 2( 2 ^ N J  \\ZKgsh\\f ^
h h

s  NII2"+1- 2̂ I I N N r - 1|p ( 2 N J  Nil)2 =  M (2 \\x h\\ NII)2M F +1N i r +1- 2
h h

thus giving (12) as /г —°°, indeed.
Finally, we have a bounded linear operator V of К  into H, if we define it 

on F by
(13) V ( 2  h ® x H) = 2 f ( h) xh-

h h

It is densely defined and bounded by (7) so that V has a (unique) bounded linear 
extension to K, denoted also by V. To prove (1), it suffices to show 14

(14) St V*x = g ® x  (g€G ,xeff)
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since then VSgV *x= V (g® x)= f(g)x  holds for any a in H, proving (1). To 
prove (14), we need only to show that

( 2 h ® x h, S„V*x) =  (K S>(2 h®xh), x) =  (V2g*h®xh, x) =
h h h

= 2 (f(g*h)xh, x) =  ( 2 h ® x H, g®x)
h h

for any element 2h® *h  in since they are norm dense in K. The proof is
h

complete.
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ON IRREDUCIBLE OPERATOR ‘-ALGEBRAS 
ON BANACH SPACES

J. VUKMAN (Maribor)

This work is in close relationship with our earlier research (see [9], [11], and
[12]). Throughout this paper we denote by L(X ) the algebra of all bounded linear 
operators on the Banach space X. A subalgebra J c I ( T )  is irreducible on X  
(or acts irreducibly on X), if for each pair x, ydX, xAO there exists such
that A x= y. We follow С. E. Rickart [8], and call a subalgebra ^ c i ( I )  strongly 
irreducible if for each yd X  there exists a constant ay with the following pro­
perty: If x£X, ||x|| =  1, then there exists AdSä suchthat A x= y, and \\A\\^ay. 
Note that a subalgebra ääaL(X) is strongly irreducible if it contains all linear 
operators with finite dimensional range. Let s i  be a real or complex Banach 
»-algebra with the identity element e. We say that s i  is symmetric if (e+a*a)~l 
exists for each ad si. As usual, we call a linear functional on the complex Banach 
»-algebra s i  positive, if / ( ű*ű) £ 0 for all adsi. In the real case we call a linear 
functional /  positive if /(а*д)ё 0 and f(a*)=f(a) are fulfilled for all ad si. 
We denote by Kf  the left kernel which corresponds to the positive functional 
/  acting on the real or complex Banach »-algebra s i  (Kf  = {a;f(a*a)=0}). We 
shall write r{a) for the spectral radius of ad s i  and p{a) for r(a*a)1/2. It should 
be mentioned that the spectral radius of an element a in a real Banach * -algebra 
s i  is defined to be equal to the spectral radius of a as an element of the complexi- 
fication of s i  (see [8, p. 5], and [10] for details).

Let X  be such a real or complex Banach space that there exists an involution 
A-~A* on L(X) satisfying the condition A*Aa O for each nonzero A£L(X). 
According to the classical result of S. Kakutani and G. W. Mackey (see [3] and [4]) 
there exists an inner product on X  such that the corresponding norm is equivalent 
to the given norm on X  and that A* is the adjoint of A relative to the inner 
product. It should be mentioned that J. Bognár obtained a simple and elementary 
proof of this result (see [1] and [2]). Some results in the sense of the Kakutani— 
Mackey theorem can be found in [9], [11] and [12]. The main purpose of this paper 
is to prove the following result which also characterizes a Banach space with an equi­
valent Hilbert norm among all Banach spaces. The proof is based on N. Namsraj’s 
result concerning the existence of positive functionals on complex symmetric Banach 
»-algebras (see [5]), and recent extension of this result to the real case which can 
be found in our earlier paper [10].

Theorem 1. Let X  be a real or complex Banach space. Suppose there exists 
a strongly irreducible symmetric Banach * -algebra J c l ( f )  which contains the 
identity operator I. In this case there exists an inner product on X  such that the 
corresponding norm is equivalent to the given norm, and that for each A d ü , A* is 
the adjoint o f A relative to the inner product.
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R emarks. The algebra SS in the theorem above is semisimple since it is ir­
reducible. Therefore by [6, (5,5)] and [10, Theorem 4] A*A AO is fulfilled for each 
nonzero AdSS. On the other hand we did not require the existence of operators with 
finite dimensional range, minimal idempotents or minimal ideals in Sä. Therefore 
we cannot introduce an inner product into X  using the dual space of X  (see [11]) 
or a minimal hermitian idempotent (see [7], [8, Theorem (4.10.7)] and [9]). In our 
case an inner product will be introduced into X  via a positive functional.

For the proof of Theorem 1 we need the following lemmas.
Lemma 1. Let s i  be a real or complex symmetric Banach * -algebra with the 

identity element e. Then the following statements are fulfilled.
1° To each proper left ideal i f c r f  there corresponds a positive functional 

f  such that üfc.Kj-, f(e)=  1.
2° There exists a constant M  such that the relation r(a*a)1/2̂ M  ||a]| is fulfilled 

for each ad si.
Proof. For the proof of the complex version of 1° see the proof of Theorem 1 

in [5]. The real version of 1° is contained in [10, Theorem 11]. The proof of the 
complex version of 2° can be found in [6] (see (8,1) and (8,2)). The proof is based 
on the subadditivity of p( ■), and the fact that the radical of a complex symmetric 
Banach * -algebra contains exactly those elements a for which the relation p(a)=0 
is fulfilled. Since both of those results are proved also for real symmetric Banach 
ж-algebras (see [10, Theorem 4]), the real version of 2° can be proved in the same way.

Lemma 2. Let f  be a positive functional acting on a real or complex Banach 
* -algebra s i  with the identity element e. The following statements are fulfilled.

1° f(a*a) ̂  f(e)r(a*a) for all ad si.
2° f(b*a*ab)^-r(a*a)f(b*b) for all pairs a ,b d si.
Proof. The complex version is well known (see [6, (2,4)]). For the real version 

see the proof of Lemma 8 in [10].
Proof of T heorem 1. Let udX  be a fixed nonzero vector. First observe that 

each x£X  can be written in the form x=Au  for some Ad Sä since Sä is by 
assumption strongly irreducible. It is easy to prove that the left ideal S£ = {A; Ad Sä, 
Au—0} is maximal. Since S£ is closed, the quotient space SSjSS is complete in 
the norm \\A + SS\\0— inf ||/1 + 7J||. By the open mapping theorem the isomorphism

Bise
A + £?>-*-Au, which maps Sä/SS onto X, is bicontinuous if we equip Sä/J? with 
the norm || • ||0. By Lemma 1 there exists a positive functional f  / ( / ) = 1 such that 
S£czKs . Since S£ is maximal, we have f£=Kf . Therefore Sä/SS is a pre-Hilbert 
space with the inner product (A + SS, B+JS)= f(B*A), A, BdS3. Denote the norm 
corresponding to the inner product by || - j| i . Let us prove that there exists a constant 
a such that for all A-\-STdSälS£ the inequality

(l) M + J2 b = M M +  jSfllo

is fulfilled. From the first statement of Lemma 2 it follows \\A + £S\\l—f(A*A) = 
—f((A  + Bj*(A + B))^r((A + B)*(A + B)). Since by the second statement of 
Lemma 1 there exists a constant M  such that r((A +  B)*(A+B))112̂  
ШМ\\А + В II, we obtain \\A + 3?\\г^М \\А  + В\\ where В is any operator from S£.
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Therefore W A+ ^W ^M  inf ЦЛ+5Ц =MWA+J£\\0 which completes the proof
В £ j5P

of (1). The isomorphism A + 3£ Au allows us to introduce an inner product 
into X  as follows

(x ,y) = (A + & ,B + & )= f(B *A ), x = Au, у  =  Bu.
Denote the norm induced by this inner product by || • ||2. Then combining (1) with 
the fact that there exists a bicontinuous isomorphism between 38/.S? (equipped 
with the norm || -1|0), and X  (equipped with the original norm || -||), we obtain 
that the inequality
(2) ll*||, s/?||x ||
is fulfilled for some constant ß, and each x3X. Let us prove that

(3) 11*11 ё  у||дс||а
for some у and all x3X. For this purpose let us first prove the relation
(4) \\AxI|a S  r(A *A )^Идеи,,
where A3 38 and x3X  are arbitrary. Let A3 38, and x —Bu, B338 be given. 
Then \\АхЦ=(Ах, Ax)={(AB)u, (AB)ü)=f((AB)*(AB))=f(B*A*AB). Using the 
second statement of Lemma 2 we obtain \\Ax\\\=f(B*A*AB)^r(A*A)f(B*B)= 
=r(A*A)||*||1, which completes the proof of (4). From (4) and the second statement 
of Lemma 1 it follows that
(5) м*||,ёЛ /М |||* |.
for some constant M, all A3 38 and all x3X. Let a fixed vector e3X, ||e ||,=  l 
be given. Then by strong irreducibility there exists for each x3X  an operator 
A3 38 suchthat Ax=\\x\\e, and \\A\\^C, where C is some constant. Therefore 
||*[| = \\Ax\\2, and by (5) ||*|| = ||^* ||2sA f M|| ||х||2^Л/С ||* ||2, which completes 
the proof of (3). From (2) and (3) it follows that the norm induced by the inner 
product is equivalent with the given norm on X. It remains to prove that (Ax, y) = 
=(*, A*y) for AfiXt, and all pairs x, y£X. Let A t38 and *, y€X  be given. 
There exist Аг,А 2̂ 38 such that x= A 1u ,y= A 2u. Since Ax=(AA1)u, A*y = 
= (A*A2)u, we obtain (Ax, y)= f(A^AA1), and (x, A*y)=f((A*A2)*A1)= f(A*AA1). 
The proof of the theorem is complete.

We conclude with the result below which can be considered as a consequence 
of Kadison’s remarkable result concerning representations of ü*-algebras (see 
[8, Theorem (4.9.10)]).

Theorem 2. Let X  be a complex Banach space, and suppose that there exists 
an irreducible B*-algebra 38aL(X) which contains the identity operator. In this 
case there exists an inner product on X  such that the corresponding norm is equivalent 
to the given norm, and that for each A338, A* is the adjoint o f A relative to the 
inner product.

Proof. The proof will be similar to the proof of Theorem 1. Let therefore 
u3X be a fixed nonzero vector, and denote by 3£ the left ideal {А; А 3 З8 , Au=0}, 
which is by irreducibility of 38 maximal. Since a complex iU-algebra is symmetric, 
there exists by Theorem (4.7.14) in [8] a pure state /  such that Ks=3£. Therefore,
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as in the proof of Theorem 1, an inner product can be introduced into &/£? as 
follows: (A+ & , B+ & )= f(B*A), A, B£®. By Lemma (4.9.11) in [8] the norm 
induced by this inner product is equivalent to the norm \\A+:S?||0=  jn f \\A + B\\.
Combining this with the fact that there exists a bicontinuous isomorphism between 
X  and equipped with the norm || • ||0, it follows that an inner product can be 
introduced into X  such that the corresponding norm is equivalent to the given 
norm on X. The rest of the proof goes through as in the proof of Theorem 1.

Remark. It seems that the proof of Theorem 2 cannot be used for the real 
case, since real ß*-algebras are not necessarily symmetric, and since the proof of 
Theorem 2 depends heavily on Lemma (4.9.11) in [8], which is an immediate con­
sequence of Kadison’s result mentioned above, and which is by our knowledge 
proved only for complex iT-algebras.
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ON THE THREE-DIMENSIONAL FINSLER SPACES WITH 
Г-TENSOR OF A SPECIAL FORM

H. D. PANDE and J. P. PANDEY (Gorakhpur)

Acta M ath. Hung.
43(1—2) (1984), 47—52.

In this paper a special form of the Г-tensor Thijk has been proposed and studied 
in three-dimensional Finsler spaces.

Introduction

Let Cijk(x, у ) (cf. Matsumoto [3]) be the (A)Än-torsion tensor of an и-dimensional 
Finsler space Fn with the metric function L (x ,y )  where x  is a point and у  is an 
element of support.

The r-curvature tensor ShiJk (cf. Matsumoto [3]) is defined by 

(El) ShiJk =  Ckkr Cf j Chjr C[k.
The r-covariant derivative of a tensor T) is given by
(1.2) Tj\k = дТ‘\дук+ TJC‘k -  T ‘CJk.
The Г-tensor ThiJk (cf. Matsumoto [4]) is completely symmetric and is defined by 
the equation
(1.3) ThiJk = LChiJ\k+Chijlk+Chik lj+ Chk j + Ckij lh 
where /,= Г _1у,.

A Finsler space in which the h(hr)-torsion tensor CiJk is of the form

(1.4) (n +1) C; Jk — hi j Ck + hJk Ct+ hki Cj,

is called a C-reducible Finsler space (cf. Matsumoto [5]).
A Finsler space Fn (и^З) with the non-zero length C of the torsion vector 

C‘ is called semi-C-reducible (cf. Matsumoto and Shibata [7]), if the (h)hv-torsion 
tensor CtJk is of the form

(1.5) Cijk = (hu Ck+ hJk Ci + hki Cj)+ -^ C i  Cj Ck

where p and q (= l —p) do not vanish, p is called the characteristic scalar of the Fn.
The purpose of the present paper is to study a special form of the Г-tensor 

ThiJk in special Finsler spaces.
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Special form of the Г-tensor Thijk

We assume that that the Г-tensor Thijk is written in the form

(2-1) ThiJk =  hhi Qjk + hh]Qik + hhkQij + htJ Qhk + hikQhJ + h Jk QM + XCh C; Cj Ck

where QtJ are components of a certain tensor field and Я is a scalar.
Since Thijk is symmetric in all the indices, hence we get

(2.2) hJk(Qhi- Q ih) =  0

which implies that Qu is a symmetric tensor.
Contracting (2.1) with respect to yk and using Thijky k=hJkyk= 0 we obtain

(2.3) hjiQ Jo + hhJ Qi0 +  hij Qh0 — о

where “o” means contraction with respect to the element of support.
Further contraction of (2.3) with respect to ghl yields

(2.4) Qio=o (n >2)

which means that Qtj is an indicatory tensor.
Therefore, we have
L emma (2.1). I f  the T-tensor o f a Finsler space Г„(и>2) is o f the form (2.1), 

then Qij is a symmetric and indicatory tensor.
In a two-dimensional Finsler space (cf. Berwald [1]), the angular metric tensor 

hu and the {h)hv-torsion tensor CiJk are written in the form

(2.5) a) hij =  т , т ; b) LCijk = Imimjmk

where the function I  is called the principal scalar by L. Berwald.
From (1.3) and (2.5), the Г-tensor of F2 is given by

(2.6) LTMjk = T 2mh m, ms mk
where

(2.7) Li= zL^ L mf

Hence the Г-tensor Thijk of an Г2 is of the form (2.1) since Qtj and X are found 
from (2.5) and (2.6) in the form

( 2.8) Qu =
L  1I.2mlmJ X = Ь-Ч.л 

1C4 '

The Г-tensor of a semi-C-reducible Finsler space (Matsumoto and Shibata [7]) 
of the first kind is given by

(2.9) ThiJk =  L  ( Г «  HUjk+ T P  H (f)k + Tp  C p k)
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where
T P  = (px + pc)pC 2/(n + l) (n + l-2 p ), T P  = q(pct + pc)l(n + l-2 p ) ,  

т р = [ {n +1 -  (n + 3)p} q<x +  {(n + 3) p -  2 (n +1)} pc]/(n + 1 -2  p)C 2,
Hhljk = hhihJk + hhjhki + hhkhtJ,

HPlk = hhiCjCk+hijCkCh+hh j Ct Ck+ hJk CiCh+hhkCiCJ + hki Cj Ch, 

c h%  = ChCtCjCk, Pt = j p  and Pc = PiC ‘IC \  a =  РС%/С*.

We see that the T-ten sor Thi j к of a semi-C-reducible Finsler space of the first kind 
is of the form (2.1) since Qy and Я are found from (2.9) as
(2.10) Qu =  LQ  T P  hu +  T P  Ci Cj), Я =  LTP.
The indicatorized tensor Thijkl (Fukui and Yamada [2] and Yamada [9]) of ShiJk\i 
is given by
(2.11) Thijkl — Shijk\i+L~1(21,Shtjk+lhSujk+ liShlJk+ lj Shnk+lkShijj). 
Differentiating (1.1) with respect to y k, we get

(2-12) Shijkli = Q*rli Cfj +  Chkr C/j-l;—ChJr\l C'k — Ch Jr C[k\i.

Indicatorizing (2.12) and using the indicatory properties of CiJk, Qij and hu , 
we obtain with the help of (2.1), (2.12),

(2.13) LThijkl hkjdihi "F hkidjki'\mhjiakhi +  h^a^-tr
+ hkiaijk+hn ahkj —hkia,hj —hkl aih j — hu akhj —hhJalki—hhi ajik — hjlahki+

+ ChnQkj+CkjiQhi—ChJlQki— Ckn QhJ+2(Ck C; Cj Ehi +  Ch Ct C( Ekj — Ck C; C; Ehj—

— Ch Ct Eki)
where
(2.14) auj = QmiC™ and Etj — СтС™.
Therefore we have

T heorem (2.1). I f  the indicatorized tensor o f L ChiJ\k is of the form  (2.1), then 
the indicatorized tensor o f ShiJkh is given by (2.13).

Three dimensional Finsler spaces

In this section we give the fundamental formulae of three-dimensional Finsler 
spaces. Matsumoto [6] developed the theory of three-dimensional Finsler spaces 
with respect to the orthogonal frame eMi, a=0, 1, 2 where e(0)i=L~1y i, ew ~ C ~ 1Ci 
where C is the length of the torsion vector Ct. The third vector e(2)i is given by
(3.1) e(2), =  eijkemJew k.
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The (A)fia-torsion tensor CiJk are written as
(3-2) LCtJk — CaßyeWle(ß)je(y)k
where Ь~хС ф  are called the scalar components of C IJk. We also have

(3.3) Cxß о =  0, Cm = H, C12 2 = /, C222 — C112 = J.
H, I  and J  are called the main scalars and satisfy
(3.4) H + I  =LC.
The a-covariant derivative of the vector e(a)' are given by

(3.5) ew\] • L = em‘eMJ + S ^ e ^ v j
where Vj are the components of the ^-connection vector. The scalar components 
^ißy of a tensor T)Jk are defined by
(3.6) Taßy =  Т )кем1е^е(у*.
The scalar components 2"a/i;y of T ‘j\k L  are written in the form

(3.7) Taß,y = Ь ^ е (у*+Т„рГ $ Ху+Та,Г \й Ру

where the quantities Г $ Ру are such that

(3.8) = ~Г(1)\ау> f’íoJíy = dßy~~d0ßÖQy 
and r[i]2y=Vy. The a-covariant derivatives of T\} are given by
(3.9) T ‘j\k-L = Тар.уем 1е ^ е м к.

/ )  T
Since y t=L-rj-j, from (3.2) and (3.9), we obtain
(3.10) L2 ■ Chij\k+L- ChijeWk = Сф.6e(a)he<p)ieMJe(0)k.
From (3.3), (3.4), (3.7) and (3.8), we obtain

(3.11)

Coßy;6 ~  CßyS,
Сны = H ;i + 3Jvt ,

' C112;i = — J.i +(H—2I)vi , 
Cl22;S ~  I;i 3 Jl)f,
C222;ä =  J +  3Iva.

where H.a—L (дН/Эу‘)
The а-connection vector also satisfy the following relations:

(3.12)
(i) (Я— 21) vk -  3Jv2 =  J;1 +  H.2,

(ii) 3Jvk + (H  — 21) v2 = I.A +  J .2,
(iii) 3 Ivy + 3Jv2 =  -  J.y + /.2.

From (1.3) and (3.2) we get
(3.13) LThijk — {Caßy;S + Cßyiö0a+ CaySőop + Ca,ßSö0y}eMhe(ß)le(y-)j eWk.
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Three dimensional Finsler space with Г-tensor o f the form (2.1)

Let F3 be the three-dimensional Finsler space whose Г-tensor ThiJk is of 
the form (2.1). Let Qxß be the scalar components of LQtJ i.e.

( 4 - 1 )  L Q i j  =  Q ap e (a) ie (ß) j -

Since Qu is a symmetric and indicatory tensor, hence we have

(4.2) Qaß = Qßa and Qoa = o.

The scalar component of the angular metric tensor ht] are given by

(4.3) — (ßaß ~$0x Ö0ß) e (a)i e(ß)j •

From (2.1), (3.13), (4.1), and (4.3), we obtain

(4.4) CXßy.s + CßySö0o[ + CaySö0ß+Слр050у — (öxß—ö0xS0ß)Qyi+(öliy—ö0aö0y)Qßi +

+  (ßx6  ~  <5oa ̂ oa) Ö/Jy +  (ß ß y  ~  ^O ß &(>■/) Q x i  +  (ß ß ö  ~  Öoß ̂ 0a) Q xy  +

F(SyS — ö0yö0S)QXß+LiXCiöltö1ßöiyöl i .

From (3.3), (3.11), (4.2) and (4.4), we get

(i) tf;1+ 3JVl = 6QU+LXC\
(ii) H.2+3Jv2 =  3Q12,
(iii) - / ;1+ ( H - 2 / K  = 3ß12,

,, (iv) —J.2+ (H —2I)v2 =  622+ 611»
1 ; (v) Iíí-3Jvl =  Qíl+Qu,

(vi) I.2-3 Jv2 =  3 Q12,
(vii) J;1 + 3Iv2 =  3 Q12,
(viii) J.2+3Iv2 =  6 Q22.

By virtue of the equations (3.12), equations (ii) and (iii), equations (iv) and (v) and 
equations (vi) and (vii) are identical. From equations (ii) and (vi) of (4.9) and (3.4) 
we obtain

(4.6) LC.2 = 6Q12 i.e. Q12 = j LC;2.

Also adding (iii) and (vii) and using (3.4), we get

(4.7) Q12 = —LCvi.

Therefore Q12=4-JLC.2= —LCt>i. Hence 1>1= C - 1C.g. Adding (iv) and (viii) 
6 '  6

of (4.5) and using (3.4), we get

(4.8) Ö11+ 7Ö22 =  (H + I)v2 = LCv2.
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From (v) (4.5) and (4.8) we obtain

(4.9) Q22 =  ^ ( L C v2- I ;1+ 3JVl) and Qn  =  -i(7 /.x-21/t)1-LCj>1).
О о

With the help of (i) (4.5) and (4.9), we have
(4.10) X = C -i {C.1 + Cv2- Z L - 1(I.i -?>Jv1)}.
Therefore we have

Theorem (4.1). I f  the T-tensor o f a three-dimensional Finsler space is o f the 
form  (2.1), then the scalar components Qxß o f L  Qtj and the scalar к are given 
by (4.2), (4.7), (4.9) and (4.10).

We also have
Corollary (4.1). I f  the T-tensor o f a three-dimensional Finsler space is o f  

the form (2.1), then the v-connection vector vt vanishes i f  and only i f  Qu=o and
Q n+iQ iz= o.
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ON A PROBLEM OF F. A. SZÁSZ
S. FEIGELSTOCK (Ramat-Gan)
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43(1—2) (1984), 53—55.

1. The study of rings satisfying the minimum condition for principal (right) 
two-sided ideals, (MHR) MHI-rings, was initiated by F. A. Szász [2, 3, and 4]. 
These rings provoke interesting questions in the radical theory of rings, see [5, pp. 
128—129, problems 29—40]. Szász has asked for necessary and sufficient conditions 
under which an MHR-ring is embeddable into a unital MHR-ring. In this note, 
the structure of the additive groups of unital MHR, and MHI-rings will be given. 
Using this structure theory, it will be shown that an (MHR) MHI-ring may be 
embedded into a unital (MHR) MHI-ring if and only if its torsion part is bounded.

The author is indebted to Professor Szász for posing the above problem, and 
for his suggestion that it might be solved by studying the additive groups of 
MHR-rings.

2. Notation:
R a ring
R + the additive group of R 
R, the torsion part of R +
Rp the p-primary component of R„ p  a prime 
I c R  I  is an ideal in R 
(.x) the ideal in R generated by x£ R
Q the field of rational numbers.
Theorem 1. Let G be a torsion free group. The following are equivalent:
1) G is the additive group o f an MHR-rmg.
2) G is the additive group o f an MHI-ring.
3) G is divisible.
Proof. Clearly 1)=>2).
2) =>3). Let R be an MHI-ring with R +=G, x£G, and let n be a positive 

integer. There exists a positive integer к  such that (nkx)= (nk+1x). Therefore 
there exists y£R  such that nkx=nk+1y. Hence nk(x—ny)=0. Since G is torsion 
free, x=ny, and so G is divisible.

3) =*1). If G is a divisible torsion free group, then G is the additive group 
of a field.

Lemma 2. Let R be a  torsion free (M HR) MHI-ring, and let !<}R. Then 
I + is divisible.

Proof. Similar to the proof of the implication 2)=>-3) in Theorem 1.
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C orollary  3. Let R be an (MHR) MHI-ring, and let I<\R/Rt. Then I + is 
divisible.

Corollary  4. Let R be a torsion free (MHR) MHI-rmg, and let S be an 
extension of R by Q. Then S  is an (MHR) MHI-rmg.

P roof. It follows easily from Lemma 2, that every (right) ideal in R is a (right) 
ideal in S. The statement of Corollary 4 is a direct consequence of this fact.

A ring satisfying the minimum condition for principal ideals generated by 
a torsion free element will be called an MHTFI-ring. It is easily observed that if 
R  is an MHTFI-ring, then R/R, is an MHI-ring.

T heorem 5. Let G be a group. The following are equivalent:
1) G is the additive group o f a unital MHR-rág.
2) G is the additive group o f a unital MHI-ring.
3) G is the additive group o f a unital MHTFI-rmg.

n kt
4) G =s ©0+ © ® © e  Z(p{), n ,k t positive integers, pt a prime, and a, octJ

a  t  =  l  j = l a ij
arbitrary cardinals, i = 1, . . . ,n ; j  = 1, ..., kt.

Proof. Clearly l)=>-2)=>-3).
3) =>4). Let R be a unital MHTFI-ring, with unity e. If R + is a torsion 

group, then |e |=n<°°, and nx=(ne)x=0 for all x£R. Hence R + is bounded, 
and is of form 4) with a=0, [1, Theorem 17.2]. It may therefore be assumed that 
R + is not a torsion group, in which case e is torsion free. Let p be a prime. 
There exists a positive integer к  such that (pke) = (pk+le) for every non-negative 
integer /. Hence pke—pk+ly l, for some y t^R , or pk(e—p ly,)=0. Therefore 
e —ply,+zi, with pkzi=0. Let x£Rp, x^O , and choose / such that \x\=pl. 
Then x= ex= ztx. Hence pkx= (p kzl)x=0, i.e., pkRp—0. This implies that

к
Rp = ® ® Z (p J), ctj a cardinal, j  = 1,..., к, [1, Theorem 17.2].

j = l  *]
Suppose that RPtZ 0 for infinitely many primes pt, i =  1,2, 3 ,... . It was 

shown above that there exists a positive integer k t such that pk‘ RPi =  0, i =  1,2, 3,... . 
There exists a positive integer n, suchthat {р\хр\г ... pk„ne) — {p\1p\i ... pk„npk\ fe ) .  
Put s^p'i'pfy ... pk". There exists f£ R  such that se=pkn+® sf Let x£RPn+l, x^O . 
Since (j, |x |)= l, there exist integers u,v suchthat mj+ u|x:| =  1. Hence x —ex—

п к I
= usex= usfpkr®^x=0, a contradiction. Therefore Rt— ® ® ® Z(pj), au- a car-

i = lj=l X,J
dinal, i = l, ..., n; j  =  1 ,...»k t. Since R, is bounded, R += Rt®H, H  a torsion 
free group, [1, Theorem 100.1]. By Lemma 2, H  is divisible, and so Я = ® б +,

a
[1, Theorem 23.1].

4) =>1). Let G be a group satisfying 3). Let F be a field with F + = ® Q +,
a

and let Zpj be the ring of integers modulo p{, i =  1, ..., n; j  — l, ..., kt. Then
n k t

R=F®  ® ® ® Z pj is a unital MHR-ring with R +szG.
i=lj'=l atj '

For an alternate proof of the equivalence of 1) and 4) in Theorem 5, see [3, 
Satz 3.2].
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Corollary 6. Let R be a unital (MHR) MHI-ring. Then R  is a ring direct 
sum R= Rt®R0, with R, a bounded (MHR) MHI-rág, and R0 a torsion free, 
divisible (MHR) MHI-rág.

Corollary 7. Let R be an (MHR) MHI-ring. R may be embedded into a unital 
(MHR) Mill-ring i f  and only i f  R, is bounded.

Proof. If R is a subring of a unital (MHR) MHI-ring then Rt is bounded 
by Corollary 6.

Conversely, let R be an (MHR) MHI-ring with R, a bounded group. Then 
R + — R:QR0, [1, Theorem 100.1]. By Corollary 3, R0 is divisible. Let и be a 
positive integer such that nRt = 0. Now R t • R0=R,-(nR0) = (nR,) ■ R0=0, and 
similarly R0-Rt= 0. Hence R= R,® R0 is a ring direct sum, with Rt a bounded 
(MHR) MHI-ring, and R0 a torsion free, divisible (MHR) MHI-ring. It clearly 
suffices to embed Rt and R0 separately into unital (MHR) MHI-rings. The 
following procedure is essentially that in [1, Lemma 123.2]. Let Zn be the ring 
of integers modulo n. Clearly, Rt is a Z„-algebra. Put G,=Z„+®i?r. For 
a f Z f  b f R, ,  i = 1,2, define (a1+b1){a2+b2)=a1a2+b1 b2+a1b2+a2b1, where 
the products a1a2,b lbi are the products in Z„ and R, respectively, and axb2, a.2b1 
are defined by the action of Z n on Rt. This multiplication induces a unital 
(MHR) MHI-ring structure S„ with Rt<iSt. Replacing Z n with Q, and 
R, with R0; the same procedure yields a unital ring S0, with R0<\S0, and 
S0/R0^Q . By Corollary 4, S0 is an (MHR) MHI-ring.

Observation. The proof of Corollary 7 shows that if an MHR (MHI)-ring 
R is embeddable into a unital (MHR) MHI-ring as a subring, then R may be 
embedded into a unital (MHR) MHI-ring as an ideal.
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A GENERALIZATION OF STRONGLY REGULAR
RINGS

V. GUPTA (Tripoli)

In this paper we introduce the notion of л-weakly regular rings. We give some 
characterizations of л-weakly regular rings with unit element. Finally we show that 
every ring A has a unique maximal two sided л-weakly regular ideal S(A) with 
some radical like properties.

All rings are assumed to be associative. A ring A is called л-weakly regular 
if for all a(L A we have adaAa2A. The class of л-weakly regular rings lies strictly 
between the class of right (or left) weakly regular ring and strongly regular rings. 
Following are some examples.

Example 1 (Fisher [3], Example 2). K[y, £>], the ring of differential polyno­
mials in the indeterminate у  with cofficients in K, where К is a universal differential 
field with derivation D, is л-weakly regular but not strongly regular.

Example 2. A„, the ring of nXn  matrices over a divison ring is a right (left) 
weakly regular but not л-weakly regular.

We use the following notations.
(x) = the two sided ideal generated by xdA.
X * = {adA\Xa=aX=0}, the annihilator of a non empty set XQA.
X r ={adA\Xa=0}, the right annihilator of a non empty set XQA.
X 1 =the left annihilator of a non empty set XQA.

Concerning our terminology we refer to the papers by V. A. Andrunakievic and 
Ju. M. Rjabuhin [1], V. S. Ramamurthy [7] and E. T. Wong [9].

A ring A is called reduced if it is without non zero nilpotent elements. Now 
we give the following two lemmas which will be used frequently in the subsequent 
study.

Lemma 3 (K. Chiba and H. Tominaga [2]). Let A be a reduced ring and let 
a, bdA.

(i) I f  ab—Q then ba=0 and (a)r=(a)1.
(ii) I f  a AO then Aj(a)r is reduced and the residue class a o f a mod (a)r is 

a non zero divisor.
(iii) I f  A is a prime ring then A contains no non zero divisor (i.e. (a)r = (a)1= 0 

for a A 0).
Proof. It is obvious.
Lemma A. I f  A is a prime s-weakly regular ring then A is a simple ring with 

unit element.
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Proof. It is clear that A  is reduced. Let adA, then a —ax where xd(a2). 
Now x  acts as a unit element of A, since for all ad A, x a —ad(a)r=0. Thus 
xa=a. It is obvious that ax=a. Moreover A= AxQ AA a2AQAaA. Thus A is 
a simple ring with unit element.

Now we formulate the following characterizations of j-weakly regular rings.
Theorem 5. The following are equivalent fo r  a ring with unit element.

(i) A is s-weakly regular.
(ii) A is a right (or left) weakly regular ring and is a subdirect sum o f simple 

reduced rings.
(iii) A is reduced and right (or left) weakly regular.
(iv) A is reduced and А /P  is right (or left) weakly regular for every proper 

prime ideal P o f A.
(v) A is reduced and А /P  is s-weakly regular for every proper prime ideal 

P of A.
(vi) A is reduced and every proper prime ideal is maximal.
(vii) A is reduced and every proper completely prime ideal is maximal.
Proof. (i)=>(ii). It is clear that A is right (or left) weakly regular and hence 

semisimple in the sense of Jacobson (Ramamurthy [7]). Now A is a subdirect 
sum of primitive rings Aa each of which is a homomorphic image of A and hence 
j-weakly regular. Now by Lemma 4 each of A a is a simple reduced ring.

(ii) => (iii) =>- (iv). These are obvious.
(iv)=>(vii). Let P be a proper completely prime ideal of A. Since А/P  is 

right (or left) weakly regular, it can be verified that А/P  is a simple ring. Thus 
P is a maximal ideal.

(vii)=>(i). Let 0Aa£A. Then A=A/(a)r is reduced and a is a non zero 
divisor of Ä. Every proper completely prime ideal of Ä is a maximal ideal of Ä. 
Let M  be the multiplicative semigroup generated by all elements 5—äx where 
xd(a2) ._ We claim that 0dM. Suppose OíJ M  then there exists a completely prime 
ideal P with PO M — 0  (Andrunakievic and_Rjabuhin [1]). Let adA. Then 
(а2)Я=Р or there exists a d(ä2) suchthat ad P- If f ä 2) Q P  then a2dP- Since 
P is completely prime, we have adP- Now ä —äxdPClM =  0  for xd(a2) which 
gives a contradiction. If there exists ad (ä2) suchthat a $P then we have (a+ P ) =  
=A/P, since А/P is simple. In particular 1 — ffupM'jdP. Thus ä—äZüjCcü'jdPn 
Г \М = 0  which is a contradiction. Hence OdM. Now

0 =  (a —axj)(a—axa) ... (a—ax„)

where xtd(a2). Since A is reduced and ä is a non zero divisor, by using Lemma 3 
it can be verified that T=x for some xd(a2). Thus 1 —xd(a)r. Now we have a —ax.

(i) =>(v) => (vi) =>(vii). These are obvious.
Let A' be a ring and A a subring of A' containing the identity of A '. Ä  is 

called an integral extension of A  if for every xdA ', there exists a positive integer 
n and elements a„_x, ...,a0 in A suchthat x"+ an- 1xn~1+ ... +ao=0.

Lemma 6. Let A' be an integral extension o f A and let A ' be an integral 
domain. I f  A is simple then A ' is a simple ring.
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Proof. It is sufficient to prove that for every nonzero x£A', we have A'xA' = 
—A’. Let 0 ?*x£A' then x  is integral over A, thus x"+a„-1x n~1+... + a0—0. 
Since A' is an integral domain, we can assume a0^0. Now consider the ideal 
generated by a0 in A. Since A is a simple ring we have Aa0A= A. Now it can 
be shown easily that A'xA '=A'. Hence A' is a simple ring.

Analogously to the corollary of Wong [9] we have the following.
Theorem 7. A reduced integral extension A ' o f a right (or left) weakly regular 

ring A is an s-weakly regular ring.
Proof. Let P' be a proper completely prime ideal of A'. Then Р=Р'Г\А  

is a completely prime ideal of A. А/P is a simple ring. A'IP' is an integral domain 
and an integral extension of А/P. Now by Lemma 6 A'/P' is a simple ring. Thus 
P' is a maximal ideal of A'. By Theorem 5, A' is л-weakly regular.

An element a£A is called л-weakly regular if there exists x£(a2) such that 
a=ax. A two sided ideal I  is called л-weakly regular ideal if each of its elements 
is л-weakly regular.

Let S(A)=  {a£A\(a) is an л-weakly regular}. Now we give the following lemma 
which will be used in proving our next theorem.

Lemma 8. Let I be an ideal o f A. I  is s-weakly regular ideal o f A i f  and only 
i f  a£aAa2A for any a£l.

Proof. Let a£l and a—ax where x£(a2). From this x£(axa)QIa2I. Thus 
I  is an л-weakly regular ideal. The converse is trivial.

Lemma 9. I f  x€aAa2A and a—x€(a—x)A(a—x)2A then a£aAa2A.
Proof. Since x£aAa2A, we have (a—x)AQaA. Moreover

(a —;t)6(a —x)A(a—x)2A - (a—x)A(a2+ x2—ax—xa)A Q aAa2A.

Since x£aAa2A, we have a£aAa2A.
Theorem 10. (i) S(A) is the unique maximal s-weakly regular ideal o f A.
(ii) S(A/S(A))=0.

(iii) I f  I  is an ideal o f A then S{I)~S(A )O I.
(iv) S(A n)—0 where A„ denotes the full matrix ring o f order n over A.
(v) I f  A/U (A) is an s-weakly regular ring then S(A) = 0 i f  and only i f  U (A)T ̂  

QU(A) where U(A) denotes the upper nil radical o f A.
Proof, (i) Let a £A and u£S(A), then clearly au and ua£S(A). Now 

suppose that щ and u2€S(A) then we show that u1—u2£S(A). Let a^(u1—u2) 
then a=zx—z2 where z f ( u t) for / =  1,2. z1=z1TrizJri for some rh r[^A. 
Now consider

a - a  2  ria2r'i = (z1- z 2) - ( z 1- z 2) £  ri(4 + z t~ z 1 z2- z 2zjr,' =

=  - z2- zx2  r f z i - z ±z2- z 2zl)r'i +  Z 2 2  ri(z! + 4 ~ z 1z2- z 2z1)rl€(z2).

Now by Lemma 9 a£aAa2A. Thus S(A) is an ideal. Now the result is immediate.
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(ii) Let a denote the residue class modulo S(A) which contains the element 
a of A. If BdS(A/S(A)) and a€(fc) then 5€(6). Thus ä~äx  where x£(a2). 
Thus a—ax£S(A). By Lemma 9 a£aAa2A. Hence b£S(A) and Б—0.

(iii) By (i) and Lemma 8, S(A )C )I^S(I). Conversely, if adS(I) then 
ax^aIa2Ix^ Ia IQ S (I) .  Similarly xa£S(I). Thus S(I) is an ideal of A. We have 
S(I)Q S(A )r\J  by Lemma 8.

(iv) By using (iii), it suffices to prove the result for a ring with unit element. 
Let Qt̂ X^S(A„) and let O^a be the (/,y)th entry in X. Then

This implies that Y = Y IZ iY 2Z'i =0  which is a contradiction. Hence
£ (Л )= о .

(v) It is easy to verify that U(A)DS(A)=0. Since U(A) ■ S(A) and S(A) •
■ U (A)^U (A)f)S(A )= 0  we have S(A)Q U (A)TQU(A). Hence S(A)=0.

Conversely, let S(A)= 0. First we will show that U(A)C\{U(A)T)2= 0. Let
x£U{A)C\{U(A)T)2 then x£U(A) and x — Z aibi where aj,bi£U(A)T. Since

A/U(A) is i’-weakly regular, we have at— Z xjalx 'jai = ui for some u£U(A). Now

Y = EuXEj2 =

0 a 0 ... 0
0 0 0 ... 0
0 0 0 ... 0 e s (A n).

0 0 0 ... 0

We use induction on n. 
If и = 1 then

x =  Z  x j a\x'ja1b1 =  Z  XjCilXjX =  0. ;_1 ;_1
If 1 then we have

И— 1
anb„ = x -  Z  aibi-

Thus
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U(A)T is a two sided ideal. Since
( m  m \

2  X jdU 'j- 2  XjdnX'Aa,, b ^U (A )T,
j = 1 j = 1 '

we have x = 0  by induction hypothesis. Now let a£(U(A)T)2 then (d)Q(U(A)T)2. 
Moreover, if a6(a) then a — 2 xj°?XjCt€ U(A)n(U(A)T)2—0. Now a£S(A)=0. 
Thus U(A)T(gU{A).
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THE SPECTRUM OF A CLASS OF SINGULAR 
INTEGRAL OPERATORS

N. S. FAOUR (Kuwait)

Introduction

Let E  be a bounded measurable subset of the real line R, and let L2„(R) 
be the usual Lebesgue space of C" valued square integrable functions on R («> 1). 
The space L^JIR) is the set of лХ и matrices (Фу) (1 ^ /,_/=«), where each of 
the functions Ф0(Е L°°(R).

The operators of interest are the singular integral operators S  defined on 
L\{E) by

where B£ L^n{E), and B* is the adjoint of B.
The singular integral operator 5  is hyponormal, that is the selfcommutator 

[5*, S'] =  5 *S—SS* is a non-negative operator. Moreover, [5*, S'] is «-dimen­
sional.

In this paper it is proved that the spectrum of S  is the set of all complex 
numbers z=x+iy  such that x  is in the essential closure of E  and \y \^  
=ess lim sup ||5(r)||2. It should be remarked that a complete description of the

t°=X
spectrum of S for the case n = l was given by Clancey and Putnam [1].

In this section the spectrum of the singular integral operator S  defined on

is studied. To do that some definition and lemmas are needed.
If g is a non-negative essentially bounded measurable function defined on 

a subset of F of the real line, then g will automatically be extended to be zero 
off F, and g*(x) will be defined by

where the Lebesgue measure of А П F is greater than zero for every neighborhood

If F is a measurable subset of the real line R, then the set of all real numbers 
x  such that every neighborhood of x  intersects F in a set of positive measure 
is the essential closure of F and will be denoted by Fe. The set C(g) is C(g) =

The spectrum

Ll(E) by 

(1)

g # (x) = ess lim sup g (t) = lim ess supg(i)
0  v '  t = x  ^  | d | _ 0

A of x.
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=  {x -р iy: xc.Fe, |y |S g #(x)}. It is clear that C(g) is a closed subspace of the 
complex plane.

Let В£Ьмп(Е). In this paper the norm of В is defined by |||ő|||=ess sup ||5(t)||,
where \\B(t) |j denotes the norm of the matrix B(t) as an operator on C" with 
the Euclidean norm, also, the spectrum of the operator S  is denoted by cr(S). 

The main theorem of the paper is the following
T heorem 1. Let S  be the singular integral operator defined on L\(E) by (1)- 

Then the spectrum o f S  is equal to
{x+iy: x££e, |y| ^  esslimsup ||5(0|l2}.

The proof of Theorem 1.1 requires some preliminary lemmas.
L emma 1. Let T  be the singular integral operator defined on L \E ) by

d,,n J s - t
E

where b£L°°(E). Then the spectrum o f  T  is equal to C(|b|2), where b* is the 
complex conjugate o f b.

P roof. See Clancey and Putnam [1].

L emma 2. Let {g„}r=i be a sequence o f  non-negative essentially bounded measur­
able functions defined on a measurable set F contained in the real line R. Suppose 

S3 —  •••— g> where g is a non-negative essentially bounded function on F,

r -

denotes the closure o f  U C(gm) .

C(g), where ( U C (g j)and gn-*g uniformly on F. Then n (
n = l  V/i

и  C (g J

P r o o f . Since g 1á g 2S g 3S . . . ^ g ,  then it follows that C(gx) ? ^ C (g 2)C  

g C (g 3)g ...C (g). Since C(g) is closed, it follows that П í Ű C(gm)J ^C(g).
ti = l /

To prove the other inclusion, let z —x+iy£C(g). Choose a sequence {z„}“=1, 
where zn=xn+iy„, and |y„| = g*(x) =  lim ess sup g„(i). Note that {у„}Г=1 isДПг
bounded, and hence lim yn exists. If |y| <  \yn\ for some n, then the result follows.

П-*- oo

Suppose |у|ё|у„| for any n. Since g„-*-g uniformly on F, then it follows that 
(g —gn)(0 <£ f°r all n ^ N .  From this it follows that g#(x)Sg*(x)+e for all 
n ^ N .  Therefore |y]^g*(x) + e for all иёЛГ. Hence, |y| — |y„|= g,f (x) — |y„| + £. 
From this it follows that |y| — |y„|<e for all n ^N . Hence, |y| = lim \yn\ =  | lim yn\.

П-+00 //-►со

From this it follows that z£ П I U C(gm)J , and that ends the proof of the lemma.

Before we state the next lemma, the following definition is needed. A sequence 
of operators is said to converge to T  in the strong star sense in case
T„—T  and Г*—Г* strongly. We will write Tn-+T{s— *) for this convergence.
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The following lemma is a result which appears in Howe [2], p. 643.
Lemma 3. Let {7’„}“=1 be a sequence o f hyponormal operators on a Hilbert 

space H  such that Tn- T ( s — *), where T  is hyponormal, then

П ( П *(ГИ)) = a{T).
n =  l  V m ^/i '

P r o o f  o f  T h e o r e m  1. It should be remarked that В  can be approximated by 
a sequence {Ф„}“=1 of simple functions such that Фп-+В uniformly and |||Ф1[||^ 
^|||Ф2|||ё ...^ |р ? |||.  In view of Lemmas 2, 3 it suffices to prove Theorem 1 for the 
operator S  defined on L 2„(E) by

s m = s m + tL L > f m m di
71 ~ S—tE

where Ф is a simple function. Since Ф is simple, then it can be written as Ф=
m

— 2$jXFji where <hj is a constant nX n  matrix, and the sets
Fj are disjoint Borel sets whose union is E. It is easily seen that <j(S)=

m
= U <y(Sj), where the singular integral operator Sj is defined by

П Fj S~t
The operator Sj can be written as

1

S jf(s )  = з/(з) + (Ф *Ф ^ r ( < W 3/ ( 0  d
У s — t

The matrix (Ф*Фf 2 is unitarily equivalent to the nX n  diagonal matrix with 
diagonal entries cp[J), ..., l ^ j ^ m .  It follows that Sj is unitarily equivalent 
to the orthogonal direct sum of the и-operators defined on L2(Fj) by

s — t 1 S j  S  m .

From Lemma 1, it follows that a(Sij)= {x+iy: x^F?, |у |ё |^,(Л|2}. From this
m

it follows that o(Sj)=^{x-\-iy: xdF*-, |у|ё|||Ф7-|||2}. Since o(S)— U o(Sj), it
J=i

follows that сг(5')={х+г>: , |у| =  |||Ф|||2}, and that ends the proof.
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Л-RIGHT CONGRUENCES AND A CLASSIFICATION 
OF ORTHOGROUPS

F. CATINO (Siena)

Introduction

The importance of Green’s relations Ж,  3£ , 0t , 3) ,  У  in the theory of semi­
groups is well-known. In fact, investigations carried out by means of Green’s 
relations have often led to the characterization of the structure of several types of 
semigroups and have allowed to give meaningful and useful classifications.

In the present work we characterize, by means of Green’s relations, the ortho­
groups with band of idempotents of type SP, where 3? is anyone of the types of bands 
classified by Petrich in [3].

To this aim it is useful to introduce the concept of Л-right [A-left]congruence 
as well as the band S/д where S  is an orthogroup and д is a Л-right [Л-left] 
congruence.

We omit the duals of all the theorems, namely all the theorems obtained by 
interchanging with if , “right” with “left” and by changing, in a suitable way, 
the equalities in the last point of each theorem.

For the terminology and material used here, the reader is referred to [1] and [2].
1. If a is a completely regular (c.r.) element of a semigroup S, we denote 

the unit element of Ha by ä and the inverse of a in Ha by a -1.
D e fin it io n  1. Let S' be a c.r. semigroup and let д be a relation of equi­

valence on S ’, q is said to be a h-r elation if а д а  for every ad S.
Green’s relations on a c.r. semigroup S  provide examples of Л-relations.
D e fin it io n  2. Let S  be a c.r. semigroup and let д be a Л-relation on S'; 

д is said to be a /\-right [respectively Л-left] congruence if it is a left [resp. right] 
congruence and

agb => äcgbc (a, bdS) [agb => cägcb (a, b£S)]
for every cd S.

Notice that а Л-relation g is a congruence iff о is both а Л-right and a Л-left 
congruence.

Let S be a c.r. semigroup; if is a family of Л-right congruences of
S  that contain a relation Ж , then

Q =  П Qt
i i l

is a Л-right congruence and contains Ж. Let us denote by Ж ' the intersection 
of all the Л-right congruences a of S suchthat Ж Я a.
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Theorem 1. Let S  be a completely regular semigroup. Then Ж' is a congruence 
iff any А-right congruence is a congruence.

Proof. Let Ж' be a congruence, it is clear that Ж” — Ж*, where Ж *  is 
the congruence on S  generated by Ж. Then if q is а Л-right congruence äacqääc 
for every a, c£S, it follows that q is a congruence.

Let S  be a c.r. semigroup and let q be a A-right congruence; then aq denotes 
the e-dass of a(adS) and S /q denotes the set of equivalence classes. On these 
the product ag-bq=(ab)q is defined for every pair aq, bq of p-classes of S.

If a Л-relation q is a congruence, then S/q  is the quotient semigroup.
We recall that an orthogroup is an orthodox c.r. semigroup.
Theorem 2. I f  S is an orthogroup and q is a А-right congruence then S/q 

is a band.
We recall that a band E  is said left [respectively right] regular iff a x—axa 

[resp. xa=axa] for every a, x£E .

Theorem 3. In every orthogroup S, Ж  is the smallest А-right congruence 
q for which S/q is a left regular band.

Proof. It follows from Theorem 2 that S /Ж  is a band; moreover äxS= äxäS, 
for every a, x£ S ;  hence ахЖйхй. Therefore S /Ж  is a left regular band.

Let q be a A-right congruence such that S/q is a left regular band and let 
a,b£S  besuch a ® . Then aqM o  in S /q ; hence, since S/q  is a left regular 
band, aq = bq, so that 3iQq. Therefore t k '^ q .

2. If 5  is a subsemigroup of a semigroup S, we shall denote by Жв, JEB, &lB, 
3)B, 2TB, respectively, Green’s relations Ж , jSf, 3k, ЗГ on the semigroup B.

Recall now that a band E  is said to be a right [resp. left] semiregular band iff 
yxa=yxyayxa [resp. axy—axyayxy] for every a, x, y£E. A  band E is said to be 
a regular band iff axya=axaya for every a, x, y2E.

Theorem 4. In an orthogroup S with set o f idempotents E the following 
statements are equivalent:

(i) E is a right semiregular band;
(ii) 3/1 is a A-right congruence;
(iii) axyS= axayS for every а, х£Е, y£S.
Proof. (i)=>(ii). Let a ,b £ S  be such that аЗ$Ъ; then from Theorem 3 of [3] 

ác3íEbc for every c£S. Since E S= S  and scS=scS for every s£S, we have 
äcS=bcS.

(ii) =>(iii). Let a, x£E, then axfflaxa with ax and axa idempotents; 
therefore, from the assumption, axylftaxay for every у £ S.

(iii) =>(i). Let a,x,y£E ; by assumption, ухаЗйухуа, hence, yxa—yxyayxa 
(on the other hand, (iii) => (i) for Theorem 7 of [4] and Theorem 3 of [3]).

Theorem 5. In an orthogroup S  with set o f  idempotents E  the following state­
ments are equivalent:

(i) E is a regular band;
(ii) 01 is a А -right congruence and is a A-left congruence;

(iii) axySxya= axaySxaya for every a, x, y£E.
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Proof. The implications (i) =>- (ii) and (ii) =>(iii) follow immediately from 
Theorem 4 and its dual. The implication (iii)=>(i) follows immediately from 
Theorem 4 of [3] and Corollary 2 of [4].

Recall that a band E  is said to be right [resp. left] seminormal iff yxa=yayxa 
[resp. axy=axyay] for every a ,x ,y£E ;  a band E  is said to be left [resp. right] 
normal iff axy=ayx [resp. yxa=xya] for every a, x, yZE.

Theorem 6. In an orthogroup S  with set o f  idempotents E  the following 
statements are equivalent:

(i) E is a right seminormal band;
(ii) Si is a А-right congruence and S/Si is a left normal band;

(iii) Si is a congruence and S/Si is a left normal band;
(iv) axyS—ayxS for every a, x, ydS.
Proof. It follows from Theorem 8 of [4] and Theorem 5 of [3] that the state­

ments (i), (iii), (iv) are equivalent. The implication (iii) => (ii) is trivial.
(ii)=>(i). Let a, x, yd E ; as S/01 is a left normal band yxaSiyax. Therefore 

zdS  exists such that yxa=yaxz. Thus yayxa =ya(yaxz)=yaxz= yxa.
Recall that a band E is said to be right [resp. left] quasinormal iff yxa=yaxa 

[resp. axy=axay\ for every a ,x ,yd E ;  a band E  is said to be normal iff axya—ayxa 
for every a, x, ydE.

Theorem 7. In an orthogroup S  with set o f  idempotents E  the following 
statements are equivalent:

(i) E is a right quasinormal band;
(ii) i f  is a А-left congruence, Si is a А-right congruence and S/Si is a left 

normal band;
(iii) i f  is a А-le f t  congruence, Si. is a congruence and S/Si is a left normal band;
(iv) axySxya=ayxSxaya for every a, ydE, xdS.
Proof. The implications (i)=»(ii), (ii)=>(iii), (iii)=>(iv) follow immediately 

from Theorem 6 and from the dual of Theorem 4. The implication (iv)=>(i) follows 
from Corollary 2 of [4].

Theorem 8. In an orthogroup S  with set o f  idempotents E  the following state­
ments are equivalent:

(i) E is a normal band;
(ii) Si is a А-right congruence, S/Si is a left normal band, i f  is a A -left 

congruence and S /Л? is a right normal band;
(iii) Si, i f  are congruences, S/Si is a left normal band and S/S£ is a right 

normal band;
(iv) axySxya=ayxSyxa for every a ,x ,y d S .
Proof. The implications (i)=*(ii), (ii)=>(iii), (iii) =>-(iv) follow immediately 

from Theorem 6 and its dual.
The implication (iv)=>-(i) follows from Corollary 3 of [4].
T heorem 9. In an orthogroup S  with set o f idempotents E  the following 

statements are equivalent:
(i) E is a right regular band;
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(ii) &=2r,
(iii) xa S —axaS for every a ,x£S.
P r o o f . It follows from Theorem 8 of [3] and Theorem 9 of [4] that the state­

ments (i) and (ii) are equivalent.
(ii) =>(iii). For every a,x£S , SxaS= SxaäS=SäxaS= Sa~1axaSQ SaxaS, hence 

SxaS=SaxaS  and, from the assumption, xaS=axaS.
(iii) =>(i). It follows by assumption that, for every a, x£E, xa= axaxa= axa.
T h e o r e m  10. In an orthogroup S  with set o f idempotents E the following 

statements are equivalent:
(i) E  is a right normal band;

(ii) 01=2), S£ is a /\-left congruence and S/SC is a right normal band;
(iii) 01=2), 2? is a congruence and S/Sd is a right normal band;
(iv) xaSxya=axaSyxa for every a, x, yd S.
P r o o f . The implications (i)=>(ii), (ii)=>(iii), (iii) => (iv) follow immediately 

from Theorem 9 and from the dual of Theorem 6.
(iv) =>(i). For every a, x£E, xa=(xa)2= (xa)a(xaa)dxaSxaa=axaSaxa Q axaS; 

analogously axadxaS, hence
(1) xaS  =  axaS.
For every a, x, ydE, because of (1)

xyaS  — x(ya)S = (ya)x(ya) S =  y(a(xy)aS) =
— y(xy)aS  =  yx(ya)S  =  yxayaS Q yxaS; 

analogously yxaS £  xyaS, hence
(2) xyaS = yxaS.
Besides,

xya =  (xyaf = (xya) a (xya)6 xyaSxya = yxaSxya (from (2)) Q SxaSxya =
=  SaxaSyxa ^  Syxa\

уха = (уха)2 =  (yxa) a (yxd) g у axaSyxa (from (1)) g  SaxaSyxa =
- - SaxaSyxa Q Sxya

i.e. Syxa=Sxya. Then the idempotents xya  and yxa belong to the same Jf-class; 
therefore xya = yxa.

T h e o r e m  11. In an orthogroup S  with set o f idempotents E the following 
statements are equivalent:

(i) E is a semilattice;
(ii) st = se = 9\

(iii) a S —Sa for every adS.
P r o o f . It follows from Theorem 10 of [3] and Corollary 3 of [4] that the state­

ments (i), (ii), (iii) are equivalent.
I wish to thank Professor F. Migliorini with whom I had several discussions 

while the paper was being prepared.
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ON THE SUMM ABILITY OF EIGENFUNCTION 
EXPANSIONS. I

I. JOÓ (Budapest)

Dedicated to Professor A. Kósa on his 50th birthday

The aim of the present paper is to give a necessary and sufficient condition of 
the Lebesgue summability of eigenfunction expansions associated with the Schrö­
dinger operator in any bounded three dimensional domain. The results obtained 
generalize those of the paper [2] for more general potential. The conditions for the 
potential in the present paper are close to the necessary ones.

Let Q be any bounded domain in R3, x0€ ß, q be a function of the form

4 ̂  =  а |!Г-;со1^ + 41 ̂  ( =  q° ̂ + 4l
where a is a non-negative function with the propérty 

(* ) / a(t)dt <
+o

and q ^ L J f i )  is a non-negative function. Consider the Schrödinger operator
L  — —A + q(x)•

with domain Cj°(ß). Denote by L  an arbitrary non-negative selfadjoint extension 
of L  with discrete spectrum. According to a well-known theorem of K. O. Friedrichs 
(cf. [7]) there exists such an extension, if qdLfQ ). Denote by ... the
sequence of eigenvalues and let {u„}~ be the complete orthonormal system in 
L2(Q) of the corresponding eigenfunctions of the operator/,. The expansion of 
f£ L 2(Q) with respect to the system {«„} is said to be Lebesgue summable at x € ß  
if the limit

limA-+0
у  sin УХ„ h

Á  yr„h
(/, un)un{x)

exists. We shall prove the following
T heorem . Let fdW l(Q ) be arbitrary and suppose a(t) — 0(l/^'t). Then the 

expansion o f f  with respect to the system {u„} is Lebesgue summable in x0 i f  and 
only i f  the limit lim  ̂ J f ( x 0+rd)dO exists. Here J f (x 0 + rO)dO denotes the integral

o f f  over the sphere o f radius r with. centre in xa, with respect to the normalized 
Lebesgue measure.

For the proof of the theorem we need some lemmas, which are given in Sec­
tions 1 and 2 below.
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1. The mean value formula and its applications

Set
Г

ft (I) =  min ( 1 , 1 / 0  (r >  0), 6 (r) =  /  a ( 0  d t  (r  >  0).
0

Lemma 1.1. We have

(1.1) —  /  A (^)|sin /i(/-r)|e(0 rft s  Cib(r)h(r)£) (г m О, Ц s  0).

Proof. I f  r p s  1, then — using the notation /  for the left hand side o f  (1.1) — 
we obtain

Г
1 ^  f  a ( t ) d t  =  1 • b(r)h(rn).  

о
r  1 / .  r

I f  r/t:»l, then 1 =  J  =  J  +  y* = A + fa  and
0 0 1 III

1/m
/ , S  /  a( t)d t  1 • b(r)h(r/i).

0
Further

f  - } - a ( t ) d t ^ h ( r n )  f  a ( t ) d t s l - b ( r ) h ( r f i ) .  
r/1 i/м ** l/M

Lemma 1.1 is proved.
Set

Pofo/ 0 °  , °*(r . ^) = “  f  vk-i(t,n)Sinp(t-r)a(t)dt,M ГИ о
I г

W0 (Г, я) = —  /  (?i (*o + ÍÖ)« (*o +  /0 d0) Г • sin /г (Г -  r) dr,

*”*(>, ц) =  —  /  H -*_j(r ,/i)sin /i(r-r)a(r)d r,

where w(jc) =  м(х, /í) is an arbitrary eigenfunction o f the operator - A + q { x ) ,  with  
eigenvalue ц* and IMtj(n)= l*

Lemma 1.2. We have
( 1 .2 ) k ( r ,  /0 1  S  ca/i(r/i) b (r)]\

(1.3) |w»(r, ц)\ S  c ,( / |< p (r , ^ )|f*d i)[cib (r)J*  (0 S  r s  1, Ц ё  0; к =  0, 1, . . . ) ,
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where
, 4 f?i(*) *7 l*-*ol ^  t

(1.4)
i f

(1.5) ViU d )=  f  9 iW " (у, и) dy,
x e + tB

В denotes the unit ball o f R3 with centre 0.
P r oof . Use induction in k. First prove (1.2). The case A:=0 is trivial. Using

(1.1) and the induction hypothesis it follows
J  r

kO% d)\ = —  /  P)\№nv(t-r)\a(t)dt &

=i cjcibir)]*-1-^- f  h(tfi)\sinn(t-r)\a(t)dt si csfc(^)[cibW]*.

Now we prove (1.3) for the case k= 0. Integrating by parts we obtain 
J  r

w„(r, n) =  —  f ( f  qi(x0 + tO)u(x0+te, li) de) t sin n ( t - r ) d t  — 
rll о в

On the other hand

consequently

_2
i* (0 < / S  1),

tv0(r,/i)| ^  —  J  \cp(t,n)\t 4 t .

Using the induction hypothesis it follows

2 r
wk(r,n) N  —  /  K _ 1(i,/i)||s in /i(/-r)|e(i)d /S

r» 0

Cítcjbír)]*-^/ |<p(i, |i) |/-2<ti)-^- /  |sin/í(í-r)|a(í)dí s  
0 ™ 0

á c 2[c1b(r)]* (/ |<p(f, Ai)|U2d/).

Lemma 1.2 is proved.
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C o r o lla ry . For the functions

« (г, y) =  2  vk y), ß (г, y)™ 2  wk (r, y)fc=l k=0
the estimates 
(1.6)

(1.7)

W(r,y)\ S  c2h(ry)[Clb(r)],
r

1)5(г, y)\ ss c2 f  I<p{t, y)\t~4t,

hold for 0 ^ r ^ r 0, where r0 satisfies сффо) <  1.
L emma 1.3. For every /'€[0, r0] the following equation holds

(1.8) Гu(x0 + r9, y)dO =  u(xQ, y) [-S1” ^ - + a(r, y)] +ß(r, у)
в I ГУ J

P r o o f . By the mean value formula of E. C. Titchmarsh [19]

f  u(x0+r9, y)d9 =  u(x0, y) sin ry 
ry +

J Г
H----f  [ f  q(x0+t9)u(x0-  to, y) d9) sin у  ( t- r )d t.

rll о в
For our special q we obtain

J '
f  u(x0+r9, y)d9 - u ( x 0,y)va{r, y)-\-----f  [ f  и (x0 + 19, y) dO)
в ГУ о в

• sin y ( t—r)a(t) dt + w0(r, y),
i.e. the function

v (r, y) =  f  u(x0+r9, y) d9
в

is the (unique) solution of the integral equation

1 I
/ 0 0  =  u(x0,y )v0(r, y) + —  J f( t ) s m y ( t- r ) ( t)d t+ w 0(r,y).

ГУ о

Solving this equation by successive approximation, beginning with

/о 00 = и (x0, y) v0 (r, y) + w0 (r, y) 

we obtain for the solution v the Neumann series

v (r, y) = и (x0, y) 2  vk(r, y)+ 2  wk(r> У)>* = 0 fc=?0

and hence (1.8) follows. Lemma 1.3 is proved.
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L emma 1.4. The estimate

(1.9) 2 n  |И„(*о)|2 S  C3/I2 (p Ú1,H„= yTn)

holds. The constant c3 does not depend on p.
P r o o f . We use the method of V. A. Il’in [3]. A different method for such 

estimation was given by В. M. Levitan [5].
Consider the function

d(r, p) =
sin rpp -------- if R < r <  2R

0 if ri(R , 2R),
where R£(0,r0/2), r=\x'—x0\, p>~0. Calculate the Fourier coefficients of d with 
respect to the system {u„}:

d„ = d„{p) =  f  d ( \x - x 0\, p)un (x) dx -

—  f  sin pr sin pn rdr+p f  r sin pra (r, p„) dr
R  R

W«W +

+ p f  r sin prß (r, pn) dr.

Obviously,

and, using (1.6),
2  r

2R
r RI sinpr sin pnrdr s  -z-cos 2R

к /  r sin pm(r, pn) dr I S  c2p J  rh(rp) [cxb(r)] dr S  cLc2Rb(2R),

if p ^ p 0 and \p -p n\^ l .
On the other hand, by an easy computation we obtain.

2 R

2n \p f  r sin prß(r, p„)dr\2 ^  p2R 2n ( f  ]ß(r,p„)\dr)2 ^
|д„-л|й! R

2 R  2 R  r

0(p2R2) 2n f  \ß(r, Pn)\2dr = 0(p2R2) [ { 2n [ f  I<p(t,pn)\t-4t]2)d r^
2  R

0(p*R>) f  ( 2n f  \<p(t,pn)\2r i+1- 'd t ) d r s

0(p2R2) f  f (  f  l<7i(y)\2dy} t~3+£dtdr ^  0{p2Ri^).
R  0  x 0+ tB
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We have used the Cauchy and Bessel inequalities and (1.7). Summarizing our 
estimates, using the Bessel inequality for the function d, we obtain (1.9). Lemma 1.4 
is proved.

L emma 1.5. We have
2R

(1.10) At I f  Г sin nrvk (г, p„) dr | ш c8 c4 [cx b (2R)f ~  ^  ̂

(0 <  R <  r0/2, /i a  0, /I, g  О; к  =  0, 1, ...).
The constant ct does not depend on p, pn, R and k.

P ro o f . Use induction on k. For k —0 the estimateion (1.10) follows by an 
easy computation. Now, using (1.2), the Fubini theorem and the induction hypo­
thesis, we get

p f  rsinprvk(r, pn)dr = p f  r&inpr— f  v ^ t ,  p j  sin p ,( t - r )a  (t)dtdr =
R  R  0

2 R 2R

=* —  f  ( f  sin pr cosp^rdr^vt-iit, p„) sin pata (t)d t—
№n 0 max (t ,R )

2 R  2 R

/  ( /  sin цг sin finrdr^ _!(/, //„) cos finta (/) dt,
0 тах(г.Я)

2 Я j 2K
/t I /  r* sin prvk(r, p^)dr I ^  C4 . _  f  Iv ^ i t ,  pn)\a(t)dt S  

R Г-П I Ип И\  0

IL  1  2 Ä

S  c4c2[c1b(2i?)]'1- 1 — — ——г* /  h{tpn)a(t)dt S
\Р,—Щ s

S  C4C* [Ci b (2R)f ~  •Ип
l

Lemma 1.5 is proved.

C o r o ll a r y . F o r  an y  R£(0,  Го/2) the estimate
Z  «V

(1.11) At I /  r s in /rra (r ,/i„ )d r | ё  c&b{2R)-^-  • j-- _  Ot S  0, //„ Sr 0)
д Mn \t*n И\

holds. The constant cs does not depend on p, p„, R.

Lemma 1.6. There exist Л />  0 and c ,> 0  such that 

(1 1 2 )  1“л(*о)12 S  C ' P *  (ji S  0).

P ro o f . We adapt the method o f  V. A. Il’in [4]; we use (1.11) and also other 
estimates o f the present work. W e only sketch the proof.
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By the Parseval equality 
(1.13)

^ 2 ( т '  + 0 (тг)) = f  d 2 Q x - X o \ , n ) d x  =  (  Z n  +  Z n  )<% =  2 i + 2 a -  \ 2  \ f iJJ \pn—р\шм

First we prove for any fixed M > 0

(1.14) Z x =  О (F-) Z n  I un (x0)|2 + О ~‘) ( £ > 0 , ^  2 M).
\n„-n\sM

Use an estimate given in the proof of Lemma 1.4:
{ 2R 1 2R
—  I  Г sin гц sin [inrdr\ + c ^ b  (2R)r \ + /.i\ f  r sin firß(r, цп) d r\.
dn R > R

If ц ^ 2 М  and \цп—ц\^М , then /rj and hence \ц/цп\^2. We get

Z i  ^  (2R + c1c2b(2R)R)2 Zn Wn(Xo)\2 + H2 Z  \ f  r sin nrß{r, цп) dr .
П = 1 R

Using the estimate for the last term given in the proof of Lemma 1.4 the desired 
estimate (1.14) follows. Now consider I 2:

(1.15) Z j2 = Zn + { Z n  + 2 n )+  Zn = S1 + S2+S3.
""S1 1 ^ пЗ-§- ^  f

An easy calculation shows

^  =  0(/АК2)> S2 = 0  L 2 S3 = 0 ( ^ [ 2 - m+ ^ - %

where e>0 and 1/2m=M. Indeed, using (1.9) and (1.15) we obtain

{ 2R 12
—  f  d„rdr+c1c2b(2R)R\ + 0(рЧР~*) = O ^ R 2).
Un R 1

Applying (1.11) and (1.15) it follows

5*2 — ( Z n  + Zn  ) Iun(*„)|20  i[\ + b(2R) \ ^ - — I2 +  o (ß-R*-‘).
3 v dn I dn — d \ '

In this case \ц„—d\—^  and \dn~dl—̂ d n , consequently

0 ( 1)

We get
\dn~d\ / # V /4 ‘

h 2 k ( * o ) l 2$2 —  { 2  + 2  ) /— ..3/2+2, 3 [ U d4
+  0(/r27?4- E)=  О I//

7 ? +H )
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At last consider S3. Suppose M = 2m and set

p = min j/c: 2* s  -̂ -J •

In this case \p„—И - у  an<i hence p/pn^ 2 .  Taking into consideration also (1.9) 
and (1.15) we obtain

-  o (i) P£  \ 2  jMn(*o)|22j+ o(/A R 4- ‘) =
k = m  L2fc- l S | (ln- /i |S 2 fc \P „  —  P \  i

=  0 (1 )  P2 - J = i \  I n  М * о ) 1 * |+ о ( / А к 4- ‘)  =

= 0(p2) 2
k = m

2- k + 0(p2R2~‘) = 0 (fi[  2 -m +  /?4- £]).

The desired estimate (1.12) follows from (1.14) and (1.15) choosing m i.e. M  large 
enough.

Lemma 1.6 is proved.
Co r o lla ry . There exist infinitely many n with w„(x0) ^ 0 .

R em ark . Up to this point we used only the assumption ( * ). This raises the question, 
whether this condition is necessary or not. Next we show that this condition is close 
to the necessary, namely, if the singularity of q at x0 is of order l/|x—x0|2, then 
for any eigenfunction u{x, fi) of the operator —A+q(x), u(x0,fi)=0 holds.
This statement is true in any dimension. The reason of this fact is that in this case 
the operator q ■ is not only perturbation in - A + q - .

We prove our statement for radially symmetrical eigenfunctions (then the 
general case follows by expanding the eigenfunction u(x, fi) in hyperspherical 
functions. It is enough to remark that the coefficients Rnk(r) in the expansion 
u(r, 0)~ 2 -Rn,k(r)^n,k(^)’ r= \x —x0| are spherically symmetrical eigenfunctions

n,k
of a Schrödinger operator with spherically symmetrical potential; we left the details 
to the reader).

Indeed, let ß c R iV (JVs3) be an arbitrary domain, x0€ Q, q(x)=a/\x—x 0\2 
(a>0). Then for any spherically symmetrical eigenfunction u(x, fi) of the operator 
— A+q- the equality u{x0, fi) — 0 is fulfilled. To prove this we use spherical co­
ordinates

d2u N — 1 du 
dr2 ^  r dr + q(r) и = fiu,

i.e. the function v(r, fi) M r~vu(r, fi) satisfies the Bessel equation

+  \jx2r2 — (a + v2)] v — 0, v = N —2 
2 '
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The general solution of the last equation on (0, <=°) is

v =  c ^ + i+ C zY ^ t  (v+«5 =  /a + v 2). 
u(r)=ryv(r) is bounded as r — + 0 and hence c2=0. On the other hand

u(r) -  Cl -  0 (r — +0)

and our statement is proved for spherically symmetrical eigenfunctions. It is easy 
to see from the proof, that if a< 0 , then |m(/-)| —+ °° as r —+ 0, that is in this 
case there is no any eigenfunction of the operator — A+q- in the classical sense.

At last we remark, that developing the ideas of the present paper, it is possible 
to generalize Lemma 1.4 for arbitrary dimension for potentials of the form

a ( |x -x 0|) , .
?(*) =  I -- —r - + <7i(*),|Л Ло|

where aSO, Ja(t)d t<  «>, qx̂ C l{Q) and 1>{N—4)/2. In this case we have 
+ 0

2 n  |м„(лг0)|а ^  сц"-1 (/I — 0, fXn — fQ .

2. Proof of the Theorem

We need some lemmas.

Lemma 2.1. For any fFW \(ß)

(2.1) 2  IC/> Un)IVn — c7ll/ll wf-П = 1
Proof. It is wellknown that ([6])

(ß) =  C0" (ß)| n'J(ß)

(the closure of CJT(ß) in the metric W\(Q)), hence it is enough to prove (2.1) for 
f£C?(Q). By the Parseval equation we get

i \fn\Yn =  i i m =  f  f  (—Af+ qf) =И=1 И=1 ß

= f  IY/T+ /  ? l / i2 ^  const 11/11^1+ / (<7o+<7i)l/l2 S
ß ß ß

ё  const Il/Ila1+ IM J I /I IL +  j \ f ? q 0 ^ c \ \ f \ \wl+ J q 0\fW
Q !)

taking into account the imbedding W\-~I 4. At least apply the Holder inequality 
with p = 3/2, q= 3 and use W\-+L6. It follows

/ <7ol/l2 ^  Ы \ь Р\\Р К  = k o llx j/ll2,, S  c\\f\\wl.
ß
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Lemma 2.1 is proved.

Lemma 2.2. For any /£  W2(Q) the estimate

( 2 . 2 )  2  H r > F n ) \ IA  К  ( * o ) l  ^  c 8 l l / l l  w \fc=i *
holds, uniformly in r£(0, 1), i.e. the constant cs does not depend on r. 

P r o o f . By (1.6), (2.1) and the Schwarz inequality we have

í 2  H r ,  /Ol l/A W lf S  cAfWwi  i
Vn =  1 '  n =  1

Ф ,  МлК(х„)
Fn

— cb2(r) j ? h \ r p n) ^ ^  =  Z „ +  Z n  =  a 1 +  a 2.
n =  l  Fn  <7<n3 1  гд„=>1

Taking into account (1.9) we get

A 1 s  cb’(r) 2 ,  |“-У 1’
»■•4- '*•

И  ,
cb2(r) 2  - j j  2  1млС*о)12 —

fc=l К к ^ ц п Шк + 1

Lemma 2.3. Forany / € W «(ß)

(2.3) Z \ß (.r, Pn) \ \ f n\ s c 9\\f \ \wl
n = 1

holds uniformly in r£(0, 1).
P r o o f . It is easy to see that

Í 2  \ß(r> Fn)\ l/„l) ^  const I l / Ц  wi 2  \ß (r> Fn)I2
Vi =  1 '  n = 1

and, taking into account (1.7)

2  \ß(r, Fn)I2 S  const ( /  \<p(t, pn) \ t~ 4 i f  const 2  f  I<p(t, Fn)\2t~ 3
n - l  0  " = 1 о

= const f  { 2  I<p(t, /Ol2) t~3- cdt = 0(1) f  ( f  q\(y)dyj~3 ctdt
0  v'n  =  1 '  0  x 0 + t f l

0 ( 1).

~edt = 

= 0(1).
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Lemma 2.3 is proved.
Using our estimates the proof of the Theorem goes along the same line as in

[2] for the special case =0).
The author is indebted to professor S. A. Alimov for his valuable suggestions.
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ON QUASI-IDEALS IN RINGS
H. J. WEINERT (Clausthal)

Dedicated to Professor O. Steinfeld on the occasion 
o f the thirtieth anniversary o f  quasi-ideals

§ 1. Introduction

Let A be a ring, which always means an associative one throughout this paper. 
A subgroup Q of (A, + ) is called a quasi-ideal of A, iff AQHQAQQ  holds, 
where AQ denotes all finite sums Za^i with a fA , q fQ . This concept, gene­
ralizing the notion of one-sided ideals of rings, and the corresponding one for semi­
groups are due to O. Steinfeld (cf. [5], [6]). We refer to his monography [7] for 
the far-reaching theory on quasi-ideals which has developed in the meantime.

Clearly, the intersection LC\R of a left ideal L and a right ideal R of a ring 
A is always a quasi-ideal of A, and the same statement holds for semigroups. 
But whereas each quasi-ideal of a semigroup can be obtained in this way, it was 
unknown for about 20 years whether or not analogously each quasi-ideal Q of 
a ring A is such an intersection
(1) Q = L f]R  for suitable left and right ideals L and R  of A.

The answer was in the negative and given by A. H. Clifford, who constructed 
an algebra A of dimension 3 over the field Ж  = {0,1}, containing a quasi-ideal 
Q such that (1) does not hold (published in [7], Expl. 2.1, p. 8). We shall deal 
with this example in § 2 and show that A may be obtained as the contracted semi­
group algebra A —df0[S] of a certain semigroup S =6'° over Ж  =  {0, 1}. In this 
interpretation, Clifford’s counter-example does no longer depend on the special 
choice of the field Ж. More generally: For any commutative ring ЗЯ, with an 
identity the contracted semigroup algebra 3%0[S] of this semigroup S  contains 
a quasi-ideal Q violating (1), a statement which remains true if one defines &0[S\ 
for non-commutative rings á? in a suitable way (cf. Proposition 2.1 and Remark 
2.3). Further, there are various semigroups T  = T° obtained from S  such that 
each of the rings A = 3t0[T] also has at least one quasi-ideal not satisfying (1) 
(cf. Remark 2.4).

In this situation, we say that a quasi-ideal Q of a ring A has the intersection 
property iff (1) holds and formulate the following questions:

P roblem  a) (cf. [7], p. 9). Give sufficient and/or necessary conditions for a ring 
A such that each quasi-ideal Q of A has the intersection property.

P roblem  b). If Q is a quasi-ideal of a ring A, give sufficient and/or necessary 
conditions such that Q has the intersection property.

P roblem  с) (A. H. Clifford, correspondence communication). Give sufficient 
and/or necessary conditions for a semigroup S = S °  such that for any field Ж  each 
quasi-ideal Q of Жй[Б] has the intersection property.

Acta Mathematica Hungarica 43,1934



86 H. J. W EINERT

In the main part of this paper (§§ 3—5) we give some contributions to these 
problems. Concerning the first and the last one, we are far away from complete 
solutions, and some of our results disprove hopeful conjectures. Only for Problem b) 
we obtain general necessary and sufficient conditions in Proposition 3.1. They 
are repeatedly used in what follows and imply known sufficient conditions concerning 
the Problems b) and a) immediately (cf. Corollary 3.2).

In order to include minimal quasi-ideals 1 in our considerations, we give a 
description of the quasi-ideals (X)q and (x)q of a ring A generated by a subset 
XQ A  or by an element x£A ,2 and a characterization of minimal quasi-ideals 
(cf. Lemma 3.3). From these results we obtain that a minimal quasi-ideal Q of 
a ring A satisfying Q2 A {0} has the intersection property (together with a short 
proof of known basic statements for those quasi-ideals, cf. Theorem 3.4), whereas 
for Q2 = {0} both cases are possible (cf. Remark 3.7). By the first statement, each 
minimal quasi-ideal of a ring A without nilpotent elements has the intersection 
property (cf. Corollary 3.5). Unfortunately, one can not go on in this direction 
(for instance, with respect to Problem a)), since there are rings A containing quasi­
ideals Q which do not satisfy the intersection property, whereas each minimal 
quasi-ideal of A has the intersection property (cf. Theorem 3.8 and also Theorem 
5.1 and Remark 5.5).

All examples of rings A  which contain quasi-ideals without the intersection 
property presented in §§ 2 and 3 are obtained as contracted semigroup algebras 
A=@0[S] of some semigroups S —S°. In order to combine these examples and 
to give a partial answer to Problem c), we characterize in Theorem 4.1 a class of 
semigroups S  by some conditions such that each contracted semigroup algebra 

of S°  contains at least one quasi-ideal Q without the intersection property. 
In the following remarks we show that all semigroups we have used to obtain those 
rings (and also other ones) satisfy these conditions. But we do not believe that all 
semigroups S  satisfying the above statement for all ^ ü[Sa] belong to the class 
described in Theorem 4.1, and we formulate a corresponding problem at the end of § 4.

On the other hand, all these examples of rings containing quasi-ideals without 
the intersection property have a lot of zero divisors. This fact and Corollary 3.5 
lead to the question, whether all quasi-ideals of a ring without zero divisors satisfy 
the intersection property. The answer is in the negative, and § 5 is devoted to 
construct a class of rings A without zero divisors and to prove that they have 
a quasi-ideal Q which does not satisfy the intersection property. The question, 
whether these rings A can be obtained as contracted semigroup algebras, remains 
open, and we refer to Problem 5.6 in this context.

As a by-product, we use these rings of § 5 to deal with two problems posed by
L. Márki (cf. § 6 up to Proposition 6.1), recently solved by P. N. Stewart ([9], 
Example 1). The rings considered there as well as our rings mentioned above provide 
an answer to both problems in the positive, and even a stronger one than asked for 
since all these rings have no zero divisors (cf. Proposition 6.1). Note further that

1 A quasi-ideal Q of A is called minimal if {0} and Q A  {0} are all quasi-ideals of A contained in Q.
2 Clearly, (X)„ is defined as the intersection of all quasi-ideals of A containing X. Similarly, 

we denote by (Х )г, (X)r and (X) the left, the right and the (two-sided) ideal of A,  resp., and by (X)  
the subgroup of  (A,  + )  generated by X Q A .
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the rings of [9], Example 1 have an identity, whereas our rings do not satisfy the 
intersection property. Moreover, in Proposition 6.2 we give an answer to a strength­
ened version of one of these problems: There are rings A (even without zero 
divisors) with a quasi-ideal Q such that Qf is not a qasi-ideal of A.

§ 2. Clifford’s example and its generalization

A. H. Clifford considers the algebra A of dimension 3 over the two-element 
field J f  = {0, 1}, defined by the basis {e, a, b} and the left hand multiplication 
table (21) (cf. [7], p. 8):

e a b e b c
e e a + b 0 e e 0 c
a b 0 0 b b 0 0
b b 0 0 c 0 0 0

Straightforward calculations, depending on the characteristic 2 of Jf, show that 
A is associative and that Q=  {0, a} is a quasi-ideal of A, not satisfying the inter­
section property. The proof of these statements is easier if we use {e, b, c} 
instead of {e, a, b) as a basis of A, where c= a+ b  and hence a=b+c. Obviously, 
the right hand table (2r) above describes the same multiplication on A. More­
over, (2r) defines a semigroup S  =  {e, b, c, 0} with zero 0, which is easily checked 
by Light’s associativity test (cf. [1], § 1.2) or by considering the non-trivial cases

e(ec) = ec — (ee)c, e(be) = eb = 0 =  (eb)e,

e(ce) =  0 =  ce = (ec)e, b(ee) — be = (be)e.

Thus A is the contracted semigroup algebra Х 0[5] (cf. [1], § 5.2). In this inter­
pretation, Clifford’s example has the following generalization:

Proposition 2.1. Let S ~ {e ,b ,c ,  0} be the above semigroup, 3ft, a commutative 
ring with zero 0 and identity 1, and let A — 3$0[S] be the contracted semigroup 
algebra o f S  over 3/1, i.e. the algebra defined by the base {<?, b, c} and the mul­
tiplication table (2r). Then the subgroup

q  =  (ь+с) =  {c(b+c)|ce<i)E^}

o f (A, + ) generated by b + c is a quasi-ideal o f  A which does not satisfy the inter­
section property. Moreover, one has Q2= (0), and Q is a minimal quasi-ideal 
o f A iff the characteristic o f 3/1 is a prime number.

P r oof . From (ee+ßb+yc)Z(b+c)=Etlc for all e,ß ,y£3l and £6<1) we 
obtain A Q = {qc\q£3%} and similarly QA = {ffb\()'£3t}. Hence Q is a quasi­
ideal of A by AQf)QA = {0}QQ. To disprove the intersection property, we con­
sider any left ideal L and any right ideal R  of A such that QQLHR. Then 
cdAQQL  and b+c£L  yield h€Z,, and we also have b£QAQR, hence b^L O R  
for b$Q. Thus QQLf ] R  implies QczLDR. Finally, g 2 —{0} is trivial, and 
Q is a minimal quasi-ideal of A iff (Q, + )  is simple, i.e. iff (1) has prime order.
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R em ark  2.2. Clearly, each (simple) subgroup °U of (ß , +) determines 
a (minimal) quasi-ideal Q<ve = {fi(b+c)\n£0/} of A which has the same properties 
as Q=Q(i> above. The same holds, for instance, for Q '= (b+c+c)?íQ  if the 
characteristic of 01 is not 2, and so on. On the other hand, one easily checks that 
(cf. (10) of Lemma 3.3a))

(e)„ =  {ote}, (e+b + c)q = {a(e+b + c)},

(e + b \  = {x(e + b)}, (e + c), — {a (b + c)} for all a.£0t

are quasi-ideals of A which are not one- or two-sided ideals, but all of them have 
the intersection property.

R emark 2.3. The statements of Proposition 2.1 and also the following ones 
dealing with contracted semigroup algebras (also in §§ 3 and 4) do not depend on 
the commutativity of 01 \ Let II  =Я° be a semigroup, 01 a ring with identity, 
and let A be the left vector space over 01 with # \ { 0} as a basis. We identify 
the zeros of 0t and H, and write Ia ;hf with ufcSt, h ^ H \  {0} for the elements 
of A, where a ;= 0  holds for almost all af. Then A is a ring with respect to the 
multiplication

(Z  « Л )  (Z  ßjhj) = 2  а ißjbibj,* j i,j

where hjij denotes the product in H. We call A a contracted semigroup algebra 
and write A=£%0[H] also in this case. In fact, if РЛ is not commutative, A=0?()[H] 
is a special case of a “generalized algebra” introduced by G. Pickert [3] or of a 
“monomial ring” as considered by L. Rédei [4], § 66, but in general not an algebra 
over 01 in the usual meaning. We refer to [10], §§ 2 and 4, for more details in this 
context. A reader not interested in this generalization may assume 01 to be com­
mutative for all contracted semigroup algebras A=0!o[H] considered in the 
following.

R emark 2.4. Starting with the above semigroup S = {e, b, c, 0}, there are 
different ways to obtain semigroups T = T° which contain S' as a subsemigroup 
such that the quasi-ideal Q—(b + c)q of A = 0ttí[T] has the same properties as 
stated in Proposition 2.1. For instance, let T  be any inflation of S  (cf. [1], § 3.2), 
or any semigroup (T, •) 2  (S, •) suchthat

(3) (T \S ) S  Q {c, 0} and S (T \S )$ c

hold. Another way is to consider a semigroup (T, •) 2  (S, •) such that for all 
ti, h iT  one has

(4) t\t% — b => t-у = b9 t% — 6, h — e, — cj

in this case the quasi-ideal Q=(b + c)q of A may contain (b+c) properly.
In this context we note that all these semigroups T  satisfy the conditions (16) 

and (17) of Theorem 4.1, which imply that A=M 0[T°] has a quasi-ideal Q without 
the intersection property (cf. the corresponding remarks in § 4).
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§ 3. Some general statements on quasi-ideals

Let Q be a quasi-ideal of a ring A. If Q satisfies the intersection property 
Q=Lf]R, one clearly may choose L and R minimal, i.e. L —(Q)l=AQ + Q 
and R=(Q)r=QA + Q. Thus the general situation is described by
(5) AQ+QAQQQ(AQ+Q)n(QA+Q),
and we state the following solution of Problem b) in § 1:

Proposition 3.1. Let Q be a quasi-ideal o f a ring A. Then each o f the following 
statements is equivalent to the intersection property o f Q:
(6) Q =  (AQ + Q)n(Q A+Q),

(7) AQf](QA + Q )Q Q ,
(70 Q A i)(A Q + Q )^Q .

Proof. By the above considerations, Q has the intersection property iff (6) 
holds, which in turn implies (7) and (70- Conversely, for any subgroups U, V  and 
Q of the group (A, +), one obviously has

U n(V + Q )^Q  => (U+Q)n(V+Q)QQ.
Hence (7) as well as (70 imply (AQ+Q)f](QA + Q)QQ, which is equivalent to
(6) by the right hand inclusion in (5).

As a consequence of (7), a quasi-ideal Q of A does not have the intersection 
property iff there is a finite number of elements qh />,•, p£Q and ah bfiA  such that

(8) 2  ai9i = \ 2  Pjbj \ + p i Q

holds. Clearly, both sums as well as p are not 0 in (7), and also the quasi-ideal 
({Яь Pj> P})q =  Q does not have the intersection property. The simplest case of 
such a formula (8) with n=m = 1 was in fact the key point of the examples given 
in § 2, namely

e(b + c) =  (b + c)(—e) +  (b + c)í g.

Subsequently, we shall use similar formulas to disprove the intersection property 
for a quasi-ideal.

The following consequences of Proposition 3.1 are already known (cf. [7], 
Proposition 2.8 and Corollary 2.9). The second one seems to be the only known 
sufficient condition with respect to Problem a) — apart from the trivial assumptions 
that A is a commutative ring or a division ring:

Corollary 3.2. a) I f  a quasi-ideal Q o f a ring A satisfies QQAQ or QQ QA, 
then Q has the intersection property.

b) I f  a ring A contains a left or a right identity, then each quasi-ideal Q o f 
A has the intersection property.

Proof. Since b) clearly follows from a), we only state th a t Q ^A Q  implies 
(70 by Q An(AQ +Q )=Q AnAQ Q Q .
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Lemma 3.3. a) The quasi-ideals (X)q and (x)q o f a ring A generated by a subset 
XQ A or by an element xdA , respectively, are given by

(9) (X)q =  (X ) + (АХПХА) =  ZX+(AXCXA),
(9') (x)q =  (x )+ (АхПхА) =  Z x + (АхПхА).

b) A quasi-ideal Q o f A is minimal iff Q A {0} and

(10) Q — Z x + (АхПхА) holds for each x d Q \  {0}.

Proof, a) It is enough to show (9). Clearly, (X)q contains (X )=ZX  as well 
as АХПХА. Both are subgroups of (A, + ), the latter since АХПХА  is a quasi­
ideal of A. Thus (X) + (A X ПXA) g  (X)q is a subgroup, and even a quasi-ideal 
of A by

А((Х)+ (АХП  XA)) П ((Х)+(АХП XA)) A g

g  А ((Х )+ А Х )П ((Х )+ Х А )А  g  АХПХА.

b) Since (x)q= 0  for each x 6 ß \{ 0 }  holds iff a quasi-ideal Qa {0} of A is 
minimal, (10) follows from (9').

The next theorem is essentially Theorem 6.5 of [7]; due to Lemma 3.3 b), the 
following proof will be more convenient.

Theorem 3.4. Let Q be a minimal quasi-ideal o f a ring A. Then the following 
statements are equivalent:

a) ß V { 0},
b) Q has no zero divisors,
c) Q is a division ring.

I f  this is the case, Q has the intersection property, moreover,

(11) Ay П xA  — Q holds for all x ,yd Q \{0 } .

In particular, we have Q = Ae(~)eA — eAe for the identity e o f Q.

Proof. Assume xy= 0 for x, y£ß \{0}. Then we obtain from (10)

Q2 = (x)q(y)qH(Zx + Ax)(Zy+ yA ) = {0},

hence a) implies b). Now we suppose b). Then (11) holds since each quasi-ideal 
Ау ПхА satisfies {0} А А уП xA fA Q f]  QA Q Q and Q is minimal. To obtain c), 
it is enough to show that for x, y € 6 \{ 0 }  there exists an element z€ Q satisfying 
x=zy. Applying (11) to xyd S \{ 0 } , there are a,bdA suchthat

x  = axy = xyb, hence z = ax — axyb — xb£Q

is such an element. Since c)=>a) is trivial, all statements are proved.
Corollary 3.5. I f  a minimal quasi-ideal Q o f a ring A does not satisfy the 

intersection property, Q2={0) holds. Thus for a ring A without non-zero nilpotent 
elements, in particular for one without zero divisors, each minimal quasi-ideal o f 
A has the intersection property.
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R emark 3.6. Aquasi-ideal Q ofaring A satisfying (11) or merely Ax П xA = Q 
for all x6ß  \{0} is a minimal one by Lemma 3.3 b). Thus (11) implies that a quasi­
ideal Q is minimal and has the intersection property, but there are examples 
satisfying also Q2 = {0} (cf. iii) below). Hence (11) is not equivalent to a), b) and c) 
in Theorem 3.4.

R emark 3.7. For a minimal quasi-ideal Q of a ring A such that Q2= {0} 
the following (extreme) cases are possible:

i) Q does not satisfy the intersection property, hence

(12) АуП хА = {0} holds for all x,ydQ.

ii) Q satisfies the intersection property, but (12) and even

(13) Ay(l(xA  + Zx) = (Ay + Zx)DxA = {0} hold for all x,y£Q.

iii) Q satisfies the intersection property and (il).
Proof. Examples for i) are given in Proposition 2.1. For ii), let S=  {x, a, b, c, 0} 

be the semigroup with zero 0 defined by

(14) ax = b, xa — c, all other products 0.

Let 3/1 be a ring with zero 0 and identity 1 and consider the contracted semigroup 
algebra A=3$0[S] (cf. Remark 2.3). For each simple subgroup °U of (3$, +), 
the subgroup Q={px\p£al/} is the intersection of

(x)i =  {ßb+ivc\ß£3l, and (x)r = {yc+px\y£3i,

Hence Q=(x)q is a minimal quasi-ideal of A with intersection property and 
ß 2={0}, and (13) holds by

Аг1хГ\(£х)г — (t]x),f]^xA — {0} for all £, r]̂ °U.

To obtain examples for iii), we consider A = J f0[S1], where X  is a finite prime 
field and S 1 is the semigroup defined by (14) together with an adjoined identity 
e (which clearly differs from the identity 1 of Ж). Then 0 =  {[ix\iJ.(i3f} is the 
intersection of Arjx—(r]x)i and ^xA=(^x)r for all £, rj£Jf \  {0}, hence a minimal 
quasi-ideal Q~(x)q of A as stated in iii).

At this stage of our considerations, one clearly would like to reduce questions 
concerning quasi-ideals without the intersection property to minimal ones of this 
kind. Unfortunately, this is not possible in general:

T heorem  3.8. a) There are (finite as well as infinite) rings A such that A has 
a quasi-ideal Q which does not satisfy the intersection property, whereas each minimal 
quasi-ideal o f  A has the intersection property.

b) There are semigroups S —S° such that for each ring 3/1 with an identity, 
but without zero divisors, the contracted semigroup algebra A=3$0[S] is a ring as 
described at a).
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Proof. It is enough to  present a finite semigroup satisfying b). We use a semi­
group S  = S°=  {e, b, c, d, 0} introduced in [11] b y 3

e b e d
e e 0 c d
b b 0 0 0
C Ö d 0 0
d d 0 0 0

From (9') and the table it follows that the quasi-ideal О of A=3$0[S] generated 
by b+c or by b+c+d  is

Q = (b + c)q =  (b + c+d)q = {C(M-c) + 0d|C6<l>, в£Щ-
Since e(b+c)=(b+c)(-e)+(Jb+c)=c$ Q holds, Q does not satisfy the inter­
section property by (8). Moreover, Q contains the ideal (d) = {gd\QÍ0l} of A 
properly. To show that each minimal quasi-ideal of A has the intersection property, 
we consider all quasi-ideals (x)4 of A generated by one element. Depending on 
the choice of
(15) x = ee+ßb + yc + ödd A (e, ß, у, ö£3i),
we shall see that either (x)q is not a minimal quasi-ideal of A, or that (л:), has 
the intersection property, regardless whether or not it is minimal. If holds in
(15), we obtain xd=dx=ed£(x)q, hence (zd)qy: {0} is a quasi-ideal of A properly 
contained in (x)q. The same follows for e =  0 and ßAOAy from x2=yßd£(x)q 
and yß 0 4 (the quasi-ideal Q above is one of these cases). Finally, if e=/?=0 
or e=y=0, then (x)q is checked to be the intersection of (д:)г and (x)r.

§ 4. A criterion for contracted semigroup algebras

All semigroups S = S °  used so far to obtain rings A=£%0[S] which contain 
at least one quasi-ideal without the intersection property will turn out to be semi­
groups satisfying the conditions of the following theorem. It is also applicable 
to semigroups S A S 0; in this case, clearly, the contracted semigroup algebra 
A —&0[S°] of S°  is just the semigroup algebra A~3t[S] of S.

T heorem 4.1. Let S be a semigroup containing a left ideal Ls , a right ideal 
Rs and elements b ^ c  such that the following conditions hold:

(16) H L S, c€SbU Sci(Z .s n.Rs)U{c},
(17) c<tRs , b£bSUcSQ  (Ls П Rs) U {b}.

3 For an easy comparison with the considerations in § 2, we changed the notation used in [11] 
according to a=e, ft = d, y = b, S=c. In [11] we proved that a ring-theoretical example constructed 
in [8] as an algebra A  over the field Ж  =  {0, 1} can also be obtained as A=  [5].

4 Only here we use that &l has no zero divisors. In this context we note that there are rings 
3% with zero divisors such that, for suitable ß , y ( A % ,  the quasi-ideal Q ~(ßb + yc) of á?0[S] (not 
satisfying the intersection property as above) is minimal.
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Then, for each ring with an identity, the contracted semigroup algebra t%(i[S°] 
of iS° has a quasi-ideal Q which does not satisfy the intersection property.

Proof. If the semigroup S  has no zero, (16) and (17) imply the corresponding 
formulas with S'0, Lso=Ls (J {0} and 7?so = /?s U{0} instead of S, Ls and Rs. 
respectively. Thus, to simplify our notation, we may assume that S already has 
a zero, hence S = S °  in the following.

Further, Ds=Lsr\Rs is a quasi-ideal of S, and we have b, c$D s by (16) 
and (17). In A=£%0[S] we define

Q = {C(b + c ) + 2 eidt |C€<1>, d fD s),
i

clearly a subgroup of (A , + ) such that b, c(f Q. From (16) it follows that each 
element of AQ is a linear combination of Ls U {c} (with coefficients in á?), and 
each element of QA is a linear combination of Rs U{b} by (17). Since b$Ls 
and we obtain

(Ls U {с}) П (Rs\J{b}) = LsC]Rs = Ds ,

and therefore AQCiQAQ which proves О to be a quasi-ideal of A.
i

We are going to disprove the intersection property for Q. Again by (16) and 
(17), there are elements slf s2£S  such that

(18) Sib =  c or sxc =  c
and
(19) bs2 = b or cs2 — b
hold.

But s f —c and bs2= b would imply c=s1b=s1 bs2=cs2, hence by (17) 
c£ cS ^  LSD Rs f  Rs contradicting c(| Rs. Similarly, sxc =  c and cs2 = b would 
yield b=s±b and b£Ls by (16), whereas b$Ls was assumed. Consequently, 
exactly one of the two equations (18) and exactly one of the two equations (19) is 
valid, and the other product is contained in L sClRs=Ds by (16) and (17). Therefore 
we obtain in A
(18') s fb  + c) = c + di for some sx£S, d ^D s,

(19') (b + c)s2 = b + d2 for some s2£S, d2£Ds .

Since c<tQ and d ^O , we have

Si(b + c) =  (b + c)(—s^T ib  + c + dj + d )̂ =  c + d j^ß

for elements b+c£Q, b + c + d i+  d2£<2, st£A  and —s2£A. This is a formula (8), 
which proves that Q does not have the intersection property.

R em ark  4.2. Obviously, the semigroup £  = {е, b, c, 0} o f  Proposition 2.1 
satisfies the conditions (16) and (17) for the elements b, c and LS = RS=DS={0}. 
The same holds for the semigroup S=  {e, b, c, d, 0}, used in the proof of Theorem 
3.8, with respect to LS=RS=DS= {d, 0}.
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R emark 4.3. Let S  be a semigroup satisfying (16) and (17) and let T be an 
inflation of S. Then (16) and (17) are also valid for T, since LS=LT is a left 
and RS — RT a right ideal of T, too.

For more examples, we show that also the other semigroups T  = T° mentioned 
in Remark 2.4 (in fact, more general ones) satisfy the conditions (16) and (17) of 
Theorem 4.1 for b ,cdSQ T  and suitable left and right ideals L T and Rr of T :

R emark 4.4. Let Г be a semigroup containing the semigroup 5  =  {e, b, c, 0} 
of Proposition 2.1 as a subsemigroup such that (4) holds. Note that T  need not 
have a zero or may have a zero which is not that of S. Then (4) implies

txt2 = e => tx = t2 = e for all tlt t2d.T,

since b=be=(bt1)t2 and c—ec — tx{t2e) yield t2 = e and tx = e by (4). Hence 
7"\{e, b, c} is a two-sided ideal of T, and we have b,c({T  and

cd Tb U Tc g  {c, 0, T \S }  = (T \{e , b, c}) U {c},

bdbTöcTQ{b, 0, T \S )  = (T \{e , b, c})U{b).

Thus b,cdT  and L T — RT= T \{ e ,  b, c) satisfy the conditions (16) and (17) for T.
R emark 4.5. Let T  be a semigroup containing the semigroup S  — {<?, b, c, 0} 

of Proposition 2.1 as a subsemigroup; instead of (3) we merely suppose

(20) (T \S ){b , c}g ic , 0} and {b, с} (Г \5 )$с .
Again we have no assumptions concerning a zero of T. We shall prove that T  
satisfies (16) and (17) with respect to b,c(:T, the right ideal RT=bTUcT  and 
the left ideal

LT = TbUTcU  (RT\{ b }) U T(RT\{b}).

Using the multiplication of S  without comment, from (20/) we obtain Tb U Tc— 
= {c, 0}. Thus for b ̂  LT it remains to show that T(R T\  {b}) does not contain b. 
By way of contradiction, b£T(RT\{ b } )  would yield

b£TRT = T(bTUcT)<gTbT(jTcTQ{c, 0}T,

which is impossible according to

b = ct => b =  (ec)t = e(ct) =  eb = 0,

b — Ot => b — (eO)t — e(01) =  eb — 0.

From (20r) it follows that c$R T, and we note 0£cSQ R T as well as bdbSG RT. 
Now one easily checks

cdTbDTc — {0, c} Q (LTr\RT)U  {c} and bdbTUcT = RT Q (LTf]R T)\J {b},
which are the remaining statements we were to show.

We conclude this section with the following version of Problem c):
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Problem 4.6. Characterize semigroups S  for which the conditions of Theo­
rem 4.1 are necessary and sufficient in order that for each ring 3% with identity the 
contracted semigroup algebra 3%0[S°] has a quasi-ideal Q which does not satisfy 
the intersection property.

§ 5. Rings without zero divisors

The purpose of this section is to prove the following
Theorem 5.1. There are rings A without zero divisors such that A has a quasi­

ideal Q which does not satisfy the intersection property.
To construct those rings, we use a certain generalization of polynominal rings, 

essentially due to Ore [2].
Lemma 5.2. a) Let ЗА be a ring with identity 1 and tj an endomorphism o f SA. 

Using the elements 2 а1У1 and the addition of the usual polynomial ring SA[y\ in one 
indeterminate у over SR, we define another multiplication by

( n \ ( m \ n + m
Z w '  Z  ( Z  aibj‘)y k
i=0 / V=0 / k=0 i+j=k

(the key point is yb=b’’y  instead o f yb=by). In this way one obtains a ring which 
we denote by SA[y\.

b) The ring SA[y\ has no zero divisors iff SA has none and bAO implies b’’AO 
for all bdSR.

Proof, a) This statement is easily checked by direct computation. We refer 
to [10], § 1, in particular for a more general statement and the interrelation to the 
concept considered in [2].

b) Let SA and t] satisfy our conditions and suppose anA0A bm in (21). 
Then a„b’£yn+m is the only term of highest degree on the right side, and anbnf  AO 
holds by our assumptions. The converse statement is clear.

Corollary 5.3. Let ЗА be a ring without zero divisors and with identity 1, 
and consider the endomorphism t] o f the usual polynomial ring SA—3A\x\ defined 
by f{x)n= f ( \ —x). Then the ring R —SA[y\ —^[x][y]n consists o f all elements

(22) 2 with f(x)3SA = 3A[x\
i= 0

and the multiplication is given by

(210 ( 2  f  (* )/) ( 2  Sj (* ) /)  =  2  f  (x)gj (x)”‘y i+J,i j i>j
where gj(x)i‘=gj(x) i f  2|i and g fix Y = g fi\-x )  i f  2(7.

Moreover, R=3A[x\y\ has no zero divisors, arid all elements (22) such that 
f u(x) is contained in the ideal (x) =  x39,[x] o f Щх] form a subring A o f R.
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P r o o f . With respect to Lemma 5.2, we only have to state that /(х )^ 0  implies 
f ( x f =  f ( \  —x )^0  and that f(x )  holds for all f(x )£ S f=Щх].

Clearly, these subrings A will turn out to be those rings satisfying Theorem 5.1. 
Another way to obtain them (may be a more direct one, but more tedious to prove) 
is as follows: Let Щх, у] be the “polynomial ring” in the non-commutative 
indeterminates x and y, i.e. the semigroup ring ЩР1], where F denotes the 
free semigroup generated by {x, y}. Then the ideal ( y —x y —yx) of Щх, у] 
corresponds to the relation

(23) yx  =  ( l - x ) j  -  y - x y

(cf. (21')), and one has to check that the ring Щх, y]/(y—x y — yx) coincides with 
the ring Я=Щх][у]п of Corollary 5.3. Finally, we have

A = (x, y)/(y -  x y -y x )  с  Щх, y]j(y -  xy -y x ) .

In particular, if we choose =  Z, then A is the ring generated by the elements 
x, у  subject to the relation (23). Now, Theorem 5.1 will be proved by the following

L emma  5.4. Let A be the subring o f a ring И=Щх][у]п as introduced in 
Corollary 5.3. Let Q be the set o f all elements

(24) Z K ( x ) y v
V =  1

such that /i1(x)C-í?[x] satisfies

(25) hfix) = oc1+h1(x), x±e(l)Qä?, hL(x)€á?[x] and 0) =  йх(1) =  0.

(Note that each o f and hfix), may equal 0.) Then Q is a quasi-ideal of 
the ring A without zero divisors, in fact the quasi-ideal Q = (y)q generated by y, 
and Q does not satisfy the intersection property.

P r o o f . Obviously, Q is contained in A. Since the difference of the poly­
nomials
(26) /i[(x) =  aj-f/i^x) and к fix) = /i1 + k1(x)

occurring in (25) is again such a polynomial, Q is a subgroup of (A, +). In order 
to check AQCQAQQ, we consider any element

(Д У Х *)/) ( Д  K (x)yv ] =  ( J ’ к fix) у  ̂  [ Z  gj(x)yJ]

of AQDQA. Such an element, say c0(x) +  c1(x)y+c2(x )j2+ ... is contained in 
Q by (24) if c0(x)=0 holds (which is clear) and if

Ci(x) =/o(x) hfix) = fc1(x)g0(l-x )€ ^ [x ]
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satisfies (25). To show the latter, we use h±{x) and /сх(х) as denoted in (26) and 
recall that /o(0)=g0(0) =  0 holds by the definition of A. Then we obtain

Ci (0) =  Л  (0) ax =  0 and cx (1) =  ßxga (0) =  0,

hence c1(x)=0+c1(x) satisfies (25), and Q is proved to be a quasi-ideal of A. 
Similar considerations show that A yilyA  contains all elements (24) of Q such 
that ^ = 0  holds in (25), i.e. Q—(y)q.

Finally, we have y€Q  and xy$Q  by (24) and (25), and our relation (23) 
provides

xy =  y ( - x ) + y iQ ,

i.e. a formula (8) proving that Q does not satisfy the intersection property.
R emark 5.5. For all rings denoted by A in this section, each minimal quasi­

ideal has the intersection property by Corollary 3.5. Flence the quasi-ideal Q 
considered in Lemma 5.4 can not be a minimal one, and Theorem 5.1 
provides a statement parallel to Theorem 3.8 a). On the one hand, this new 
statement is stronger, since it presents those rings without zero divisors; on the 
other hand, there are no finite rings of this kind (which would be division rings and 
hence only contain the trivial quasi-ideals).

We further note that we could not clear whether or not the rings A of this 
section can be obtained as contracted semigroup algebras £%0[S0], i.e. as semigroup 
algebras 0l\S\ for a suitable semigroup S A- S° since A has no zero divisors. 
A possibility to decide this question would be to answer the following problem in 
the positive:

Problem 5.6. If a semigroup algebra A=Jf[S] of a semigroup S ^ S °  over 
a division ring Ж has no zero divisors, is it true th a t each quasi-ideal Q of A 
satisfies the intersection property?

§ 6. On two problems posed by L. Márki

The problems under consideration read as follows (cf. [7], §3, p. 16):

Problem d). Does there exist a  ring A with a left ideal L and a right ideal 
R such that RL is n o t a quasi-ideal o f  A?

P roblem  e). Does there exist a  ring A with quasi-ideals Ол and ß 2 such 
that ö i  ß 2 is not a quasi-ideal of A?

Proposition 6.1. There are even rings A w ithout zero divisors containing 
a left ideal L=(y)t and  a right ideal R=(y)r generated by the same element y£A  
such tha t RL is no t a  quasi-ideal o f  A.

Proof. As already mentioned in the introduction, the rings A considered 
in [9], Example 1 satisfy this statem ent for a suitable element y£A. We shall show 
that the same holds for the subring A of each ring Щх][у]п as introduced in
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Corollary 5.3 with respect to the generating element y. Firstly, we have by (21')

L  =  O'), =  { 2  0) =  0, Ci€ <i>}»i

R = O'), = {2  g;( l-* )y +1+0.ylgo(0) = о, C2€<i>}.
j

We want to show that axy2€A for each a^O of (A is not contained in RL. By 
way of contradiction, assume axy2£RL. Since axy2?^l2y • у, this yields that 
axy2 should be a product

go(l-^)^-C i^  or СгУ’Л (х)у = Сг/>(1~х)у2 or g0( l - x ) y - f 0(x)y =

= g o ( l-^ ) /o ( l-^ )^ 2»

which is impossible by g0(l —l)= /o (l —1)—0 and al = a^0 . But then RL is 
not a quasi-ideal of A, since for a quasi-ideal Q of A  which contains y 2 one has

axy2 — y 2ax£AQC)QA Я Q.

It is clear that this solution of Problem d) is also an affirmative solution of 
Problem e). But now one may pose a stronger version of Problem e), namely the 
same question with Öi =  ß 2- We present a solution by

Proposition 6.2. There are rings A without zero divisors containing a quasi­
ideal Q such that Q2 is not a quasi-ideal o f A.

Proof. We shall show that the quasi-ideal Q of A considered in Lemma 5.4 
is one of this kind. By (24), Q2 consists of the elements

2Ч(*И 2 V V ) A  = 2  с,(*)УVv = l / V = 1 / i = 2

with h1(x)=a1+R1(x) and k1(x)=ß1+ k 1(x) according to (25). Hence we have

c2(x) = ct1ß1+ct1U1( l- x )+ R 1(x)ß1+R1(x)lc1( l-x ) ,

which is clearly again a polynomial satisfying (25). On the other hand, ax for some 
a^O  of LA is not such a polynomial. This proves that Q2—Q' is not a quasi­
ideal of A, since otherwise y2£ Q' would imply

axy2 = y2ax€AQ'C\Q'A g  Q'.
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ON THE FISSILITY OF SEMIPRIMARY RINGS
DINH VAN HUYNH (Halle)1

We only consider associative rings. A ring A is called fissile, if the maximal 
torsion ideal of A is a ring-direct summand of A. The fissility of rings satisfying 
some chain conditions was investigated by several authors (cf. fl], [2], [4], [5], [6]). 
Artinian rings and rings with minimal condition for principal right ideals are examples 
of fissile rings. A ring A is called semiprimary if the Jacobson radical J(A) of 
A is nilpotent and AfJ(A) is (right) artinian. By a famous result of H. Bass, every 
semiprimary ring with an identity is a ring with minimal condition for principal 
rigt ideals, therefore it is fissile. But obviously this result is no longer true for semi­
primary rings without identity. Even there are semiprimary rings which are not 
fissile as one can easily see.

Let A be a semiprimary ring. Then A/J(A ) has an identity e. By the nil- 
potency of J(A ), there is an idempotent e in A with е£ё. Such an idempotent 
is called a principal idempotent o f  A. By Ann (e) we denote the set of all xdA  
with xe=ex=0. The symbols ® and (+ ) stand for the group-direct and ring- 
direct sum, respectively.

Now we begin with
L emma 1. Let A be a semiprimary ring and e be a principal idempotent o f  A. 

I f  A/J (A) is torsion free and Ann (e)=(0), then A is divisible.
P roof. In general, a semiprimary ring A has a decomposition

(1) A = eAe® (\— е)Ле®(1— e)Ae® (l— e)A (l— e), 
where

eA( 1—e ) =  {ea — eae\a£A}, ( l —e)A(l—e )=  {a—ea — ae + eae\a£A}.

By assumption we get (1 — e)A(l — e)=Ann (e)=(0), therefore

(2) A — еАефеЛ(1 — е)ф(1—é)Ae.

Clearly eA(l— е)ф (1— e)AeQJ(A). Then A/J(A)^eAe/J(eAe), so eAe/J(eAe) 
is torsion free. Hence it is divisible. For each natural integer m there is an f^eA e  
and a g£J(eAe) = eJ(A)e with
(3) tn f— e + g.

1 The results of this note are presented in a paper of the author ’’Über die Spaltbarkeit der 
halbprimären Ringe“ (Hanoi, January 1980).
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We prove first the divisibility of eAe. Let n be the nilpotent degree of eJ(A)e. 
For n= \, eJ(A)e—(0), so eAe is divisible. Let us assume that the assertion is 
already proved for all natural integers к  with /с<и. Since eAef{eJ(A)e)n~1 
satisfies the conditions of Lemma 1, eAe/(eJ(A)e)"~1 is divisible by the induction 
hypothesis. For each a£(eJ(A)e)"~1 we get by (3) m(fa) = (mf)a=(e+g)a=ea+ 
+ga=ea=a, since ga£eJ(A)e(eJ(A)e)"~1= (0). Hence each equation mx=a 
with a^(eJ(A)e)"~1 has a solution x = fa  in (eJ(A)e)n~1, i.e. (eJ(A)e)"~1 is 
divisible. Thus eAe is divisible. Hence for each natural integer m there is an 
ff ieA e  with mf'=e. Consequently m(bf') = b(mf')=be=b for each Ьв(1—е)Ае. 
This means that x= bf' is a solution of the equation mx = b in (1 — e)Ae, proving 
the divisibility of (1—e)Ae. The same holds also for eA (l-e ) . By (2), A is 
divisible.

L emma 2. Let A be a semiprimary ring with a principal idempotent e. I f  
Ann (e)=(0), A is fissile.

. __(jef  e # __ _  ___

P roof. As is well-known, A j= A /J(A ) is fissile, i.e. _A=F(+)T, where 
T  is the maximal torsion ideal and F is a torsion free ideal of Ä. The ideals F and 
T have identities ex and e2, respectively. Then ё=ё1+ё2, where ё is the image 
of e in A. Since J(A) is nilpotent, there exist orthogonal idempotents ег, e2 
in A with e = e 1 + e2 and e,€et (i =  l,2). For e2 there is a natural integer n with 
nefJ(A ). Hence there exists a natural integer к with (ne2)k =0, i.e. nke2=0.

Since by assumption Ann (e)=(0), A has a group-direct decomposition (2). 
By e^A eJJ^A e^síF  and by Lemma 1, exAex is divisible and torsionfree, since 
otherwise, e1Ae1 contained an additive quasicyclic subgroup U with e1Ae1U=(0), 
in particular e1U=(0), a contradiction. Let a£(l —e)Ae. Then there is a b£A 
with a=be—ebe=b(e1 + e2) + (e1 +  e2)b(e1 + e2)=be1 + be2—e1be1 — e2 be2 — efie2 — e2be1. 
By Lemma 1 there is an f  in e1Ae1 with nkf= e 1. Hence e1be2= (nkf)be2 = fb(nke2) — 
=  0. Similarly ефе^О. From this and (2) we get

(4) A = e1Ae1®e1A ( l - e 1) ® ( l - e 1)Ae1@e2®e2Ae2®e2A ( l —e2)® (l-e 2)Ae2.

By Lemma 1, F =  e1Ae1®e1A ( l —e1)® (l—e1)Ae1 is a torsionfree and divisible
subring of A and obviously T =  e2Ae2@e2A ( l - e 2)® (l—e2)Ae2 is the maximal 
torsion ideal of A. Since clearly TF =  F T = (0), we get A — F(+)T.

Corollary  3. Every semiprimary ring with a right (or left) identity is fissile.
Now we can formulate the main result of this paper.
T heorem . Let A be a semiprimary ring with a principal idempotent e. Then 

A contains a fissile subring В with A —B®  Ann (<?), where Ann (e) is contained 
in J{A).

P roof. A has a direct decomposition (1), hence A —B® Ann (e) with 
Ann (e)QJ(A). By Lemma 2, В  is fissile.

Corollary  4. Let A be a semiprimary ring with a principal idempotent e. Then 
(a) I f  Ann (e) is torsion, then A is fissile.
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(b) I f  J(A) is an artinian А-right (or left) module, i.e. A is right (or left) 
artinian, then A is fissile (cf. [6]).

P r oof . By Theorem, (a) is trivial.
(b) By Ann (e)QA(l — e)QJ(A) and by [3], Ann (e) is contained in a right 

artinian nilpotent ring A( l —e), which is (as well-known) a ring with minimal 
condition on additive subgroups. Such rings are torsion. Hence (b) follows from (a).

R em ark . In a discussion Dr. Widiger told me that he has obtained also the 
same results as in my paper but with other methods.
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MULTIPLICATIVE FUNCTIONS WITH 
REGULARITY PROPERTIES. II

I. KÁTAI (Budapest), corresponding member of the Academy

1.

Let Л  and Л * be the set of complex valued multiplicative and completely 
multiplicative functions, respectively. Let i f  Q Л  denote the set of those functions 
f{n) for which

( 1. 1)
J  1/001 :
11 = 1 tl

holds.
The letters p, q, n denote prime numbers, P, Q prime-powers. 
Let

( 1.2) R i f  p)=  2a = l
l / ( p * ) i

p x '

It is obvious that (1.1) is equivalent with 

(1.3) 2  R ( f p )  <  °°-
p

Our main purpose in this paper is to prove the following
Theorem 1. Let f,g£.M. Assume that

(1.4) 2  lg(n +  1)~ / ( n ) i- <  oo,
/1 = 1 ^

Then f  and gdLP, or /(n )= g(n)= n ,+ ‘t, 0S<r< 1.
Without any important change in the proof we could prove the following 
Theorem 2. Let a{ri), Ь(п)£Л. Assume that

2  |b ( n  +  l ) - a ( n ) |
/1 =  1

There are two possibilities: either

<  O O .

(1) Ü" |a(n) | a n d  2 \b (ri)\< °°
/1=1  /1 =  1

or
(2) a{n) =  b{n) = n°+iz, -1<(T <0.

The special case f —g in Theorem 1 seems to be nontrivial too.
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T heorem 3. Let f£ J t ,  and

„  СЧ ^  |/(n  +  l) - / (n ) |(1.5) 2 ----------------< “ •
/1 =  1 ^

Then /£JS?, or f(n )= n a+iz, 0<<r< 1.
We shall deduce Theorem 1 from Theorem 3 and from the following
T heorem 4. Assume that f  g ^ J i , and (1.4) holds. I f  fg fy S f, then f{ri) = g{h) 

for every n.

To prove Theorem 3 it is convenient to assume that f£ J i* .  Therefore we prove 
Theorem 5. Let к  be a positive integer, f£_Jt and

(1.6) 2 ^ \ Л п + к ) - т \ ^ < ~ .л=1 Л
Assume that feL . Then for each prime p coprime to К  we have / ( p v) = / ( p ) v
(v = l. 2, ...).

Especially for К — 1 we have f^ J t* .
We remark that J. Mauclaire and Leo Murata [2] proved the following assertion 

earlier: if |/(л)| =  1, f ^ J Í ,  and

^  2  l / ( « + ! ) - / ( « ) ! - 0 ,
/ I C C

then f(LJ(*.
Now we do not try to generalize this result since Theorem 5 has only an auxiliary 

character.

2. Proof o f Theorem 5

We shall use the notation E, I, introduced in [1]. So (1.6) can be written in the 
form

(2.1) 2 ^ l ( £ * - / ) / ( n ) |< ~ ./I ft

Let m ä  1. Since zK—1 is a divisor of zKm — 1, therefore

2  ̂ l (£ * m- /)/(« )! < ~ ,
n ft

consequently

(2.2) 2  ~ ~  \(EKm — I ) f  (mri)\ <  oo,

Let
(2.3) A(n, m) =  (EKm -  I ) f ( mn ) - f ( m)  {EK -  I ) f ( n)

= f(m (n  + K ))~  f (m ) f(n  + K )~  (f(m n ) - /  (m)/(n).
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Then, by (2.1), (2.2)

(2.4) ^  M(n; rn) 1
п=1 П

Let m=p, (p, K )= l, n = p vu, (u, Kp)—1. Then (m ,n+K) = 1, and so

(2.5) A(n, m) =  — | / ( pv+1) - / W 0 > v) I / ( k).
Assume that / ( p v+1)?i/(p ) /(p v). Then, from (2.4)

x, l/(«)l _( 2.6) (и,Кр)=1 И
Hence we deduce that and by this the proof will be completed.

Since (p’ +K, Kp) = 1 for a ^ l ,  therefore by (1.6) and (1.10)

2 s i y  | / ( p‘+/0 - / ( p a)l + Í \f(p7+К)I < со. 
a = l P *=I P a=l P

Consequently

(2.7) 1/001
(u,K)=l u

Let q be a prime factor of K, qß\\K. Let К =qßK1. We have

2 2  - ^ l / ( ? ’ + t f ) - / ( ? , ) | + Í  - --^ 7  ^ l)ly=i+i q y=i+i 9 9 y=^+i q
The last sum is finite, since (qy~p+K1, K )= 1. Consequently

2  R( f  q) -*= °°- «18
This, by (2.7) gives the desired result.

3. Proof of Theorem 3

We may assume that and so that Let

e(n +  l ) =  |/(n  +  l) - / (n ) |,

<7 > 2  be an arbitrary integer, ( 3 /= l ,2 , ...) be the set of integers in
[qM~ \q M).

After q being fixed, we define for every 1V> 1 the sequence 

NJ = [ y  ] (/ =  0 ,1 ,2 ,...).
By this we have

(N = )N 0 =  í í Vj + űc, Nj, — q N i+ ü i,...
where

o,€{0, 1 , .. . ,? -1 }  =  j/ 14
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If NoZxfffl, then N jZsfffi.j ( j—l, ..., M — 1). Fixing any integer kts/fá'Lj,
Nj=k occurs qJ times when N0 runs over s / j f .

Let К = max I / (j)I. It is obvious that j^q- 1
(3.1) \ f (N j) - f (q ) f(N J+1)\ S  e(qNJ+1 + i)+ ...+ e(N j), 
and so
(3.2) 2  \ f m - f ( q ) f ( N J+1) \ ^ q  2  Ф )-

Furthermore
M- 2

(3.3) ! / ( л д - / ( ?)м-7 '(лгм_1)| s  2  i f ( K j ) - f W ( N J+1)\\f(q)\J-
j=o

First we prove that | / ( n ) |s l  holds for every n. Assume in the contrary that 
f(q) = A, |Л |<1. Then, from (3.3)

M - 2

2  |/(Л (о )-Л "-1/ ( Л м _1)| < 2  2  M J\f (N j) -A f(N J+1)\.
N0 ^ ^ M  J — ° Nj € A M - j

Since |/(WAf_1)| ̂ K , we have

q~M 2 \f(N0)\sK\A\“-' + M2 \A\i 2 — ■
J = 0  n r  M  _ j  n

Summing up for M=  1,2, ..., we get

2  q~M 2 1/001  ̂к 2 Iл\м+2 2 2 И Г-}«
A f ^ l  A f& l t ^ l  n £ A t П l M = f  J

К  , 1 £(«)
*-ТНЙГ+Т й л Г .1 ~ '="-

that is /€ i f .
Let |/(w )|=e“w, where u(n) is a completely additive function. It is non­

negative, since |/(n ) |s l .  Since и(л)^0, й(я+1)50, therefore

И «(и) I =  |м(п + 1 )-м(п)| s  ||/ (n + l) |- |/ (n ) ||.
Furthermore ||/(«+ l)| — |/ ( n ) | |s |/ ( n + 1) — f{n)\, and so by (1.5) we have

~ |du(n)|
2 — -— </1 = 1 W

and consequently

(3.4) 7  2 N « ) h O .
X n^x

In [3] it was proved that (3.4) involves that u(ri) is a constant multiple of 
log n, u(ri) = cr log n. So \f(n)\=na. Since

2 ~  |(n +  l ) ff— t l a \ <  oo
n n

holds only for c r d ,  we may assume that 0<<7<1.
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Let now t{ri) be defined by i(n)=f(n)n ". Then \t(n)\ = \, t£Ji*. Further­
more, from (1.5) it follows immediately that

2 ~  |/(n + l) —f(n)|< °°. n ft
Now it has remained to prove the theorem under the condition |/(л)| =  1. We 

assume that |/(л)| =  1 (л=1, 2, ...). Let

e(m) = 2 ^ - -i^m n
Let q> 1 be given, and N0, Nx, ... be defined as earlier. Let v<Af. We 

start from the inequality

(3.5) 2  \ f ( N o ) - f ( q ) V W \  s  z \ l 2  \ f (N ,) - f (q ) f (N l+1)\ S
i=o

s  2  ql+1 2  Ф),i=o »e<v - 1

an obvious consequence of (3.1), (3.2).
Hence we get immediately that

(3.6) q -M 2  l / w —/( ? ) v/(iVv) l<  qeiq“ -').

Let now assume that qx, q2 are positive integers, q\-=^qx. Let Я, be a large 
fixed integer, M X>H X. It is clear that for a suitable M 2. After
fixing Hx, let Vj,v2 be a pair of large integers such that

(3.7) i l l
ql1- l Hi

holds. Now we define M x =  vx + 7/x and M2 by the property ■ < 2) i  Let
H2=M 2—v2. It is clear that / / 2̂ °°  whenever Я2—°°.

Now we rewrite (3.6) with <7= and q=q2. We get

(3.8) 2 \ f (N o ) - f(q iY 'f(N J \ «  q^Q(q?'-%

N0
qn(3.9) NV1 = 5

(3.10) 2 \f(N 0) - f ( q 2y> f(N J\ «  qpQiqS»-1),

Wol
(3.11) = q\2J•

Each can be written in the form

Wo =  hq2* + b, 0 ^ b < q l \
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It is obvious that n,2=h. Furthermore,

and so |JVv —7ivJ s 3 ,  if Hx,H 2,v x,v 2 are greater than a positive constant. 
Assuming this, we have

(3.12) 2  2  2  (e (A -3 )+ ...+ e (fc + 3 ))«

h
From (3.8), (3.10) we get

(3.13) 2  l/(? i)Vl/ W - / ( ? 2) V ( « v ) l« 9 Í fl0 ( ^ 1- 1) + ^ e № - 1).
N C { ^ (^ 2 )NokJ*Mz

Hence, by (3.12),

(3.14) | / ( ? i)v1- / ( ? 2)V2I-( 2  1 ) << я “ 1е(я?1~1)+я?*е(я%г~1)-

Since for fixed Hx, q22<z.qx ', qx l<scq2 2, we have

(3.15) I i - T t e ö v w i «

We can see that the right hand side tends to zero as Hx -* °°.
For a real x  let ||x|| denote its distance from the nearest integer. Let f(q t)=

=  е 2 я ( Л ,1 о * в |  ( /  =  ^ 2 ) .

We have proved the fulfilment of the following assertion: If q\<qx and 
(vi* viJ)) ( j  — 1, 2, ...) is an arbitrary sequence of pairs of positive integers tending 
to infinity such that v[J) log qx — v ĵ) log q2-+0, then

1 v[J)Ax log qx -  v(2J)A2 log q21| -  0.

Let us assume that /(2)=1.
Now we choose q2=2. Let 4 Then we may put Л2=0. Let a=  *1°^^1 .log 2

Assume that qx is not a power of 2. Then a is an irrational number. Furthermore 
llvi ,)all -»-0 involves that |[у|-')/11 (log 2)a|| — 0.

In [1] we proved the following assertion.
(A): Let a be an irrational number, ß be an arbitrary real number. Assume 

that for every sequence mx<m2< ... of integers satisfying ||myx||-*-0 the relation 
\\rrijß\\ — 0 holds. Then ß is an integer, or ß —koc, with a suitable integer k.

That is Лх log qx= integer, or Лх log 2—integer.
In the second case

(3.16) Ax =  2  ’ /c(9i) =  integer.
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Since Лг=0 can be stated in the first case, therefore (3.16) holds if 
This representation is good for q1=2t, if we put k(2')=0.

By using that f{mri)—f{m)f{n) holds for every m,n, we deduce that

k{mn) log mn 
log 2 =  k(m ) log m 

log 2 + k(n) log n 
log 2

for odd integers m, n. Hence
(mn)k(mn) = mk(m) • nk(n) • 2Sm'n

(mod 1)

with a suitable integer J m<n. By using the unicity of prime-decomposition, we get 
0, and so k(mn) = k(m)=k{n) if m and n are coprime odd integers, m,n>4.

ImL l0S”Consequently k{ri)=L=constant for odd я>4. So we have f(n ) — e 1082,
log3

if (л, 2) =  1, и>4. Since /(3 )= /(1 5 )/(5 )  =  e2lt'L lo82’, therefore /(и ) =  р~тг1°8" 
with r=L/log 2. But this holds for /(2 ‘), since x log 2 '=0 (mod 1), and f(2 ‘) — 0. 

The assumption / (2f) = 1 is not a restriction. If this condition does not hold,
Alogw

f(2)= e2niX, then we consider the function / (я) =  / (n) e 1082 . I twill suffice the
conditions of the theorem, and /(2) =  1.

This completes the proof of the theorem.

4. Proof of Theorem 4. Preliminary lemmas

Given a subset 9* of natural numbers, we shall write

(4.1) &(n\ST)= 2 ^ - 1  9Qi\S?) =  2  —ni? n п£У n
permitting that the series do not converge. We shall say that !F and are finite, 
if the series are absolutely convergent.

The following assertions are obvious consequences of (1.4).
Lemma 1. (1) I f  dFifi!?) is finite, then so is where 9 " —{п\п — 1в9’}.

I f  (S{n\9) is finite, then so is 9 '(n\9 '), where 9 '  — {n\n+1£9}.
(2) I f  !F(n\9) is finite, 9q= {m\mQd9’, (m, Q) = \} and / ( 0 ) ^ 0 ,  then so is 

9х(n\9q). The same assertion is true for ^(n\9), when g (Q )^0.

Lemma 2. Assume that f,  g£ Ж, and (1.4) holds, furthermore that / ( 2 )^ 0 ,
g(2)^0.

I f  for a suitable odd integer N
(4.2) 9(r\(r, 2N) =  1) is finite, 
or
(4.3) ^(r|(r, 2N) = 1) is finite, 
then f  g£ JT.

Proof. Let N  = nx, ..., nr be distinct primes. Assume that (4.2)
holds. We may assume that for every nj there exists a suitable exponent y,->0,
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for which /(л}0^О. In the opposite case, i.e. if f(n*)=0  (a= l, ...) holds for 
a suitable j,  then we may change N  by N 1—ti]'xjN  in (4.2). After carrying out all 
the possible reductions we come to such an N  satisfying the requirement. Let 

...,yr be exponents such that /(я р )^О  (у =  1, ..., r). Let { q ,..., is} be an 
arbitrary subset of {1, ...,/•}. Let

{m\m = nffi ... nfj-; ßh S 1, ...,ßit S 1}, JfT* = {m*\m* = m J[ n) }.
jVi,

First we observe that (4m*+1, 2N) = 1. Then 3F{4nf +1 \т*£Ж' *) is finite. 
By using Lemma 1 and /(2) • g(2) ^  0 repeatedly, we get that the series 
У(4т*+2\т*еЖ*),У(2т*+1\т*£Х'*),&г(2т*\т*еЯГ*),&г(т*\т*£Х'*),&г(т\теХ') 
are finite. Consequently &'{r\(r,2)=l) is finite, and so

Í 2 - ‘ | g ( 2 ‘) | < ~ .
a =  l

From Lemma 1 we get that the series ^гг(2/- — 1 ](/*, 2) =  1), &(2r\(r, 2)= 1), and finally 
that ^(r|(r, 2)=1) are finite, consequently g££T.

In the proof of the second assertion only a slight change is needed. First we 
observe that @(4m*—1\т*£УГ*) is finite, and consider the chain of the finite series:

Sí(4m* —l|m*ejT*), &(4т*-2\т*£Ж*), .Г  (2m*-l|m*<= Ж *\
<S(2m*\m*etf*), У (т\т£Э1Г).

We can continue the proof in the same way that was used earlier. □
Lemma 3. Assume that f  g£ JÍ, and (1.4) holds, furthermore that /(2 )^0 , 

g(2) A 0. Let a and N  be nonzero integers, (a, N )— 1, N  odd. Assume that there 
exists a suitable integer N* that contains all the prime divisors o f N  at least on 
the first power and does not contain any others, and that f(N *) = 0. I f

r\r = l(mod2), (ar+1, N) = l)

11.2

is finite, then f ,  gZHP.
The same assertion holds i f  g(N *)^0 and

1§(r\r =  l(mod2), (ar+1, N) =  1)
is finite.

Proof. Let s be coprime to 2N*. Then sN* is odd, and (a ■ sN *+ 1, A) = 1. 
Then ^(sN*\(s, 2N*)= 1) and so 3F(s\{s, 2A*)= 1) is finite. From Lemma 2 
we get the assertion. The proof of the second assertion is the same. □

Lemma 4. Assume that f  gd£f, (1.4) holds, and / ( 2 ) ^ 0 ,  g(2)A0. Then

(4.4)

(4.5)

2  ~r \Cg(n)—f(ri)\
n =  3(m od 8) ”

g(4)
g(2)/(2) '

2  ~r \&(.n)~C\f(ri)\
/» =  5(m od 8) 'L C l  g ( 2 ) / ( 2 )  •
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Proof. If g(4)=0, then (4.4) is obvious from (1.4), similarly if /(4 )= 0 , then
(4.5) follows directly from (1.4).

Let A{n) — g{n+\)—f(n). We have

/(4L +1) = Ж /(8/С + 2) =  -J(2)(8(.Sk + 3 )-A (Sk  + 2)), 
and for g(4) 0

g(4/c + 2) =  g(2)g(2/c + l) = |g l ( / ( 8 / c  + 3) + d(8/c +  3)).
Hence
(4.6)

A (4k +1) =  l i | / ( 8 k  + 3 ) - 7 ^ g (8 /c  +  3) +  | | | d ( 8 k  +  3) +  7 ^ -d (8 /c  +  2). 

Similarly, if /(4 )^ 0 , then

and so 

14.71

/  (2k +1) = /(8fc + 4) = - ^ g ( & k  + 5 ) - - ^ A ( t k + 4 ) .
/(4 )

/  (2k +1) =

1
/(2)g(2)

/ ( 2)
/(4/c + 2)

/(4 )  

1
/ ( 2)

/(4 )

(g(4fc+3)-d(4k+2))

/(2 )g (2 )g(8k + 6) /(2 )  J(4fc + 2)

/(8 k  +  5) + 1

0 =
/(4)

g(8fc +  5 ) -

/(2 ) g (2) 

1

d(8k + 5) — 1
/ ( 2)

d(4fc+2),

/(2)g(2) /  (8k + 5) —
/(4 )

d(8fc + 4) +

+ 7 ^ . , (« + 2 )- 7 ^ . , д а+ 5 ).

(4.4), (4.5) immediately follow from (4.6) and (4.7), we have to take into account 
only (1.4). □

Lemma 5. Assume that 2 )^ 0 ,  g(2 )^ 0 , and that (1.4) holds. Let
О be an odd integer.

( 1 )  7 /  ^(и|и=3 (mod 8), (n, 0  = 1) is finite, then so is $(r\r=\ (mod 2), 
(4/- + 3, 0 = 1 ) .  I f  additionally g(4)?^0, then ^(г\г=\ (mod 2), (4r— 1, 0 = 1 )  is 
finite.

(2) I f  #'(и|и=5 (mod 8), (n, 0 = 1 )  is finite, then so is ,^(r\r= 1 (mod 2), 
(4r+ l, 0  =  1). I f  additionally (0 3 )= 1  and g(Q )^0, then <&(t\t =  1 (m od2), 
( 0  0= 1) is finite.

Proof. All the following series are finite if so is the first one: &(n\n=3 (mod8), 
(n, 0  = 1), #'(n|n=2(mod 8), (и+1, 0  =  1), ^ (b \n ^ l  (mod 4), (2n+l, Q) — 1),
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^(л|я=2 (mod 4), (2n + 3, 0 = 1 ) ,  # (r|r= l (mod 2), (4r+3, Q)= 1). If £(4)^0, then 
C 7̂ 0 in Lemma 4, and so the series ,^(я|и =  3 (mod 8), (и, 0  =  l), ^(n|/?s4(mod8), 
(n — 1, 0 = 1 ) ,  ^ (r |r= l (mod 2), (4r—1, 0 = 1 )  are finite. By this (1) is proved.
** Now we prove (2). If ,^{n\n = 5 (mod 8), (n, 0  = 1) is finite, then so are the 
following series: ^(я|и=6 (mod 8), (и — 1, 0 = 1 ) ,  У(п\п=?> (mod 4), (2и —1, 0 = 1 ) ,  
^(п|л=2 (mod 4), (2я+1, 0 = 1 ) ,  tF(r\r=l (mod 2), (4r+ l, 0  =  1). Consequently 

(mod 2), (4,y—3, 0 = 1 )  is finite. Let us consider only the subset s=2Qt, 
(t, 2 0 = 1 . We get (4y—3 ,ß )  =  l, if ( 0  3) =  1. Since g (Q )^0, we get that 

111 = 1 (mod 2), ( 0  t) =  1) is finite. Recalling Lemma 2, the proof is complete. □

5. Proof of Theorem 4 under the condition /(2 ) т̂ О, g(2) 7^0,/(4) т̂ О, g(4) 0

Let us assume in this section that the conditions of Theorem 4 as well as /(2 )^ 0 ,  
g(2)?^0, /(4)т^0, g(4)TíO hold, furthermore that f,g^P£.

We define the function H(n) by f(n)jg(n) if the ratio has meaning. We shall 
say that a prime power Q is irregular, if f(Q )^g(Q ).

In our case С т̂ О, 07^0.
We shall reach our aim by proving a sequence of auxiliary assertions that we 

denote by (a), (b), etc.
(a) I f  N  =  1 (mod 8) and /(IV) = 0, then g(N) = 0, and vice versa.
Proof. Assumethat g(N) = 0 and f (N )^ 0 .  Then ^{n\n=5 { m o d i) ,{n,N) = \ )  

is finite, and so from (2) in Lemma 5 we get that so is ^{r\r = 1 (mod 2), (4r+ 1,1V) =  
=  1). The conditions of Lemma 3 are valid, since f(N)?±0, so f  g^SP.

Assume now that /(IV) =  0 and g(N )^0 . Then by (1) in Lemma 5, <S(r\r= 
=  1 (mod 2), (4r —1, 0  = 1) is finite, whence by Lemma 3 (g(lV)7i0) we get im­
mediately that / ,  g£j2?. □

(b) I f  N  =  1 (mod 8), then f(N ) = g(N).
P roof. We may assume that g(N)?± 0. Let us assume that H (N )^  1. Starting 

from (4.4),

and so

2  - \C g (N )g (n ) -A N ) f(n ) \
JVn =  3 (m o d 8 ) ™

( n , N ) = l

2  -
« =  3 (m o d 8 ) tl  

(n,JV) = l

c
H{N) g (« )- /(« )

Comparing this with (4.4), we get that ^(я |и=3 (mod 8), (n, IV) = 1) is finite. 
Hence, by Lemma 5 &(г\г = 1 (mod 2), (4r — 1, IV) =  1) is finite, and so by Lemma 3 
g,/<Eif(g(A) =  0!). □

(6)7/ P is a prime-power, P= — 1 (mod 8), then f(P )  = 0 involves that 
g(P) =0, and vice versa.

Proof. Assumethat g(P) = 0,f(P)7i 0. If Pn=5 (mod 8), then n=3 (mod 8). 
Let us substitute n by Pn in (4.5), and sum up for n = 3 (mod 8), (и, P )= 1. Since
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g(Pn) = 0, we get that lF{n\n=3 (mod 8), (n, P) = 1) is finite, and by Lemma 5 
so is ^ (r |r= l (mod 2), (4r— 1, P)= 1). Consequently áF{s\s=0 (mod 2), (4.У—3,P)= 
= 1) is finite. Extending the summation only for 2||j , we get that # ”( /11 =  1 (mod2), 
(8i—3, P )= l)  is finite. Since P is a prime-power, =  — 1 (mod 8), therefore 
(P, 3) =  1. Now we put tP into the place of t in the last series. The condition 
(8(rP) — 3, P) = l holds automatically, and so by f ( P ) ^ 0  we get that dP(t\f, 2P) = 
= 1) is finite. From Lemma 2 we get that f  g€.££.

Assume now that f ( P )= 0 and g (P )^ 0. If n=3 (mod 8), (и, P ) =  l, then 
Pn = 5(mod8) and f(Pn) = 0. From (4.5) we get that &(n\n=3 (mod 8), (n, P )= l)  
is finite. From Lemma 5 (see (1)) and Lemma 3, g ,fd :Sf. □

(c) I f  N= — 1 (mod 8) and f(N)g(N)?±0, then f(N ) = g(N).
Proof. Assume that f(N)g(N)?±0. Replacing n by nN in (4.5), we get

(5.1) 2  I l g W g W - Q / W / W I
n =  3(m od 8) ft 

( n , N ) = l

which by (4.4), involves

2
n =  3(m od 8) 

(n ,N )= l

- CСгН(Ю

Hence, by Lemmas 5 and 3 we deduce immediately that

(5.2) H (N ) =  -J-c
Now we consider the inequality

(5.3) 2  ^ -\C g (N )g (n )-f(N )f(n )\ <  °°,
n =  5(mod 8) ft 

(n ,N ) = 1

whence, after comparing it with (4.5),

2
n = 5(m od  8) 

(n,N) = 1

Q -
H(N)

l/(n)l

Hence, by Lemmas 5 and 3,
(5.4) H {N) = CCX.

(5.2) and (5.4) imply ССг= ±  1. The case H(N)=CC1 — — 1 is impossible. 
Indeed, assuming that f (N )— —g(N), from (5.1), by repeating the above argument 
we deduce that 1+Cx—0, and similarly, from (5.3) that C+1 =  0. But this leads 
to C C i= l, a contradiction. □

(d) Let P = l (mod 8) be a prime-power, l =3 or 5 (mod 8). I f  g(P)=0, 
then f{P ) — 0.
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Proof. Assume in the contrary, that f(P)?±0, g(P)=0. If P=3(m od8), 
then by (4.4), putting there Pn into the place of n, we deduce that

(5.4) ^ (n |n  = l(mod 8), (n, P) =  l)  is finite.

For P=  5 (mod 8) we consider (4.5) instead of (4.4) and get (5.4) too. From
(5.4) it follows that the series Д л |я= 2  (mod 8), (n—1,P)=1), il(ri\n= 1 mod 4),
(2n —1, P) = l), J s'(m |m s0(m od4), (2m+1, P )= l)  are finite. Summing in the last 
sum only for 22[|m, we get that SF(r\r=\ (mod 2), (8 r+ l, P )= l)  is finite. Since 
f (P )^ 0 ,  Lemma 3 gives that / € £P. □

(e) I f  f(2 x)—0 for every a ^ 3 , then /£Jz?.
Proof. By using (a) we get that all the series ${n\n =1 (mod 8))= 

— ̂ r{n\n - 1 mod 8)), &(n\n =2 (mod 8)), &(n\n =  1 (mod 4)), tF(n\n = 0  (mod 4)), 
3P{r\{r, 2) = 1) are absolutely convergent. So /GJSf. □

(f) Let P = 3 or 5(mod8) be a prime-power, f(P )^ 0 . Then g(P)=C1f(P ) 
for P=5(m od8), and Cg(P)=f(P) for P=3 (mod 8).

Proof. We change n by Pn in (4.4) and use (a). We get

2  \Cg(P)~f(P)\ ■ ±  |/(n)| <  «о (P = 3(mod 8)),
i j= l ( m o d 8 )  'L

(n ,P) = 1

2  \g(P)-Cxf(P)\  • 4 - 1/001 <  -  (P =  5(mod 8)).
n = l( m o d  8) **

(n,P) = l

If one of the assertions does not hold, then ^(n \n  = l (mod 8), (n, P )= i)  is 
finite. Repeating the argument that was used by the proof of (e), we get that
f,g £ & -  □

Let Ji be the set of irregular prime powers in the residue class =/(mod8). 
As we have seen before, and are empty.

Let Pr be an irregular odd prime power in such that

(5.5) g(Pd И 0, Д Л )  =  0.

Let n =/(mod 8), (n, Р |)=1. Then Pn =  1 (mod 8), g(Pn) — f(Pn), so f(ri)= 
=g(n)=0 for every n= /(m od8), (n,P) = 1.

If 1—3, then ^(и|и = 3 (mod 8), (n, Рх)=1) is finite, and by Lemmas 5
and 3, g6J2\

Let 1=5. Then РХ̂ 3 У, (P, 3) =  1, furthermore /(«) = 0 if n =  5(mod8), 
(n, Py) = l, consequently iF{n\n =5 (mod 8), (n, Рг)=  1) is finite. So, by Lemma 6, 
(t/fflPy, t)=  1) is finite, which by Lemma 2 leads to g ,/£J2?.

So we proved that (5.5) cannot occur, if Px is an odd prime power. □
(g) I f  f(n) = g(n) = 0 holds for every n= — 1 (mod 8), then f,  gG-Sf.
Proof. Since g(n) = 0 for every n =7 (mod 8), therefore the series 

^(n\n  =6 (mod 8)), ^{n\n  =3 (mod 4)), ^(и]22||я), У(г\{г, 2) =  1) are finite. □
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(h) We have CCX= 1.
We may assume that there exists an N = — l(m od8), for which f(N)?± 0, 

(c) and (5.4) give (h). □
(i) Assume that f  and g are nonnegative functions, and that there exists an 

irregular odd prime power P. Then for every prime power Q=3 or 5 (mod 8), 
i f  (Q ,P )= 1, then g(Q)=f(Q)=0.

Proof. Assume that P = Q (mod 8) and that g(Q)A 0. First we observe that 
g(PQ)=f(PQ), since PQ = \ (mod 8). From (f) we get that C 2 = 1, or Cf= 1, 
according to P=3 or 5 (mod 8). Since /  and g are nonnegative, therefore 
С — 1 or C1~  1, and by (h), C=CX= \.

Assume that P = — Q (mod 8). Then PQ = — 1 (mod 8), and so by (c), g(PQ) = 
—f(PQ ) that by (f) involves C = C 1. From (h) we get C —C1 — l. □

if) I f  f  and g are nonnegative functions, then there do not exist irregular odd 
prime powers.

Proof. Let P be irregular, (P, 2)=1. Then f (P )^ 0 ,  g(P)^0. Let N=3 
or 5 (mod 8), (N, P) =  1. Then N  contains a prime-power Q=3 or 5 (mod 8), 
and so by (i), f(Q) = g(Q)=0, f(N )= g (N )= 0. So f(N )= g(N )= 0 whenever 
N = 3 or 5 (mod 8), (N, P) =  l. This involves that ^{n\n =3 (mod 8), (и, P) = 1) 
is finite that by Lemma 5 gives f  g£ S£ . □

So we have proved the following assertion.
(k) I f  f  and g are nonnegative, then f(n)=g(n) holds for every odd n.
Now we consider / ( 2 я) and g(2я). In the next step we do not assume the 

nonnegativity of /  and g.
(l) I f  f(n )—g(n) for every odd n, then

._ л  i / ( 2 '+2) =  g(2)/(2“+i)
(5-6) ig(2a+2) = /(2)g(20t+1) (a ° ’ 1’ 2’ - )-

Proof. We start from the relation

A (4k)+f(4k) = g(4fc+l) = / ( 4 k + l)  = g(4k+2)—A(4k+l) =

=  g (2) g (2k +  1) -  A (4k+1) =  g (2) [f(2k) + A (2k)] -A (4k + 1), 

whence by (1.4),

Í |l / (4 fc ) -g (2 ) / (2 fc ) |< o o .
L=1 л

Extending the summation only for k= 2 xm, (m, 2) =  1, and observing that 
!F(m\(m, 2) =  1) cannot be finite, hence we deduce immediately the first relation 
in (5.6).
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To prove the second, we consider the relation

g(4k) =  /(4 fc - l)+ d (4 fc - l)  -  g(4fc—l) +  d (4/c—1) = / (4k — 2) + 

+A(4k—l)+A(4lc—2) = f(2 ) f(2 k ~ l)+ A (4 k - i)+ A (4 k -2 ) =

=  /(2 )  (g(2fc) -  /I (2k- 1))+A (4k- 1) + A (4k-  2)
whence by (1.4)

i f  |g(4/c)-/(2)g(2/c)| <

Repeating the argument that was used earlier, we get the second equation in (5.6). □
(m) I f  f  and g are nonnegative, then f(2)=g{2).
Proof. Under the assumption stated we have /(3 )= g (3 ). Let n be running 

over the residue class 7 (mod 12). For such an n we have (n(n+\), 3)=1. We 
start from the equation

g(3)d(n) =  g(3n + 3 )- /(3 n ) = (g(3n +  3 )-/(3n  + 2)) + 

+ ( /(3 n + 2 ) - /(3 n  +  l))+ (/(3n  +  l)-/(3n)}  =

-  А (3n+ 2 )+ А (Ъп +1) ■+ (/(3n +1) —/(3n)).

Hence, by (1.4) we have

2  f  |/ (3 n + l) - /(3 n ) | <
n = 7(m od  12) f t

and so

2  f  |g(3n + l) - / (3 n  +  l)| <  oo.
n =  7 (m od l2 ) ft

Assume that g(2)^f(2). Since Зи +  l runs over the elements of 22 (mod 36) 
and 2||3n+l, therefore

g(3B+ l) - / ( 3 n  +  l) =  g ( 2 ) g ( ^ - ) - / ( 2 ) / [ ^ ± i )  =  (g (2) —/  (2)) g (— j >

and so from the last inequality we get

(5.7) i f  g (U  +  18r)<

So, the series d^(n\n = 10 (mod 18)), &(n\n =5 (mod 9)), ^(n\n  =5 (mod 18)) = 
<g = (n\n =5 (mod 18)), £F(n\n=4 (mod 18)), J^(n|n =  4 (mod 4-18)), &(n\n^
=  1 (mod \%))=(S(n\n = 1 (mod 18)), ^(n\n= 0  (mod 18)) are convergent. If there 
exists a suitable ß> 0  for which f(3 p) —g(3il)7i 0, then from .^(n\n = 0 (mod 18))<«= 
we get Jr(m|m=2-3^v, (v, 6)=1)<°°, consequently ^(v|(v, 6 )= l)= ^(v |(v , 6) — 
=  1)<°° which leads to f  g ild  (see Lemma 2).
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Assume now that f(3 ß)—g(3ß)=0  for 0 = 1 ,2 ,. . . .  Then, by (1.4), &(n\n= 
= 1 (mod 3))<°°, ^'(n\n = — 1 (mod 3))<°°. Since g(ri)=f(n) for odd n,

&(n\(n, 6) =  1) =  S' (и|(и, 6) =  1) <  °°,
whence by Lemma 2 we deduce that / ,  g€if. □

(n) I f f  and g are nonnegative, then f(n) = g(n) for every n.
Proof. This is an immediate consequence of (1), (m) and (к). □
(o) We have \f(n)\ = \g(n)\=na (0< ff< l) for every n.
Proof. If (1.4) holds for /  and g, then it holds after substituting them by 

\f(n)\, |g(n)|, respectively. For them by (n) we get |/(n)| = |g(n)| and so by 
Theorem 3 |/(n)| =  |g(/i)|=nff (0 S n <  1).

(p) There do not exist irregular odd prime powers.
Proof. Assume that the assertion does not hold. From (h) we know that 

CCX= 1. Let P1 = i >2s/(m od  8), 1=3 or 5 (mod 8), (Px, P2) =  1. Since by (o) 
g(P j)^0, and Л Р 2=1 (mod 8), therefore g(P1P2)= / ( P 1P2)= /(P 1P2),g(P1)g(P2) = 
= f(P 1)f(P 2), and so by (f), Cf =  1, C 2 = 1. Hence СХ=С 2= И  1. If there exists 
any irregular prime power P, then it has to be =3 or 5 (mod 8), and by (f), all 
the prime powers P = 3 or 5 (mod 8) are irregular, furthermore f (P )  = —g(P) 
holds for all of them. This involves
(5.8) / ( n ) =  —g(n) if n = 3 or 5(mod8).
As we know, f(n)=g(n) if /7 =  ± l(m od8), and \f{n)\ — \g{n)\=na^ \ .

Let n = 1 (mod 24) Since g(3) =  —/(3), therefore g(3(«+l))+  f(3n)=g{3)A{n). 
Since

g(3n + 3) = /(3 n  + 2) + d(3n + 2), f(3n) =  g(3n + l)-d (3n ),
we have

/(3n  +  2) + g(3n+l) =  g(3)d (n)+A (3ri) —A (3n +2).
Since 3«+2=5 (mod 8), we have

/(3 n  +  2 )=  —g(3n+ 2)=  - /(3 n  +  l) -d (3 n  + 2),
and so by (1.4)

2  -i|g (3n  + l) - / (3 n  +  l ) |< ~ .
w =  l(m o d 2 4 ) ™

By putting there л =  1+24/, Зи+1=4(1 + 18г), we get

j J - J - i g a + i s o - t f ^ / a + i s o i  <t=i I
First we consider the sum for t = 0  (mod 4). Let t ~4r. Since g(l +18 • 4t) = 
= /(1  +  18-4т) we have

2  ~  1^(4)—111/(1+ 18 • 4r)| -= oo,
and so Я(4)=1.
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By putting i =4т+ 1, we have 1 + 18/ = 19 +  18-4t= 3 (mod 8), that gives 
g(19 + 18т) = —/( 1 9 + 18т), whence

2 - |Я ( 4 )  +  1||/(19+18т)| <  со,
t B l  T

i.e. H(4) = — 1. This is a contradiction. □
(q) We have f(2)=g(2).
Proof. We have to repeat the argument used in the proof o f (m). Since 

g(3)= /(3), therefore from the assumption /(2)+g(2) we are led to the consequence

Í - i | g ( U  +  1 8 í) |< ~ ,
t=i *

which by g ^ l  is impossible. □
(r) Under the conditions /(2) + 0, g(2) + 0, /(2 2) + 0, g(22)+0, Theorem 4 is true.
P roof. From (q) and (1) we have / (2 “)= g (2 e) (a =  1,2,...) that together 

with (p) give f{ri)=g(n) (n = 1,2,...). The conditions stated in Theorem 3 hold. □

6. Proof of Theorem 4 under the condition / (2)g(2)f (4) g(4)= 0

We shall prove that in this case (1.4) involves that /  g^d£.
Since (1.4) implies

l l g ( » + 1) H / ( » ) l l  ^  ^
"  n ’

and /<EJ5? if and only if |/|£J§?, we may assume that /  and g are nonnegative.
Throughout this section, we shall assume that f  g ^ 0 , f  g£J( and that (1.4) 

holds.
Lemma 6. I f  <&(n\{n, 2) = 1)<°°, then f,g$_d£.
Proof. If ^{n\(n, 2) = 1)<°°, then í^(2n|ns 1 (m od2))<°°, and so 

^(n\n = l (mod4))<°°. i f  f(n )= 0 for every n = — 1 (mod 4), then we are ready, 
since then !F(n\(n, 2) =  l)<°°, and '&(2ß\ß = \, 2, ...)<к.^(и|(и, 2)= l ) + 1.

Let us assume that /(« )+ 0 for a suitable n s  —1 (mod4), i.e. that /(ß )+ 0 , 
for Q=qs= — 1 (mod 4). Since #"(Qni|nis — 1 (mod 4))<°°, therefore 
^ ( т | т  =  — 1 (mod 4), (m, ß )—1)< Consequently

(6.1) 2  R ( f  p) ~= °°-
pod dp*q

If there exist coprime pairs Qt , Q2 s  — 1 (mod 4) with the property /(<2i)+0, 
/ ( 0 2)+O, then (6.1) holds extending the summation for every odd p, that is 
^■(n|(n, 2) =  l)<°°, whence we get / ,  g(EJSf.
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It has remained the case when f(ri)=0  for every я г - l  (mod 4) coprime 
to Q.

It may occur that f(n )= 0 for every odd n coprime to Q. But then 
f(2ß — 1)—0 except when 2ß — \ being a power of q. Since as it is well known the 
equation 2ß — \= qy has only finitely many solutions, therefore f ( 2ß — 1 )—0  for 
every large ß, consequently R(g, 2)<  <=°, and so gd^P ■

Finally we assume that there exists an odd prime power P, (P, Q) = l, f(P )^ 0 .  
Let s be so large that 2S{P—1. We observe that for qy= — l (mod 2s), P\ = 
= — P(?á — l)(mod2s). Since the exponent of 2 in Р*+1 is bounded by s if 
^ =  — 1 (mod 2s), therefore

dS{jPy + \\qy =  1 (mod 2s)) S. У(п\{п, 2) =  1) <  °°,
and so

^ ~ 3 ? ( q y\qy =  - 1  (mod 2s)) c  °=.

For the subset qy^  — 1 (mod 2s) we use the inequality
#■(qy\qy 1 (mod 2s)) <sc d0 (qy + l\qy+ \ ^  0 (mod 2s))+ 0 (1).

But the sum in the right hand side is convergent, since every qy+ 1 contains 2 
at most on the power s — 1. So 3P(qy\y=l, 2, . ..)< ” , and so dF(n\{n, 2) =  l ) < ° o  
that leads to the aim immediately. □

Lemma 7. I f  ^ (nf(n , 2) —1)<°°, then f,gd£P.
P r o o f . If there exists a ß s l  with g(2ß)^ 0 , then we are ready, since in this case

2)=l)<sc^(2i'm|(m, 2 ) =  l)<sc.F(n|n=l (mod 2 )) + 0 (l)<scl,
and this case has been considered in Lemma 7.

We assume that g(2^)=0 for >5=1,2, ... .
From ^(и|(л7, 2) =  1) <  °° we get that iF(n\2\\n) <  °° and so d§(n\n = — 1 

(mod 4 )) c o o .
First we consider the case when there exists a Q =  — 1 (mod 4), Q—qs, g(6 )+ 0 . 

Then, as above, 4§(п\п =  1 (mod 4), (n, 0 = l)<  °o, that leads to ^7?(g, p)< °o.
piß

If there exist Qu  Sa, (ö i, öa) = l with this property, then we are ready. Let Q be 
unique, i.e. g(n)= 0 for n =  1 (mod 4), (и, 0 = 1 .  We have to see that

7

The contribution of the terms =  — 1 (mod 4) is finite since dS(n\n = — 1 
(mod 4)) <  oo.

Let P  be an odd prime power coprime to Q such that g(P)^0. Let s be 
so large that P ^  1 (mod 2s). Since for 2s\qy—1,2’\Pqy—1, therefore

l ! £ L g ( q y\qy = l(mod 2s)) « jF(n|2sfn) + 0 (l),

and here the right hand side is finite.
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Furthermore
<d(qy\qy fá l(mod 2s)) <  !F(qy— \\2s\qy— \) + 0 (\) «  (n\2s\ri) + 0  (f).

Consequently &(п\(п, 2)=1)< °° and by Lemma 6 we are ready. If there 
does not exist such a P then g(ri) = 0 for (и, 2Q) — 1, g(2ß + 1)=0 for all but 
finitely many ß, and so R ( f  2 )<  and we are ready.

It has remained the case when g(n) = 0 for every л = — 1 (mod 4).
If g(n)=0 for every odd n, then we are ready. We assume that this condition 

does not hold.
Let a be the least integer for which there exists an odd n0, 1 (mod 2a+1),

g(n o )^0 .
The case oc= 1 has been considered. Assume that a£2. We may assume that 

n0=Q  is a prime-power, Q=q>l, Q = ltz(mod2x+1), /а= 2“+1.
If n= /a (mod 2a+1), then 2“||л —1, and so

(6.3)
^{n\n =  ^(mod 2°I+1) )<&: ^ {2хт\(т, 2) =  1)+0(1) <s< ,^(m|(m, 2) =  l) + 0 (l) <к 1.
Since uQ ^lx (mod 2X+1) when u=  1 (mod 2I+1), and g(ju)<g:g(uQ), when (и,0 = 1 ,  
we get
(6.4) <&(u\u =  l(mod 2“+1), (и, 0  =  l) <

From (6.3) and (6.4), &(n\(n, 2ß) =  l)<°°, and so by the assumption g(2ß)=0, 
^(л|(и, <7) =  l)<°°. We distinguish two cases according to whether there exists 
or not another P with (P, 0 = 1  suchthat g(.P)A 0.

We can continue the proof in both cases on the way that was used in the proof 
of Lemma 6 . We omit the details. □

Lemma 8 . I f  / ( 2a)= 0  for every oc£l, or g(2ß)—0 for every /?ё1, then
fg (L & .

P roof . It is clear, since the conditions of Lemma 6  or 7 are satisfied obviously. □
Lemma 9. Assume that f ( 2 x)A0,g(2ß)A0. Let IP be an arbitrary subset o f 

odd integers. Then
(6.5) У(т\т££Р) «<$(2x+ßm -(2 x-l)\m<i£P)+\ 
and
(6 .6) SF(m\m £ IP) <k &{2X +ßm + (2ß - 1) | m € SP\+1.

P roof . Since f(2 x)A0, g(2ß)A 0, therefore

'S(т\т££Р) <$: f(2 x)g(2ß)^0(m\m£H) — f  (2X)<S (2ßm\mZ£P) <s 

« f ( 2 x)S?(2ßm -l\m £ & ’) + ]. «  F (2x+ßm - 2 x\mi£P) + \ <s:

<к S  (2X+ßm -  (2х- 1)\m £ £P) +  1.

The proof of (6 .6) is similar and so we omit it.
Lemma 10. I f  g(2)=0, then f  gdIP.
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P r o o f . g(2m)—Q for odd m, so ,̂ F(n\n = \ (mod 4))<°°. Let Q =qy = — 1 
(mod 4) be a prime power, / (6 )^ 0 .  Then ?F(n\n = — 1 (mod 4), (n, g) =  l)<<=°. 

Hence we have 2  - (̂/, p)<  °°-
(p,2«)=l

Let ,s/s be the set of those odd integers n for which qs\n. Since max \f(qJ')\<s:\,
j ~ S  — l

therefore, from ^(n^n , 2q) = 1)<°° we have J‘r(n|n£.s/iS)<°° for every s.
By Lemma 8 we may assume that /(2 “)^0, g(2p) ^ 0  for suitably chosen a and 

ß{^2). Let s be so large that qSJ(2p — l. Then by putting £f= {qy\y — 1, 2,...}, 
and observing that 2X+Pqy+(2P — l)£ s/s for every large y, from (6 .6) we deduce 
that R (fq )< °°, and so that 3P(n\(n, 2) =  1)<°°. This, by Lemma 7 completes 
the proof. □

Lemma 11. Assume that ^(n\(2N, n )= l)< °° or &(n\(2N, n)= 1)< °° holds for 
a suitable N. Then f  gd L£.

P r o o f . We may assume that N  is odd, N =n1...nr, where Uj are distinct primes, 
furthermore that for suitable a and ß, f(2x)A0,g(2p)^ 0 . The assertion is true 
for N  = 1. We shall treat only the case 3T(n\(2N, n)—1)<°°. If R ( f  nf) < °°,
then we can reduce it to N = — N. So we may assume that R(f,Kj)=°° ( j  = l , - ,r ) .

71 j
Let s be an integer such that п)\2р — \. Since R ( f  nf) = °°, therefore f(n j)A 0 . 
for infinitely many y, so there exists S j^ s  for which f ( n f ) ^ 0 .  Let A — 
= n{1...nirr~f, and consider the set £P = {куА\у — 1,2, ...}. Since f ( n y) « f ( n yA), 
by (6 .6) we get

& (ny\y =  1, 2,...) <« 3?(nyA\y = 1, 2 ...) «3?(2х+рпуА+(2р-1)\у = 1, 2, ...)+ l.

But the integers 2x+pnyA+(2p—l) contain the primes itj at most on the power 
5 —1, if у is large, consequently R ( f  7ry)<  °°, a contradiction. The proof of the 
second assertion is the same, and so we omit it. □

Lemma 12. Let /(2 ) =  0, g(2)^0. Then fgdLP.
P r o o f . We shall give an indirect proof. Assume that f ,g $  .
Then /(2 5I)?í0 for a suitable a (see Lemma 8). Let a be the smallest exponent 

for which / ( 2а) ^ 0 .
(A) g(n)=0 i f  n is odd and и ^  1 (mod 2T).

P r o o f . If n is odd, и = 1 (mod 2*), then the exponent of 2 inn —1 is smaller 
than a, so f ( n —1) =  0. Then ^(«|ий 1 (mod2a), (n, 2) =  l)<°°.

If (A) is not true then there exists an odd prime power P, pá 1 (mod 2“), g(P)A0. 
Then (mod 2*), (m, P) =  l)< °° , and so &(m\(m, 2P) = l)-= °°, which
by Lemma 11 finishes the proof. □

(B) f(n )= 0 i f  n=5(mod8).
P r o o f . Since a ^ 2 , therefore from (A) it follows that g(n)=0 if n = 3  (mod 4), 

and so if n = 6  (mod 8), consequently Je(n\n = 5 (mod 8))<°°.
Assume in the contrary that there exists an N0=5 (mod 8) for which f(N o)^0. 

We may assume that N0 is “primitive” in the following sense: either N0= p —
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—prime power=5 (mod 8), or N0= P1- P2 where Px=3 (mod 8), P2 =  7 (mod 8), 
Pl , P2 being coprime prime powers. We have

^ (n \n  = l(m od 8), (n, N0) =  1) <
and so by g(2 )^0  and (1.4)

^(v|v = l(mod 4), (2v— 1, N0) =  l) <  °°.
Letting the values v run only over v =  l+ 2 ”g, (g, 2) =  1, we get

jF(g|g=l(m od 2), (2*+1g + l, N0) = 1) <
whence by putting g = oN0,

lF(o\o = l(m od 2), (a, N0) =  l)  <  <»,
that by Lemma 11 gives the desired result. □

Now we prove that f(ri)=0 for all elements of one of the residue classes 
3 (mod 8), 7 (mod 8). Assume that this is not true. Then there exist Д = 3 (то Ь 8 ), 
P 2 =  7 (mod 8) suchthat /(Р 1) ^ 0 , / ( Р 2)^0 . (We take into account that f(m ) = 0  
for mее5 (mod 8)!) If (P1,P 2)= 1 , then f(P 1P2)= f(P 1)f(P2)^ 0 , but PXP2= 
=  5 (mod 8), and this is impossible. So Px= p>l, Р2=рХг. Let m s3  (mod 4), 
(m ,p)=  1. Since Ppn or P2m = 5 (mod 8), therefore f{m) = 0.

We distinguish two cases according to g(4)=0 or g(4)^0.
If g (4 )= o , then ^ r(n\n^3 (mod 8))<°°, and from f(P i) 9^0 we have 

3P(n\n = 1 (mod 8), (и, p) = 1)< «>, This involves that ^(vjv=1 (mod 4), (2v — 1, p)= 
=  l)<  «>. Summing up only for v =  1+ 2“g, (g, 2) =  1, we get

^ (p \p  = l(mod 2), (2I+1g + 1, p) =  1) <  oo.
By putting g =  oP1, we have £F(e\(o, 2p) —1)< and this leads to the as­

sertion.
Assume that g(4)^0. Since f(ri) = 0 for (n ,p )—1, и=3 (mod 8), therefore 

3i(4|v(v, 2) = 1, (4v —1,/?) =  1)<«>, and so ^(v|(v,2) =  l, (4v—l,p )= l)< °° . Let 
v =  l+2®g, (g, 2)=1. Since Д2а)^ 0 , we get J*'(g|(20t+2g + 3 ,p )= l, (g, 2) = 1)<<=°. 
If p  5̂  3, then we put p = oPx and deduce that # '(ö’|(ff, 2g) = l)<  °o. If p = 3, 
then the condition (2“+2g+3,p) =  1 is equivalent with g^O (mod 3), and so 
J^(ff|(o-,2g)=:l) <  OO holds in this case too. □

So we have proved the following assertion.
(C) Either
(al) f(n) = 0 for every 72 = 3 (mod 8) 

or
(a2) f(n) — 0  fo r every n = l  (mod 8).
Now we shall prove that (a 1) is equivalent with g(4)=0. Assume that g(4)=0. 

Then ^(и|72=3 (mod 8 ))<°°. If (al) does not hold, then f (P ) ^ 0 for a suitable 
P = p y=3 (mod 8), so 3r(ri\n =  1 (mod 8), (72,g)= 1)-=̂  °°. In this case (a2) is satisfied. 
So we have ^(n\(n, 2g)= l)<°° that leads to fg ^ S P .

Assume that (a 1) holds and g(4)^0 . Then ^(72|22||n)<°°, and so ^(v|(v, 2) = 
=  l)<oo and this gives that f  g££P.
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We shall prove that (a2) is equivalent with g(2p)=0 (/1=3, 4,...). Assume 
first that g(2ß)—0 for every ß ^ 3 .  Then 3F{n\n^l (mod8))<°°. If (a2) does not 
hold, then (al) is satisfied, and there exists a P = p y=7 (mod 8) such that /(Р )И 0. 
This involves that $ё(п\п = 1 (mod 8), (n, p)=l)-=«=, and so by (B), (a2), we get 
^(и|(и, 2p)—1)<

Assume now that (a2) holds and there exists a ß ^ 3  for which g(2p) ^ 0. Since 
(a2) involves ^(n|2 3||n)-=°°, we have

0(v|(v, 2) -  1) «  Si(2'v|(v, 2) =  1) <
and so, we are ready. П

So we have proved the following assertion.
(D) Either
(bl) g(4)=0 and (al) holds, 

or
(b2) g(2 ) =  0  for every ß ^ 3  and (a2) holds.

First we prove that
(E) The case / ( 3)=0 is impossible.
P roof. Let /(3)= 0. From (A) we know that g(3)=0. Hence, by (1.4) we get 

that ^(и]и=4, 7 (mod 9))<o°. Since g ( 2 ) 0, putting n—2m, (m, 2)=1, we get 
immediately that ^(m|m=2, 8 (mod 9), (m, 2) —1)<°°. By putting m = l+ 2 xv, 
(v, 2) = 1, from f ( 2x) ^ 0  we deduce that

(6.7) 3F(y\\ =  1 (mod 2), 2*v =  1, 7 (mod 9)) <  °°.
From g(3)=0 it follows immediately that .¥{n\n=2, 5 (mod 9))<<=°, and so

(6 .8) ^(m lm  =  1 (mod 2), 2°'m =  2, 5 (mod 9)) «= °°.
LetAC[=2a+ l .  If (m, 2)= 1, m= 1 (mod 9), then 2x+1m — (2“ —1) = Ла (mod9). 

So, by Lemma 9
(6.9) ^(m|m =  l(mod 9), (m, 2) =  1) < °° 
if
(6.10) Aa(mod9)€{4,7,2,8,3,6}.

Furthermore, if m =5(mod9), then 2a+1m — (2a—1)=1 (mod 9), and so
(6.11) ^(m|m = 5(mod 9)) <
under the condition (6.10). Consequently ^(m|(m, 6 ) =  1)<°=, and so by Lemma 11,
/ ,* € * .

(6.10) holds if a=  1, 4, 5, 0 (mod 6). Consider now the cases a=2, 3 (mod 6 ). 
If a=2 (mod 6), then 2a= 4  (mod 9), and so, from (6.7), (6 .8) we deduce that

(6.12) #"(v|v = l(mod 2), v =  2, 5, 8 , 7, 4(mod 9)) <
Similarly, if a =3 (mod 6), then 2a = 8(mod9), and we get (6.12) as well.

If g(3y) ^ 0  for a suitable ys2 , then we get y(tn\{m, 6 ) = l)<°°, since 
v = 8(mod9) is included in (6.12), and so (S{2 • 37v|(v, 6)=1)<
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Assume now that g(3y)= 0  (y=1, 2, ...). Then

(6.13) ^ (n |n  =  2(mod 3)) <  o°.

If a =  3(mod6), then 2<I=2(m od3), and, by putting n=2*m, m = 1 (mod 3), 
we get iF(m\m= \ (mod 3), (m, 2)= 1)< which gives !F{m\(m, 6) = l)<  oo.

It has remained to prove the case when oc=2(mod6), g(3y) = 0 ( y = l ,2 , ...). 
We know that ^(л|л=2, 4, 7, 8 (mod 9), (n, 2)= 1)<

If we could prove that

(6.14) &(n\n = 5(mod 9), (n, 2) = 1) <  oo,

then by Lemma 9 03=1) it would follow that ^(л|л =  1 (mod 9), (л, 2)= 1)<°°. 
Indeed, in this case Aa = 5 (mod 9). But then g€JP.

Let us assume that (6.14) does not hold. Then there exists at least one 
n=5(m od9), (л, 2) = 1 for which g(n)^0. So there exists an odd prime power 
P suchthat P ^  1 (mod 9), g(P)^0. We shall deduce that

(6.15) 9(n\(n, 6 P) =  1) <  oo, 
which involves g,feP£.

(6.15) is obvious if P =4, 7, 8 (mod 9), since in these cases P _1(mod9)= 
= 7, 8, 4 (mod 9) and so P _1{2, 4, 7, 8} (mod 9)^?{1, 5}, furthermore
^{т\(т, 6P) — 1, Pm={2, 4, 7, 8} (mod 9)}<°°.

First we consider the case P =5 (mod 9). Then P _1=2(m od9), and so

(6.16) ^ (я |л  =  5(mod 9), (л, 6P) = l) <  °°.

We consider now <&(n\n = 1 (mod 9), (л, 2P )=  1).
Let m — m  ̂ be odd, mx =  l (mod 9), m2, m3, m4 be defined by the relation

(6.17) mi+1 =  2я+1т ; —(2я — 1) (i = 1, 2, 3).
Let P=p°.

Let and EP2 be the set of those m for which additionally p{m2 and p\m i 
holds, respectively. From (6.16) and Lemma 9 we get ^(m|m€5^)< °° and 
У(т\т££Р2)~< First we prove that every odd m in 1 (mod 9) belongs to 
if p{(2x+1+ 1)(2Я — 1). Indeed, assume that р\тг,р\тх. Then, from (6.17) we deduce 
that

0 =  л?4 =  2“+1 (2я+1m2 — (2я — 1)) — (2* — 1) =  - ( 2a+1 + l ) ( 2a-l)(m odp),

i.e. р|(2я+1 +  1)(2я-1). So (6.15) holds if р |(2я+1+ 1)(2Я- 1).
If р|2я — 1, then (p, m2)=  1 holds if and only if (p, m1)=  1, and so by Lemma 9 

we get (6.15) immediately.
Let now 2я+1+ 1 = 0  (modp). m2= 0  (modp) is equivalent with т 1н 1 - 2 я 

(mod p), and so by Lemma 9,

^  1 —2°'(mod p)) <s: @(т2\т2 ^  0 (mod p)) <  °°,
consequently
(6.18) ^(л|л =  l(mod9), (л, 2) =  1, л ^  1 — 2a(mod p)) -c °°.
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Let us assume now that /(3 я) Я 0 for a suitable If и = 1 +2x3lp, then 
и = 1 (mod 9), and the condition n= \ —2a (modp) is equivalent with 2x3xp = 
= —2“ (mod p), i.e. with Зя/г + 1=9 (modp). So, from (6.18) we get
(6.19) 6) = 1, 3xfi + l Ф O(modp)) <  °°.

By putting ii=2Л — 1, Я = 1 (mod 9), hence we deduce that
(6.20) 3?(Я|Л = l(mod 9), (A, 2) = 1, Зя(2Л -1)+1 ф 0 (modp)) <

If the congruences u =  l — 2“ (mod p), 2 ■ Зя/г = (3я — 1) (mod p) are not equi­
valent, then (6.19), (6.20) together involve that У{п\п= 1 (mod 9), (n, 2) = 1) <°° 
that is enough. If they are equivalent, then 2 -Зя(1 — 2а)= З я — 1 (mod p), whence 
by p|2a+1-l-l we get
(6.21) 2- Зя+1 =  0 (mod p).
Assume that (6.21) holds and consider (6.19). If f ( p ß) ^ 0  holds for a suitable 
power pß of p, then by substituting p= pßт, (т, 6p) = 1 into (6.19), we deduce 
that ^(т|(т, 6p)= l)<°°.

Let Q be a prime power, (Q, 6) = 1 ,/(0И О . Let (/i, Q) = 1. If ( ^ l ( modp), 
then the relations 3Ap + l  = 0 (modp), 3xQp+\ = 0 (modp) cannot hold simul­
taneously. This gives ^ ( т|(т, 6 ß) = l)< °°  and leads to aim immediately.

Assume that there does not exists such a Q. Then every integer n, (n, 6)=1, 
such that f(n ) j í0 has to be composed from prime powers 0 = 1 (modp), i.e. 
n = Qi - Qs, consequently и = 1 (mod p). To prove that !F(p\{p, 6p) =  1) « » ,  
it is enough to show that 3я+ 1 ф0 (mod p) (see (6.19)), but this is obvious from
(6.21) .

Now we treat the case / ( 3ß)=0 (ß = l,2 , ...). Then У(п\п=1 (m od3))<“ . 
If there exists an N0= — 1 (mod3), such that g(N0) ^  0, then &(n\(n, N0)= \, 
n= — 1 (mod 3))<°°, and we are ready. In the opposite case g(n)=0 for every 
ns2(m od3), and so &(n\(n, 3) = l)<°°.

Now we may assume that g(P)=0 for every odd prime power P in the residue 
classes 4, 7, 8 , 5 (mod 9). Consequently, if (n, 2)=1, n = 5 (mod 9) and g(n) и  0, 
then n contains at least four mutually coprime prime powers, Px, P2, P3, P4= 
=2(mod9), suchthat g(Pj)^0. Let Pj=p]J{j = 1,2,3,4). Since P {1 (mod9) =5, 
weget 2px)= \, m = l (mod 9))<°=. Since N0 = P1P2=4 (mod 9), g(PiP2)9i
t̂ O, we have &{m\(m,2p1pi)= l, m = 5 (mod 9))< °°, and so У(т\(т,6р1р2)= 
=  1̂  <  oo. We are ready. □

(F) The case / (3 )^ 0 ,/(4 )^ 0  is impossible.
P r o o f . Since /(3 )^ 0 , therefore (al) does not hold, so (a2) holds. Since 

g(4)=0 involves (al), therefore g(4)^0. We know that g(3)=0.
Consequently #'(m|m=2, 5 (mod 9))<°°. Since for m =  8 (mod 9), 3||4m +  l, 

we get
= 8 (mod 9), (m, 2) =  1) <k #"(4m|4m =  5(mod9))+l <sc 

<sc ^(n|n = 6 (mod 9)) + l <sc 1.
Thus #"(n|(n, 2) = 1, n =2 (mod 3))< Hence we have У(п\п=0 (mod 6))< 

and this gives é(n\(n, 6) =  1)<°° if g(3y)yi 0 holds for a suitable y.
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Assume that g(3r)=0. Then &(n\n=2 (mod 3))<°°, and so, by /(3 )^ 0 , 
^■(и|и = 6 (mod 9))<oo. So Ti(n\n =  7 (mod 9)) <  By taking n=2m  and n=4m,
(m, 2 )= 1  into the bracket after we get

2) =  1, m =  4, 8 (mod 9)) <
Let m =l +3 • 4 • v, (v, 6) = 1, m = 4  (mod 9), i.e. v =  l(mod3). We have ^(у|у =  
=  1 (mod 3), (v, 2 ) =  1)<  oo, which leads to iF(n\(n, 6)= l)< °° . Hence the assertion 
follows by Lemma 11 immediately. □

(G) The case /(3) 0, /(4) =  0 is impossible.
P roof. Now g(4)^0. Since the minimal a satisfying /(2 я) 5̂  0 is greater 

than 2, therefore g(5)=0 (see (A)). / ( 5)=0 is true from (B).
Since g(5) =  0, therefore áF(n\5\\n + 1)<s;^(/j +  1|5||л + 1)+ l<scl, and so

(6.22) ^"(n|n =  4, 9, 14,19(mod25)) -= =°.
By putting n = 3m, (m ,3)= l, from /(3 )^ 0  we get #'(m|m =  5” 1{4, 9, 14, 19) 

(mod25), (m, 3)=1)<°°. We have 5_1=12 (mod 25), and so
^ ( т | ( т ,  3) =  1, m = —2, 8, 1, 18, 3(mod 25)) <  °°.

Consequently
(6.23) 9 (n \(n - l ,  3) =  1, n = -1 , 9, 19, 4 (mod 25)) <  <=°,

and so for n—4m, m s  1 (mod 25), (4m — 1, 3) =  1 the condition stated in (6.23) 
holds, whence by g(4) ̂  0

^(m|(4m —1, 3) =  1, (m, 2) = 1, m = l(mod25)) <  °°.
Let m =  0 + 1. (4m —1,3) =  1 is equivalent with (0, 3) = 1, while (m, 2)=1 

with 0=even. Therefore
(6.24) F{9\2\9, 25|9, (3, 9) =  1) <  ».

If there exists a suitable ß such that f(5 i>)^ 0 ,  then by choosing 9—2x-5ßv, 
(v, 30) — 1 in (6.24), we have J^(v|(v, 30) = 1)<°°, that is sufficient.

It has remained to consider the case when f(5 ß)=0 (ß = 1,2,...). Then 
^(n|n = l (mod 5))<oo. Since g(2)^0 , g(4)^0, by putting there n — 2m, n—4m, 
(m, 2) = 1, we deduce that ‘З'тЦт, 2)=1, m=3, 4 (mod 5))< By choosing 
m =  l + 2*v, (v, 2 ) =  1, we get
(6.25) ^(v|(v, 2) =  1, v =  2_a{3, 4} (mod 5)) <

If as2 (m od4), then 2“s 4  (mod 5), 2_as 4  (mod 5), while for as4(m od4) 
we have 2a=  1 (mod 5), 2-a=  1 (mod 5). Consequently ^ ( у[(у, 2) = 1, v = {2, 3} 
(mod 5))<=o holds in these cases. If we take v + 1 = 2 /r,/rs2  (mod 5), (/q 2) =  1, 
then vs3(m od5), (v, 2) = 1, and so

^(v|v =  3(mod 5), (v, 2) =  1) «=
Hence &(n\(n, 10) =  1)<°°, and thus we can deduce easily the desired result.

If a s  1 (mod 4) then 2я= 2  (mod 5), 2_as 3  (mod 5); if as3 (m od4), then 
2“s 3  (mod 5), 2~я= 2  (mod 5), and so 2_я{3, 4}= (1, 4} (mod 5).
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In these cases ^(n\n=0 (mod 10))<°°, and this gives the desired result, except 
when g(5^)=0 (/3 =  1, 2 ...).

Assume that g(5p)=0 (/3 =  1,2,...). Then ^(n\n=4  (mod 5))<°°. Put 
n—2am=4 (mod 5), (m, 2) = 1. We have
(6.26) m\m = 2(mod 5), (m, 2) = 1) <  °° if a = l(mod 4),
(6.27) ^(m lm  =  3(mod 5), (in, 2) — 1) -= °o if a = 3(mod 4).

Inthecase a= l(m od4) we put 4и — 1 =2 (mod 5), i.e. 77=2 (mod 5), (tt,2) =  1, 
and by g(4)?í0, from (6.26) we deduce that

(6.28) &(n\(n, 2) =  1, n = 2(mod 5)) <  °°.

In the case a=3(m od4) we put 2n—1 =3 (mod 5), i.e. 77=2 (mod 5), 
and by g(2)^0, from (6.26) we deduce (6.28). Collecting our results we have 
^(п\(п, 10) =  1)<°°, that by Lemma 11 leads to / ,  g£.S?.

The proof of Lemma 12 is finished. □
L emma 13. Let /(2 )^0 , g(2)^0,/(3)=0. Then f g i & .
P roof. Assume in the contrary that / ,  g$JS?. Since /(3 )= 0 , therefore 

^(n|n=4, 7 (mod 9))<°°. By putting n=2m,(m ,2) — \, from g(2)^0 we deduce 
that ^(m\(m, 2)=1, ш=2, 8(mod 9))<°°. Hence ^(n\2\\n, 77 = 1, 7 (mod 9))<<=°, i.e.

(6.29) ^{m \(m , 2) =  1, m =  5, 8 (mod 9)) <  °°.

(6.29) involves that ^(п\2\п, n =  6 (mod 9))< °°, ^(w|n = 0 (mod 18))<
If there exists а уё2  such that g(3y)-A0, then У(п\(п, 6) =  l)<°°, that is 

sufficient. If g(3) 9  ̂0, then from the first inequality, by putting there 77=6/7, 
/7=1 (mod 3), we have
(6.30) ^(/i |(/i, 2) =  1, /i =  l (mod 3)) <  oo.

If there does not exist any prime power P=  — 1 (mod 3) such that g(P)^0, then 
g(n) = 0 for every odd n, = — 1 (mod3), and we are ready. If there exists such 
a P, then

^(/i |(/í, 2P) =  1, Ц = — 1 (mod 3)) <  °°

and this is enough to guarantee that g,/£.$?.
If g(3^) =  0 for /5=1,2,..., then #"(и|«=2 (mod 3))< « , and by putting 

n=2m, (m, 2) =  1, we deduce that ^(tn \m = l (mod3))<°°. This involves that 
.!F(n\(n, 6)=1)<°° which by Lemma 11 leads to f  g£i?. □

L emma 14. Assume that /(2 )^ 0 , g(2) И 0, g(4) = 0. Then / ,  g££P.
P roof. Assume that /,  g$ £P. From g(4) =  0 we get ^ (n \n ^ 3  (mod 8))<°°. 

Since g(3)^0, therefore ^(n|n =  l (mod 8), (n, 3) =  1)<°°. Hence @(n\(n—1,3)=1, 
77=2 (mod 8))< °°, whence by g(2)^0 we deduce that У(т\2т— 1, 3) =  1, 
7u =  l (mod 4))< By putting m = l+ 2yt (y^2), we deduce that

2  F (2yt\(2y+it+ \, 3) =  1, (t, 2) =  1) <  °o.
У&2
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Assume first that / ( 2y)?±0 for a suitable yS2. Then, from the last inequality 
we get

^ (f |(2 ”+1f + l ,3 ) =  1, (t, 2) = 1) <  °°,
whence by /(3 )^ 0 , after substituting t =  3т, (t, 6)=  1, we get 6)=1)<°°
which leads to / ,  g£ if.

Let us assume finally that /(2*) = 0 (a =  2, 3, ...). Then ^(n|n = l (mod 4))<°°. 
If g(N0)?±0 for a suitable A0 =  — 1 (mod 4), then $(n\n =  — 1 (mod 4), (n, N0)=  1)< 
<°°, and so ^(и|(и, 2A10)=  1)< =°, while in the case g(n) ~ 0 for all elements 
of л = — 1 (mod 4), we get ^{n\(n, 2) =  l)< ° °  immediately.

By this the proof has been finished. □
Lemma 15. I f  / (2 )^ 0 , g(2)^0, g (4)^0 , /(4 )= 0 , then f g £ 2 .
Proof. We assume that / ,  g4 i f .  Now (4.4) holds, i.e.

2  - 7 |C g ( n ) - / ( n ) |  -= °°, C
n =  3(m od8) ™

g( 4)
(6.31) ^  у v ,i  -  -> -  g(2)/(2)

Furthermore, from /(4 )= 0  we have
(6.32) ^(n|n =  5(mod 8)) < °°.

Let us assume first that g(n0)^ 0  holds for a suitable 720 = 7  (mod8). Then, 
from (6.32) we get
(6.33) ^(и|п =  3(mod 8), (n, n0) = 1) <  °°, 
whence

lF(t\t =  l(mod 4), (2 i+ 1, n0) =  1) <  “ .

After substituting 1 + 1= 2£, (с ,2) = 1, this leads to

» № . 2) =  1, (4£ — 1 , n0) =  1) <
We finish the proof by applying Lemma 3.

Assume now that g(n)=0 holds for every /г = 7 (mod 8). Consequently 
J*(?2|72 = 6 (mod 8))<°°, and by / ( 2)И0 we get ^ ( л[п е 3(mod4))<°°. By 
Lemma 13 we may assume that /(3 )^ 0 , and so from the last inequality we get 
J*(njn = l (mod 4), (n, 3)= l)-= °°. So ^(n\(n, 6 ) —l)<°°, we are ready.

By this all the possible cases have been discussed. Theorem 4 is proved.
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SIMPLE RINGS WHOSE LOWER RADICALS ARE
ATOMS*

B. J. GARDNER (Hobart)

Introduction

A 1972 paper of Snider [14] initiated the study in detail of lattices of radicals 
of associative rings. The subject of radical lattices has subsequently attracted a fair 
amount of attention in various contexts: much work has been done with rings and 
algebras (see, e.g. [7], [13], and their bibliographies) and, independently, with modules 
(e.g. [5], [6], [15]). Almost all of this work has, however, been concerned with here­
ditary radicals, [6] being a notable exception.

Snider [14] proved that in the lattice of hereditary radicals of associative rings, 
the lower radical L(S) defined by every simple ring S  is an atom. Not much is 
known about atoms in the lattice of all radicals (of associative rings), not even 
about those simple rings S  for which L(S) is an atom. Problem 7 of the recent 
book of Andrunakievich and Ryabukhin [3] asks for a description of such simple 
rings. Certainly not every simple ring has such a lower radical: the zeroring Z{p)° 
on a cyclic group of prime order p defines a lower radical class which contains 
the zeroring Z(p°°)0, while the latter, having no maximal ideals, defines a properly 
smaller lower radical class.

Our approach to the problem is to seek “Z (p”)-like” rings which will similarly 
disqualify other simple rings. The existence of such rings is closely connected with 
the existence of non-trivial ring extensions of a simple ring by itself.

It has been noted by Puczylowski [12] that L(S) is an atom whenever S  is 
simple with identity. The latter property is equivalent to S  being a direct summand 
whenever it is an ideal. We show that L (S )  is an atom when S  (simple) satisfies 
the following, weaker condition:

(*) S^sR&iR/S Sí S => 3 /c J ?  such that R = S® I.

We show also that L(S) being an atom is equivalent to S  satisfying a condition 
which appears to be (and possibly is) a good deal weaker that (*). It remains unknown 
whether S  has to satisfy (*) if L(S) is an atom. This being so, there is some interest 
in the status of this implication in other settings. We show that the implication is 
vacuously true — L(S) is never an atom; S  never satisfies (*) — in the class of 
all (not necessarily associative) rings and that it is sometimes false in the class of 
modules over a ring.

* These results were obtained while the author was visiting the University of California, Berke­
ley, as part of a University of Tasmania Outside Studies Programme and with the partial support of a 
Fulbright Senior Scholar Award.
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1. Associative rings

All rings considered in this section are associative.
Theorem 1.1. Let S  be a simple ring. Consider the following conditions:

(i) S  satisfies (*).
(ii) L(S) is an atom in the lattice o f all radicals.
(in) There is a ring R with a series

0 =  / 0< / 1< / 2< . . . < / „ < / „ +1< . . .

such that ln+ilI„= S for each n, R — IJ /„ and R has no ideals but the /„.
We have the following implications: (i) => (ii) =ф- ~  (iii).
Proof. (i)=>-(ii). Simple zerorings do not satisfy (*), so it can be assumed that 

S 2=S. Let A AO be a ring in L(S). Since the lower radical construction over 
{A} terminates in two steps, we may assume that S e A .  We consider first the 
case where S  is an essential ideal. Suppose S  A A. Then A /S  is a non-zero ring 
in L(S) so as above, A/S  has an ideal I /S —S. Since S  satisfies (*), we have 
I —S® J  for some J e l  with Js*S. But then, as J 2—J, we have J e A  and 
/0 5 = 0 ,  which violates the assumption that S  is essential. Thus A = S  if S  is 
essential. If S  is not essential, let M e  A be maximal with respect to having zero 
intersection with S. Then (S+ M )/M  is essential in A/M  (see [1] or [4]) and 
(S + M )/M ^S /S f]M ^S .  Thus, as above, A /M ^ S .  In any case, A has S  as 
a homomorphic image, so L(S)Q L(A)Q L(S). This proves that L(S) is an atom.

(iii) => (ii). Let A be as described. Clearly R£L(S); clearly also, R has
no maximal ideals, so S$ L(R) and thus L(R) ^  L(S). □

Two comments should be made about condition (iii) of Theorem 1.1.
Firstly, if R  is as described, then the exact sequences

0 -  f  ^  S -  h  -  I J f  s= -S’ — 0, 0 — / 2 — / 3 — / 3/ / 2 £  — 0,

etc. are non-split. Thus (iii) is (ostensibly) a stronger version of ~(*). Moreover, 
the existence of non-split exact sequences

0 - S - T i  -  S - O ,  0 -*Тг -  Г2 -  S-+0, ...
subject to the requirement that there be suitably compatible isomorphisms Tn+1/ S эг 
is T„ (cf. [10], Lemma 7) implies the existence of a ring R satisfying (iii), viz. 
R=UT„ (or ИшГ„).

The second point to note is that, when S  is simple and idempotent, L(S) 
consists of all rings A having a series

0 =  /0g  л  g  / 2g ... g  /ag  i . +1 g ... g  /„ =  a

where Iae A  for each a, IX+1/IX̂ S  for each a and Iß~  IJ f  when ß is a limit
«-=/?

ordinal. (See [2], Proposition 2.2 or [16].) Thus simple rings whose lower radicals 
are atoms can be described in terms of the possible order types of composition series 
of members of their lower radical classes.

It remains unclear whether (*) is equivalent to —(iii). In fact not too much is 
known about (*) for simple rings.
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Let AT be a field, F(K) the ring of linear transformations of finite rank of 
an K0-dimensional ЛГ-vector space. Leavitt [8] has shown that F(K) does 
not satisfy (*). By an extension of the argument used in the proof of this, Leavitt 
and van Leeuwen [10] have shown that, in fact, F(K) satisfies (iii). Thus 7.(7'(A)) 
is not an atom.

Of course the zerorings Z (p f  also fail to satisfy (*) and correspondingly the 
zerorings Z (p °°)0 satisfy (iii).

Non-unital examples of simple rings satisfying (*) have been obtained by Leavitt 
[9] and Leavitt and van Leeuwen [11].

Some time after the submission of this paper the author was informed that the 
results of this section had, in effect, been obtained also by К. I. Beidar and by Halina 
Korolczuk.

2. Non-associative rings

In this section we shall work in the class of all (not necessarily associative) 
rings. Radical classes here also form a complete lattice, the only complication being 
that we must define

V @X = L ( \J  Яд)
Л£Л

(where Z.( ) is the lower radical) as semi-simple classes are not well-behaved with 
respect to intersections ([2], Proposition 1.2 a0). It turns out that we can always 
construct a “Z(p“)-like” ring for a simple ring.

T h e o r e m  2.2. Let S  be a simple ring. Then L(S) is not an atom in the lattice 
of all radicals.

P r o o f . If S =Z(p)°, we can argue as in the associative case; thus we may 
assume that S 2=S.

For n — 1,2,..., let A„ be the ring which is additively the direct sum of n 
copies of S  and whose multiplication is given by

(<*l 9a2, a „ ) (bl9 b2 9 bn) =

=  (  2  2  2  2  & i b j 9  * * * 9 ^ n - \ b n —i~t~ Q n - i b n ~\~ Qn b n , Qn b „ ) .lSjSn ISiSj 2S j S n  2 S i S j

Then for m<n, R„ contains a copy of Rm in its first m components — we shall 
call this copy Rm — and Am<iA„ for all m ^n . Also R i—S.

Let 7 be a non-zero ideal of R„. Suppose I  contains an element (аг, a2, ■■■,an) 
with a17̂ 0 . Then for every b£S, we have

(űjh, 0 , 0 , ..., 0) = (al5 a2, ..., a„)(b, 0 , 0 , ..., 0)6 /
and

(bax, 0 , 0 , ..., 0) =  (b, 0 , 0 , ..., 0)(ax, a2, ..., a„)€/.

Since S  has zero two-sided annihilator, this means that /П  A ^O , so that 7 3  Aj. 
If, on the other hand, 7 contains an element (ax, a2, ..., a„) with % = ... = a m_x= 
= 0^am, then 7 contains any element

(0 , ..., 0 , b, 0,.. .,  0) (ax, ..., an) = (bam, ...),
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as well as any
(alt a2, ..., a„)(0 , - b ,  b, 0 , 0)

=  ( a 1 0  +  ( a 1  +  a 2) 0  +  • • •  + ( a i +  + a m - i ) ( —  b )  +  ( ö i  +  • • •  +  < 0 ^  +  0  + . . .  + 0 , . . . )  —

=  (amb, ...).
Since S  has zero annihilator, we see that I  must contain an element with non-zero 
first component, so as above,

The natural projection of Rn onto the last к  components, for any k, produces 
an exact sequence.

0 -*• R„-k -*■ Rn -*• Rk 0.
Moreover, if i^ rn S n ,  the induced diagram

Rm
l \

commutes. Using this, we can show by induction that the only ideals of R„ are 
0, Rx, R2, ..., Rn. Let f? = hm J?„ =  the ring on the direct sum of N0 copies of 
S  constructed using the obvious generalization of our multiplication. Then R has 
a series

where Rn<iR and Rn+l/Rn^ S  for each n and Rm= U R„. It follows that R is
ti<(0

in L(S).
Let Then J^R „  for some n, so Jf]R n=Rm for some т < и .

Now for k>n, we have JC\Rk^J C \R n=R,n. If this inclusion were ever proper, we 
should have JC\Rk7iRni+l, whence Rm= Jf}R „^R m+1 — a contradiction. It follows 
that J= R m. In particular, J  is not maximal, so L(R) contains no simple ring. 
Thus L(R) g  L (S ) and L(S) is not an atom. □

Thus (in a sense trivially) (*) is equivalent to L(S) being an atom in the lattice 
of radicals for the universal class of all rings.

3. A remark on modules
By the same argument (actually a slightly simpler one) as was used to prove 

Theorem 1.1, we can show that if A is a simple (unital) module over a ring R, 
and if S  satisfies (*), then L(S) is an atom in the lattice of all radicals of unital 
i?-modules. The following example shows that the converse need not be true.

E xample 3.1. Let p be a prime. Then the only simple module over the ring 
Z P2 of integers mod p2 is Z(p), and this module does not satisfy (*). However, 
L(Z(p))=Mod {Zpi) is the only non-zero radical class and hence an atom. (Any­
body who is unhappy with this example can modify it by replacing Z pz by Zps ® R 
for any unital ring R.) The attempt to build a “Z(p°°)-like” module here (cf. 
Theorem 1.1) fails: any non-split element of ExtZp2(Z(p), Z(p)) has the form

0 -*■ Z  (p) -*■ Z (p2) -► Z  (p) — 0
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while any exact sequence
0 -  Z(p2) -* M  -* Z(p) -  0

with Md Mod (Z„i) splits over Z, and hence over Z p».
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DIVERGENCE OF LAGRANGE INTERPOLATION 
ON A SET OF SECOND CATEGORY

P. VÉRTESI (Budapest)

1. Introduction

1.1. Let X  be a triangular matrix of interpolation in [—1, 1], i.e. X  = {xkn), 
k = \,  2 , tv, n£N (=the set of natural numbers) with
(1.1) - 1  =  хл+1,л <  xn-i,„ *2л <  x ln =£ 1 = x0n, n£N.

Further let for Д С  (=  / i s  continuous on [— 1, 1])

(1.2) Ln( f  x) = Ln( f  X, x) = 2  f ( . x j l kn{X, x),
k =  1

lkn(x) = x)
Пп(Х>х)

G'„(X,xkn) ( .x -x kn) ’ Qn(x) = Q„(X, x)
П

П (x-xj-
k= 1

Let (o(t)^á 0 be a modulus of continuity on [0,2] (see [1], 3.2). Finally, let
C(com) = {/; com( f  t) -  Of (com(t))}, C*(coJ = {/; o)m( f  t) = of (ojm(t))},

where com(f, t) is the m-th modulus of smoothness of /,  com(t)=co(tm).
As it was proved in [2] by P. Erdős and me (see further [12], 3.3), for any X  there 

exists an F£C such that for the Lagrange interpolatory polynomials Ln
(1.3) Em ILn(F, X, jc)| =  -  on 5 c [ - l ,  1]

П-*-оо

where lől=2 and S  is o f second category. That means supposing merely continuity 
we obtain a rather strong divergence theorem. But if we tried to characterize co(F, t) 
or to give lower estimations for \L„(F, X, x) — F(x)| using the Lebesgue function

;.„(*) = xn(x, x) = z \ i kn(x,x)\
k=l

and co(F, t), we should encounter practically insolvable difficulties.
With another word if we want to involve the modulus of continuity and the 

Lebesgue function, generally, we are not able to prove results involving measure, 
at least not at present (compare 2 .2 ).

1.2 To be more precise we quote some recent results of this type. 
[10] O. Kis proved as follows.

I f
(1.4) lim

t = + 0

q j t )
r

oo

In his paper
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then for any fixed. X  there exists an /£ С (и т) suchthat

вs M W W L a L

Here ||.|| is the maximum norm on [—1, 1], ?.n—l n(X) — \\/.n(x)\\ (Lebesgue constant) 
and
(!-5) d„ = min (xk- x k+1).

l = k ^ n — l

Recently W. Dickmeis and P. Nessel [4] proved that for any coft) there exists 
an / i€C(co2) such that

(1.6) Ш  l L J f  1 =  «о

on a dense set of second category in [—1, 1]. (X  is given.) Questions of different 
type can be considered by investigating the expression co(i)|ln /|.

As it is wellknown, if lim ш(/)|1п f|=0, then lim \\L„(fT,x)—f(x)\\=0
t = 0  n-*-oo

2k—lfor any fd C  (where, as usual T  = (cos —̂ — n},k  = 1,2, ..., n; h£N, is the Chebyshev
matrix), i.e. to obtain divergence type results for an arbitrary matrix X  we have to 
suppose, say, that
(1.7) lim co(7)|ln t\ >  0.

( = 0
The case
(1.8) lim ca(0 [ln t\ = «>

was investigated by A. A. Privalov [3], [6 ]. He stated that if X  is given and 
lim co(i)| In 1 then there exists an f£C*(yo) such that lim \Ln( f  X, x)| =  °=
t  — 0 n-*-oo

on a dense set of second category in [—1, 1]. Unfortunately, there is a mistake 
in his proof. 2

1 Actually, he supposed the weaker condition

(1.8*) lim£ö(/)|ln t\ =t = 0
but he used the condition (1.8). I was not able to carry out the proof with (1.8*).

2 Namely, in [6], in the proof of Lemma 6, he states that if  A"c[— 1, 1] and
max min \ x - x kn\ >  2 In In и/я supposing n ^ n lt

- l S x S l  l S k ^ n

then there exists an лг06 [ - 1,1] and a subsequence {«J suchthat

min |x0 — xkn\ £  2 In In njn if n =  nu n2, . . . .
I S k & n

But this is not the case. Indeed, consider the matrix xln= l ,  x 2n=  1 - 6  Inin n/n, xk„ = x2„ —
—(k -2 )(2 —6 lnln и/и)/(«-2), Ar= 3, 4 ,..., n; и=3 , 4.......  (Obviously x 0^ l  because 1 is a  node
for each n. On the other hand, if x 0 € [ —1,1), then x 2„=-x0 if пшпг (where nx is the first integer for 
which 6 lnln «i/nx-= 1 —x0). But then min \xa- x k„\ s ( l  —3 lnln n/n)/(n—2)-< l /(« -2 )< 2  lnln n/n if

I S k S n
пшп2.)

The above incorrect statement was used, for example, in his paper [16], too.
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1.3 The aim of this paper is threefold. First, we want to answer a question 
raised by S. B. Steckin at a conference in Gdansk, 1979 and later at a conference 
in Varna, 1981: If co(i)| In i| =  l, can we prove or not for a suitable function 
f£C(a>) a corresponding divergence theorem on a set of second category? Secondly 
I shall give a correct proof of the above statement of A. A. Privalov, a proof, which, 
because of the mentioned mistake, essentially differs from the original one. Finally 
I prove and quote some further theorems.

2. Results

2.2 First we state the next 
T heorem  2.1. Let X  be given.
a) I f  we suppose (1.7) then there exists an such that

(2.2) Ш  \Ln{ f ,  X, x ) - f f x ) \  ^  1tr+oo

on a dense set of second category in [—1, 1].
b) I f  we suppose (1.8) then for an f 2(zC *(co)

(2.2) Пй |T„(/2, X, x)| = °°
П-*-оо

on a dense set of second category in [—1, 1].
Sometimes the next result is sharper.
T heorem  2.2. I f  for a given X  we have (1.7), then for a certain f 3£C(co)

(2 .3) ПН М / з ,  X, x ) - f 3(x)\ s  j

on a dense set o f second category in [— 1, 1]. Here p„=n3+t where e>0 is arbitrarily 
small.

In many cases we can apply the following result.
C orollary  2.3. I f  for a given X, c>0 and T0 we have

(2.4) oi(T)[ln Г | S  cco(/)|ln i| 0 < í á 7 s r 0 

then with a certain f^C(pai)
(2 .5) Пт ILn{fA,X ,x ) - f fx ) \_  gg j

on a dense set o f second category in [—1, 1].
(From now on c, c0, cl s ... are arbitrary absolute positive constants.)
Indeed, by p„>n and (2.4) we obtain Corollary 2.3 by the previous theorem.
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2.2. It is worthwhile remarking that for the matrix T  we can prove a stronger 
result:

I f  we have (2.4) then with a certain ffC (co)

(2 .6) Em \Ьп^ - ' ХЪ М х\  s  1 f or every x6 [ - l ,  1]шШ|пп
(see P. Vértesi [15], Theorem 1.4).

3. Proofs

3.1. The main ideas are as follows. We use a general divergence theorem 
(Part 3.2) which requires a rather deep analysis of the Lebesgue function restricted 
for a subinterval (Part 3.4). By this divergence theorem, in Theorems 1 and 2 first 
we construct a countable dense set. (Namely, for every subinterval [a, b] we choose 
a proper point x0 of the interval considered.) To obtain x0 we consider two types 
of intervals (Parts 3.5 and 3.6). To obtain the set of second category we use a gene­
ralization of a nice idea of Orlicz (Part 3.8).

3.2 . P roof of T heorem  2.2. We intend to use the following statement which 
is a special case of a recent work of W. Dickmeis and R. J. Nessel [4], Theorems 
1 and 2 .

Let В be a Banach space, Y  a normed linear space (with norms ||.||B, ||.||r 
respectively), and let [В, Y ] be the space of bounded linear operators from В into Y.

T heorem 3.1 ([4]). Let {T„j}nJéKa[C, Y] and let {<5nJ> 0}n>;eN satisfy 
lim őnj=0 for each j e N. Suppose that for each n,jdT$ there exists a function
gnJ such that for a fixed m

(3.1)

I f
(3.2)

g i f t e ,
' lláfnjllc — c3»
.11 g Ä  s  C A T 1.

Ш  \\TnJgnJ\\Y a  c5 >  0

then for com(t) satisfying (1.4) one can find an feC(oom), independent o f j e N, 
for which

(3.3) Пт l ? V p .L s  1 for each j£  N.
(OmKPnj)

We allow cs=°° when one can find an f(zC*(com) for which

(3.4) Em 11 =  °° for each je  N.

R em ark . Compare the conditions and the theorem with P. Vértesi [5].
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3.3. To apply this theorem first we prove—roughly speaking—that in an arbitrary 
interval [a, h]c[— 1, 1] there exists a point x0£[a,b\ and a “good” function 
g„(x) suchthat 2  gn(xkn)hn(xo) = c In n for infinitely many n.

к*к„€[а,Ь]
First we need some definitions. Let Jkn=[xk+i,„,xkn\, l s k ^ n —l. For the 

interval [a, fc]c[— 1, 1] let sn=sn{a,b)—\JJkn where Jkn c  [a, b] and \Jkn\ ̂
Sg„ =  « "1/6, Sn= Sn(a, b)=(a, b)\s„ .

3.4. Now we prove an interesting statement for the “restricted Lebesgue 
function” yfiX, sn,x )= x n(sn, x) (3.4—3.4.3).

Lemma 3.2. Let [a, h ]c[— 1,1] be a fixed interval. Then for £>0 there exist 
a constant q=q(e)^~0 and sets H„czs„(a, b), \Hn\^ (b —a)e, suchthat

(3.5) x„(s„,x)= 2  14»(*)l >>?(«)Inn i f  x£s„\H„ and n ё  n0(s).3
к

Here t] =  c0c3 [where c0—(6 • 8 • 144 • 56)_1]; on the other hand n0(e) depends on the 
length o f [a, b], too.

The next proof is analogous to P. Erdős, P. Vértesi [13] Part 3.3—3.6.1.
We introduce the following notations.

Л(?) =  Ля(?) =  [**+1+ ? 1Л |. xk- q \ j k\] (1 = к ^  n — l), 
where O s^S l/2 . Let zk=zkn(q) be defined by
(3.6) \co„(zk)\ =  min |m„(x)|, к =  0, 1, ..., n,

x i J k{q)
finally let

\fi, «41 =  max (|xm - x t |, |дг*+1—де,|) (0 S i ,  к ё  ri).
In [2], Lemma 4.2 we proved
Lemma 3.3. I f  I á k ,  r<n then for arbitrary 0-= 1/2

(3.7) I 4 ( * ) l  +  l 4 + i ( * ) l ,  \Юп (zr)\
q \o>„(zk)\

1 4 1
I f t  *4

i f  x£Jr(q).

We shall also use Lemma 3.3 from [13] which can be stated as follows (see 
further Vértesi [14], Lemma 3.3).

Lemma 3.4. Let Ik=[ak,b 2  l s k s i i ,  r= 2 ,  beany t intervals in [a,b ] with
t

14П41=0 (кт^У), \Ik\ = Q ( l~ k ^ t ) ,  2  \Ik\=h- Supposing that for a certain integer
k = 1

R ^ 2  we have p ^ 2 Rg, there exists an index s, l á í ^ r ,  such that

(3.8) <?= у  141 -  RV 
Á  |4, 41 -  4(b-a) ‘

4  will be called accumulation interval o f  {4 }JUi-

3 The meaning of x„(X, A, x) where A c [ —1,1] is analogous to (3.5).

Acta Mathematica Hungarica 43, 1984



142 P. VÉRTESI

(Here and later mutatis mutandis we apply the notations of 3.4 for arbitrary 
intervals.)

Note that we do not require bk^ a k+1.
From now on we suppose sn?± 0 , n = \,2, —  (If sn= 0 ,  Lemma 3.2 is trivial.)
3.4.1. Suppose x£Jkn(q)czsn ( l ^ k ^ n —l). Whenever yn (sn, x )^ q(e) In n 

{r\ will be determined later), the point л:, the intervals Jkn and Jkn(q), finally the 
index к will be called exceptional. Let <7= 8/ 12.

We shall prove

(3.9) Z' 14,1 =  bn--£ (b ~ a) (n =  no =  «o(«))-

Here and later the dash indicates that the summation is extended only over the 
exceptional indices k.

To prove (3.9) it is enough to consider those indices {nl}j^1 =  Nx for which 
pnî e (b -a )l 10, say.

We can apply Lemma 3.4 for the exceptional Jkn’s with Q = Q„ and
2

Ä =  [log n1/7] +  l if n£Nx and n ^ n 0(e) (shortly n£N2).
Denote by M 1—M ln the accumulation interval. Dropping M x, we apply 

Lemma 3.4 again for the remaining exceptional intervals with p —pn—\Mx\>p„/2 
and the above g and R, supposing p„^g2R+1 whenever n£N2. We denote 
the accumulation interval by M 2. At the z-th step (2^Ш ф п) we drop M x, M2, ..., 
...jil/;-!  and apply Lemma 3.4 for the remaining exceptional intervals with

i - l

p= pn— Z W \  using the same g and R. 
j=1

Here фп is the first index for which

but n£N2.
, = 1  - 4  i = i  - 4

If we denote by M#n+1, М фп+2 ... MiPn the remaining (i.e. not accumulation) 
exceptional intervals (by \Мх\^д„, (e(b—a)/20)n1/6<</<„<q>„), by (3.8) we can 
write

(3.10) g? \Mk\ _  ^nl nn  
k=r \Mr,M k\ ~~ 56( b - a ) if 1 S  r s  i  (n£NJ.

3.4.2. To go further proving (3.9) let t]—claal6, uin£Min(q) (1 Sz'S<p„, n^N2) 
be exceptional points, where cx will be determined later.

If for a fixed n£N2 there exists t , l ^ t ^ c p n, suchthat

(3.11) A (A,, utn) S
c1e2/rn In n 

b — a
by t] In n^x„ (s„, utn) we obtain (3.9) for this n. We shall prove (3.11) for arbitrary 
n£N2. Indeed, let us suppose that for a certain m £N 2

(3.12) Xm(sm, О
Cj e2jum In m 

b — a when urmdM rm (q), l S r g ^ .
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By (3.12) we obtain
(pm

(3.13) 2  \M r m \ X m ( . S m ,  K m )
In m where m<zN2.

r = i  b - a

On the other hand, by (3.7), for arbitrary n£N2

\m,\ 2  I4(«r)l \мг\ 2'1\Ш\+\1к+М \]  ^
к  к

q2 <P„
2  ^  ^  k  =  l

co(zr)
<o(zk)

\MT\ \Mk\
\M „M k , (1 2= Г Ш(,pn),

so, by (3.10) and (3.11) we have
Ф п  Ф п  / 7 ^  Фп  ф п

2  \K\Xn(Sn,к) = 2  \Mr\ 2  ä y 2 2
r = l  r = 1  к  &  г = 1  k = l

xk€sn

co(zr)
« ( z j

\Mr\\Mk
\M„ Mk I

у  у  í |  m (z r 
“ 2 2  Á Á U  co(zk + a>(zk)

co(zr)
\Mr\ \Mk\ 
\Mr,M k\

Ä у  IM I у  lMtl g 2 fb, fa Inn =  Cle2̂ In n  
-  4 A ' MAÁ \ M , , M k\ ^  4 2 56(6-f l)  b - a

if d = ( 8  • 144 • 56)“1. This contradicts (3.13), i.e. (3.11) is valid for arbitrary n£N2, 
which proves (3.9).

3.4.3. The exceptional intervals should belong to H„. Moreover, by definition 
if Jknc.sn and if it is not exceptional, then for any x£Jkn(q) (3.5) holds.

The sets Jkn\ J kn(q) of aggregate measure c2 should also belong to H„.
Obviously c2^2q 2  ]Лп| =2q(b-a) — ———̂ - .  So using this, and (3.9), we can

к  ОJkc[a,b]
write

\Hn\ =. цп + с2 = - |( b - a ) + - |- ( b - a )  <  e (b -a )

which completes the proof of Lemma 3.2.
3.5. Let us consider an arbitrary interval Ak=[a, b ]c[ —1, 1] for which 

(3.14) b — a = |s„(a, b)| +  o(l), n€N.
. d e fBy (3.14) and Lemma 3.2, if e=l/10, say, Xni(4i) =  max XnSAlt x )=2c7 In nk

X  6  4 Í  j

if nr is large enough.4

4 The meaning of xAA) for an arbitrary interval 4 c [ - l ,  1] is analogous.
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If xni(^i)=«í (where y> 1 is any fixed number) let Aic A 1 be a closed interval 
for which 2АЛ1(л:)^тах2и (х)ёи( if x£A.2.

x £ A  1
If /„/zb)-=/?£, consider the interval

(3.15) 2LX =  fo ,  = |mins,1(31)+  , max s ^ d j -  ^ q^ ]-

If щ was large enough then 2[ii1| s |d 1|, say, i.e. again by (3.14) and Lemma 3.2, 
ХП1(Д )^ 2с7 In nk; further there are intervals / ^ C i ^ d i )  in [a, a j  and in [blt b\. 

Let d2cdj. be a closed interval for which

(3.16) Xni(Ax, x) ^  c7lnnj if х£Аг.

Continuing this process we find a sequence {d,} of embedded closed intervals and 
a sequence of indices {nj such that if

(3.17) Xnt(Ai) — nj 
then
(3.18) 2Я„((x) s  max 2 (x) ^  nl if x£Ai+1.x£A{ 1
Otherwise, i.e. if
(3.19) _ _ nj >  Хщ (d/)
we have for Ä1=[äi, Sj (see (3.15))

(3.20) X„,(Ai, x) Ш c7 In n, if x € d |+1.

Moreover there are intervals Jkn. from s„.(At) in [at, a,] and [Bt, h(] (i£N; ak=a, 
b\=b).

For further purposes we can suppose

(3.21) |d,[nf äs 1, i€N, cp >  0 is fixed.

3.5.1. Let -?0£ П 0 - I f  we have (3.17) and (3.18) for certain bid =  Mx
*€N

and {d,} then let for any fixed n£M x

gn(x) =
sign Ikn (*o) if x = xkn, l ^ k ^ n ,  
g jx ln) if ^ . S r S l ,  
gn(x„„) if 1 ==■ x =  Xnn;

between interpolation points [xfc+i,„, xk„] let g„(x) be the Hermite interpolatory 
polynomials of degree S 2m+ 1  satisfying g(nJ)(xk„) — giJ)(x,t+h„) =  0  (1 ^  j  S  m, 
1 ^ k ^ n —1). Let

(3.22)

Obviously |g„(;c)|^l and £<"°£C. To obtain |g‘m)(;c)|Sc8<5“m, we need 
as follows (see P. Erdős and P. Túrán, [8], § 6).
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/ / /* „cd  =  [a ,/? ]c [ - l ,l ]  then

(3.23) <1п(А)Ш min \Jk\
к

J k CA

Ml
2n4„{A) '

By (3.23) d„=dn([—l, 1])^(«2лп)_1=<5„ from where it is easy to get |g<m)(x ) |^ c 8<5„ m 
(see e.g. [10]). Moreover, by definition and (3.18)

(3.24) L„(gn, x0) =  2 gn(.x0)lkn(x0) = 2  M*o)l = xn(x0) == 0.5ny.
k=l k=1

3.5.2. jVovv let us suppose (3.19) and (3.20) for certain и,€М2 and AL. Let 
for any fixed i
П251 a <x\ =  fsign/*".(io) if * =  **«,€
1 ' ' }0 if x  = xkni$Äi or x £ x ln. or xs=

Between the nodes let g„t be as above.
Let

(3-26) SKt =

Then using that there are certain nodes x k„t in the intervals [ah at) and (b,, bt], 
by (3.19), (3.21) and (3.23)

(3.27) dni(Äd S  dni(d;) >  2nfl y- ~ =  Snt.
By (3.25) and (3.20)
(3.28) Lni(gnt, x 0) = 2  \hn,(x0)\ = c7 In n„

к
xk n f i  2 i

moreover, by definition it is easy to see that |g„J^l, g 'f '^ C  and |g‘m)(x )|^c 8á ”m
3.6. Now we are going to settle the case when instead o f  (3.14) we have that for 

infinitely many n
(3.29) ^„(a, h)|^4ce> 0 , n=nk, n2, ....

If for a certain n=nh [a, b] is free of the nodes {xin}2±J, let A „—(a, b). Let xsn 
and xtn be the smallest and biggest nodes in [a, b], respectively (п = пг, w2, ...). 
By definition (a, xsn) a S n and (xm,b )c :Sn. If 0 ^ x sn—a^e„, we omit (a, xs„) 
from S„. The same should be done with the interval (xtn, b). Let us denote by

Г
A„ the remaining part of S',,. Then Ä„= (J IJn where for any fixed j

j=1
a) there exists a к  suchthat IJn= (xk+it„,xkn); or
b) h n= (a ,xsny, or Ijn=(xtn,b); or
c) A„=(a, b);
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moreover one can suppose that \Л„\шЪс9(п=п1, n2, ...). By construction if IJnc:An, 
then \Ij„\> Qn so if IJn=(a.Jn, ßJn) then for the sets

(3.30) An =  Ú [«> +  ßjnY 3n, ßjn-  ßi\ a]n)

we have \A„\^c9, Ancz[a, b\, moreover if xdA„

(3.31) min | x - x j  >  qJ 3 (n = n1, n2, ...).
O ^ k ^ n - 1

First we remark that there exists a set B c[a, b] o f measure ^ c 9 such that 
for any x£B one can find a subsequence {р;} c  {«,} for which x£A„ whenever n=pl,p2, ....
Indeed, let Bt= (J A„ and B= f] Bt. Obviously B1zrB2... and |Д,|^с9, /€N,

k —i k = i
from where |£ |ё с 9. On the other hand if x£B, then x^Bt (i£N) from where 
хвА„к for infinitely many к as it was stated.

3,1.6. So let x 0£B be a fixed point. Then x0€A„ (п=рг,р 2, ...), i.e. by 
(3.30) and (3.31)

(3.32) „min |x0- x j  >  if n =  pi, p2, ....
O ^ k ^ n + 1  j

In [7], pp. 116—117, S. Bernstein proved that for the polynomial

2v2- ( a 24-ß2)Pisfr) =  cos 2s arc cos ■ (ß >  a)

of degree 4s, IAsOOI —1 if y€[— ß, — a]U[a,/?] and

(3.33) ™Ч[(‘+£Г4 -£П-
Moreover, it is easy to see that for the roots of Pis(y) we have

(3.34)
-ß <  У_! <  У- 2

У±к
__± [ F - y cos-

y - 2s 
2 / c - l

4s ■ 7 1 +

- a < a < y 2s < y 2s_1 < ...-= y J </?,
a2+ß2 V-/2: V / 2-J  , k = 1, 2 , . . . ,  2s.

Let a =eJ6, ß= 2  and sJ  n ~ l  ].U(m+l)J We have with y = x —x0

P?s+1(y) = PZ+1( x ~ x o) ^  G(x) =  2  G{xk)lkn(X, x).

The polynomial G(x) of degree 4s(m +l) has the following properties:
a) |G(x)| =  |-P4s(x—х0)Г+1= 1 whenever x £ [ -ß + x 0, - a + x 0]U[a + x0,j8 + xo], 

especially if x = x k, k = 1 ,2 ,..., n (n=px,p2, ...; see (3.32));
b) Gw(y±i+ x o) = 0  if i = 0 , l , . . . ,m  and j =  1, 2 , . . . , 2s.
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Now let

_  iG^  if *€[-jí+*o, У -^+^оМ у^+Х о, ß+ x0] 
8n X ~  fa if xe[y-2s+x0, y2s+*o]-

X J + 1 У - 2 s  ' X 0  T l s  +  ̂ o  X J

-X------- 1------- • ------- 1------ 1------ ]--------• ------- 1-------- X--------- 1—
f0-2* x0-a  i0 £„+a i0+2« 0 + io

Evidently, one can find a j= j(ri), O s /^ л ,  such that x06 (x,-+lj„, xJn). 5 First 
we state that

*o + a ■*= Уь+Хо ■*= x0+2oc <  Xj S  1 if n = px, p2......
and Pi is large enough which we suppose. Indeed, by (3.34) and (3.32)

(3.35) >’zs = [a2 +  2 Ж 1̂ -  cos j < 2 a < x r y — x 0.

Similarly — ls x ^ +1-=x0—2 a< y _ 2s+x0< x 0—a. By these, a) and b) we get 
|g„(x)|=Sl and gn(xk)=G(xk), l ^ k ^ n ,  i.e.

L„(g„,xo) = £  gn(xk)lk(x0) = 2  G(xk)lk(x0) = G(x0) =  / 7s+1(0).
fc = l k= 1

By definition it is easy to see that |gim)(*)|=0 if *€[У-2*+*о> Л + ^ ]>  moreover 
I£<™>(x)| =  |G(m,(x)|^cl0n2m whenever x i [ - ß + x 0,y ^ 2s+x0]U[y2s+x0, ß+ x0] (Mar­
kov theorem) i.e. we have (3.1) for gn (n=pk, p2, ■■■) with S„—n~2.

3.7. Using the above considerations for every interval [Aj,Bj\cz[—1,1] 
with rational Aj and Bj ( j  = 1,2,...) we can state by Theorem 3.1 as follows.

I f  com(t) satisfies (1.4) then there exists an /£C(cum) for which

(3.36) I L J J X x f i - f ix j ) ]  s l  .f  n€P ={b}- i; j €N.

Here {xj}j<rN is a dense set in [ — 1,1], moreover for nZ.Pj (jZ  N)
1

n2A„ (T we have (3.14), (3.17) and (3.18),

<5-7 =•
1

2n2+y+v i f  we have (3.14), (3.19) and (3.20),

K] -

^  i f

K{xj) 
c. In n

we have (3.29),

i f  we have (3.14), (3.17) 
i f  we have (3.14), (3.19)

P£+1(0) i f  we have (3.29) 

for the corresponding interval [Aj, Bj] (J—1,2, ...).

and (3.18), 
and (3.20),

5 This interval is not the empty set.
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Indeed, we can consider the functionals TnJf= [L n(f, Xj)—f(xj)]ß„j for Д С . 
(By the previous notations, if [a,b\=[AJt Bj], then nn =  nt, which is actually 
n&Aj, Bj); or SnjhJ =5„.( = Sn.(Aj Bj)) (if we have (3.14), say).)

Clearly Tnjé[C, Y) where Y =( —° T h e  requirements (3.1) and (3.2) 
for the corresponding functions gnj can be found at 3.5.1, 3.5.2 and 3.6.1 re­
spectively, lim A„(Jc.)=°° and lim PZ+1(0)= °° can be verified by (3.24) and (3.33),nZPj J _ n£Pj
respectively, from where it is easy to obtain (3.2).

3.7.1. Let us remark that until now we have used neither condition (1.7) nor 
condition (1.8).

3.8. To go further we quote the following
Lemma 3.5. Let A denote a topological space of second category and D a  A 

a dense subset. Let {h„}„eN be a sequence o f continuous functions on A such that 
for each t£D
(3.37) lim h„(t) S  Си >  0.

П~*~ oo

Then the set
(3.38) S  = {t£A; lim h„(f) S  c„},

v n-*-oo

D a  S c  A, is dense and o f second category in A. We allow the case cn =°°.
For the proof if cu =°° or 0<cu <°° see W. Orlicz [11] and W. Dickmeis, 

R. J. Nessel [4], respectively.
3.8.1. If we want to use this lemma for the left hand side of (3.36) (as hn) we 

have to choose another denominator to ensure the continuity. For this aim by the nota­
tions of 3.7 we prove:

I f  m—l and we have (1.7) then for any fixed j  ( j =1, 2, ...)

(3.39) co(SnJ)ÄnJ s  c12co Í - H  In p n i f  n =  nJU nj2, ...; j  =  1, 2 ,\ fLn /
where p„—n3+c, £ > 0  is arbitrarily small, njr is large enough.

1. Indeed, if we have (3.14), (3.17) and (3.18), with the corresponding indices 
n=nJt (/ — 1,2, ...), by (1.7) and 3.7

/ с 4 .  1 К (Xj) _  K(Xj) D
"  ( ó n j )  Ki -  ^ n j) ln x , -  Cl3 2 In n + In A„ ~  P-

ln —i—
8«j

To estimate we use the next estimation which was essentially proved by
I. P. Natanson [9] (see l/IX/§3).

Let [а, /?]с:[ — 1,1]. I f  Pn(x) is a polynomial o f degree ^ n  and max \P„(x)\ ̂  1,Ot̂ X — ß
then

(3.40)
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DIVERGENCE OF LAGRANGE INTERPOLATION 149

Indeed, if we consider the polynomial

e ,(„) =  P „ [ S z ^ ± 2 ± á ]

then |ön(M)l — 1 if «€[ — 1, 1], i.e. by [9], 1/(63) |б„(и)|^[|м| + )/и2— l]n whenever 
|и|=-1. Let /? < x ^ l; say. Then n=(2x —a —/!)(/? —a)- 1> l ,  i.e. |-Р„(х)| =

— 16п(ц)| — [и+У'ц2— 1]"<(2ц)" =  ̂  4,X ^ а ^  j ^ ( /Г  a) aS ** WaS statec*'
By (3.40) and (3.21) we can write with a certain s, 1 g j^ n ,  as follows.

= »IIU  <  n(8ni’)nmax |lsn(x)| S  «(Bn"’) ''тахА„(х).

So by (3.18), for the denominator of P

2 In n+ln A„ S  3 In n+2(pn In n +  ln 2n(xj). 

If 2cpn ln näsln /.„(Xj) we have

P > CM n y 

5cpn In n In ц„ >  ю ln/i„

whenever Лд is large enough which we can suppose. On the other hand when 
2 cpn In n <  In (xj),

P  —  C13
'■„(Xj)

3 In ).n (Xj) У ' - n i x j ) In n„

(whenever n]y is large enough).
2. If we have (3.14), (3.19) and (3.20), we can write

“>(ß„j)2nj = со (-2- 2| —  ̂) c7ln » = C12(U ln/i„.

if 77д  is large enough and у + = 1 +  e, which can be attained.
3. If we have (3.29) then by а=1/(6и1/6) and /i=2, using (3.33) we have

u iö n jU n j = ЛГЧ0) > «* > rn (-Í-) In/I,
as we stated.

3.8.2. So by (3.3) and (3.39) we have:
I f  a)(t) satisfies (1.7) then there exists an /£C(w) for which

\Ln( fX ,X j ) - f ( x j ) \  =rl 

Here {xj}y=1 is a dense set in [ - 1, 1].

for j  =  1, 2 , __
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150 P. VÉRTESI

3.8.3. If we apply Lemma 3.5 with D={xj}, A = [ -1,1] and hn(t) = 

—[L„{f t )— /(/)][cui— J In /t„]_1 we obtain Theorem 2.2.
t  Mn '

3.9. P roof of T heo rem  2.1. Statement a) immediately follows from Theorem2.2. 
To prove b) first we consider the notations and ideas of Parts 3.2 and 3.7.

According these for each fixed interval [Aj, Bj\ we have the functions

{&n./} (n£P j,j = 1 ,2 ,...)  such that with a„ = j In цпj we can write
Ит \\TnjgnJ\\ = °° where TnJf= [L n(f, x j)- f(x j)]  (a j .^ ) -1 if /€C . Then by
(3.4) with a proper f£C*(a>)

lim  _  .......
n 6 P j  a„XnJ(o(8nj)

But for the denominator using (3.39) and (1.8)

=5 c12a„co Í -M  ln fin = c12 \co [-]-] ln /t„l ,\ Jin / L \ / J
i.e.

lim"í p ,
\Lnq  Xj ) - / (xj )  1

1/2

from where by Lemma 3.5 we get b).
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GAUSSIAN APPROXIMATION OF MIXING 
RANDOM FIELDS

I. BERKES (Budapest)

1. Introduction

Let Z 2 and A 2 denote, respectively, the set of all two-dimensional vectors, 
with integral, resp. positive integral coordinates. Let {£v, v£ A 2} be a random 
field with index set A 2. We assume that
(1.1) E£v =  0, E\Zv\2+> S Q < « > ,  v<EA2
for some constants C ^O , 0<<5^ 1 and that {£v, A2} satisfies the following
strong mixing condition:

(1.2) q (Hx, A2) =  sup \P (A B )-P {A )P {B )\^C ,{  inf |/* —v|)“»
Л€<г{?» v € H j}  ii(.Hv v£HtBgffKv, v£H2>

for some C2> 0 , a large enough y>0 and for any disjoint nonempty sets 
H1, HotzN2. (Here a{ •} denotes the cr-field generated by the r.v.’s in the brackets.) 
Set Sn= 21 £v where, for any m, ndZ 2, the relation “m ^ rг” means inequality
coordinatewise. Put finally, for any n=(nx, n2)£ Z 2, [и] — K «2|.

In [1] approximation of partial sums of stationary random fields satisfying
(1.1) , (1.2) with two-parameter Wiener process was studied. It was shown that under
(1.1) , (1.2) there exists a two-parameter Wiener process {IV(t), i€[0, °°)2} such that
(1.3) Sn-W {n ')^ .[n fl2~x a.s.
holds with the exception of lattice points и£А2 lying “near” the coordinate axes; 
here X is a positive constant and <k is an alternative symbol for the big О notation. 
In the same paper it was shown by a simple example that for all n€A2 not only
(1.3) but even
(1.4) Sn—W(n) = o([n] log log [n])1/2 a.s. as [n] °°
is generally impossible.1 In the mentioned example ES2 behaves irregularly in 
the sense that the limit
(1.5) lim ES2JE W (n ) 2M—“
does not exist; more exactly, E S 2/EW(n)2 converges to different limits on different 
lines parallel to the x-axis. Obviously then, (1.4) is impossible for any Wiener

1 Relation (1.4) is meant in the sense lim sup (S„— H'(n)/«„=0a.s. where#,,— ([«]loglog[n])1/2
f—*-oo [n]Si

The same convention applies for relations of the type (1.4) appearing later.
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154 I. BERKES

process W  by the law of the iterated logarithm. (Far away from the axes ESI 
behaves nicely i.e. £5®~[и].) This example shows that the natural candidate for 
approximating S„ in the whole first quadrant is not W (n) but a Gaussian field 
{H(n), n£N 2} suchthat
( 1.6) lim ESU EH  (n)2 =  1. м-°°

The simplest such field is H(ri)= 2£v where {£„, v£iV2} is a stationary Gaussian
V — П

field with mean zero and the same covariance structure as {£„, v£iV2}. We shall 
show that for this Я (и) the approximation

(1.7) Sn—H(n) <k [n]1/2(loglog[л]- * a.s.

holds for all n£N2 where Я is a positive constant. ((1.7) is meant, as usual, in 
the sense that the fields (<fv, v£N2} and {H(n), n^N 2} can be jointly defined on 
a suitable probability space, without changing their distribution, such that (1.7) 
holds.) More generally, we shall see that (1.7) holds for any Gaussian field H(n) 
with stationary increments satisfying (1.6) and a simple regularity condition. This 
result, while being a natural two-parameter analogue of standard a.s. invariance 
principles for mixing sequences (see [13]) has the novel feature that the approximating 
field H(n) has dependent increments. This fact causes substantial difficulties in the 
proof and though we will eventually be able to reduce the problem to the “standard” 
situation, we have to follows a rather indirect way.

It is worth noticing that while the Wiener process is, in general, not suitable 
for approximating the partial sum field {5),, n£N 2} in the “uniform” sense (1.3),
(1.4) i.e. when a nontrivial remainder term depending only on [n] is required, 
allowing non-uniform remainder terms one can find a Wiener process W providing 
a satisfactory approximation. Theorem 2 below gives an example for such a “non- 
uniform” approximation theorem. Here the remainder term depends individually 
on both coordinates of n which has the consequence that S n — W (n) has, in terms 
of [л], different order of magnitude in different domains of N 2. Along the axes 
this order is 0([ri\ log log [n])1/a (in accordance with the fact that (1.4) is generally 
impossible) and it becomes gradually better as we move away from the axes. E.g., 
0{[n] loglog [n])1/2 becomes o{[n] log log [л])1/2 as soon as [n] -*■ °° in such a way 
that both coordinates of n tend to infinity; moving even deeper into the first quadrant 
this order of magnitude improves continually until it reaches O([n]xl2\og~x[ri\) 
with a positive Я on the line y —x. This phenomenon is in accordance with the 
results of [1] where it was already observed that uniform bounds on S„ — W(n) 
are necessarily of different form in different domains of N 2. While in [1], however, 
only very special domains were considered, here we get uniform bounds for a much 
larger class of domains.

We now formulate our results in detail. Define, for any weakly stationary 
field {£v, vew 2},

ck = 2  Kv) к = 0, ±1, ±2, ...,
{v^C v l  v* ) € Z *:4 =k}

2  r(v) Z =  0, ±1, ± 2 , ...
{»=(»,. Vj)€ZS; v2=I}
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where r is the covariance function of the field; the series converge if the field satisfies
(1.1) and (1.2) with a sufficiently large у (see Lemma 4 below). Evidently r(y)~ 
=/•(—v) and thus ck=c__k, d,—d_i. Now we have

Theorem 1. Let {cv, v£N 2} be a weakly stationary random field satisfying
(1.1) and (1.2) with y^K JS  where K0 is a large absolute constant; let r(v) be 
the covariance function o f the field. Let further {<!;„, v(ETV2} be a stationary Gaussian 
field with mean zero and covariance function r*(y) satisfying
(1.9) |r*(v)| «  |v|_(2+£) (v 0)
(1.10) r*(0) — 2  k*(v)| >  0

for some £>0. Let ck,d, be defined by (1.8) and denote by ck,d* the analogous 
quantities for the field {£v, v£TV2}. Then the following statements are equivalent:

(A) The fields {£v, v£TV2} and {£„, v£TV2} can be defined jointly on a suitable 
probability space such that

(1.11) 2  <Üv- -  o([n]loglog[n])1/2 a.s. as [ri\ — =».
v̂ n v̂ n

(B) The fields { f ,  vgTV2} and {CVi v£TV2} can be defined jointly on a suitable 
probability space such that

(1.12) 2 i v « M 1/2 OoglogW)- -1 a.s.v^n
holds for some positive constant X.

(C) ck = c*k (к =  0, 1, ...) and d, = df (l — 0, 1, ...).
(D) lim E( 2  Q 2/E( 2  Q 2 = I-[nj-oo

Condition (1.9) implies that the field {fv, v£TV2} is of weakly dependent type 
(as contrasted to the strongly dependent Gaussian fields studied, e.g. in [4]). For 
strongly dependent {(v,vdTV2] relations (1.11), (1.12) are impossible for variance 
reasons. E.g. if r(v)~const |v|-a for some 0 < a < 2  then, as a simple calculation 
shows, for vectors n£N2 of the form n=(k, k) we have

£ ( 2 iv ) 2» M 2- ‘/2.

Hence (1.1) cannot hold even for these special n since the first sum on the left side 
is о([и]1_я/4) by a<2 and the law of the iterated logarithm and the second sum, 
divided by [n]1_a/4, is a normal r.v. with mean zero and variance » 1  and thus 
it does not tend to 0 even in probability. Condition (1.10), on the other hand, 
is a technical condition needed in the proof to establish a certain mixing condition 
for the field {£v, v£TV2} (see the proof of Lemma 10(*)). Although this condition 
seems to be irrelevant for Theorem 1, we were not able to prove the result without it.

As an invariance principle, Theorem 1 implies various limit theorems connected 
with the law of the iterated logarithm for the field {£v, v£N 2}. However, the re­
mainder term 0([n]1/2(loglog [и])-л) is not strong enough to get upper and lower
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class tests; for such results at least a remainder term 0([/j]1/2log“'l[«]) would be 
necessary with A>0. If such an improvement of Theorem 1 holds remains open.

The proof of Theorem 1 yields an explicit value for the constant Kn; for 
example, A), =  4098 will do. K0^ 2  is necessary even for the simplest estimates 
in the proof; the large numerical value 4098 is needed for the proof of Lemma 7 
(except this lemma, K0= 82 would do). We shall not make any attempt to minimize 
this constant.

We finally mention that the constant A in (1.12) can be chosen as large as 
desired i.e. if any of statements (A), (C), (D) in Theorem 1 holds then statement 
(B) will be valid with any prescribed positive A  (the construction of the sequences 
£v,Cv will, however, depend on A).

For the rest of the paper let A"0=4098.
Corollary (1.1). Let {<JV, v£N 2} be a weakly stationary random field satisfying

(1.1) and (1.2) with у ̂  К Jő ; assume that the covariance function r*(y) o f the field satisfies
(1.10). Let {Cv, vélV2} be the stationary Gaussian field with mean zero and the same 
covariance structure as {<̂v, vGTV2}. Then the fields { f ,  v£7V2} and {(v, v£N 2} 
can be defined jointly on a suitable probability space such that (1.12) holds with a positive 
constant A.

Corollary (1.2). Let {£„, v£iV2} be a weakly stationary random field satisfying
(1.1) and (1.2) with let r(y) be the covariance function o f the field. Then
the following statements are equivalent:

(Aj) There exists a Wiener process {W(t), /€[0, °°)2} such that (1.4) holds. 
(Bi) There exists a Wiener process {W(t), i€[0, °°)2} such that

(1.13) 2 Z v~ W (n )  <sc[n]1/2(loglog[n])- i  a.s.
v̂ n

for some positive constant A.
(Cj) ck = 0 (k = 1, 2, ...) and dt =  0 (1 =  1, 2, ...) where ck, dt 

are defined by (1.8).
(D:) lim E{ 2  f)j[n \ exists.[n]—oo

In the last corollary (and everywhere in our paper) “Wiener process” means 
any constant multiple of a standard Wiener process i.e. c= E W ( 1, l)2 is allowed 
to be any nonnegative number. We shall see that the actual value of c in Corollary
(1.2) is equal to the limit in (Dx) and also to r(v). Hence the case Kv)= 0

v € Z 2 v 6 Z 2
is degenerate with W —0. (Note that because of condition (1.10), Corollary (1.2) 
follows from Theorem 1 only if 2  r(v)^ 0. The case r(v) = 0 will follow from

v £ Z 2 v g Z 2
Theorem 4 and the argument proving (A)=>-(C), (C)<=>(D) in the proof of Theorem 1.) 
We also note that replacing [«] — °° by щ/\п^-*°° (where a Ab and aVb denote 
min (a, b) and max (a, b), respectively) the limit in (Dj) always exists under the 
mere conditions (1.1), (1.2) (see the corollary of Lemma 4). Hence condition (Dj) 
is a restriction on the behaviour of E{ 2  £v)2 for lattice points n lying near the

V̂/l
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coordinate axes. Obviously, conditions (Q ) and (Dx) are satisfied if the r.v.’s 
are orthogonal.

T heorem  2. Let {£,,, v£N 2} be a weakly stationary random field satisfying
(1.1) and (1.2) with y^K Jő. Then the field {£„, v£IV2} can be redefined on a new 
probability space together with a Wiener process {W(f), /£[0, °°)2} such that

(1.14) 2  Zv-W(n) «  ([«] log log [n])1/2((log n1)“A+(log n2)~x) a.s.2

for some positive constant к where n=(n1, n2). (Actually, A can be chosen as large 
as desired.)

C o rolla ry  (2.1). Let {£„, v fN 2} be a weakly stationary random field satisfying
(1.1) and (1.2) with y^K JS. Then there exists a Wiener process {W(t), [0, °°)2}
such that
(1.15) 2  ív~W(h) = о ([и] log log [n])1/2 a.s. as n1An2 -*■ °°

v̂ rt
where n=(n1,n 2).

Thus, while (1.4) is generally impossible under (1.1) and (1.2), the slightly 
weaker approximation (1.15) can always be attained. It follows also that the trouble 
in (1.4) is caused by lattice points n£N2 lying along the coordinate axes. It is 
worth noticing that Corollary (2.1) is best possible in the sense that replacing 
o([n\ log log [n])1/2 in (1.15) by о (/([/;])) where f( t)  = o(l log log /)1/2 (i—°°) is 
any prescribed function, the statement of Corollary (2.1) becomes false. This follows 
immediately from Theorem 3 of [1] or the theorem formulated after Corollary (2.2). 

To discuss further consequences of Theorem 2 let us define, for any function
0 = /(0  —  ̂ if —0)
(1.16) Gf  = {n =  (nlt n2)£N2: пг S  /(«a), n2 S / ( n t)}.

The set Gf  can be used to measure how far a point n£N2 lies from the coordinate 
axes: the larger the /  is, the deeper the points of Gs lie inside N 2. Now Theorem 2 
implies

C o rolla ry  (2.2). Let {£v, v£N2} be a weakly stationary random field satisfying
(1.1) and (1.2) with y^K JS. Then there exists a Wiener process {W(t), i£[0, oo)2}
such that for any function f  (t) satisfying 0 ^  f( t)  = t (i SO) and su p / ( k 2) / / 2(/c) <  
we have ksl

(1.17) 2  ^ ~ w (n) <sc([n]loglog[/i])1/2log~V(N) a-s- ™ Gf\ —tl
with a positive constant A. (Actually, A can be chosen as large as desired.)

Corollary (2.2) shows that the approximation of S„ by W (n) gets gradually 
better (in terms of [и]) as we move more and more deeply into the first quadrant.

It is worth comparing Corollary (2.2) with the following special case of Theo­
rem 3 of [1]:

T h ro u g h o u t  th is p ap er, lo g  t  a n d  lo g  log t  a re  m e a n t  as log (t V e) a n d  lo g  log fi Ve), re sp ec tiv e ly .
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Theorem. There exists a stationary 2-dependent Gaussian random field {<!;„, v£lV2} 
such that E£v = 0 and, for any Wiener process {W(t), /£[0, o°)2} and any positive
nondecreasing function f i t) ,  t =  0 satisfying the conditions

f(t)^Sc1(loglogt)112 ( t ^ t 0) for a sufficiently small c\ ==-0,

lim /(0  =  °°,t-*-oo

sup 1/(20 - f ( t )\<«>,
t e l

the approximation

2  lv - ^ ( « ) « ( W  log log [«])1/2/([«])_y W GyvSn
cannot hold for any 1.

In other words, log“;'/([«]) in (1.17) cannot be replaced by /([n])_y f°r 1 
provided that /  grows sufficiently slowly. If log_A/([n]) can be replaced by f{[ri\)~y 
for some 0 < y S l  remains open.

For f ( x ) —x x (0< a<  1) and /(x)=(log x)a (a>0) (1.17) yields
(1.18) 2  £v—W(n) [n]1/2log_A/2[n] a.s. in Gf

(1.19) ^  £v —IF(n) <sc [n]1/2(loglog [n])-A/2 a.s. in Gf
V П

respectively. These two special cases were treated also in [1] using a different method.
(1.19) is the same as Theorem 2 of [1] except that in [1] only the case of large a was 
considered (where a is the constant in the definition of / ) .  On the other hand, 
(1.18) is weaker than Theorem 1 of [1] where on the right side one had [n]1/2_A 
instead of [n]1/2log_v/2[n].

At this point we would like to point out an error in [1]: the proof of Lemma 4 
is not correct. To get a correct proof, see the proof of Lemma 3 of the present 
paper. Here, however, yfe82/c> is assumed and to have the ^-dimensional proof 
all right, the exponent #(1 +  б)(1+2/<5) in (1.2) of [1] should be replaced by AJ5  
where Aq=5 ■ 2S4_6+2.

It is worth noticing that a non-uniform approximation can be obtained in the 
context of Theorem 1 as well: the theorem remains valid if relation (1.12) is sharp­
ened to
(1.20) 2 % v -  J£ C v « M 1/2(loglog[n])~;l((logn1) - A+(logii2) - A) a.s.

V^n v=!/l

where n=(n1,n 2). Along the coordinate axes (1.20) is identical with (1.12) and 
like (1.14), it gets gradually stronger (in terms of [и]) as we move away from the axes. 
Contrary to Theorem 2, however, (1.20) adds very little new information to (1.12) 
since in domains GczN2 where (1.20) is substantially sharper than (1.12), the partial 
sum process 2  Cv can actually be approximated by Wiener process in the same

V — /I

order. For example, in the domain Gf  defined by (1.16) relation (1.20) yields (under 
the assumptions made on /  in Corollary (2.2))

(1.21) 2  ^ C v ^ M ^ O o g lo g M ^ lo g ^ /f tn ] )  a.s. in Gy.

A cta  Mathematica I-Iungarica 43, 1984



GAUSSIAN APPROXIMATION 159

The presence of log_A/([n]) on the right side of (1.21) means improvement to 
(1.12) only if log f{ t)  grows faster than any power of loglog t; in this case, however, 
the right side of (1.21) and (1.17) are basically of the same order. Hence, for such 
domains Gf  it is clearly more preferable to apply (1.17) than (1.21).

As far as practical applicability is concerned, a useful improvement of Theorem 1 
would be, as we have already pointed out, if relation (1.12) could be replaced by

for some 2>0. If (1.22) is possible remains open.
Finally we formulate one more approximation theorem of the type (1.7) where 

H(n) is a slightly perturbed Wiener process. Given any random field {iv, v€7V2}, 
a nondecreasing function O S /( /)S i (i ^0) and a constant и2ё 0 , define the field 
{СУ'*а\  v€IV2} by

where Gf  is defined by (1.16) and cov are independent N(0, a 2) r.v.’s which are 
also independent of the field {£„, v£N2}. Now we have

Theorem 3. Let {iv, v£N 2} be a weakly stationary random field satisfying
(1.1) and (1.2) with y^K Jd \ set a2— 2  Kv) where r(v) is the covariance function
o f the field. Let {£„, v£lV2} be the stationary Gaussian field with mean zero and the 
same covariance function r(v). Then there exists a nondecreasing function f ( t )  
satisfying /(1)<кехр ((log t f )  for some 0 < a <  1 such that the fields {iv, v£N 2}, 
{£(/,»*), iV2} can be redefined on a rich enough probability space so that

holds with a positive constant X. (Actually X can be chosen as large as desired and 
a. as small as desired.)

The r.v.’s Ci/>o2) being i.i.d. normal in Gf  i.e. in the largest part of N 2, the 
field H(ri)= 2  C /'a2) is “almost Wiener” ; on the other hand, it preserves the co-
variance structure of {£v,F6iV2} in a narrow strip along the coordinate axes. 
Despite the nonstationarity of v€ A 2}, Theorem 3 is more suitable for
applications than, for example, Corollary (1.1). As a matter of fact, Theorem 2 
follows easily from Theorem 3 and the proof of Theorem 1 will also depend crucially 
on Theorem 3. (For technical reasons we shall actually work with a slightly modified 
version of СУ'а2>, namely the field {i<H>, vgTV2} in Theorem 4.) It would be interest­
ing to minimize /  in Theorem 3 but we shall not deal with this question here.

In conclusion we note that while in our paper we consider only two-parameter 
fields, all results and their proofs can be extended, without any difficulty, for g-para- 
meter fields, 3.

( 1.22) 2  £v -  2  ív«  M 1/2 los л M a.s.

(0V if veGf  
ív if v<IGf

2 Z v -  2  Cv/,o!!> « [n]1/2(loglog[n]) л a.s.
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2. Preparatory lemmas

Lemma 1. (Dvoretzky [5].) Let ^ be a (possibly complex valued) random 
variable with |£| ^  1 and let F  be the о-field generated by f  Then for any a-field

Е\Е{£\9)-Е£\ 2л sup \P(AB)-P{A)P(B)\.
AiF.BZ'S

Lemma 2. (Davidov [3].) Let £ and t] be (possibly complex valued) random 
variables measurable F  and respectively. Let p1,p 2,p 9^ l  with p { 1+p2 1 + 
+pfi = 1. I f  ||íl|pt<0° and ||f/||p2<°° (where || • ||p denotes the Lp norm) then

sup \P(AB) — P (/l)P(5)|)1/P3||^||p ||?/|| .

From Lemma 2 it follows (setting P i= p3=2+ő, p3=(2+ő)/ő) that if 
{Cv, v£N2} satisfies (1.1) and (1.2) and it is weakly stationary with covariance 
function r(v) then
(2.1) |r(v)| «  |v |- '^3 «  ([v]Vl)-yá/e
for any v£Z2, v?í0.

Lemma 3. Let {cv, v£N2} be a (not necessarily stationary) random field satisfy­
ing (1.1) and (1.2) with y^82/<5. Put « = (5/1024. Then we have

£ | 2  £v|2+a B[n]1+a/2p-re^v^n + n
for any p = {px, /r2)=0 and n£N 2; here В is a positive constant and e=(l, 1). 

P roof. Set
Sa(y) = «Г1/2 2  Cvа + 1Шу1Ша + п1, v2=y

for each y = l ,2 ,  ... and aSO where n=(n1,n 2). Applying Lemma (2.5) of [8] 
with £ = 1/4 and noting that 82/5 ̂ (1 +2/5) • 5/4 we get E \Sfy)\2+ŝ B 1 uniformly 
in a and у  where 5x=5/32 and Bx is a positive constant. Then, because 82/5^ 
& (l+2/51)-5/4 and since the random variables {^(у), у =  1, 2, ...} are strong 
mixing in у with zero means and uniformly bounded (2 + 5x)-th moments, we 
conclude by the same reasoning that

Ta.b = n2~1/2 2  Sa(y)
ft-fl—У—b-f-n2

satisfies E\Tayb\2+x^ B  uniformly in a,b where a=5x/32 and В is a positive 
constant.

For the following lemma we need some notation. Given any bounded sets 
/, J  on the real line and any integer k, let <p,yj(k) denote the number of pairs 
(/, y) suchthat i , j  are integers, i£ l,j£ J  and j —i= k. Further, for any bounded 
set /  in a Euclidean space let |/| denote the number of lattice points (i.e. points 
with integral coordinates) contained in I.

Lemma 4. Let {£v, v£lV2} be a weakly stationary random field with mean zero 
and covariance function r(v) satisfying
(2.2) |r(v)| «  |v|-<2+£> (v F  0)
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for some e>0. (By (2.1), this is the case i f  {£v, v£N2} satisfies (1.1) and (1.2) with 
y>6/6.) Then 21Ф)1 <oo and thus the series defining ck and di in (1.8) are

vez2
convergent. Let I, J  and G be closed intervals on the positive line and set 
s 1= 2  Í V ,  S 2 =  2  í v .  Then

v e i x a  vCJXG

(2.3) £ ,íS1S2= |G |Í 2  <Pi,j(k)ck+ const • 0 - (|/| A|^|)|C7|—*/4l .
Vfc=_oo '

(The series on the right side is convergent since (р, }(к) = 0 for all but finitely 
many k.) If in the definition of Sk and S 2 we replace IXG  and JXG  by G X l  
and GXJ, respectively, then (2.3) remains valid with the modification that ck is 
to be replaced by dk (defined by (1.8)).

(Here, and in the sequel, 9 denotes various numbers satisfying |0 |s l  and all 
the constants (including those implied by relations <sc) will depend only on the field 
{ív, v e i n )

Corollary. Under the conditions o f Lemma 4 we have

(2.4) E( 2  ív)2 =  {«] (я^ +  const • в • n2- £/4) =  [и] (b„2+const • 9 ■ n)fe/4) =
=  [n] (ct2+ const • 9 • (п1Лп2)"*/4)

where n=(nk, n2) and
(2.5)

ak = 2  (l-|i|/fc)C(, bk = 2  ( l - | ‘l/feK -, <** = 2  r(v) =  2  c* =  2  d.
i = —k i — —k  v £ Z2 k = — oo / =  — oo

where ck, dt are defined by (1.8). Moreover, the sequences {cfc,/cS0} and {dh l ^0} 
are nonnegative definite. (The number a2 is nonnegative by the third equality o f  (2.4).)

Proof of Lemma 4. Let m=\G\. Obviously, for any given v=(vl5 v2)e Z 2 
the number of those pairs p(1\  ц(2) suchthat ßaf( lX G )D  N 2, /1(2)€(/Х С)П  ÍV2 
and /i(2)—/r(1) =  v is <P/,j(vj) (m — |v2|)+. Hence, by the weak stationarity of the 
field {£„, veiV2} we have
( 2.6)

ES±S2 = 2  <P/.j(Vi)(m-|vaDr(v) =  m i 2  < P i A v i) r (v)~
{v=(Vj,  vs) £ Z z :1v,|  S m }  V{v € Z z : | v, |  S m |

-  2
{ v £ Z z : |v2|S m )

Let and denote the two sums appearing in the brackets in the last expression. 
Observing that <?/_.;(£) ё | / |Л |/ |  for any к and

2
{ v £ Z z : |  v j s i }

k ( v ) | <sc L“'/2

for any L > 0 by (2.2), it follows that

2 i  =  2  (Pi,j (vi)r (v) +  const.0 -(|/|Л |У |)т  e/2.vez2
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Breaking Г2 into two parts according as |v2| §» i1/a or |v2[>m 1/2 and using the 
same inequalities as above we get | £ 2|< к ( | / |Л | / | ) т -1/2 +  ( | / |Л | . / | ) т ~ £/4. Hence

-  m (2 !  <P/,j(Vi)r(v) + const-0 -(|/|A |7 |)m _£/4) =
v£Z2

= »»( 2° <pI, j(k)ck + const ■ в • (|/|A|/|)m-£/4j
which proves (2.3).

Specializing (2.3) (and the analogous equation involving dk) to the case 
I — J  — [1, Uj], G = [1, h2] and observing that 4>i,i(k) = (l—\k\)+ for any interval 
I  where l= \I\ we get the first two equalities of the corollary. To get the third 
equality note that |c*|«A:~(1+£/2) by (2.2) and thus

tft-o - = 2  c{+ 2 ’ -%-c,
I i| \ i \m k  к

<к k~c/i

as it follows again by breaking the second sum into two parts according as \ i \^ k Vi 
or |/|>&1/2. Hence the third equality of (2.4) follows from the first one. Finally, 
to show that {ck, k^O} is nonnegative definite, put

S!‘> =  D-
Vl=iXSvjSi

By (2.3) we have
ES?>sy> =  l(cj-t+ const • в ■ Е ф)

and thus

E С у _ ; / . Д у  + const • в ■ l~c,i

for any г ё  1 and any complex numbers Ax, ..., /.r. Dividing by l and letting
r

we get that 2  cj- i \% j—0 what was to be proved. 
i-i=1

We note that the sequences {ck, k^O}, {dt, / ё  0} will actually be positive 
definite if, in addition to (2.2), the covariance function r(v) satisfies the condition

(2.7) u0 -  r(0)— 2  \r(y)\ >  0
v̂ O

(see Lemma 14). This fact, however, will not be needed in the sequel.

3. The associated Gaussian fields

In this section we introduce three Gaussian fields which will play a crucial 
role in the proof of our theorems and prove a central limit theorem related to them.

Assume that {cv, v£N2} is weakly stationary with mean zero and covariance 
function r(v) satisfying (2.2). By the Corollary to Lemma 4 the sequences {q, ksO ) 
and {dk,k ^ 0 }  (defined by (1.8)) are nonnegative definite. Let {Cí4), v£N2} be 
a Gaussian field such that for every fixed / =  1,2, ... the one-parameter process 
{£$/), k = 1,2, ...} is Gaussian with mean zero and covariance sequence {ck, к ё 0}
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and moreover, the just mentioned one-parameter processes are independent. Ana­
logously, let {C<2), v£N 2} be a Gaussian field such that the one-parameter processes 
{C(??fc), &=1, 2,...} (/ =  1, 2, ...) are independent Gaussian processes with mean zero 
and covariance sequence {dk, k^O}. Finally, given any partition H =(Hk, H2, H3) 
of N 2 into three disjoint sets H1,H 2,H 3 we define the Gaussian field v£N2} 
as follows:

(3.1)
P  V

if veHt 
if v€/f2 
if v£H3

where {£̂ г), v£N2}, {C{2), v£N2} are the fields defined above which, in addition, 
are assumed to be independent of each other and {ct)v, v£H3} are independent normal 
r.v.’s with mean zero and variance a2 which are independent of both the ( f ’s 
and the C£2)’s. Here a2 is the number defined by (2.5).

Lemma 5. Let {<J , v£N2} be a weakly stationary random field satisfying (1.1) 
and (1.2) with уё82 /S. Let r ^ l  be an arbitrary integer and let Д, / 2, ..., Ir, 
G be closed intervals on the positive line. Let uk =  |4XG| (k= \, ..., r), m =  |G| 
and set

s k = 2  ív. Sj*>= 2  0 °  (fc =  l , .... r)
vCTk X G  v € I k XG

where {£*х), v£iV2} is the field defined above. Then for any vector A=(Al5 ..., kr)£R2 
we have
(3.2)

|£ Íe x p í-^ -S x+ . . .  +  -^ ,S 'r
I I  U 4  J 4 5I,,+-+IH1

<sc m~l

provided that |A|r ^ m T; here t> 0 is a suitable constant. The same inequality holds 
t f  4X G  is replaced everywhere by G Xlk and {Ci1), v£N2} is replaced by 
{Cí2), v£N 2}. I f  we drop the condition that {<;v, v£N 2} is weakly stationary then still 
there exist numbers gtj ,  l= i , j ^ r  (depending on the field (cv, v£N 2} and on the 
intervals f ,  ..., Ir, G) suchthat ]g;jj|<scl and

' Н ( - й ' х‘+ " + т Н Ь
exp - y  2  gijW-j 

Z  i , j  =  l
<k m

for |A|rám '.
For the proof of Lemma 5 we need a trivial property of the field (Ci1), v£N2}, 

quite analogous to Lemma 4 which we formulate here as a separate lemma.
Lemma 6. Assume the conditions o f Lemma 5, let /, J, G be closed intervals on 

the positive line and set

2  a x). S2=  2  e -
V C J X G  vflxc

ESkE2 =

Then

(3.3)
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In other words, (2.3) is valid for the field {(,(,l), v£N 2} as well, even without the 
error term on the right side. Relation (3.3) is obvious since the covariance function 
/•fiv) of the field v£iV2} vanishes except for those v=(vl5 v2) such that v2 = 0 
and thus the argument leading to the first equality of (2.6) yields directly (3.3).

Lemmas 4 and 6 imply the covariance matrices of the vectors (S fY u l, S J Í k ) 
and ..., Sp>/yüj are close to each other if |G| is large. Starting out
from this fact, the proof of Lemma 5 follows the standard pattern of proving central 
limit theorems for mixing processes (see [6]). However, the calculations are somewhat 
tedious and thus we postpone the proof to section 6 in order not to digress from the 
main line of the proof of our theorems.

Corollary of Lemma 5. Let { f ,  v£N2} satisfy the conditions o f Lemma 5 
and let Sn= 2  £v. Then we have

x^n
(3.4) |£{exp(iASJ[n]1/2)}-exp(-(72A2/2)| < к (л 1Л л 2) _е fo r  |A| S  (n2/\n^e 
and
(3.5) P{ |S„[ S  t[n]1/2} «  exp ( -  Bt2) + [n] for t*=0
where n = (n1, n2), a2 is defined by (2.5) and B, q are positive constants. (3.5) is valid 
even without the assumption o f the weak stationarity o f  {£v, v€lV2}.

Lemma 7. Let (cv, v^A2} be a (not necessarily stationary) random field satisfy­
ing (1.1) and (1.2) with ys4098/(5 and let Sn= 2  £v Then we have for all n£N2

X=in

(3.6) P{mjtx 1^1 ^  i[n]1/2} <sc exp (— Dt2) for 0 ^  t S  D log1/2[n] 

with a positive constant D.
The proof of Lemma 7, like that of Lemma 5, is basically routine but tedious 

and thus it will be postponed to section 6.
Lemma 8. The conclusion o f Lemma 5 remains valid i f  instead o f the conditions 

made on {£„, v«E Ar2} we assume that { |v, v£N2} is a stationary Gaussian field with 
mean zero and covariance function r(v) satisfying (2.2). Lemmas 3 and 1 and the 
statement o f Lemma 5 concerning the non-stationary case remain valid i f  instead of
(1.1), (1.2) we assume that {£„, v£N2} is a Gaussian field satisfying

(3.7) E ty = О, E& «  1 (v£A2) 
and
(3.8) | ^ ^ v l « ^ - v | - (2+£) 
for some e=*0.

P r oof . Assume first that {£v, v£N 2} is a Gaussian field satisfying (3.7) and
(3.8) . Then

2 E & +  2  2  l ^ ^ +vl<<
v £ G  v £ G  { v i Z ‘ , v ^ 0 }  {i i : i i CG, h + v CG}

« | G |  +  | G | (  2  | v | _ ( 2 + e ) ) «  | G |
{v€Z2, v̂ O}
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uniformly for any finite set GczN2. Since the sum 2  cv is normally distributed
Vgc

with mean zero, the last estimate implies

(3.9)
and
(3.10)

£ ( ^ v ) 4« |G |2
v€G

P{| 2  Ц  S  i|G|1/2} <«= exp (- Bt2) (/ s  0)
v 6 G

uniformly in G with a positive constant B. (3.9) shows that the conclusion of 
Lemma 3 holds with a= 2 , on the other hand, (3.10) implies (3.6) by a maximal 
inequality of Móricz ([11], Theorem 1).

Assume now that {£v, vdN2} is stationary Gaussian with mean zero and 
covariance function r(v) satisfying (2.2). In this case, both vectors (S1, ..., Sr) 
and (S’]15, ..., 5r(1)) in Lemma 5 are Gaussian with mean zero and thus the left 
side of (3.2) equals

(3.11)
where

exp ( ~ j . Д  -  exp [ - y ' 2  a ft А,Я;)|

«у = (uiuJ)~1/2E(SlSJ), aft  =  (utUj)-^E(SftSft).
By Lemmas 4 and 6 we have \alfj—aft\<s:m~e,i (1 = f, ; 'S r) . Since both matrices 
(a,j)rXr and (aft)rXr are nonnegative definite, the expression (3.11) is

«  m~c/i ( 2  w ) ’ S  m~‘/4|A|2r

and thus (3.2) holds for |A |r ^ m 1 where т=е/16. If now { { „ ,  v£N2} is Gaussian 
satisfying (3.7) and (3.8) then the last inequality of Lemma 5 holds (with the left 
side equal to zero) with gt j =(utuJ)~1,2E(StSfi. It remains now to notice that 
|g(>y|<s:l by the Cauchy—Schwarz inequality and the analogue of Lemma 3 
proved above.

Lemma 9. Let {{к,& ^ 1 }  be a stationary Gaussian process with mean zero
oo

and covariance function c„<scn~(1+e) for some s>0. Let cr2=c0+2 2  ck and set
k=lк

tk= 2  [exP (ia)] for some 0 < а <  1 where [ ] denotes integral part.3 Then there
i=1

exists (after possibly redefining the sequence £k on anew probability space) independent 
normal r.v’s {{fc, 1} with mean zero and variance a2 such that

(3.12) II 2  ( 6 -О Ц з  «  4 /2(log ^ - (1-*)/2а (fc =  1,2, ...)
i s t k

where || • ||3 is the L3 norm.
Lemma 9 is implicit in [12] but we shall give a simple direct proof in section 6. 

(Our argument will also yield an alternative proof of the results of [12]).

3 This notation is not to be confused with [и] for ndN-, introduced in section 1.
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4. Sketch o f the proof of the theorems

Because of the rather technical nature of the proof of Theorems 1—3 it is worth 
outlining the basic idea behind the proofs. The real problem is to prove implication
(C)=>(B) in Theorem 1, the rest is quite easy. Assume that {£v, v̂ jV2} satisfies
(1.1) and (1.2) with a large y. Divide the set of positive integers into consecutive 
intervals /*, Jx, ..., Ik, Jk, ... in such a way that |/A| —► oo} 1Л1 —°°, 1Л1/141-0 in 
a suitable way. Set

x m,n =  I 4 , x / „ | -1/2 2  i . .
v€JmX/„

In analogy with the usual method for proving a.s. invariance principles for mixing 
sequences of r.v.’s (see [13], [2]) one might attempt to show that the sequence 
{Xm<n, m ^ l ,  n ^ l}  is “asymptotically independent” in the sense that

Qm,n = Q*{a{Xmn}, (hj) ^ (m, «)}} -  0 as mVn -  °°
with a proper speed where a{ ■} denotes the er-field generated by the r.v.’s in the 
brackets and

q*{3F,<&} = sup \P(AB)-P(A)P(B)\.

However, £*,, will not be small if one of in and n is small; for example, the 
separation between the index sets belonging to Xm>1 and Xm2 is independent of 
m and thus if we assume nothing more than (1.1),’(1.2) then generally q*a  -h- 0. 
We remedy this trouble by introducing the vectors X* ={X1<m, X2-m, ..., ХГт,т) 
and Х**=(ХтЛ, XmA, ...,Х т<Гт) where rm=o(m), rmf°° is a suitable sequence 
of positive integers and by replacing the sequence {Jffl>„ ,m S l, пш 1} by a new 
sequence formed by the r.v.’s {Xm n, m>rn, n>rm} and the vectors X*,X** (m = 
=  2 ,3 ,...). As one can easily see, this new sequence is then asymptotically 
independent in the above sense. Moreover, if {£<T), vG2V2}, {£<2), vgiV2} are the 
Gaussian fields introduced in Section 3 then by Lemma 5 the distribution of the 
vectors X*,X** are asymptotically equal, as m — <=°, with those of the vectors 
Y*, Y** where Y*, Y** are defined in the same way as X*, X** just with the 
underlying field {£v, v£lV2} replaced by {C^, vCTV2}, {£[2), v6A2}, respectively. 
The distribution of the r.v.’s {Xm „, m>rn, n > rm} being asymptotically N(0, a2) 
by the Corollary to Lemma 5, the above facts show that the (one and higher dimen­
sional) r.v.’s {Xm n, л>гт}, X*, X** (m=2, 3, ...) are asymptotically inde­
pendent and are close in distribution to the r.v.’s {Zm>„, m>r„, n > rm}, Z*,Z** 
(m =2, 3, ...) defined analogously just with the field v, v£N2} replaced by the 
Gaussian field {CiH), v£N2} introduced in Section 3 where Я = (Я г,Я 2,Я 3) is 
the partition of N 2 defined by

# ! =  Ű  U  (K[XKj,  я 2 =  U  U  (Ктх к (), я 3 =  я 2\ ( я 1и я 2)
m = 2 i = 1 nt= 2 i = 1

where Km=ImUJm. Also, the quantities Z  are (strictly) independent. Hence, by 
the approximation method of [2] the r.v.’s {Xm<n, m>rn, n>rm), X*,X** (m=2,3, ...)
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can be redefined on a suitable new probability space together with the r.v.’s 
{Zm>„, m>r„, n > rm}, Z*, Z** (m=2, 3,...) such that the joint distributions of 
both sequences remain unchanged and the X ’s are close to the corresponding 
Z ’s. Fromhere we get easily a joint construction of the fields {£v, v£N 2}, {ClH>,v£N 2} 
on the same probability space such that their partial sums are close to each other.

As a matter of fact, in the proof we shall actually work with more complicated 
vectors than X*, A** defined above in order to avoid certain technical difficulties. 
However, the basic idea remains unchanged.

The above argument applies also in the case when instead of (1.1), (1.2) we assume 
that {£y,v£N2} is a stationary Gaussian field with mean zero and covariance 
function r(v) satisfying (2.2), (2.7). The only difference is that in this case we need 
the Kolmogorov—Rozanov theorem (instead of (1.2)) to show the “asymptotically 
independent” character of the r.v.’s {Xm>„, m >rn, n>rm), X*, X„* (m=2,3, ...). 
Hence in this case we can also approximate the partial sums of {£„, v£N2} by those 
of {C£H), Vc/V2} where H  is the same partition. Observe now that {£(H), v€N 2} 
is defined in terms of the quantities ck, dt in (1.8) and the partition H; hence if 
we have two stationary fields {£v, v£N 2} one of which is mixing satisfying (1.1), (1.2) 
and the other is centered Gaussian satisfying (2.2), (2.7) and, moreover, the quantities 
ck,d t are the same for the two fields then the approximating field {C‘H), v£N 2} 
will also be the same in the two cases and thus the partial sums of the two fields 
can be approximated also by each other in a good order. This is exactly implication 
(С)=>(В) of Theorem 1.

Let a>0, c0> 0  be sufficiently small constants such that c0<a/3; set pm=

with suitable positive constants cl5 c2, c3; the symbol ~  means asymptotic 
equality. Let

5. Proof of the theorems

m

(5.3)

(5.2) Pm 2 (log i,„)(1“a)/‘ ’ 
Чт ~  сз (log ni)1 - ct''amc°

= U {(i,K N 2: rm_! l s i g

(5.4)
m  =  2

H 3 = N ^ H iU H ,} .

4 Cf. footnote 3.
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Evidently Я 1П Я2= 0 .  We are going to prove the following theorem from which 
each of Theorems 1—3 follows easily:

T heorem  4. Let { f ,  vdN 2} be a weakly stationary random field which either satis­
fies (1.1) and (1.2) with у £  4098/(5 or is Gaussian with mean zero and covariance function 
r satisfying (2.2), (2.7). Let H  =(H1, Я 2, Я 3) be the partition defined by (5.4) and 
let {ClH\  v£N 2} be the Gaussian field defined by (3.1). Then the fields {{„, vdN2} 
and {£<H), vdN 2} can be jointly defined on a suitable probability space such that

(5.5) 2 ^ ~  ^ ^ « M ^ O o g lo g ^ D -^ G o g n J - '+ i lo g / j j j ) - 1) a.s.
V ^ n  V —  П

where п—(щ, n2) and t =  (1— 3a)/8a.

P ro o f . Assume first that {£v, vdN2} is weakly stationary and satisfies (1.1) 
and (1.2) with ys4098/6. Let

(5.6)

t !
X ™  = P m 1/2  2  í v  =  1. i ^  1),

V =  r „ . , + l , i

LB(0 = я г 1'* 2  ív (и ^  1, i ^  i),

z m,„ = (pmp„)~1/2 2  ív ^  i .  »  =  i).y — ím_i + l»ín_i + l

Am,n = 2  ív 2  ívv=fm_1 + 1,t„-,+1 v = (m_1+l,r„.1 + l

where, for any positive integers a, b, c, d the symbol 
empty) sum 2  ív- Define now a sequence U,

( a , b ) S v t ( c , i )
vectors as follows:

c,d
2  ív means the (possibly\=a, b

„>л (m ^ l, л£1) of random

(5.7) C/m,„ =

г д а ,  Z® , ..., ХЦ~\ z m,rm+1, ..., Zm,[m«/3j) if m > 1, n =  1,
(y(1)J f ), . . . , y ( 4 Z ,„ +1, „ . . , Z [5. 4 .) if rn =  l, n >  1,
Zm,„ if m > r t  n >  [m®/3],
0 otherwise.

Define the sequences X<j\ F<°, Zm „, dmn, 67m>n analogously as in (5.6), (5.7), just 
replacing £v everywhere by CiH> where Я  is the partition (5.4). The field 
{(<H), vdN2} may be defined on a probability space different from the space support­
ing the £v’s . It follows immediately from definiton (5.4) of the partition H=  
=  (ЯЬ Я 2, Я 3) that the variables t/m>n (т & 1 ,я а 1 )  are independent. Our purpose 
is to apply Theorem 1 of [2] to the sequence Ят_„; to this end we arrange the terms 
of this sequence linearly as follows. Let

Ук= {(к, 1), {k, 2), ..., {k, k - 1), (1, k), (2, k), ..., ( к - 1, k), (k, k)}
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and define an ordering «< of all vectors v£iV2 as follows: p<v  iff v£<$l
for some /с</ or p, v£&k for some &ё1 and p precedes v in the ordering of 4Sk. 
Let dmn denote the dimension of the vector U„un and set

=  £|£{exp i(u, C/m,n)|^°m,n}-^{exp i(u, 0 т>п)}\
for wGi?dm,n where ( • ,  •) is the inner product and denmn denotes the rr-field 
generated by those U.j whose index (/,/) precedes (m,n) in the above ordering. 
Then we have

Lemma 10. For |и|«:(шл)6 we have

{(PmPn) -1 ln the first and second case o f  (5.7),
(Р[т«/з]Р[„*/а])-1 in the third and fourth case of (5.7).

P r o o f . We show (5.8) separetely in the four cases of (5.7). The estimation 
of Amn(u) in the first and second case of (5.7) is almost the same, on the other hand, 
Am „(u) = 0 in the fourth case. It suffices, therefore, to treat the first and third case 
of (5.7).

Let Hm n denote the set of those v£N 2 such that the variable f  appears in 
the definition of Um n and write

;,m,„(u) — £|ir{exp i(u, Um< n} — E{exp i(u, Um<n)}| +
+ |£{exp i(u, C/m,n)}-£{exp i(u, tfmi„}}| =  Qi + Q2, say.

We estimate first Q1. In the first case of (5.7) we get, using Lemma 1 and our as­
sumption (1.2) with уё4098/<5,

Qi 2по(НтЛ U HLj) «  р'т-_Г»/3 «  Pm11)
for all u. Similarly, in the third case of (5.7) we get, using т > [л а/3], л > [т 1/3],

Qi ^  2ne(Hm n, U HUj) «  (р'т̂ р ' п- г ) - та,> «(i, n)
«  Pm"2V p'-2 «  (P[m«'3]P[W_1

for all u. Turning to the estimate of Q2, we get in the first case of (5.7), using 
Lemma 5, Q ^ P ^ ^ P m 1 provided that \u\(qm + mc’13) ^  pzm which is certainly 
satisfied (by (5.3)) if juj «mi6. Similarly we get in the third case of (5.7), using 
the first statement of the Corollary to Lemma 5 and m>[n“/3], n>[m'/3],

Ö2 «  (P„fPn)~e «  p'nT2Vp'n~2 «  (Pin,*'*]Pm«'*])-1

provided that \u\s(pm/\pn)e which is certainly satisfied if \u\<<z(nmf. Hence Lemma 
10 is proved.

We next observe that

(5.9) P{\0mJ  ё  const • (mn)6} « (mn)“6

as one can readily verify in each of the four cases of (5.7) by observing that the 
components of 0m>n are all normal r.v.’s with mean zero and variance «cl.

A cfa Mathematlca Hungarica 43, 1984



170 I. BERKES

We apply now Theorem 1 of [2] to the sequence Um<n in the above ordering 
and with Tm n = const-{mrif. Using (5.8), (5.9) it follows that the field {£,,, v£N2} 
can be redefined on a suitable probability space together with a sequence

l,n ^ l}  of independent random vectors such that the vectors Ümn and Om_„ 
have the same distribution and Р{|С/т п-(7 т п|ё а т>„}^ат n where

«т,п «  dm-n(mn)-e log m«+(p[,mt]p[,„t]) -1/2(/rm)M»..n+(mn)-e

and i = 1 in the first and second case of (5.7) and t=  a/3 in the third and fourth 
case of (5.7). Substituting the definition of pk into the last estimate and noting that 
í4i,n~(w^)“/3 and dm n=\ in the first two and in the last two cases of (5.7), re­
spectively, we get by a simple calculation that

(5.10) am,n« {mn)~5

in each of the four cases of (5.7). As we have already noted, the random vectors 
Űm n are independent and thus the two sequences m ^ l, лё1} and
m&l, «^1} have the same distribution Hence by enlarging the probability space we 
can define on this space also the field v£N2} (retaining its original distribution) 
such that the quantities Űm<n belonging to this field are identical with the Ümn. 
Then by the above relations we have

P{\Um,n-Üm,n\ -  «ш .п} S  а т ,„
and thus

(5.11) I Um,n— Um,n\«  (rnri)~s a.s.

by (5.10) and the Borel—Cantelli lemma. We claim that the fields {£„, v£IV2} 
and {(*H), v£7V2} satisfy (5.5).

As a first step in proving (5.5) we show the somewhat weaker inequality

(5.12) 2 « v -  2  «([n] log log [n])1/2((logn1) “ (1_a)/2a +  (log п 2 ) _ ( 1 _ а ) / г а )  a.s.
V — П v ^ n

where n={nx,n^). To obtain (5.12) we observe first that

(5.13) (mn)-J a.s. ( м 5 1 , л ё  1).

Relation (5.13) is obvious from (5.11) if m>[n°t/3], л > [та/3]; to get it e.g. for 
1 áBS[m ',s] we observe that (5.11) yields for n=  1

Qm
(5.14) 2! ^m)| ^  m ~54m «  m ~4 a.S.

2  \Z m , i - Z m t i l < i z m  5mx/3<scm-4 a.s.
i = r m+ i

Evidently, the last relations imply (5.13) for \ ^ n ^ r m and rm+ l in S [ m ,/3], 
respectively. Next we state
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Lemma 11. We have
(5.15) I 2  jA i, j\ «  (tm/„ log log tm0 1/2(/“1/4+ t~1/4) a.s.

1ШШтiSjSn
/or аяу fixed sequence {e.^, i 'S l , / £ l }  where e,j =  0 or 1. (77ie exceptional 
zero set in (5.15) may depend on the eitj.)  A similar statement holds for the AuJ.

Proof. Obviously
2  Ei,j^i,j ~  5) + S3

Ш1ЛтISj^n
where

5г =  2  £v̂ v> *5*2=  2  £v̂ v, s z =  2  «vívv£[l,tm]XG„ v£GmXtl,U veGmXG„
Here all the ev are equal to 0 or 1 (ev=eUJ if v£N2 belongs to the index set of 
the L-shaped sum At ,-) and Gk= U (/•, /,]. The sum Sx can evidently be

’ 1 SSiSfc
considered as a rectangular sum of a (non-stationary) random field {£*, v6iV2} 
satisfying (1.1) and (1.2) with у &4098/<5 and thus the second statement of the 
Corollary to Lemma 5 yields

P{\Si\ — A (tmTn log log tmT„r2} « (log rmr „ ) - ^ a +

+ (tmTn)~e «  (m‘+na/2) - BA2 «  (m n)-BA2x/i
It

for any fixed A> 0 where T, = 2 Pi and B, q are the constants appearing in
i=1

(3.5). Choosing A large and observing that T'„<sc#'2 the above estimate and the 
Borel—Cantelli lemma imply that jSjj is majorized a.s. by the right side of (5.15). 
Estimating isy and [Sf similarly, we get (5.15).

The proof for A ij is the same; we only have to observe that the assumptions 
made on {£v,v£lV2} imply ck<gck~i, dk« k ~ i (see (2.1)) and thus the Gaussian 
field {C{" \  v£N2} satisfies conditions (3.7) and (3.8) of Lemma 8. Consequently, 
the field satisfies also (3.10) uniformly in G; the latter relation now replaces (3.5) 
in the exponential estimates above.

Next we show
Lemma 12. With probability one,

(5.16)
f t  ' m - l.*n-l

sup 2  í v -  2  ív
v  v = l , l  V =  l ,  1

ín-l-J-ín
«

« (tmt„ log log /m/„)1/2((log 0 - (i - i)/2l+(log 0 - (1- a)/2a)-

The same relation holds for  £<H) instead o f  £v.
Proof. Set, for any rectangle I,

M{I) =  max I 2  ív|-
Y» . 1 * , v€rГ  is rectangle
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Obviously, the left side of (5.16) cannot exceed Fx+ F 2 where

Yi =  M{[ l, í j x [ í „ - „  a ,  y 2 =  M ([tm_1; i j x [ i ,  tn-x]).
By Lemma 7 we have
P{\YX\^ A A  (tm T*n log log tm П ) 1/2} «  (log tm T*n)~DAi «  (ш”+ n°)~DAi <,< (mn)
for any fixed A > 0 where T* = tn — tn_1 and D is the constant appearing in (3.6). 
Choosing A large, using the Borel—Cantelli lemma and observing that 
~const- /„(log i„)-(1~a)/o: by (5.2), it follows that |LX| is majorized a.s. by the right 
side of (5.16). Repeating the argument for |T2i we get (5.16). For the field 
(CÍH), v£N2} the proof is the same, just instead of Lemma 7 we use Lemma 8 (see 
the last paragraph of the proof of Lemma 11).

Relations (5.13), (5.2) and Lemma 11 with е/>7 =  1 obviously imply (5.12) for 
vectors n£N2 of the form tj). Hence, using Lemma 12 and /т//т _г — 1
we get (5.12) for all n£N2.

After these preparations we can now prove the validity of (5.5) as follows. Let

D =  u {(',;): tm- 1 <  i ^  tm, l s j s  qm}, dj = min{i: (i,j)£D} (J = 1, 2,...),m=1
К = dtn_x, en =  min {i: (t, , tn)£D},

V„ = maxn t ^ i^t
kniJ
2  ív Tm-l = , % % ,m — 1 J m

j , i
2  ív

v — ím - 1»1

RmJ =  max
tmii
2  ^V = i„, 1

and denote by Vni Tm l, Rml the analogues of Vn, TmJ, RmJ for the field 
{ÍÍH\  v€iV2}. From Lemma 7 and the Borel—Cantelli lemma it follows that

(5.17) V„ (k„pn log log knpn)1,z a.s.

and the same estimate holds for V„. (Recall that v£N2} satisfies (3.7) and
(3.8) and thus Lemma 8 applies.) Further, by Lemma 7 and (5.3) we have

F^m ax (pm l log log pm Г) ~ll2Tm<, ^  C } «  ^„(log pml)~DCi «  m~2

for large enough C and thus

(5.18) Fm>, «  (pm l log log pm l)112 a.s. for m S  1,

The same argument yields

(5.19) Rm>l <k (p;/log log p 'JY '2 a.s. for тШ  1, l S / S  qm.

The analogues of the last two estimates are also valid for the quantities f mJ, Rmj .  
Consider now a point (k,l)£D  and assume ^t„. Then by
(5.2), (5.13), (5.14), the relation 1, Lemmas 11, 12, (5.17)—(5.19) and their
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analogues for the ~  quantities we get, setting /?=(!— a)/2a,

15.20)
k, Iz <

v - 1 , 1

к, l
-  Z Йя)

= 1 ,1
S  mZ  pV2 Z I X P - W I  + Z  (*,-.„+Д,„) +

m —l  ^  ^  n — 1 ej  ^
Z  ( R i . i + R i . i ) + T m, i + T m t l +  z  2  ( P t P / ) 1/2\ Z i , j — % i , j \  +

i « e „ + l  3 = 1  1 = 1

n — l e j  m — l  en
+ Z  Z  (4,j +2 it]) + уп+Рп«  2  p\,is - i + Z (p 'i^og iogp 'i i r z+

j  — 1 i =  l  s —1 i = 1

+ "z ( p ' i 1 log log p'i 01/2 + (pm l log log p,„  l)112 +
•  =  e „  +  l

+ 2 2  (PiPj)ll2W)~3 + (Ktn log log knt„)ll2+(knpn log logknp„)1/2 «3=1 i=i
«  pT  + (Pm I log log pm l)1'2+ (pmp„)112 + (kn tn log log k„ tny 12 +

+ (k„p„ log log kn p„)1/2 « (log t j ~ßt1Jl2 +  (log tm) -ß (tm l log log tm I)112 +
+ (log О  ~P (log О ~ß (tm Г„)1/2 + (A„ tn log log К  tny 12 «

<sc (log k)~ß (kl log log kl)112 +  (kl log log A/)1/2(A„/A)1/2 a.s.
Let Dxc:D denote the set of those (A, l)£D  suchthat k ^ d f.  Observing that (5.1) 
and (5.3) imply dt<cexp (/?i) for some yi>0, it follows that Dxz> {(A, /): A s  1; 1 ^ /S  
^ co n st• (logк)уг} for a suitable y2=>0. Now, if (k,l)£D 1 and ?„_!</^t„  then 
A s/, k^ .d \^ .d 2t _ = k \  and thus (5.20) gives

к, Iz
v  =  l , 1^v- z aH)»=1,1

(kl log logA2)1/2((log k)-ß + k~1,i) «  (kl)1/2(log kl)~ß/2 a.s.

The same estimate can be obtained in a domain D2 where Z)2z: {(A,/ ) : / S 1, 
1 ^A ^const • (log /)*«}. Now if (k, /)$ DXUD2 then A>const • (log Z)5"*,/>const •
• (log A:)’’» i.e. A A/»(log A/)1'- and thus we get, using (5.12),

i,i i,iz e,- z  aH) (A/loglogA/)1/2((logA) ß-f-(log/) ß)
V - 1 , 1  V =  1 , 1

«  (A/)1/2(log log kl)~(ß- 1)/2((log A)~i/2+(log l)~ß/i).
Hence (5.5) is proved in each of the domains Dx, D2, N 2\ ( D XUD2) and thus 
Theorem 4 is proved in the mixing case.

Let us see now how the above proof should be modified in the case when 
{£v, v€iV2} is a Gaussian field. As an inspection of the proof shows, we made direct 
use of mixing condition (1.2) only in the proof of Lemma 10; at all other places we 
used only the central limit theorem (Lemma 5) and oscillation inequalities for the 
field {<̂v, v£N2} which, by Lemma 8, remain valid also in the case when {£v, v€_N2} 
is a centered stationary Gaussian field with covariance function r satisfying (2.2). 
Hence all what we have to prove is the analogue of Lemma 10 in the Gaussian case.
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We shall do this by using the Kolmogorov—Rozanov theorem (see [7]) and the 
following two simple lemmas.

Lemma 13. Let {£v,vd N 2} be a stationary Gaussian field with mean zero and 
covariance function r(v) satisfying (2.2). Let Hx, H2<^N2 be finite sets whose 
distance is d> 0. Let ;?;= |Яг|~1/2 2  £v (i — 1, 2) then \Et]1t]2\<̂ d ~ e/2 where the
constant implied by <sc depends only on the covariance function r.

Proof. A simple calculation shows that
(5.21) 2  |i|~<2+E> «

{ êza; |д| sí}
where the constant implied by <sc depends only on s. Evidently

Ell*!» = \нх\ - ^ \ н й\ - ^  2  r{fi) 2  1
{ntz 2:Hed}

and here the inner sum is clearly ^ |Я 1|Л|Я2|^ |Я 1|1/2|Я2|1/2 for any fixed p £ Z 2. 
Using (2.2) and (5.21) we get the statement of the lemma.

Lemma 14. Let {cv, v£N2} be a stationary Gaussian field with mean zero and 
covariance function r(v) satisfying (2.2), (2.7). Let Hx, I f ,  IIk be disjoint
finite subsets o f N 2 and set r]i~ \H \~ 112 2  0  =  1, Then for any real

iCHt
numbers cx, ..., ck we have

£'(  Z ci'/i) ^  (.Z  c?) •

Proof. It suffices to show that for any finite H a N 2 and any real numbers 
{с,, v£lV} we have

(5.22) E( 2  ^  <r0( 2  c2).
v € H  v £ H

To verify (5.22) we extend the sequence {cv} for all v£N2 by setting cv= 0 for 
v $ Я  and note that

E ( 2  Cv̂ v)2 S r(0 )(  2  О -  2  IK/OK 2 \ c^ v+fl\) =  h - h -
v £ H  v £ H  H i  Z* v € H

By the Cauchy—Schwarz inequality the absolute value of the inner sum in /2 is 
S  2  cv and thus (5.22) is valid.

v € H

We can now prove the analogue of Lemma 10 for Gaussian fields {£„, v£N2}. 
Using the same notations as in the mixing case, we shall show

Lemma 10(*). Let { f ,  v£N 2} satisfy the conditions o f Lemma 14. Then for 
|и|<зс(тл)6 we have

{(PmPn)~el5 in the first and second case o f (5.7), 
(P[m«/*]P[m«/3])-t/s in rhe third and fourth case o f  (5.7).
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Notice that (5.23) differs slightly from (5.8); the exponent e/5, however, does 
not cause any trouble in the sequel.

Proof. A s in the proof of Lemma 10, we have ).m Ju)  ̂  Qx + 0 2; we have to 
estimate only ö i since the estimate for Q2 is the same as in the mixing case (cf. 
Lemma 8). Let „ denote, as in the mixing case, the u-field generated by those 
random vectors UtJ such that (i,/)-<(»j, ri); let further denote the c-field
generated by the vector Umy„. Clearly, is generated by the one-dimensional
random variables xx,x 2, . . . ,x s where xx, x 2, . . . , x s are obtained by arranging 
the components of the vectors U.yJ: (/,./)«<(m, n) in an arbitrary manner. A trivial 
calculation shows (separating again the four cases in (5.7) and using (5.3)) that 
s<sc(mri)2. On the other hand, sdmn is generated by yx, ..., y t, the components 
of the vector Umy ,  evidently t<s:(mnf13 in all four cases of (5.7). Now, the r.v.’s 
xx, ...,x s,y x, . . . ,y t are all of the form \H\~1/2 Z  £v for some finite sets H czN 2,

v £ H
s  t'

say # !, ..., Hs, H[ , ..., H’t. Denoting by d0 the distance of U Яг and U Я),
i=l 7=1

we obviously have

{p'mp'„ in the first two cases of (5.7), 
p i.- iA p i-!»  (p[m«'3]P[>3])1/2 in the third case of (5.7),

where a ^ b  means a<zb<s:a. Since the vector (jc1} ..., xs, y x, ...,y t) is Gaussian 
and {xx, ..., xs), = ...,y t}, the Kolmogorov—Rozanov theorem
(see [7]) implies
(5.24)

sup \P(AB)-P(A)P(B)\ =§ sup
Cl.......C,

E U “ xjU4 ) д
E112 ( I  c'iXij E 1/21Д  djy j\

From Lemma 13 and the Cauchy—Schwarz inequality it follows that the numerator 
on the right side of (5.24) is

■ 2  2 \C i \ \d j \d ^  
i=lj=l

( s  4 1 /2  / t 41 /2
[ д  сЦ [ Z / j j  (st)1/2dgS/2.

( s )1/ar ' V/2Since the denominator is Z  ciJ [ 2  d]J by Lemma 14, (5.24) implies

(5.25) sup
Be.*/

\P (AB)-P(A)P(B)\ S  const • (s/)1/2d0' 1/2-
n, n>"  ̂  m, n

In view of Lemma 1, the right side of (5.25) is an upper estimate for the quantity 
ö i in the proof of Lemma 10 and hence using (5.25) and the estimate obtained 
for s, t and d0 we get (5.23). This completes the proof of Theorem 4 in the 
Gaussian case.
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Proof o f  T heorem  1. Since statement (B) obviously implies statement (A), 
it suffices to prove the implications (A)=>(C), (C)=*(B) and the equivalence of (C) 
and (D). The implication (C)=>(B) is an immediate consequence of Theorem 4. 
Indeed, observe that the field vgiV2} in Theorem 4 is completely determined
by the quantities ck,d, in (1.8) where r is the covariance function of the field
{<i;v,v£iV2} (note that a2— 2  ck)• Hence if {£v,vdN 2} and {(„, A 2} satisfy

* = - o o
the conditions of Theorem 1 and condition (C) is valid then we have
(5.26) 2  2  ЙЯ) [n]1/2(log log[n])-"((log «j)_A+(log a.s.,

v=in v ^ n

(5.27) 2  Cv~ 2  ivH) ̂  [n]1/2(loglog[n])_A((log n1)_A+(log n2) - '1) a.s.v̂ n v̂ n
with the same field v£7V2} in (5.26) and (5.27). (Here n=(n1,n2) and A is 
a positive constant.) (5.26) and (5.27) obviously imply (1.20) and consequently (1.12).

(Strictly speaking, the probability space supporting the fields <i;v and may
be different from the space supporting the £v and CiH)- However, using 
the Kolmogorov existence theorem and Lemma A1 at the end of [2] it follows 
that the three fields £„,£», CiH) can be redefined on the same probability space such 
that the joint distribution of the fields {£v, v£7V2}, {£iH), v£N 2} and also the joint 
distribution of the fields {iv,v£7V2}, {C[H), v£N 2} remains unchanged. Obviously, 
in this case (5.26), (5.27) remain also valid.

Next we show the equivalence of (C) and (D). Observe that both {£„, v£7V2} 
and {£„, v£N2} satisfy the conditions of Lemma 4 and thus, using the Corollary 
of the same lemma we get, setting Rn =E( 2  ív)2/£{ 2  £v)2>

lim
«i—k,nt 4 R„ =

at
lim R„ lim Rn

n1f\n i =  °°

a2
(cr*)2

where ak,bk, a2 are defined by (2.5) and at, b£, (a*)2 are the analogous quantities 
forthe field {£v, v£7V2}. ÍNote that (1.9), (1.10) and Lemma 14 imply E( 2  iv)2 —aoM

v̂ n
for all n£N2 with a positive constant a0 and thus ű*>0, b£=-0, (u*)2>0.) The 
above limit relations show that condition (D) is equivalent to ak=at, bk=bk 
(k = 1,2,...), er2=(cr*)2 which, in turn, is equivalent to (C) since the numbers ak, bk 
(k=  1,2,...) in (2.5) uniquely determine the numbers ck,dk (k = 0, ±1 ,...) (note 
ck c_^, dk &).

Finally, to show the implication (A)=>(C) assume that (1.11) holds. By the 
law of the iterated logarithm for one-parameter mixing and Gaussian processes 
(see e.g. [12], [13]) we get, using also the Corollary of Lemma 4,
(5.28) lim sup ( 2  £v)/(2[n] log log [n])1/2 = aj/a

nl = k,Tl2-* OO v ^ n

(5.29) lim sup ( 2  Q/(2[n\ log log [и])1'2 = (а*кУ 2
и1 =Л ,п2—со v= ín

for every fixed к  where ak, at denote the same quantities as in the previous para­
graph. From (1.11), (5.28), (5.29) it follows that ak=at and a similar argument 
yields bk=bt■ As in the previous paragraph, this implies that (C) is valid.
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P roof o f  T heorem 2. Let { £ , , v £ N 2} be a weakly stationary random field 
satisfying (1.1) and (1.2) with у ^4098/<5. Let H  — (Ii1, H2, H3) be a partition defined 
by (5.4) and {£'H), v£Á2} the corresponding Gaussian field defined by (3.1). Let
er2=  2  r(v) where r(v) is the covariance function of the field {cv, v£7V2}, set 

vez*
Uj=^max k  and consider the finite Gaussian processes (х^ , l^ J c ^ v ,}
(1 = 1,2,...) where x[l> =С(к,о Each of these processes is an initial segment of 
a stationary Gaussian process with mean zero and covariance sequence {c„, n^O}

4-00 oo

where c„ is defined by (1.8). Since с„«и-2 by (2.1) and a2= 2  ck—c0+2 2 сь
k = - o o  k = l

it follows from Lemma 9 that there exist processes {y^, 1 ^ k  = г(}, 1 = 1 ,2 ,... such 
that, for every fixed /, the r.v.’s yjp, l s f e s » ,  are independent N(0, a2) r.v.’s and

(5.30) 2  ( 4 ° - A 0)
k =  1

<k N 1/2(logN)-v~*)/2x
3

for each 1 which is of the form N  = ti. (Of course, an enlargement of the
probability space may be necessary for constructing all these sequences on it.) 
Moreover, since the processes {х)*\ 1 ^ k  =u,} are independent, the approximating 
processes {y^, 1 can be chosen in such a way that the <7-fields séy =
=o‘{xll\y £ l), 1 Шк Sti,}, 1 = 1 ,2 ,... be independent. Analogously, considering the 
independent Gaussian processes {x)k), 1^1  ^ v k), k = 1,2, ... where max l
and xik)=C((kj) ^  follows that there exist processes {y/*0, l s /^ r ,} ,  к = 1, 2, ..., 
each composed of independent N(0, a2) r.v.’s such that the e-fields álk=o{x)k\  y[k>, 
1S  / S  vk), k =  1,2,... are independent and

(5.31) 2  <&>-№ )i=i 3
iV1/2(log N ) - v - v /2*

for each 1 ^ N ^ v k which is of the form N  = tj. Since the processes 1 = k = vt}, 
1 = 1,2, ..., {x,tk\  1^1 ̂ v kj, к = 1,2,... are independent both of each other and 
of the field {£iH), v£H3j, we can also guarantee that the e-fields s /h l ^  1 and 
3Sk, k ^ l  are independent of each other and of a{CiH\  v£H3}. Set

if v =  (k, Qc#!,
if v =  (k, t)£H2,
if v€tf3,

then evidently £„, r£A 2 are independent N(0, e2) r.v.’s. We claim that £iH) and 
Cv satisfy
(5.32)

2 CtH)-  2 Cv<s:( H 1oglog N )1/2(0 og ni)_(1_“)/2i+ (Iog n2) ''(1_°')/2a) a.s.
V —  71

where n = ( t i 1, n 2). Since lV(n)=  2 4  is a Wiener process, (5.32) and (5.5) together
Х—П

imply (1.14) i.e. the statement of Theorem 2. In view of Lemma 12 (which is also 
valid for the C‘H)and Cv) it suffices to show (5.32) for the values n=(t., tj). Observe
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now that 

(5.33) 2 ’ ( e )- ü = i  2  ( C ^ - W + l  2  =S(P.Q) fc = 2 vt=i 1 = 2 v2 = ilSv2SDfcAQ ISvjSujAP

=  Í 4 e)+ f  £?P, say
f c=2  í =  2

and the terms of the last two sums are independent random variables. Now, both 
vk and v, are of the form tt (cf. (5.4)) hence if (P, Q) is of the form (tb tj) then 
by (5.31) we have

1142)1!з «  ß 1/2(logß)-(1- ‘>/2“, 2 s f t s P .

Setting zk=Q ~V2Qog QY1- “’)/2“ T(ß) we then have i?zt =0, ||z J3S l  and thus

(5.34) T(P loglogPß)1/2} <K (log Pß) A2/2 +  P 1/8

as one readily sees by using the central limit theorem with Ljapunov’s remainder
p

term (see [9], p. 288) or the Chebisev inequality according as Ez\ exceeds P3,i
k = 1

or not. (Obviously the last sum is SP.) Now, if (P, ß)=(t;, tj) then P:»exp (/*), 
log P Q »ia+ ja^(iJ)‘,a, further for any integer Р ё 2 there exists at most const • P 1/16 
different integers Q satisfying (P, Q)£H2- Hence adding up the right side of (5.34) 
for all (P, Q)£H2 which is of the form (P, ß ) =  (t,-, tj) we get a convergent sum 
provided A is large enough. Thus with probability one we have

(5.35) 2  4 e)« (PQ l°g b g  Pß)1/2(log a.s.
k  = 2

p
for (P, Q) = (ti, tj)£H2. Observe now that though by its definition the sum j?  x[Q)

k = 2
in (5.33) depends both on P and ß , for (P, Q) (£ II2 this sum actually does not 
depend on ß  i.e. its value does not change if we replace (P, ß) by (P, Q') where 
Q '—Vp. Since vP is of the form and the right side of (5.35) is an increasing 
function of Q for large enough ß , it follows that (5.35) holds also for (P,Q) = 
=  (fi, tj) if P/2. Using the same argument for the we get

~Z q\p) ^  (PQ l°g log Pß)1/2(log P) (1~“)/2a a.s.
1= 2

for (P, Q) of the form (fi, tj) and thus (5.33) implies (5.32) for values n of the 
form n = (ti, tj), This completes the proof of Theorem 2.

P roof of T heo rem  3. Let H = (H 1,H 2, H3) be the partition of N 2 given by
(5.4) and define the function f(x )  (jĉ O) by

(1/2 if O S i S f j ,
ifim“/3]Т 1/2 if tm-i <  x  S  t,„ (m = 2 ,3 ,...),
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where 0 < а< 1  and tm is the sequence defined at the beginning of Section 5. Then 
obviously

tf  1 =  {n£Nz: nj H2 = {n£/V2: n2 < /(«!)},

H3 = {n£N2: Tii — /Oh), «2 ^ /(n i)} .

From (5.1) it follows that /(x)<scexp ((log x)“) (x^2). Let r(v) be the covariance 
function of the field {£v,v£iV2} and set cr2 =  2  r0>)‘, let further {£», v£Ar2} be

vgZ*
the stationary Gaussian field with mean zero and covariance function r. In view 
of Theorem 4, Theorem 3 will follow if we show that the fields { / / 'a2\  v£N~} and 
{£vH\  v£/V2} can be jointly defined on a suitable probability space such that

(5.36) 2 & ’et)~  2  ĈH) «  M 1/2(Ioglog[п])-1((к^nj)-* + (lógna)"1) a.s.
V ^ r t  V — и

where n=(n1,n 2) and x = ( l—3a)/8a. The proof of (5.36) is almost identical with 
that of Theorem 4 in the Gaussian case and thus can be omitted.

6. Proof of Lemmas 5, 7 and 9

To complete the proof of our theorems, in this section we give the proof of 
Lemmas 5 and 7 which we postponed until now because they all use standard but 
rather tedious calculations. We also give a simple direct proof of Lemma 9.

P r oof  of L emma 5. To simplify the formulas we assume G =[l,m ]; the proof 
requires only notational changes in the general case. Let 0</?S l/2  be a sufficiently 
small constant and put, for / = 1,2, ...

K, — {j: (/— l)m 1~ß <  ;  S  /m1_p}, L, =  {j : /m1_/J —/m  <  j  ^

Gt =  K ,\L t.
Also, set

S k, t =  2  ív (1 S  к =2 r, / =  1, 2, ...), Z kit — 2  ív,
v e / k X G t  v £ I k X b t

Rk = 2  ív,v£/kX(G\ U K,)IStSmP
and
(6.1) f,j = (u^-^EiSpSW) (1 ^  i, j r).

Since the vector (Gj^, ..., S (/ )  is Gaussian with mean zero, we have

jE’jexp iXl s<1> + . . . + ^ - S < 1>
fű i fű .

J = exp |- y  2  f j h ^ jx i,j=1
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Hence the left side of (3.2) cannot exceed ]£i| +  [e2I +  1ез! where

[ \l* kS ,\u k )\ l [lStSmP ISkSr \ uk )l

s, = e LxP\ 2  2  П E l e x P  [  2
l  ( l S t S m ^ l S f c S r  \  u k ) )  l S t S m »  I  U s i t S r  \  u k ) }

£3 =  П  E  jexp f 2  7 ^ ~ 5‘.‘Ц - ехр ( ~ Т  Í  Л у Ц ) ’1 S t S m ß  I (lSkSr \ Щ I) X *■ i,j-l '
We estimate each of 61, e2 and s3 in turn. Using the inequality |ехр(ш)—ехр(/6)| = 
Щ а—b\, valid for real numbers a, b, one readily observes that

(6 .2) 2 M - E \  2  Z k', + Rk\ ш
fc=i 1/щ 1 Síim»

^  k lss 2 ^ { E ' i ^ \ R kr * + 2  £’1/(2+e)!zti(|2+i)
t=i Ущ lStSm»

where a is the constant appearing in Lemma 3. Estimating E\Rk\2+x and E\Zkt,\2+* 
from Lemma 3, (6.2) gives

!eii — (.2? k l j  tn~p,i S  \X\ Yr m~ß,t

provided ß ^ l /б. To estimate e2 we apply Lemma 2 repeatedly with p1=pi =2+S, 
рг—1+2/<5 and take (1.2), 0<(5^ 1 and уё82/<5 into account; one gets |e2|«  
sc(frn)~yS,̂ +i)mß S m ~ l using ß ^ l /2 .  Finally, to estimate s3 we use the well 
known expansion of the characteristic function of a r.v. with a (2 +  a)-th moment 
(see [9] p. 199) to get

(6.3) £{exp(i к
1 4

+ r a

where a is the constant appearing in Lemma 3 and

\T,\ S  cxE
2+a

with a constant cx depending only on a. By Lemma 3 and the Minkowski inequality,

(6.4) |7 JV(2+«) «  2; k lm - "* S  |A| f r  m~ß,i.
k =  1

Applying Lemma 4 for E(SittSJt,) and Lemma 6 for E^S^S^)  (notice that (2.1) 
and уё82/(5 imply (2.2) with e = l)  we get, using also (6.1) and assuming /? ё  1 /4,
(6.5) (wiM7.)_1/2-£'(>S'i,t5J>t) =  const • 0 • m~1/8) =

= m ~ß (fi, j + const • 0 • m -1/8)
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where in the last step we used the fact that | / ; ;|<scl (by Lemma 6 and \cpr /к ) \  s  
^ |/ |Л |/ |^ |/ |1/2|/ |1/2). Hence

(6.6) e \ 2 - ^ S k X  = m - ' [ z  /„ A ^ + c o n s t.f l .  |; . |V m -4  .
[k=l \u k ) (f,j = i J

Now, using (6.3), (6.4), (6.6) and the relation 1+x=exp (x+.D(x2)), valid for 
x =  0(l) we get, setting o = min (1/8, ßoc/2),

n  e \ cxp i  2
l S t S m '  [ ( l S / c S r  у  Uk  j j

= П  2  f . j ^ j+ c o n s t - e - \ i \3r2m - ß- ‘\ -
l m t S m »  (  ‘L M  i j = 1 )

=  П  exP i  2  ft,j^ tXj+const • в ■ |A|Vem ß e) =

=  exp j?  f u j h ^  (1 +  const •0 ■ Werem ~e)

provided that Щг^те/в. Since (f j ) rXr is a covariance matrix and hence non­
negative definite, it follows that |e3|<san_e/2 for |A|rSm e/12. Collecting the esti­
mates for |ex|, |e2|, |e3| we get the first statement of our lemma.

Observe now that the only place in the above proof where the weak stationarity 
of {£v, v6jV21 was used is relation (6.5) where we applied Lemmas 4 and 6. If we 
modify the definition of f UJ to f ij= m p(uiuJ)~1,2E(^SittS j tt) then everything 
remains valid in the proof above even without weak stationarity and hence the same 
estimates hold for [ex|, |e2|, |e3|. It remains now to notice that for the new f i j  
we have [f  by the Cauchy—Schwarz inequality and Lemma 3.

To prove the Corollary we observe that (3.4) and (3.5) are symmetric with respect 
to nx and n2 and thus there is no loss of generality in assuming n ^ n ^ .  From 
Lemma 5 it follows

(6.7) J £-{exp (-j^jTTF^jJ-exp [ -y < r2A2j[ <sc n2 z tk [n]-t/2 for Ц| =5 [n]r/2

where 0“j=[/i]-1.E( ^  {cv, vdN2} is weakly stationary and cr2 is some
number <scl if weak stationarity is not assumed. In the latter case (3.5) follows 
immediately from (6.7) via an Esseen type lemma (see e.g. Lemma (2.2) of [2]). 
In the weakly stationary case we observe that Lemma 4 and its corollary are valid 
for the field (Ci1), v£N2} as well (by Lemma 6), hence by the third relation of (2.4) 
we have |<т2—и2|«:(и1Аи2)~1/4 and thus (3.4) also follows from (6.7).

P roof of L emma 7. We start with showing the following
L emma 7A. Let {cv, v£N 2} be a (not necessarily stationary) random field 

satisfying (1.1) and (1.2) with y&4098/<5, let Sv— ant  ̂ êt n=(nx, n2)£N 2
Ĥ v
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with щ ^п 2. Then for every real x  we have
(6.8) P{max Sv ^  x) ^  2P{ max Sy ^  x —L[n]1/2}+const •

l v S f l  J '■v^n, v1= n l J
and
(6.9) P{max Sv ё  x} ^  AP{Sn r_s x —L[n]1/2}+const • n2 ß 

where L, ß are positive constants.
P roof. We first show (6 .8). Let -< be the lexicographic ordering of N 2 i.e. 

p< v  iff /Xi^Vi or p ^ V !  and g2<v2 where p=(jpi, p2), v=(vx,v2). Set, for 
any L> 0,

A — {max Sv ^  x, D = { max Sv S  x —L[;i]1/2},
*■ V — Л V l ^ n 1 9

Av — {S'v S  x  and S), <  x for p -< v},

= {sv(P, - S v ^  - y  [n]1/2} (v =5 n), Cv =  {sv, - S v<J>) - ± [ П Г )

where, for any v=(v1; v2)61V2 the vectors v*, v<p) are defined by v*=(/i1; v2),v(p) =  
=((vi+p)Axzj, v2); here p —n\ where q is a number satisfying 2/у<д<а/(2 + а) 
with у and a appearing in (1.2) and Lemma 3. Since a = 5 /1024 and у ё 4098/5 
by our assumption, such a number q always exists. By_Lemma 3 and the Markov 
inequality we have P(CV) ^  1/2 if L is large enough (Cv denotes the complement 
of Cv). On the other hand, the events Ay,v S n  are disjoint and their union in A 
hence we have

(6.10) P(A) = 2  p W  = 2 2  P{Ay)P{Cy)  ==2 2  {P(^vCv)+const • p-i)
v ^ n  v ^ n  v ^ n

where in the last step we used (1.2). Now, by the disjointness of the Av’s and 
AvBvCvc D  we have
(6.11) 2 P ( A VCV) = P(u AVBVCV)+ P (U  AVBVCV)^ P (D ) + P ((J  Bv) ^

V — n v ^ n  v ^ n  v á n

^ P ( D ) +  2 P (  n B V) ^ P { D ) +  2 p \
1 = 1 \=ín, Vj =  l / =  1 1

max
I  is rectangle

\Z Z ' \ДСХ

where f — {v=(v1; v2)£N2: v S n , l ^ v ^ l + p l  and “rectangle” means rectangle 
with sides parallel to the coordinate axes. From Lemma 3 and a maximal inequality 
of Móricz (see [10], Theorem 7 or the first inequality in Lemma 7 of [1]) it follows 
that the expression P {max ...} in the last sum of (6.11) is

« (р/П1У1+а/2> «  ni-(i+«/2)(i-e> = n-a+v

where 2>0 by a/(2 + a). Thus, by (6.11),
(6.12) 2  P(AVCV) ^  P(Z))+const • n fA.

Observe also that [n]p~7Sn2_yÄ by n ^ n 2 and here the exponent of nl is negative 
by g>2/y. Consequently, relations (6.10) and (6.12) imply (6.8). Using a similar
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(in fact simpler) argument we get
P{ max Sv S  S  SPlS), ^  y —L*[n]1,2} +const • n2ß

1  V — П , V . = n .  J

for any real у  and suitable positive constants L*, ß. Hence (6.9) is also proved.
We can now easily prove Lemma 7. Clearly, it suffices to prove (3.6) without 

the absolute value sign on the left hand side. Also, there is no loss of generality 
in assuming n1̂ n 2 where n=(n1,n 2). Let аш, denote the left hand side of (3.6) 
(without the absolute value sign) then by Lemma 7A and (3.5) we have the two 
estimates

(6.13)
in2(exp ( -  Bt2/ 4) + nf®)+ n f ß 

а"’г<<1ехр ( - B t2/4) + n2ß
both of which are valid for all n and t ^ 2 L  where L, ß are constants of Lemma 7A 
and B, q  are the constants in (3.5). Now, if OSi SZ) log1/2[n] with a small D then 
evidently nfAnf^exp (Bt2) (since [n]Snf) and thus using the upper line of (6.13) 
for n2Sexp (Bt2/S) and the lower line for и2>ехр (Zh2/8) we get the desired bound 
for an<t. Hence (3.6) is proved for t ^ 2 L ; obviously it is true also for 0 S i^ 2 L .

P r oof  of L emma 9. Note first that

(6.14) = ^  + 0(fe1"£/2)

as one can easily verify by a simple calculation. If a2= 0 then (6.14) shows that
к

the variance of 2  £« is <K̂ 1-E/2 and since this sum is normally distributed with
i = l

mean zero, its fourth moment is <ck2~c. Hence in this case (3.12) holds with £f=0 
(i =  l, 2, ...) i.e. the statement of the lemma is valid for <t2=0. Assume now <r2> 0 
and set, with the notations introduced at the beginning of Section 5,

SP>= 2  Zb r w =  2  Z„ xk= p ^ 2s tk\  y k= {pi)-1,2T « .

By (6.14) and stationarity we have

(6.15) ff2/2 ^  Ex2 S  2tr2 for i ^  i0.

Further, by the one-parameter version of Lemma 13 we have

(6.16) \ExiXj\ «  (1 S /< y ).

Now let ak,.. . ,a k be arbitrary real numbers and set ak+l—ak + 2—... —0. Then 
we get, using (6.15), (6.16) and the Cauchy—Schwarz inequality,

(6.17) e [ 2  e?)

■тЦ«Ьconst •

C o n s t  • 2  (2 la i a i +  l l )  0 l  +  0  40 ^
/ = 1  \ i = i l  )
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if i\ is large enough. Now (6.15), (6.16), (6.17) and the Cauchy—Schwarz inequality 
imply

^((z  **+i)/£1/2 (z  <*»*») £1/2(4+i)«*=
«  ( i  |rf«|) fc-40 ( i  d?)_1/2 S  k~33 (k ^  h)

for any real numbers dtl, ..., dk. Hence, denoting by ,¥k and s fk+i the cr-fields 
generated by x h, . . . , x k and x k+1, respectively, the theorem of Kolmogorov 
and Rozanov (see [7]) yields

sup IP(AB) — P(A)P(B)\ <sc k ~39 (к S  ix).
A  €  + !

In view of Lemma 1 and the trivial estimate P{\xk\^ k s/4<K exp (— ck16)<ck~16 
this shows that Theorem 1 of [2] applies to the sequence {xk, k ^ i k} with Tk= ka 
and gk(u)=exp (—tr2u2/2) and we obtain that there exist independent N(0, a2) 
r.v.’s {rjk, k ^ i J  suchthat
(6.18) P { \ S ^ - p y \ k\^p}J*k-a} « k - *  (feSiO.
Choosing rjk, l ^ k ^ i x  in such a way that they are independent N(0,o2) r.v.’s 
and are independent of the sequence {t]k, k ^ i x}, (6.18) will hold for all /сё:  1. 
If the probability space is large enough, there exist independent N(0, a2) r.v.’s 
{Ск, к ё  1} such that pk/ztjk = Z  (r With exponential tail estimates for T 'k)

and its analogue for the sequence we get from (6.18)
(6.19) P{\ Z  f ó - Q |^ P Í /2/c-8} « /c - 8.

't-i
Obviously the Z.e norm of the sum in (6.19) is « (tk—tk-1)1/2 and thus using the 
inequality

£ | 2 f | 3  = §  ( £ T 6 ) 1 / 2 P { | Z |  ty'2+t3
valid for any r.v. X  with £ T 6< °°  andany i&0 we get from (6.19), using also (5.2,)

II  Z  ( & - W D » «  (tk- t k-i)1,2k-i/3 «  tl/2(log i t ) - ( 1 - * ) / , a f c - 4 / s
А- 1-=*я,к

whence the statement of the lemma follows immediately.
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NO RM  ESTIMATES FO R  (C, S )  M EA N S OF 
HERMITE EXPANSIONS A N D  BO U N DS FOR <5eff

C. M ARKÉIT (Aachen)

1. Introduction and main results

Mean convergence of Hermite expansions in Lp{ — °°), 4/3<p<4, has been
proved by Askey — Wainger [3]; Muckenhoupt [14] has shown that the range of 
convergence can be enlarged by introducing more general weight functions. In 
1965 already, Freud and Knapowski [7] have solved the (C, <5) summability problem 
for <5= 1 and p=°°. The (C, 1) summability for 1 2» ^  has been established 
independently by Freud [5], [6], and Poiani [15], more general weight functions 
being admitted in [6], [15], too. The problem is unsolved as yet for 0<<5< 1.

The purpose of this paper is to give norm estimates from above and below 
for the (C, S) means of Hermite expansions for any <5s0, I S jjS “ , which will, 
among other things, imply that the Hermite expansion is (C, S) summable for each 
lgyj^oo if <5 >1/2.

The following notations will be used. Denote the Hermite polynomials and 
functions by

Г H„(x) = ( -  l)nex,(d/dx)ne - xt
(1.1) (x € R ,n € P =  {0, 1,2...}), 

[ §„(*) =  (я1/2 2"n !)-1/2Hn (x) e~xt,i
respectively, and let Lp( — o o ? CO ) be the Lebesgue space with norm ||/|!lp(_ to, « , ) =  

={ f  \№ \ 'd x } Vp for l^ p < ° ° , ||/||z.~(-=o, <»)=ess sup |/(x)| for p=  °o. The
— CO ACER

Cesäro means of order <5s0 of the Hermite expansion of a function f<£Lp( — °°, «=), 
l á / ) S “ , are defined by

CO n

(1.2) (C, «5)„»(f  x) =  (A*)-1 f  f ( t )  2  As„-k Ы х)ЬЛ0 dt (jc€R , n € P ) ,
- t  *=o

where
(1.3) A* =  ~  ns (<5 ^  0, n — oo).

(Here ~  stands for A%=0(ns) and ns—0{A6n) as n-+°°.) Instead of an §>„- 
expansion in I / (  — °=>, °°), we will consider the (formal) //„-expansion

(1.4)
f ~  2 f ~ ( k , H ) H k{x),

k = 0

f  ~ (k, H) = (nV* 2fc/c!)-i /  ДО Hk (0 e -* d t

(fc6P)
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188 C. MARKETT

of a function f  in the weighted Lebesgue space

(1.5) Lpw  =  {/; ||/(х)и(*)Н1Л-~,~) < » ,  u(x) =  e~xi/2} (1 == p =э°°), 

and investigate the corresponding Cesäro means of order 5 ^ 0

( 1.6) (C, 5)" ( f  x) -  (AJ)-1 2  A*n-kf~ (к, Н)Нк{х) =к=0

(А*)-' /  / ( 0  2  Аяп- Л п ^ 2 кк ^ Н к{х) Hk(t)e-'% dt (*€R,n€P).
^  Ír — п

The investigation of (1.6) in the space (1.5) is equivalent to that of (1.2) in the spaces 
L p( — °°, со) since the following relation between the respective operator norms is 
obvious:
(1.7) lie , <5)„%Р(_ те, м)] -  ll(c , <5)«||[ti(H)] ( l s , s  - ) .

An expansion in Hermite functions §„ can also be regarded as an expansion 
in eigenfunctions of the Hermite differential equation in its normal form (cf. [16; 
(5.5.2)])
(1.8) (d2/dx2)y(x) + (2n + l - x 2)y (x ) = 0 (nfP),

so that the distinction between expansions of the second and third type made in 
[13], i.e., with respect to £“ or cp* (cf. [13; (1.10), (1.12)]), does not arise here.

Our main results are the following.
Theorem 1. The (C, <5)" means of the Hermite expansion satisfy, 

i) for <5 =  0:
n 2 / ( 3 p ) - l / 2 ,  1 == p <  4/3

(1.9) IRC, 0)?||[LJ(H)1

ii) for 0 <  (5 ^  1/2:

log(n +  l), p = 4/3
^ C < 1 , 4/3 < p  < 4

log(n + l), p — 4
и 1 / в - 2 / ( 3  P f  4 < p s c = ;

(1.10) IRC, <5)"||[Zp(H)]:

iii) for 5 >  1/2:
( 1. 11)

В(п)п2/р- 3,2~д, 1 ^  p =s 4/(25+ 3)
C, 4/(25+3) <  p <  4/(1—2(5)
B(n)n1/2~2/p- s, 4/(1-2 5 ) oo;

IRC, 5)"|| Í PU< II)] si С, 1 =  p =  °o.

//ere w£N={l, 2, ...}, and C denotes a constant, independent o f  n, which may be 
different at each occurrence, and B(n)=B(n, p, S) = o(nT) as n-+°° for each т >0. 
In particular, i f  p=  1 or p = °°,

( 1. 12)
C,
Clog (n + 1),

0 <  5 <  1/2 
5 =  1/2.
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Comparing the bounds in (1.9) and (1.10), it follows immediately (cf. also 
[13; (1.20)]) that, e.g. for p — 1, (1.10) can be sharpened to

(1.13) ||(C, <5)«||[Lx , з=С

n1/6,

log (n + 1),

0 S  Ő <  1/3 
1/3 s  ő <  1/2 
S = 1/2

.1, <5 > 1 /2 .

Theorem 2. Let O ^ ő ^ l /б, Then there exists a sequence {nt )([fN cN
and a constant C >  0, such that

(1.14)
„ 2 / ( 3 p ) - l / 2 - < 5nk 5

ll (C < ll c 1,
n l / 6 - 2 . / ( 3 p ) - < 5

1 з= рё4 /(3  +  6<5)
4/(3+6(5) S p S  4/(1 —6(5) 
4/(1 — 6^) <  p 3= °°.

Tor <5 = 0, /j =  1, (1.14) iy esai valid without restricting n to a subsequence o f N.
Thus our upper and lower bounds match when (5 =  0, whereas for 0<(5<l/2 

there is still a gap between them. It follows that
(1.15) 1/6 ^  <5eff 3= 1/2,
and it remains an open question whether (5eff =  1/2 or not for the Hermite expansion. 
Here (5eff is the largest <5 > 0  with the property that the Hermite expansion is not 
(C, (5) summable for at least one /£ Ll(H) (i.e., the (C, 5) means are “effective” 
in LP(H), l ^ g o o ,  for all Nevertheless, the present results already
imply that there is an essential distinction between Laguerre and Hermite expansions. 
Let p0 denote the largest />£[1,2] such that a given orthogonal expansion diverges 
for at least one /£Lpo, and let у be determined by ||(C, 0)„||1:1]~и>', и —°°, thus

(1.16) у =  1/6, p0 = 4/3, (5eff€ [1/6, 1/2] 

for the Hermite case; and in [12] it has been shown that

(1.17) 7 =  1/2, Pa = 4/3, <5eff =  1/2

for the Laguerre case. According to a conjecture of Lorch [11; p. 756] one should 
have y =  (5eff for both cases (and others), which is true in (1.17) and would imply 
^ef{ =1/6 in (1.16). On the other hand, Askej [1; p. 812] noted that in several 
known cases the line in the (1/p, 5) plane which connects the points (1, (5eff) and 
(l//>0, 0) always meets the point (1/2, —1/2); cf. also [2; p. 81]. The latter principle 
applies to (1.17), but it would apply to (1.16) only if <5eff=l/2 . So, in contrast 
to the Laguerre case, in the Hermite case either Lorch’s conjecture or Askey’s 
principle fails.

Concerning the method of proof, one may either trea- the Hermite case parallel 
to the Laguerre case, making use of the fact that man) e «ential features coincide 
for the two expansions (as carried out e.g. in [3], [14]), oi m v may derive assertions 
for the Hermite expansion directly from those for the Laju^rre case since the two 
expansions are transformable into each other by (2.1) below The latter approach 
was chosen e.g. by Szegő [16], [17; Chap. 9] (pointwise convergence and summability)
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and by Poiani [15] ((C, 1) summability in the mean) and will essentially also be 
followed here (except for the proof of the case 5 = 0, l< p < ° °  below). This 
requires norm estimates for the Laguerre expansion in spaces with parameter shifted 
(see Theorem 3 below) as have been presented in [13; Sec. 4, 5]. The fact that the 
shifting produces an improvement of the exponent of divergence then leads to the 
у —1/6 in (1.16) instead of the y =  l/2 in (1.17).

2. Preliminaries

The following properties of the Hermite polynomials and functions (1.1) will be 
used (cf. [17], [14]):

I H2m (x) =  (— l)m 22m m ! 1/2 (x2)

t t f 2m+1(x) =  (— l)m 22m +1 ml Щ 2 (x2) x
(2 .1) (m£P, x£R).

The Christoffel—Darboux formula reads (cf. [14; (2.9—15)]):

2  Ых)£>к(0 = b„K + cn(.h2 + h3),
;=0

(2 .2)

where

K(n, x, t) =  §„(x)§„(/), h2(n, x, 0 x —t

h3(n, x, t) = h2(n, t, x), l / 3 ^ h „ , c „ ^ l  (n€N).

Following [3] and [14], there exist positive constants C and y, independent of 
x and n, such that

r(7V1/3+  |x2-JV |)-1/4, x2 2N
(2.3) |$„(x)| == c j exp(_ yx2)) ■2N («6 P),

(2.4) |§„+1( x ) - § n_1( x ) |^ C j exp(
(N ~ 1,z (7V1/3 + |x2 -  7V|)1/4, x2 ^  2TV

■ yx2), 2 N (и€ N),

where N=N(n):=2n + l. Obviously, (2.3) and (2.4) remain valid, if the transition 
point x2=2N is replaced e.g. by

(2.5) 4 N.

L emma 1. (Cf. also [10] for p = 1, p=°°, and [8] for p = 4.) The Hermite 
functions satisfy

(2 .6)

(2.7)

II ön Willst—>.«)

IIŐh+i W - S h- i WIIl' í

n l / (2p)  - l / 4 ; 1 ^  p  <  4
n _1/8(log n)1/4, P  =  4
n  — l / ( 6 p )  —1 /1 2 ^ 4 <  p

(n °°),

e )  ^  n l / ( 2 p ) - l / 4
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P r o o f . Since §„(x ) is either an even or an odd function on R (cf. (2.1)) 
one has, by (2.3),

o o  o o

ll&W lli/t—.-) -  { /  l$„(*)lp dx}llp = 2*’ { /  Ib,Xx)\pdx}llp s
—  OO 0

Yn УШ ~ , r 8 H/p
- c { { f  + f  )(N 1/3+\x2- N \ ) - p/idx+  J  e-™*1 dx}llP = C \ Z  I ji ,

0 ffj ÍZN M = 1 ’

say. Setting N 1,3+ N —х2 = (У N 1,3+ N +x) (yN 1,3+N — x) in f  and N 1/3+ x2 — N — 
= (х + УN — N 1/3) {x— 1IN—N 1'3) in /2, the first factor is s CNV2 in both cases, 
uniformly for [0, ) 7V], xf. [f/V, f'2/V J, respectively. Evaluating the remaining 
integrals and comparing the three upper bounds obtained, the upper estimate in
(2.6) follows. Analogously, the upper estimate in (2.7) is proved by means of (2.4). 
For the lower bounds we use the asymptotic expansions of §>n(x) and of $„+i(x) — 
— ̂ „ -^ jc) from [14; (7.2 — 3)] and restrict the range of integration in (2.6) to 
[1, N 1,3—bN~1/e], and in (2.7) to [l, b /)v /2 ] where N  is chosen sufficiently large 
to be able to apply Lemma 15 of [14] to the principal term. Moreover, in the first 
case 1 has to be large enough, and in the second case 0 < h < l has to be small 
enough, in order that the remaining terms can be neglected. Then the assertions 
follow.

3. A relation between the operator norms of the Cesáro means 
of Laguerre and Hermite expansions

We make use of the connection (2.1) between Laguerre and Hermite polynomials. 
But instead of comparing the (C, ő) means of the two orthogonal expansions 
directly, as done in [15], we first pass to the corresponding Riesz means since these 
are easier to handle in case 6 is not an integer. Moreover, we want to set up an 
explicit relation between the operator norms in order to make also the rate of 
divergence transformable from one expansion to the other. A slight extension of 
a general equivalence theorem of Butzer, Nessel, and Trebels [4] (cf. also Trebels 
[18]) for Cesáro and Riesz means of Fourier expansions in Banach spaces is needed 
for this purpose.

Denoting by [A] the set of bounded linear operators from a Banach space 
X  into X, we assume that there exists a sequence {A’fe}fcGpĈ [A'] of projections 
which are mutually orthogonal and total, i.e.,
(3.1) PjPk = Sjkp k (j , kep),
(3.2) f£ X  and Pkf  = 0 for all kaP imply / = 0 .
The Cesáro and Riesz means of order <5SO of the orthogonal expansion of fO.X 
are then defined by (cf. (1.3))

(3.3) (? ,0 )„ f= (A tr 1 2  As„-kpkf  (naP),
k = 0

(3.4) «1 2  (1 - k / ey p kf  ( e > 0).
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Lemma 2. Let X, {Д}^^р satisfy (3.1) and (3.2). For each f£ X  and each 
<5^0 there is a constant C, independent o f f  and n or q, suchthat

(3.5) m ,S ) nf\ \x ^ C  sup (n€P),

(3.6) \\®i,,,ef \ \x  ^  C sup \\(V, S)kf \ \ x (e >  0).0̂ k<Q
P roof. T h e  proof is an immediate extension of [18; Theorem 3.19]. Indeed, 

(3.5) follows from (cf. (1.3))

m , S ) nf\\x =s /  ( e M I Mhiief \ \ x \u(n+i-Q)\dQ  =§
0

= C sup W ^i'JW x f  \u(g)\dQ,
0 < f S n + l  f

where и denotes a certain IJ (0, °o)-fimction.
For (3.6) one defines a multiplier sequence /j(^, <5) by

чЛе, <5) =  {
( l - k /e Y ,
o,

and its fractional difference by

к -*= q 
к ^  в (в >  0),

Ai+1r,k = 2 A ;* -* r ,k+m (fc€P).
m =  0

The Riesz means can then be written as (cf. [18: proof of Theorem 3.3])

(3.7) л м . , / =  2 ч Л е , д ) р к/ =  2  AUAs+1rjk(e,ő)](^,ő)kf  ( f e x y
k = 0  0 ^ k < e

The assertion now follows in view of

(3.8) ^  sup № 8 к Л х М е ,М ь . .+1,0 ̂ k<Q
since t]dbvd+1 (cf. [18; Theorem 3.18]).

In the sequel Lemma 2 will be applied to three particular cases. As in [13] 
we define the (formal) expansion of a function /  into Laguerre polynomials 
Ш(х), oo  — l (R?,:=L°(x)ILl(0), 1£(0)=А‘) by

(3.9) / ~  2 /~ ( .к ,« )Ц (х ) ,  Г  (к, a) = (r(a + 1 ))"1 /  f(t)R*k(t)e- ‘ t°dt
k = 0  0

and its Cesaro means by (x^O, oo— 1, (5&0, n£P)

(3.10) (С, 5 Ш  x) = (A*)-1 2  A%-kf ~  (к, a)Z|(*) =

(T íoí + I ) ^ ) - 1 /  / ( 0  2  A*_kLk(x) Rk{i)e~‘ t* dt.
k = 0
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Here the function /  belongs to some weighted Lebesgue space:

(3.11) Z£(y) =  {/; ||/(x ) u(y, x)||LP(o,-) <  °°, u(y, x) = e X'2x y'2} (1 ^  p =»).

Corollary 1. Inequalities (3.5—6) o f Lemma 2 hold in the following particular 
cases (cf. (3.9—11), (1.4—6)).

Proof. The assumptions of Lemma 2 are fulfilled since X  is always a Banach 
space and a sequence of bounded, linear, and mutually orthogonal projec­
tions from X  into itself. The totality property (3.2) follows, e.g., from the fact 
that the (C, 1) means form an approximation process, its operator norms being 
uniformly bounded ([13], [5], [15]), and the Laguerre and Hermite polynomials 
being dense in the respective spaces (cf. [14; Lemma 1, 2]).

Now to the proof of the main result of this section.
Theorem 3. Let lS p S ° ° ,  <5ё0, and n£P. The following relations hold 

between the (C, <5) means o f Laguerre and Hermite expansions:
(3.14)

P r o o f . It suffices to consider the cases 0^(5<1. The result for p=°° follows 
from that for p — 1 by duality, so that we can confine ourselves to 1 °°.

First we set up a relation between the Riesz means of Hermite and Laguerre 
expansions and then we transform them to the corresponding Cesäro means by

(G, <5)„/= (C, ö t f
(3.12)

(* ^ 0 )

ii) X = L PU(H), Pkf —f ~ ( k ,  H)Hk, where /c£P, /€L ?(H), 1=P<0°- Here

(G, <5) , , /=  (C, 8)n f
(3.13)

(*€R).

(3.16)

(3.15)

IKC’ ^ ' I k w
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virtue of Lemma 2 and Corollary 1. By (2.1) one obtains for (?>1 after some 
calculation

(3.17) 2  f l ——1 0r1/22‘ fc!)o^k<eV Q '

_L_ 2  J j
Г (1/2) o sfze/2 v e/2 J

Hk(x) Hk(t) =  

L j 1/i(x2) R jV2( f)  +

+ f e - n (  1 ^  IÍ, 1 )
l Q \1 Г(3/2) o ^ ^ - D /« 1Г  ( c - D /2  J

Observing the symmetry properties of these two terms with respect to t, we have 
for fU S w

= / [ Д 0 + Д -  0] { ^ 2 ,  ( i - ^ ) V < * >

+ /  [ / ( 0 - Л - 0 1 Х
0

Substituting t =.y1/2, and setting

/(* )  = gi(*2) +  g2(*2)* (x€R), gi(x) := [ / (K x )+ /( -  |/jc)]/2, x ^  0,

Гх) - / ( -  / x)] /(2 jx ), x  >  0
g2(*):=

.0, x =  0,

one obtains for x£ R

(3.18) * £ ,.,( / , x) =  R iX U igr, ^ )  +  ( ^ - ) äRiil.(e-i)/2(g2,x 2)x.

Here one has, if 1 ^/)<«>, g,€Z.J(_1/p), £2£ £ р(1_1/р). Indeed, the substi­
tution j= x 2 and the inequality |Л+2?|рё 2 р_1(|Л!р+ |.0 |р) ,/7^1, yield

(3.19) l|gilLuVl/p, =  { /  |g i ( s ) * / a V(®p)|j»<is}1/p =
0

=  { / 21“p|[ / (x )+ /(—x)]e~xi/2|piix}1/p ä  
0

s  { / ( | / « е - ^ 2!р+ | / ( - х ) е - хг/2|р)с/х}1/р= { /  |/(x )e~ xa/2|pdx}1/p =  | | / | |4(H).

Analogously one can show that
(3.20) II gall 7 ^  II f h
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Concerning the norms of the Riesz means, one obtains by (3.18), substituting x= s1/2 
and estimating the factor [(g — 1)/е]г by 1,

(3.21) WR'UJf *)IL£(h) s  I I gillz*_1/#)+  II* i 'l .(í- D/.&II 4<1

Now we are able to prove (3.14) of Theorem 3 (for 1 °°, Оё<5< 1). Starting
with the estimation (3.5) of Lemma 2 in the special case (3.13), we use relation 
(3.21) of the Riesz means, and return to the Cesäro means by (3.6) of Lemma 2 
in the cases (3.12). Indeed, given any /£Z.£(H),

(3.22) |( c ; i ) f / ia ms c  sup \\RUef\\K(Ĥ0<Q̂ n+l

— C sup {||-Rl,iij/2glllz.J( , ) + ll-/?bl(«-l)/2 g2llLJ<1_1/p)}o<e^n+i

S  C „  “ .P+ . » IK C  ^ “ 1 , Ы ч < , . , , , , +

+ C sup II(C, <5)£/2||[Zp , Ы 1 ^ (1
0SÍKB/2 “u ,P

By means of (3.19—20) one immediately obtains (3.14).
For the proof of (3.15) we define for any g€L£(_1/p) an even function f  by 

f(x )= g (x2), x£ R. Obviously,

ll/ll L ? ,,

and by applying (3.18) to this /  (thus gx — g, g2=0), one has

(3.23) № ,* /1 1II L*., = WKlilgh*,

Using Lemma 2 again, i.e. (3.5) in the case a =  —1/2 of (3.12) as well as (3.6) in the 
case (3.13), this yields (3.15).

The estimate (3.16) can be proved analogously. In this case, for any g£Z.£(1_1/p) 
we define an odd function /  by f(x )= g (x2)x  for x^O, =0 for x=0. Then we 
have (cf. (3.18) with gi=0, gz=g)

ll/ll Ь Ш )  II g l l i J d - i ^ j , )LI, l l^ba ,2e + l / l lL J (H) gllL?„u(l-l/pi

By Lemma 2 and Corollary 1 this leads to (3.16). Thus Theorem 3 is proved 
completely.

Corollary 2. Let <5^0, 1 °°. The Hermite operator norm ||(C, <5)?II[lj(H)]
is uniformly bounded as n-+°° i f  and only i f  both the Laguerre operator norms 
II(С, <5)n_1/2|l[L;(.1/p)] and ||(C, W 2II[l;(1.1/p)] are uniformly bounded as n-°°.
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4. Norm estimates

The results given in [13] can now be used to derive upper and lower norm 
estimates for the Cesäro means of Hermite expansions.

P r o o f  of T heorem  1. By [13; Theorem 1] the Laguerre partial sum operators 
satisfy for all a ^  —1/2 and n£P

(4.1) IKC 0)211 II (C, 0)211№u(x+1/2)1 C max {1, n1/e}.

Inserting (5=0 and the particular cases a =  ±  1/2 of (4.1) into (3.14) of Theorem 3, 
the assertion of Theorem 1 i) for p = 1 and p =  °° follows.

For 1 </)<«., vve estimate the norms of the Hermite partial sums in the equi­
valent setting IKCC, 0 ) ^ | | «,)] (cf. (1.2), (1.7)), for convenience, proceeding 
along the lines of [14] without going back to the Laguerre case. The proof is es­
sentially based on representing the kernel of the partial sums in terms of the Christof- 
fel—Darboux formula (2.2), splitting up the double integral, and estimating each 
of its parts separately. Here some basic inequalities of [14] are used; these are 
variants of the well-known Hardy inequality and of the Hilbert transform theorem. 
We only sketch the proof. By (2.2) one has

(4.2) ll(e,o)«g||Lp(_ { / I / 2  Ь:Лх)Ь,
k  =  0

(! )  d / |  f / x j
г Ip

=  Z {  / I  /  g(t)hk(x ,t,n )d t\pdx)Vp.
к — 1  —oo ---CO

The first term can easily be estimated by Lemma 1, (2.6). The other two terms 
have to be treated more carefully since the double integrals now have to be split 
up according to the singularities of the hk(x,t,n), k = 2,3, at x= t and to the 
bounds of § „ ,§ „ + 1  —§ „ - i as given by (2.3—4). One of the 13 terms occurring 
reads, for example, (N = 2n+l)

(4.3) 7=  { f  ‘ 7 Wg(,)-"‘B g . ( 0 f e . » w - 6 - M b ,
fjV/4 f jV /4  X  (

By (2.3—5) we can substitute into I

bn(t) = (N^+\t*-N\)-v*(p(t ,  N ),

= N - V № + \ * - N \ ) W ( x ,  N ),

where the functions cp(t, N) and \f/(x, N)  are uniformly bounded on [f^V/4, 7 Yn /4] 
with respect to N  and t or x. Since for all such x

( N113 +  | x a -  A^l)1̂ 4 =  (A ^1 /3 +  \x+Y N\\x~Y N  | ) 1/4 

~  { ^ ( i V - ^ + l x - ^ l ) } 1'4 (7V -°°)
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(and correspondingly for t), it follows that

7)77/4

I
fiV/4

1 У N /4

/
f iv /4

g(t)q>(t, N )
x —t

Г̂ У~1/в + |лг— ]/Â | 
l дг-1/в + |г_^/дг|

Substituting now x= Y N + N ~ vtZ, t =  yN +  N~V6r, the double integral can be 
transformed in such a way that [14; Lemma 10, 11] is applicable. After some 
calculation one deduces

(4.4) C ||g||LP(_
n 2 / ( 3 p ) - l / 2 ; A A

log n, P — 4/3
. 1 , 4/3 <  p -c

The remaining terms can be estimated similarly, using (2.7) too.
Finally, assertions ii) and iii) of Theorem 1 are easily obtained by inserting 

into (3.14) the bounds obtained in [13; Theorem 2] for the Laguerre operators 
(C, ö)l with a = ±1/2, and (1.12) follows by [13; (1.17)].

Proof of Theorem 2. By (3.15) and [13; Theorem 3 with a =  — 1/2] there 
exist a constant C >0 and a sequence {d„}„(n c N such that, for each m€N,

(4.5) sup II (С, {Lp л
0 S * < 2 7 l + 2  “ < H )

, 12 / ( 3 p ) - l / 2 - S  11 m  > 1 =  p  < 4/(3+6(5)
1 , 4/(3 +  6<5) S  p  ^  4/(1 — 6(5)
„ 1 / 6 - 2 / ( 3  P ) - S  
n m  > 4/(1 — 6(5) < p = °°.

Using the same argument as in the proof of [13; Theorem 3, (5.8) ff] one obtains 
a (possibly different) sequence with the properties asserted in (1.4).

Concerning the last assertion of Theorem 2, by (3.23),

(4-6) ll(C, 0)n- 1/2||[tuVl/p)] ^  ll(C, 0)i,+1||[iS(H)],

since Cesäro and Riesz means coincide for <5 = 0. According to [13; (5.9)], for p=  1 
the left hand side of (4.6) has Cn1/e as a lower bound, and the proof is complete.
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FAMILIES CLOSE TO DISJOINT ONES

P. KOMJÁTH (Budapest)

Introduction

The aim of this paper is to define and investigate two properties of systems of 
equicardinal sets, both are strengthenings of almost-disjointness and having the 
transversal property, but they have nice properties: they indicate property В and 
compactness is available. However we shall show, that under certain conditions, 
strong almost-disjointness implies these properties. So they fit naturally in the series 
of known transversal-like properties.

D efin itio n  1. A system Ж of sets, each of cardinality p, is sparse if there is 
a function /  with / ( / / ) € [ # ] ^  {Н£Ж)  such that the sets {H—f{H)\  НаЖ)  
are mutually disjoint.

D efin itio n  2. A system Ж of sets, each of cardinality p, has the large subset 
property if there is a function /  with such that the sets { /(//) : Н£Ж)
are mutually disjoint.

D e f in it io n s . A system Ж of infinite sets has the transversal property, if there 
is a function /  with (НС_Ж) and /  is one-to-one.

D efin itio n  4. A system Ж of sets is 2-chromatic (has property B) if there is 
a set X  suchthat 0т±ХГ\Нт±Н for every Н£Ж.

Any of these definitions implies the next (the only non-trivial implication is 
Def 3—Def. 4, which is the main result of [10]). However, it is easy to see that 
Def. 2 —Def. 4 holds.

All notations are standard. Ordinals are identified with the set of their pred­
ecessors, cardinals with initial ordinals. [5']<'i, [S]" denote {AgS1: |A|</i} 
and {XQS:  |А|=/г}, respectively. If Ж  is a system of sets, each of cardinality 
p, Ж is almost-disjoint, if |AC\B\<-p for А,В£Ж,  A ^ B .  GCH denotes the 
generalized continuum hypothesis, V =  L the axiom of constructibility (see [11]).

General statements

P roposition  1. (a) I f  Ж is a system o f sets, \Ж \^р= \Н \ for Н£Ж,  then 
Ж has the large subset property.

(b) I f  Ж is an almost-disjoint system o f sets, \Ж\Шр=\Н\ for Н ^Ж  and 
p is regular, then Ж is sparse.

(c) The statement in (b) is not true for any singular p.
P r o o f , (a) This is Bernstein’s theorem [3].

Acta Mathematica Hungarica 43, 1984



200 P. KOMJÁTH

(b) If Ж = {Ha: скх ), x ^ y ,  choose

f ( H J  = и  (Д.ПЯ,)./?<a

(c) Put x=cf (x), assume that x = supx^. The ground set will be т + Хх.
4-=т

If а<т+  is limit with cf(a) =  r, choose a sequence </^(a): converging
to a, and put Ha= U /í(a)X[xÍ5 x i+1). Clearly {Яа: а<т+, cf (а)=т} is almost-
disjoint. Assume that £(Яа)£[Яа]<)е holds for every appropriate a. Let us define 
X,*= {a<x+: cf (а) =  т, |^(Яг) |^ х 4). As cf (x) =  t< t + there is a suchthat
X/c is stationary. j \  is regressive on X^, so there are a, a' with a, a fX ^  and 
/ i ( a)=/{(°0=y- Then yX[x{, х(+1) ^ Н аПНа., and g(Ha)Ug(Ha.) can not cover 
this set.

In connection with the last counter-example let me note that in [7] a similar 
technique is used to construct an almost-disjoint system of sets of singular cardinality 
without strong property B. As this proof is not easy to read and further progress 
was made concerning large chromatic almost-disjoint families, we involve a variant 
of that result.

P roposition 2. Assume that x = c f  (y)<y, then there exists an almost-disjoint 
system Ж of sets o f  cardinality y, such that there does not exist a set X  with 1S  
=  |АПЯ!</г for every НаЖ, i.e. Ж  does not possess strong property В, \Ж\ =2xrj.

Proof. Choose an almost-disjoint system of sets of cardinality x=cf (y) 
with chromatic number >x, that is, if we colour the ground set S  with x colours 
there always exists a monochromatic member of У. This can be done by a result 
of G. Elekes and G. Hoffmann [6] (a full description of the proof for every x is 
given in [12]). This is the point changed in the proof, the original proof used a result 
of Hajnal [8] stating that large chromatic almost-disjoint systems exist under GCH. 
Notice that by [12] \(S\ can be made ^2*.

Let us denote &= (Ga: a <  \&\}, y=supy ,, Gx= {ga(£): £<%}. The ground
set of Ж will be y 2XS,  the members of Ж are the sets of form either y2X {x} 
(if x£S)  or TX'S= U {[yS+y(, y ő + y t+1)Xgx(0 :  (here 5< y  and a< |^ |).

First we prove that Ж is almost-disjoint. Clearly уХ{х}Г\уХ{у}= 0  if 
x ^ y ,  |/iX {х}П7 ^ 1 —/ii+1 (or 0) if x= gj£) (or xfjG J; |Та_аП Ta>i,|=0  and 
\Ta,s ^ T x.ty \S y i+1 if Gxi)Gx. is covered by {&,(£):£<£}.

Next, assume that I  is a subset of у2 X S, meeting each member of Ж in 
less than у points. As !ХПр2Х for every x£S,  we can colour S  by x
colours: x is coloured by S, if \ХПу2Х{х}\-^у^.  There is a monochromatic 
set Gx, and Ta S, <5</r are disjoint subsets of y 2XGx, so one of them is disjoint 
from X, as \ x n ( y 2XGx)\<y.

Proposition 3. I f  Ж is a system of sets each o f cardinality y, then Ж has 
the large subset property if and only i f  the following holds: for every g: Ж  -*[иЖ]<>1 
with g(H)£[H]<fl the system {H—g(H) : Н£Ж} has the transversal property.

Proof. Clearly, if /  states the large subset property and g is given as above, 
we can select an element t(H) from f ( H ) —g(H). t proves the transversal property.
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On the other hand, if Ж  has the property described above, we can inductively 
define for а<p, fx(H) so that f i (H)  is a transversal of { # — {/ДЯ): £<а}: Н£Ж}.  
That is, f x(H)Afa(H') if HAH'  and f a{H)Afß(H) if /?<а. Let us define a graph 
G as follows: the vertex set is Ж  and H, H' are connected if and only if there 
are a, ß<p  with f a(H)= fp(H'). Observe that a=ß  is impossible and for a given 
pair (a, ß) and given Я  there is at most one appropriate From this it follows 
that in G, every vertex has a degree at most p, and we can deduce that every 
(connected) component of G has cardinality at most p. Assume that Ж  is the 
set of the components of G. If Ж \C\^p  and so by Proposition 1 the system 
{{fx(H j : a<p}: HfC}  has the large subset property: assume that f c witnesses this. 
Having defined an f c for every C, let us define /  as the union of them. /  will 
witness the large subset property for Ж\  if Н , Н ' £ Ж  and H , H ' £ C  by the 
choice of f c, if H£C, H f iC  with C AC', {fa(H): cc<p} and {fa(H'): u<p} 
are disjoint, so are fc(H)  and f c-(H').

Proposition 4. Assume that Ж is a system o f sets o f cardinality p, \Ж\=Х>р 
is singular, and every subsystem o f smaller cardinality has the large subset property. 
Then so has Ж .

Proof. By Proposition 3 we have to prove, that if Ж  is given as above and 
g is a function with g(H)£[H]<11 for Н£Ж,  then 10—{H—g(H): Н£Ж}  has 
the transversal property. By hypothesis, and the easier part of Proposition 3, every 
smaller subsystem of (d has a transversal, so by the famous Shelah Singular Cardinal 
Compactness theorem (see [15], newer proofs were given subsequently in [2], [9]) 
id has a transversal.

P ropositions. Assume that Ж is a system o f sets o f cardinality p, \Ж\=Х>р 
is singular, and every subsystem o f smaller cardinality is sparse. Then so is Ж .

Proof. Assume that Ж = {Hx: а <2}. Choose a sequence (A :̂ ^-=cf (A)} 
converging to A. By hypothesis, {Hx: a < AJ is sparse, choose an witnessing 
this fact. We are going to define a graph G as follows: the ground set is A, a</?<A 
are connected in G if and only if there are <;, i?-=cf (A) such that (Яа—/^(Яа))П 
C\(Hp—f v(Hß))A0.  Observe, that necessarily and if a, f  t] are fixed, the
number of good ß’s is at most \Нх—Д(На)\ = р. Sóin G every vertex has a degree 
at most p+ ci (A). We can deduce again, that every connected component has 
size at most p+cf  (A). Let us denote by К the set of components in G. If C£K 
choose an f c witnessing {Hx:a£C}  is sparse. Let us define /  as follows: if 
C is the (unique) component containing a and £ is minimal with ж  A?, then 
f (Ha) = f f  H) Ufc(Hf). We prove that /  is good. Assume that а < /I< A are 
given, /(Я „ )= /?(Яа) и /с(Яа), f ( H p) = f f n ß)Ufc fHß). If C = C ' or i  = r,, we 
are done. If neither possibility holds, a and ß are not connected in G, so already 
Я «-/{(Я а) and Hß —f n(Hß) are disjoint.

Proposition 6. Assume that x is regular, Ж  = {Hp. a<xj  is a system of 
sets o f cardinality p< x. Assume moreover that every subfamily with smaller car­
dinality is sparse. Let us define X  = Х(Ж)=  {а<%: there is а Д = а with \Hfi0  
П ( (J Я^)| = p}. Then Ж is sparse i f  and only i f  X (Ж) is not stationary.

Proof. Assume first that X  is non-stationary, C is a closed, unbounded
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subset of x with 0d C Q x —X. Put C =  {ĉ : £<x} in increasing order. By hypo­
thesis, for fixed {Яа: a€[ci? ci+1)} is sparse, so there is an f t witnessing
this, and moreover we can prescribe / ?(Я1) З й 1П( U Hx), as |  X.  Clearly 
/ =  IJ Д  works. T̂ ct

On the other hand, assume that Ж  is sparse and J witnesses this. Let us 
define for g({) =  sup {(: (Я?- / ( Я ?))П( (J HT) ^  0}.

As |J  H j ^ p -  |£|<% and {Яс— /(Я г): £<x} is disjointed, g(£)<x. Choose
t<{

C =  {y: if then g(c)<y}. Let us denote by C  the limit points of C. We 
shall prove XC\C'=  0 .  If not, a C lf lC ' and ß witnesses a£X, there is a point 
xd(Hß— f(Hß))C\( U  H s ) ,  s o  хбЯ^ for а £ < а .  By our definitions, £ < oe,  so
<^+l,g(^ + l)< a  and jß ^g (^+ l)< a , a contradiction.

P roposition 7. Assume p is regular, Ж is a system of sets o f cardinality p. 
Ж  is sparse i f  and only i f  the following two conditions hold:

(a) Ж is almost disjoint,
(b) Ж has the hereditary transversal property, that is, i f  h is a function with 

h(H)(:[H]ß for Н£Ж,  then {h(H ): Н£Ж} has a transversal (has the large subset 
property).

P roof. Clearly the conditions on transversal or large subset are equiva­
lent. One direction of the proposition is also trivial. We are going to prove 
that if Ж fulfils (a) and (b) Ж  is sparse, by induction on х=\Ж\.  If x ^ p  
Ж  is sparse by (a) and Proposition 1 (b). If x is singular we can use the inductive 
hypothesis and Proposition 5, as both (a) and (b) are hereditary for subsystems.

Assume х=\Ж\  is regular, every subfamily of smaller cardinality is sparse, 
but Ж  is not. Then, by Proposition 6, Х(Ж)  is stationary. By the definition of 
Х(Ж),  if а£Х(Ж)  there is a ß(a) with |U  Н^Г[Нр\ — р. As C = { y o c  if a<y

í-=*
then /?(a)<y} is a closed unbounded set, Y=XC\C is stationary again.

Let us define h as follows: if /?<x is given and there is an a with a£T, 
ß = ß(a) put h(Hß)=(  I J  Hi) П Hß. Clearly, a is unique. If no such a exists,
h(Hß)—Hß. As \h(Hß)\=y always holds, by (b) there is a transversal /  for 
{h(Hß): 0<x}. For a£ 7  there is a g (a)< a with f ( h (Hß(a)))£Hg(x). By Fodor’s 
theorem, as x ^ p +, there are p + a € Y  with the same g(a) which is impossible 
as \HgM\=p.

Compactness properties

In order to construct systems Ж  of sets of cardinality p =cf (p) without the 
transversal property, but so that every smaller subfamily has a transversal the most 
direct way is to seek sets from {a<%: cf (a)=^} stationary in x, but nonstationary 
at every smaller ordinal. Clearly such a set exists if x= p + and for x > p +, not 
weakly compact, Jensen constructed such sets from V —L. From this it is easy 
to construct a system \Ж\—х with \H\=p if НаЖ,  so that every smaller sub­
family is sparse but Ж  has no transversal. However, for x = p + + and the trans­
versal property (or the large subset property) there is an example by J. Truss (see
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[14]) as follows: let us define for p ^ a ^ p +S ß < p ++, Нх>р—ocX{oc, ß}- Then every 
subfamily of Ж  = {HXiP} of cardinality p + has the large subset property while 
Ж  has no transversal either. It is not the case when speaking of sparseness, we shall 
show that compactness results are available.

T heorem  1 .1 I f  p<x  are regular and x is weakly compact (p=co and x is 
supercompact) then there is a generic extension in which x = p + + and the following 
holds: GCH+if Ж is a system o f cardinality x (o f arbitrary cardinality) which 
is not sparse, then there is a subsystem o f cardinality p+ which is not sparse, either.

P roof . We shall use the Lévy-collapsing P making x = /i++. The elements 
of P are functions of cardinality p, and P is /i+-closed, i.e. if p f P  is decreasing 
for £</i, there is a common extension of them. Assume x is weakly compact, 
and Ж={Нр.  a<x} is a counterexample in У[Щ, the generic model.

By Proposition 6, Х =Х ( Ж)  is stationary in x. We must be careful as Propo­
sition 6 works only for stationary sets in cardinals. By well-known properties of P 
(see [1]) there is an a< x  with the following properties: a is strongly inaccesible, 
if Px, Px is the set of functions from P with support aXp,  (x — oi)Xp, respectively, 
(H$: £<a), Tflo! are equally defined by *8C\Pa and Y =XPla is stationary in 
a (where a is the actual p + +). Work in У[@Г\Ра]. Notice, that in V[fS] there 
is a function /  witnessing that (Ht : £< а) is sparse in V]fSf\. Choose a name 
/  over lyj' in V fS ПP J . By induction we can define for every an ordinal
y^cx and a subset Ж{Я Р а with \Ж* \ and the following properties hold: 
if р£Ж^, x ^ y i then either p\\-x$_Hp — f (Hp) for every ß, or there is a JTC+1, 
q ^ p ,  with q\\-x£Hß—f(Hß), moreover is closed for decreasing
limits of length </i. For limit t  take unions. Put С =  {y4: £<а}, у^бТПС'. 
As Y is stationary, such у% does exist and it is easy to prove that if X (Ж) is 
stationary, then those elements of it having cofinality p constitute a set stationary, 
too. So we can assume that cf (y^—p. As у4£У, there is a ß^y$,  ß<ot with |tf,n( U Hi)\—P- Put £ =  lim f t , Hß—{xx: xt£yit . Choose px as follows:
рх ( к р )  is decreasing, рхаЖ$х, px forces either xx$Hp—f ( H p) for every ß or 
x x£HPt—f ( H Px) for /ij<yit . If p is the union of px (t< / i), and q=p  forces 
x x$ f  (Hp) for a certain t< / i, then q n— x x£ (HPx —f  (HPx)) П (Hp —f  (Hpf), a contra­
diction.

In the second case, p=a>, x is supercompact. If we collapse x to p ++, and 
Ж={НХ: а-=А} is a system in VfS\,  which is not sparse, and is of minimal cardinality, 
then X is regular, and X (Ж) is stationary in X. We can equally assume that Х(Ж)  
has only points of cofinality p.

As x is supercompact, there is a normal ultrafilter on P([A]<X). Almost all 
P€[A]<X have the following properties: хП Р  is inaccesible, otp (P) is regular, 
if х£РГ\Нх and the status of x£X  is completely decided by £PxnP, if p(z^xnp 
forces |Я „ и (и  НЛ=р  then ß, S£ У[9П&кПр1-«es

So our system restricted to P has the exact properties described as above. 
That proof can be copied again, noting that, as p —co, no closure against decreasing 
sequence of conditions is needed.

1 See the note at the end of the paper.
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Miller’s theorem revisited

In his paper [13] E. W. Miller proved that if Ж  is a system of infinite sets, any 
two of its members intersect in at most n elements, then Ж has property В. P. 
Erdős and A. Hajnal [7] proved that if every member of Ж is countable then Ж  
has strong property B, i.e. there is a set X  with \ ^ \ X f \ H \ f o r  every Н^Ж.  
We generalize both results.

Theorem 2. 2 Assume that Ж  is a system o f countable, infinite sets,
Ж  is almost disjoint, and j П {H : Н^Ж'}\<п i f  Ж '^ Ж  and \Ж,\ ^И1. Then 
Ж  is sparse.

Proof. We prove the statement by transfinite induction on \Ж\. If \Ж \^ K0, 
Ж={Нр. i< k^(o}. As Ж is almost-disjoint, f ( H t)= U (Я,ПЯ,) (/'<&) will
work.

If =  Ж={НХ: a< x} and are given, let us define a tower
(Xa: okx) from subsets of U Ж  with the following stipulations:

(i) 11.1
(ii) XxczXß for

(iii) if \HC\Xa\^ n  then H<fXx (Н£Ж),
(iv) U l . =  U Ж.
To Vet (i—iv) put Ya>0= ö { H ß: ß^oc}, Y .ik+1= Y .,k\J\J{H€Jr: \НП 

ПУщ|ги}, Xa= IJ У, к. As every и-tuple of 0 Ж  is contained in only countably
к <co

many elements of Ж, we get |Увд +1|ёХ 0|^ад|"> so we have |Xa|SK0|U {Hß: 
Д<а}|^ X0 • |а|«=х. Next, let us define

Ta =  Xa- (  U XP), Жх = {Н£Ж: \НПТа\ =  K0}.
/? < а

By (i—iv) Ж= 0 Ж, x, and if Н£Жх, Н Я Х а and g(H) = HC\( U Xß) has at most
ß  < а

n — 1 elements. By induction, as (Sti— {H—g(H): H£Ж^ ( ж х )  fulfils the as­
sumptions of the theorem, and \Жа\^\Х х\п ■ they are sparse, so there is an f x 
witnessing this. Put f {H) =g { H) \ J f ( H—g{H)) if Н^ЖХ. By our earlier remarks 
/ ( # )  is defined and finite for every Н^ЖХ. If H, Н'£Ж, H ^ H '  and H, Н'£ЖХ 
then Hr\ H' ^ g (H) \ Jg (Hj {J f i ( l I~g(H) ) l J f i ( n ' - g (Hj )=f (H)[J f (Hj  surely 
holds, if неж а, Н'ежр with ж ß ,  НПН'  £ Х аП Н ' Q g ( H j Q f ( H j Q f ( H ) U  
Uf (Hj ,  too. Q.E.D.

Theorem 3. I f  Ж is a system of infinite sets, n<ca, and the intersection o f 
uncountably many members o f Ж has less than n elements, then there is an 
f - . Ж ^ и Ж  with \f(H)\ = \H\, f ( H ) Q H  for Н £ Ж, suchthat {/(Я): Н£Ж)  
is disjointed. Hence, i f  Ж is uriiform as well, Ж  has the large subset property.

Proof. Put Ж={На: a-=x}. Assume that \Ha\=pa, Ha= U {HXi(: 
where |Яа_?| =  ^0, and {Hx i : is a disjoint system. We want to apply

2 See the note at the end of the paper.
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Theorem 2 to 0={Я а>?: oc<x}, by it, f  has a transversal g. f ( H J =
= {g(H<x,s): £</*«} (2<J<) are large subsets for <?f.

Notice that ^  is not almost-disjoint, so for the handling of the x = co case we 
have to use Bernstein’s lemma (Prop. 1), and then exactly the same proof as in 
Theorem 2.

T h eo rem  4 (MA). I f  Ж is a system o f infinite sets, n<co, and | П {Я : Я 6
£Ж'}\<п i f  Ж’О^Ж, [^'1^2**° then Ж  has property B.

P r o o f . Assume Ж  = {НХ: a<x). Choose It is enough to prove
that Ж'={Н'Х: a<%} has property B. For %<2N this is a well-known consequence 
of Martin’s axiom. If x^2*o we define Y^k (/c<co) and Xx (a<x) as in the 
proof of Theorem 2. We want to show that \Xx\o c  if a<x. Clearly |Уг>0|ё  
^ |U  {H'p: /l<a}|s|oc| +  K0-=:x.

Assume first that x —2K». If |Уа,&|<%, УаД+1 sets, each of cardinality -= 2 \ 
so as MA holds, 2*o is regular, |Ув к+1|< 2хо. By König’s theorem, |Z J^  
^  2 \У а,кЫ**=х. If к > 2 \  |УвД+11=ё|УяД|"-2*» and -2«о<к.

к <C)

T heo rem  5. Let Ж  be a system o f sets of cardinality p (p is regular). Assume 
that Ж  is almost-disjoint and the intersection of p + members o f the system has 
power <  T .  Then Ж is sparse, assuming either

(a) + and GCH holds, or
(b) p = t +, GCH and \Ж \^р+ш holds, or
(c) p S x + and V = L holds.
Let me note, that property B, in case (c), was proved first by Donder [4].

P r o o f . We can give an inductive proof, as in Theorem 2. For \Ж\Шр the 
statement is true. Assume \Ж\ = х>р.  The construction of Theorem 2 can be 
copied out, the only problem is when there are sets S f x  with \S\<x  and \S |T=x. 
As GCH holds, this is possible only if x = X + with cf ( X ) = t .

In case (a), however it is true that for a set of cardinality X a system of sets 
of cardinality t+ such that every set of cardinality т is contained in only p sets, 
has cardinality at most X. For a proof assume that ЖЯ^[Х]Т+ is as described, 
and A =  sup {2$: £< cf (A)}, for every Н£Ж there is a <^<cf (A) with \НС\Х$\ = г+ 
as cf (A)St. For a given ^<cf (A) the set of f f ’s as described above can be at 
most 2kf p as А*^т+. So \Ж \^ р  2  2Д?=А. This observation enables us to

i-=cfU)
define Xa (a-oc) with

(i) и х ^ и ж ,
(ii) Xaa X ß,
(iii) |T j< x ,
(iv) if |ЯПУа|==т + then H<fXa.

We can finish the proof exactly as in Theorem 2. For case (b), x < /i+fflwe can prove 
the result without any problem, Proposition 4 gives the result for x — p +m.

For handling case (c) we can assume that и ж  = р= г+, x = X+, cf (A) ̂  т 
and holds. □  x denotes the following axiom (introduced by Jensen [11]): 
for every a<A+, limit there is a subset C„Qa, with
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(a) Cx is closed unbounded in a,
(b) otp (order-type) C ^ l ,
(c) if у is a limit point of Ca, then Су—СхГ\у. Assume that 0£C„ for 

every limit a, and ((£, a): ( <otp (a)) is an increasing enumeration of Cx. For every 
a</?-=A+ let us fix [a, ß)= |J  S(ct,ß,f) with |5”(a, ß, £)|sA? where (A{: <!;<

? « = c f (A )

<cf(A)) is a fixed sequence with ^A ?=A. For a<A +, limit let us define (for 
£<cf(A))

T( = U S(c(t], a), c(rj +  1, a), £).
>i-= otp  Cu

Now we are able to define a sequence {ify:y<A+}£j!A+ with
(i) dy is increasing,

(ii) if \HCldy\=ii then H ^ d y for Н^Ж.
If a<A+ is given, as a=  (J T\, |Я П а|=т + holds and a is minimal with this

? - = c f (A )
property, then cf (<x )  = t+ s o  for £ < c f (А), |Г||ёА^ • т + < A, and there is a f<cf(A) 
with |7 |П Я |= т+ . So if a is given, then /(a) =  sup {sup Я : there is a £ with 
|ЯГ)7|]ёт} is defined and we just now proved that /(a)< A + whenever otp(a)^A 
(this is the only case when |Г ||<А  is not guaranteed). From this we can inductively 
define а0=а, ар+i =/(«/})> «,=sup {а^: j! < í|} if í/ is limit. The point is, that aT+ 
has the property that if |ЯПа1+|= г + then Я Qat+. For the proof of this fact, 
assume |ЯПат+| — т+. As cf(ar+) =  r +, there is a £<cf(A) with \HC\Tp*|Sx. 
If у is an element of Сст+П{aß: ß < i+) large enough, |Я П 7jJ|St so Я is 
included in a,,+1.

This proves that for every a< A + there is a g (a)> a with g(a)<A+, limit 
and if |Я П ^(а)|=т+ or even there is a £-<cf(A) with |ЯП 7’| (а1)|^ т  then Я^#(а).

From this we can define a closed unbounded C g A + with the property: if 
Н£.Ж then there is a ydC with |уПЯ|=т ,  HQy'  where y' is the next element 
of C. Using this “ tower” we can finish the proof.

Added in proof (December 19, 1983). The author has found a proof for the 
unrestricted case of Theorem 1 if /i> ®  is regular. This result, along with some 
substantial generalizations of Theorems 2, 3, and 5 will soon be published.
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ON GENERALIZED UNIQUENESS THEOREMS 
FOR WALSH SERIES

K. YONEDA (Sakai)

Introduction

Let

(1) ц ~  2 f t ( k ) wk(x)
k = 0

be a Walsh series.
Vilenkin [6] proved that the empty set is a set o f uniqueness in the classical sense. 

Fine [2] and Shneider [3] generalized the result just cited and established independently 
that a countable set is a set o f uniqueness in the classical sense. Crittenden and Shapiro
[1] generalized their result such as i f

2n - l

lim 2  fi(k)wk(x) =  0
fc=о

except on a countable set and

lim 1/2" 2  f t ( k ) w k ( x )  = 0
k=0

everywhere then fi(k) = 0 for all k. From an other point of view different from one 
of Crittenden and Shapiro, Skvortsov [5] gave a generalization such as i f  some 
{5,2”iW}j,n i< n 2< ..., of partial sums of (1) such that hm fi (k) =  0 converges to zero
everywhere except perhaps on a countable set, then ft(k)=0 for all k.

By Skvortsov’s theorem in [4], it follows that i f  a Walsh series (1) satisfies
2 " - l  2n —1

(2) lim inf 2  ft (fe) wk (x) ё  0 ^  lim sup 2  ft ( k )  wk (*)
fc =  l  k=0

except perhaps on a countable set and lim ft(k) = 0, then ft(k) = 0 for all k. Wade [7] 
proved that i f  a Walsh series (1) satisfies (2) everywhere and

lim inf 1/2" 2  ft(k) w k ( x )  — 0 =  lim sup 1/2" 2  f t ( k ) w k ( x )
“  k = о k = о

except on a certain countable set, then ft(k) ~ 0 for all k.
On the other hand, the author [10] proved that a set o f  Haar measure zero is 

a set o f uniqueness for the class o f Walsh series (1) satisfying

(3) supn ft(k)wk(x) <  CO everywhere.
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Wade and the author [8] extended the result just cited for the group of integers of 
a p-series field.

The purpose of this paper is to extend the Crittenden—Shapiro and Skvortsov 
theorems, Skvortsov and Wade theorems and the author’s theorem.

When gß is a certain class of Walsh series, a set E  is said to be a set o f  gene­
ralized uniqueness of the first kind for 3d, or a Ux-set for gß, if each Walsh series 

which satisfies

(4) lim infП -*■00

2n —1
2

k =  0

fi(k)wk(x) = 0 except on E

vanishes identically. A set which is not Ux is called an M x-set for gß. And a set 
E  is said to be a set o f generalized uniqueness o f the second kind for gß, or a U2-set 
forgß, if each Walsh series pggß which satisfies (2) except on E  vanishes identically. 
A set which is not U2 is called an M.,-set fo r gß.

The main theorems of this paper are as follows.
Theorem 1. A countable set is a Ux-set for the class o f Walsh series (1) satisfying

(5) lim inf 1/2" * fi(k)wk(x)
k =  0

=  0 everywhere.

Theorem 2. A countable set is a U2-set for the class o f Walsh series (1) satisfying
(5) everywhere.

Theorem 3. A set o f Haar measure zero is a Ux-set for the class o f Walsh 
series (1) satisfying (3) everywhere except perhaps on a countable set and (5) everywhere.

Preliminaries

The dyadic group [2] is the set of all 0 —1 series (tx, t2, ...). For convenience, 
we shall identify (tx, t 2, • ••)» hm tkAA, with ( 2  tk/2k) and when lim tk= 1, we

k = l  J k-»oo

shall write as (/ls i2, ...) =  ( 2  ^/2fc)~. A dyadic interval of rank n, [/?/2", (/?+ l)" /2n],
k  =  l n

is the set of all (fi, t2, ...) such that 2! tkl'2-k—p/2n. Obviously [0, 1 ~] denotes 
the dyadic group. k=1

A dyadic measure or a quasi measure m is a set function which satisfies

tn [p/2", (p+ 1)-/2"] -  m[2p/2n+1, (2p+ l)~/2n+1] + m[(2p+1)/2" + 1, (2p + 2)-/2n+1]

for n=0, 1, ... and p= 0, 1, ..., 2"—1. It is already known that each Walsh series 
is a Walsh—Fourier series o f some dyadic measure and each dyadic measure has its 
Walsh—Fourier series. We shall write the dyadic measure associated with p by mr  
The relation between and its &-th Walsh— Fourier coefficient fi(k) is as follows: 
for 2",

ß(k) =  2  тцb/2n, (p + 1 )“/2"] wk(p/2").
P =  o
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It is easy to see that a Walsh series ji is the null series i f  and only i f  mll(I)=0 for 
all dyadic intervals I. In this paper /  and Г  are dyadic intervals.

For détails of dyadic measures and the dyadic group we refer the reader to
[8], [9] and [10].

Proof of Theorem 1

In order to prove Theorem 1 we need three lemmas.
Lemma 1. The empty set is a Uk-set for the class o f all Walsh series.
P roof. Let mß be the dyadic measure associated with p. Then it follows that 

K [ 0, 1-]| S  |m„[0 , l - / 2] |+ K [ l / 2 , 1-]| ==
S 2 max{|m„[p/2 , (p + l)“/2]|: p = 0 , 1} =  2\тц[р1/2, (pi +  l ) - /2]| 

where p t = 0  or 1.
Continuing in this way we obtain a sequence of dyadic intervals {[p,J2", 

(Pn+l)_/2"]}n suchthat

(6) [0 , 1 -] i  [pJ2, ( Л + 1) - /2] § . . . 2  [p„/2 -, (p .+ 1) - /2"] 5 ...

... 2  |mM[0, 1 -]| * 2 \m ß\pJ2, (p1+ l)-/2]| Ä ...S  2n\mll[pJ2n, (p„ +  l ) - /2"]| ^ . . . .

Each dyadic interval is a closed and open set. Then we have [pJ2n, (pn + \)~j2n] = 
= /„(x„) where In{x) is the dyadic interval o f rank n containing x  and

П [pJ2n, <J>n + l ) - /2n] -  Ы -П = 1

From the hypothesis there exists a sequence of integers {nk}k tending to infinity 
such that

Urn 2Пк\т^{1Лк{х0))\ = 0 .

Therefore it follows that шДО, 1~]=0.
In the same way we obtain that mfi(I) = 0 for all I. This completes the proof. 
Lemma 1 implies Vilenkin’s theorem in the dyadic case.
Lemma 2. A set o f one point is a Ux-set for the class o f Walsh series (1) satisfying 

(5) everywhere.
P roof . Let x„ be the point where (4) does not hold. If x0(| /, then by Lemma 1 

mfl(I')=0 for T eil. Hence for 0^fc<2" we have

fi(k) = 2  ”'Лр12"’ (P + 1)~/2"]'v*(p/2n) = m„(l"(xo))wk(x0) =
p  = 0

2n—l
=  2  

P =  0

m,t [p/2", (p + 1) /2"] wk (x0) =  m„ [0 , 1 ] wk (x0).
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On the other hand it is obvious that

m„[0 , 1 “] =  тц(1„(х0)) = 1/2" 2  fi(k)wk(x0).
k= 0

Making use of (6), we have mfiO, 1~] =  0. Lemma 2 is proved. 

R e m a r k . 2  wk(x ) satisfies
k = 0

for
for x =  0

and (5) everywhere but at x=0.
L emma 3. When a Walsh series (1) satisfies (5) everywhere, set

D =  jx: lim inf 2  ß(k)wk(x)
k = 0

°}.

I f  D is a countable set, then it is nowhere dense.
P r o o f . At first we shall prove that (i) i f  x  satisfies for some na

(7) 2"|m„(/„(x))| >  a ( п ё  n0), 
then it follows that
(8) 2"|m„(/„'(x))| > £

for countably many n where l'„ (x) = /„ _ 1(x )\/„  (x).
Suppose (8) does not hold. Then there exists n1 such that 2"\m„ t t ( * ) ) |s e  

for nS«!. Let N  be a number satisfying A=max (n0, nf) and

f2'v|mM(/N(x))| > e
l2"|m„(/n'(x))| ^  e for n S N.

Set 6 = E — 2N\mfl(lN(x))\>0. Hence we have \mll(/N(x))\ = (e + 6)/2N. From the 
definition of dyadic measures, we have

Then
h f,( / JV+ iW )| + |»iil( / ^ +1(x))| S (£ + 0)/2лг. 

™ „ ( / í y + i ( * ) ) |  S  (e +  0)/2лг — Iт д(/^ +j(x))I S ( s  + e ) / 2 N - s l 2 N+\

Continuing in this way we obtain

K(W(x))| ^ (e+9)/2n — e / 2 n + 1  — . . .  — e / 2 N + k  > 

> (e + d)/2N- e/2N’f 1 - . . .  - e/2N+k- . . .=  в/2".
It is clear that

lim inf |т д(/,,(х))[ S 6/2N >  0.
This contradicts (5).
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From (5) it is obvious that (ii) i f
\mll[pol2N, Oo+1)_/2 ^]| >  t],

then there exists x£[pJ2N, (p0+l)~/2N] such that 2"|m;,(/„(x))| >2Nrj for n ^ N .
At last we shall prove the lemma. Suppose that D is dense and set D = 

= {x0, xl5 ...}. Let x0 satisfy
liminf 2"|m„(/„(x0))| >£.

There exists щ such that
2n\mll(ln(x0))\ >  £

for . From (i) there exists nt which satisfies щ>п0 and 2ni]mil(/'1(x0))|>£.
From (ii) there exists at least one x contained in Tnf x 0) and satisfying (7) for 
п ^ щ .  Let xmi be the first x in D satisfying the above relation. Then 
2-n\m„(ln(xmi))\>e for n ^ n 0.

Continuing in this way we obtain [xmk}k and {nk}k, n0< 7ii< ..., satisfying 
3  I' (x ) 3  / '  (x ) 3  !

where xmo= x x and
| 2 ',b|m/I( / 'k(xmt. 1))| >  e
Ь " |т д(/„(хтк. 1))| >  e for n ё  n„.

Set

n  KS*mk-k) = {*'}■k=1
It is obvious that 2"|тд(/„(х,))|> е for n =  n0 and x '^ x„ for all n. This contradicts 
the hypothesis.

On each dyadic interval, similarly the same result holds. This proves Lemma 3.
Remark. There exists a Walsh—Fourier series o f a positive Radon measure 

which satisfies

2 z ' 1 № )\*  = 0(1)
as and

k = 2"

2 " - l

lim Z  ß(x) wk(x) = 0

everywhere except on a dense set of Haar measure zero [10].
Proof of Theorem 1. By Lemma 3 D is nowhere dense. Set D=Dl)= D l UD'1 

where Z)x is the set of accumulating points of Df) and D'x is the set of isolated 
points of £>„. For xfD [  there exists /  such that IC\D0= {x}. By Lemma 2 
777„(/') =  0 for T a l .  Then (4) holds on D{.

Set analogously D1=Di UD'2 as we did on D0. Then (4) holds on D'2.
In general set £>a=.Da+xUZ>á+X where a is an ordinal number such that 

a < i2 and Q is the first ordinal number of the third class. D is a countable set, 
then there exists an ordinal number ß~~Q such that D p= 0 .  If follows that
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D= IJ £>' and (4) holds on each Z>'. That is, (4) holds on D. Therefore (4) holds
a  <  Д

everywhere. Consequently by Lemma 1 Theorem 1 is proved.
The following results are corollaries to Lemma 1.
Corollary 1. For a dyadic interval I, i f  (4) holds everywhere on J, then 

mu(l')=0 for all Fez I.

Corollary 2. Let {/■„}„ be a sequence o f  positive numbers tending to infinity. 
When E is a closed set such that 1/A„ • Nn(E) = 0(1) as и— °° where N„(E) is the 
number of dyadic intervals o f rank n containing some elements o f E, E is a U1-set 
for the class o f o f  Walsh series (1) satisfying

lim inf K ß n 2  fi(k) Wk(x)k = 0
=  0 everywhere.

We can extend Lemma 1 for double Walsh series.
Co rolla ry  3. The empty set is a Ux-set fo r  the class o f all double Walsh series.

Proof of Theorem 2

To prove Theorem 2 we need following lemmas.
Lemma 4. The empty set is a U2-set for the class of all Walsh series.
P r o o f . Similarly to the proof of Lemma 1 we can easily find two sequences 

of dyadic intervals {[pJ2n, (pn+ l ) “/2n]}„ and {[qJ2n, {qn+ 1)“/ 2"]}„ suchthat

m„[0, I “] =s 2m„[pJ2, (pi +  l ) “/2] ==... sä 2nm fipjl", (pn+ l)~/2n] rs...,

[О, 1-] i  [ p j 2, (px +  l ) - /2] Í . . . 2  [PJ2n, (pn + 1) - /2 п] 

mfiO, 1- ]  =  2mß[qJ2, (qx + 1)" /2] S ...i£  2nmll[qJ2n, (qn + 1) - /2"]ё ...,

[0 , 1 -] i  [qJ2, (f t +  l) " /2] i  ... 3  [q„/2n, (qn+ l)~/2"] 2 ....

Set f][pn/2n, (р„+1)~/2п]= {л'о} and f][qJ2n, (?„ + l)~/2"] =  {*£}. From (2) 
/1 = 1 /1 = 1

we have

mfi 0, 1”] =  lim inf 2"?nM(/„ (xr0)) S  0 , mß [0 , 1 “] & dm sup 2n m flfix 'fi)  ^  0

where l„(x0) = [pn/2n, (p„+l)-/2n] and In(x'0) = [qJ2n,(qn+ l)- /2 n]. Consequently 
we get/яДО, 1 ] =  0 .

Quite similarly we can prove that mß(l) = 0 for all I. This proves Lemma 4. 
We state two lemmas without proofs.
Lemma 5. A set o f one point is a U2-set for the class of Walsh series (1) satisfy­

ing (5).
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Lemma 6. When a Walsh series (1) satisfies (5) everywhere, set 

= lx: lim inf У fi(k)wk(x) <  ol, D2 —ixrlim sup У fi (к) wk (x) >  o l .
I fc =  o > I  n~ ° °  k =  о >

I f  D1 and D2 are countable sets, then both o f D1 and D,, are nowhere dense.
We can prove these lemmas similarly to Lemma 2 and Lemma 3 respectively. 

Theorem 2 is proved quite similarly to Theorem 1.

Proof of Theorem 3

To prove Theorem 3 we need the following three lemmas.
Lemma 7. A set o f Haar measure zero is a Ux-set for the class o f Walsh series (1) 

satisfying (3) everywhere.
Proof. Let 0 < i/< 1 . From (4) and Egorov theorem, there exists a closed 

set such that

2  fi(k)wk(x)mesEi >  1 — и, lim inf — 0 uniformly on Et .

For each e>0, there exists an integer JV1=7V1(s) such that

infn̂ Nx 2  fi(k)wk(x) = jn f 12" m„(4(x))| <  e on Ex

For each х£Ег, let /ex(x) be an integer satisfying kl(x )^N 1 and

2kl(x)\mß(lkl(x)(x))| <  e.
Since

U 4i(x)(x) =5 Ex,
x

there exist xj1', ..., x ^ fiE t satisfying

(9) /к1(хш}(хП П I^ u n f ix W )  =0 ( i *  j ), 2  l/2*l(JC<1>) >1-1/.
J i=1

Let kx be the largest kk( x ^ )  for l ^ i ^ s k and I f  be the set of all p suchthat 

[p/2*1, (p+ 1)—/2fclJП U 4 1(.f»)(x<1>)= 0 .
Then we get

|m„[0, 1 —]| = 2  |m^(4 l(x'i))(xi(1)))|+ 2  И„[р/211, (р + 1) - /2к1]| ^
i =  l  p g B ,

S i 2 1 ^ 1>)+ # i 1K [P 1/2‘‘, (p + l)-/2 ‘>]|
1 =  1
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where #2?x is the number of elements of and on Bx \mH[p/2kl, (p + 1)_/2‘1]| 
takes the maximum at px. From (9) we have #2?x ■ 1/2kl^rj. Thus we have

\тц[0, 1-]|  ̂e+ti-2k'\mll[p1/2kl, (p1+l)-/2tl]|.
Continuing in this way, there exists a sequence of dyadic intervals

{[Pjl2\(Pj+ i)- /2 kj]}T=1
such that

[Pil2k\  (Pl + l)~/2k'] i  [p2/ 2 \  (p2+ l)-/2k*] g . . .  

hu[PjßkJ, (Pj+l)-/2*j]\ Ä E/2J+kj -fti/2kj2kj*1\mll[pJ+1/2kj+i, (j>j+1+ l)-/2kj*H\. 
Thus we get

\mfiO, 1~]| S  e + e/ 2  + ... + e/2J’~1 + rjJ2kj\mfl[pj/2ki, (Pj+l)~/2kj}\.
Set

П [Pjl2kj’ (Pj + 1) /2kJ] = {x0}.J=i
Therefore

|mM[0, 1 ]| =S e+e/2+...+e/2J 1+rjJ2kj\mll(lkj(x0))\ <  2e+rjJ2kj\mll(lkj(x0))\.

From the hypothesis the second term of the last formula tends to zero as 
so that we have |п7„[0 , l~]|<2e. Consequently we have шДО, 1_]=0.

Similarly we can prove that m fil)~ 0  for each dyadic interval I, that is, 
fi(k)=0 for all k. This completes the proof of Lemma 7.

Corollary 4. I f  a Walsh series (1) satisfies (3) everywhere on I and (4) almost 
everywhere on I, then т„(Г) = 0 for all Г  c l .

Lemma 8. I f  a Walsh series (1) satisfies (4) everywhere on I but x0 and (5) 
everywhere, then m/1(I') = 0 for all I 'c I .

The proof of Lemma 8 depends on Lemma 2.
Lemma 9. Let D be the set o f all x  satisfying

supn
2n—1
2k = 0

fi(k)wk(x) =  CO _

I f  D is a countable set, then it is nowhere dense.

Proof. Suppose that D is dense on [0,1 ]. Set D=  {xl5 x2, ...} and x t= 
=  (/{l), 42), Let nx be the first number n such that 2"|m„(/„(x1))|> L  Let
x h be the first element of D contained in Therefore jcil=(ii1), tffi, ...

•••)■ Let n2 be the first number n satisfying

2 n\m, 2 , П1 +  1 »

and xh be the first element of D contained in I„2(xiJ \ { x il}. 
Continue in this way and set

y0 =  (4», tfrh ,
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Obviously we have 2"* |ш/1(/„к(у0))| >  к, that is,
sup 2n|m/1(/„(y0))| = ~ .

Then y0£D. But this contradicts the hypothesis.
It is obvious that a similar result is valid on each dyadic interval. 
The proof of Theorem 3 is quite similar to the proof of Theorem 1.
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SATURATION FOR BERNSTEIN TYPE 
RATIONAL FUNCTIONS

V. TOT1K (Szeged)

§ 1 .

Soon after Bernstein’s fundamental work on Bernstein polynomials ([5]) it 
has begun the extension of these to infinite intervals (see e.g. [7, p. 36]). However, 
uniform approximation by polynomials on infinite intervals cannot be expected, 
so it is natural to seek a modification where the range of the operator consists of 
rational functions. In [1] C. Balázs introduced the operators

A ,(/; x)
1

(1 +апхГ
( * S 0)

and proved that Rn( f ) converges to /  uniformly on compact intervals under the 
conditions: a„=h„/n—0, /  bounded and continuous on (0, °°). In [2]
weighted estimates were given in the case a„=np~x, b„=np, 0 < /1^2/3 and certain 
questions of the uniform convergence of R„(f) on (0, ° o )  were also treated.

The aim of the present paper is to settle the saturation properties of Rn{f)  
and to prove a general convergence theorem for I?„-like rational functions.

First let us consider the saturation case. We can solve the saturation problem 
on intervals (a, °=), 0  when an—nß~x, b„—np, 0 < /J< l, i.e. a neighbourhood
of zero is omitted. Before formulating our theorem let us see what sort of results 
can be expected. If /  is smooth on the interval (a, b) then we can hope a good 
approximation by Rn( f ) only on subsets of (a, b) “far” from a or b since the 
values of /  outside (a, b) can spoil the order of approximation near a or b. 
Conversely, if we know the order of R„(f)—f  on (a, b) then, clearly, we can infer 
smoothness properties of /  only on parts of (a, b) “far from the endpoints”. 
These remarks justify the introduction of the following definition.

Let Г  be a property, I  an interval. We shall write { / 1 T}t for the class of 
functions /  having property T  uniformly on I.

D e f in it io n . {/?„} is said to be saturated on (a, b) with order {Ф,,} if 
sup \Rn(f; x )—/(x)| — о(Ф„) implies that /  is constant on (a, b) and there exists

x i ( a , b )
a function /о not identically constant on (a, b) suchthat sup \Rn( f0', x ) —/ 0(x)| =

x  6 (a, b)
= 0(Ф„). We say that the saturation class is

if for every e> 0
s(Rn) = и г е , 6)

(i) IR„{f-, * ) - / ( * ) !  ^  КФп, x € (a , b), n = 1, 2, ...
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implies

(ü)
implies

/€{g|7’}(a+S,i. - £) . 1

fZ{g\T\a,b)

\R„(f; x )-f{x )\  Ä КФЛ, x£(a+e, b -s ) ,  n = 1,2, .... 

After these let us consider the operators

where

( 1. 1) (0 ё  k ^  и).

Throughout the paper the terms ß, a„ and rn k(x) will be used always in this sense. 
With the notations

we shall prove
T heorem  1. Let a>0.

2(i) 1 then {/?„} is saturated on (a, °°) with order {ni_1} and
saturation class S (R „ )= { f\f absolutely continuous, x 2 f '  (x) = О {\)}*a b).

1 2
(ii) I f  —< /l ^ en (ЯЛ ‘s saturated on (a, °°) with order {nß ‘} and 

saturation class

(iii) I f  ß = ̂ 2 then the saturation order o f {/?„} on (a, °°) is {n_1/2} and the 
saturation class is S (R „ )= {f\f' abs. cont., x 2f '( x )  — 0( 1), xf"(x) =  О {I )}*a, °°) ■

(iv) I f  0< /1 <  — then the saturation order o f  {/?„} on (a, ■=■=>) is and
the saturation class is

By localization we shall obtain the saturation conditions on finite intervals. 
Here, however, a so called trivial class T(Rn) can also arise. This consists of all

1 For 6==o let b — e=°=.

^a(/; *) = f ( x  + h )- f(x ) , A \(f\ x) = f(x + 2 h )-2 f(x + h )+ f(x )  (h =ё 0)

1 -P 2(1-  ß)
S(Rn) = { f \ f  abs. cont., x 2f ( x )  = 0( 1), x *  A*h(f; x) = 0(h  ß

S(R n)= { f \ f  abs. cont., / ( » )=  hm f( t)  exists, 

x i/(2 -s /»/'(*) =  0 (1 ), x W - H A X J ;  x )= 0 ( h ßl(1~ß)), 

x/"(x) = 0(1), / ( ” ) - / ( * )  =  0 ( x - ß̂ - ß% â .
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SATURATION FOR BERNSTEIN TYPE RATIONAL FUNCTIONS 221

functions for which Rn( f ) —f  =о(Фп) ({Ф„} is the saturation order), (see [10, p. 123]). 
We have

Corollary 1. Let 0 be any two numbers.
2

(i) I f  — 1 then {/?„} is saturated on (a,b) with order {nß г}, with
trivial class 
( 1.2) T(Rn) = { f \ f  const)X„,b

and saturation class S (Rn) =  { / 1 /€  Lip 1}*„, •
1 2(ii) I f  у  < (i <  — then {/?„} is saturated on (a,b) with order {rf 1}, with

( . 2 — 3ß }*trivial class (1.2) and saturation class 5’(Ä„) =  ' j / | / /6 Lip---- ----- [
l  ß  ) (a, b)

(iii) I f  /? =  y  {̂ en {^Л is saturated on (a,b) with order {n 1/2}, with trivial
class

and saturation class
(1.3)

T(R„) = {/!/(*) =  c+ d f  ez‘ dx}*a_b)

1

trivial class

S(R„) = { / ! / '€  Lip 1}?0 ) . 
{7?,,} is saturated on (a, l

T(Rn) = { /|/(x ) -  c+dx)U )

(iv) I f  then {7?,,} is saturated on (a,b) with order {n ß}, with

and saturation class (1.3).
R emarks. 1. At first glance the dependence of the saturation order on ß may 

be surprising, namely with the decrease of ß, i.e. with the increase of the distance
к 1between the nodes — , the saturation order decreases (!) for /? > y  and in­

creases for /?<y .  The explanation is the following: in the approximation the

dominating factor for / J > y  is the distance of x from the weight point of the 

weight system:

{the weight r„ilfc(x )= ^ j  is put into the point

and this distance decreases together with ß. On the other hand, for /? < y  the
dominating factor is the “ second moment” /?„((?—x)2; x) which increases when 
l/ß does so.

2. The form of the saturation classes is also odd, since most “natural” operators 
have Lip 1 or { /|/ '£ L ip  1} as their saturation class.
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3. Our theorem shows that from the point of view of best possible approxima­
tion the optimal value of ß is у  (compare [1, p. 124]).

4. It would be very interesting to solve the saturation problem around x= 0 .
5. Let

rn" - 1 for 1 >  ß a  1/2 

(1'4) 7n==l n - p for 0 < ß < l / 2 .
If 0< a<  1 and a > 0 then one may be interested in determining the function classes

=  { f \R ,A f \ x ) - f ( x )  = 0 ( f n)}<a'X)
i.e. the conditions under which the non-optimal approximation order {y“} can be 
achieved (for related problems see e.g. [4,8,9]). We conjecture the following: 
Let us write /(°° )  =  lim /(?) and when the term /(°°) is used then it is also under-

i-*-oo

stood that /  is a function for which the limit exists. With the convention accepted 
in Theorem 1 the following hold very likely:

1. For J  =£ ß <  1

*(*,-) =  { /I  x) =  О (if); / ( * ) - / ( « > )  =  0 (х-*)&,те)

Ф-ß) Mi-fi)
R(°.~) = { f\x  ß A t(f-,x ) = 0(h f ); x ^  A\(f\ x) =  OQf), 

fix ')  —/  (°°) = О (x_a)}*a, „ ) .

3. For 0 <  ß <  j
a

= {f\x?Al(f\ x) = 0(h**), x ^ f iA U f ,  x) = 0 (h *),
2 aß aß ß

x ^ f iA l i f -  x) = 0 (/Ä ^); / ( * ) - / ( - )  =  0 (х_^ )} * в те).
The sufficiency of these conditions can be proved similarly as in Theorem 1 

and also much of the necessity proof of Theorem 1 can be transferred to the above 
non-optimal case. One major difficulty is the proof of х^АЦ / ; x)= 0(ha) when 
RniD ~ f= O ir i ^ - x\  ß=  1/2 .

After these we turn to the uniform approximation problem for Bernstein type 
operators. Let a={a„)x be a positive sequence and B=(bn k)osk^ n(n=12 -) a 
matrix with entries
(1-5) 0 == bn>0 <  b„д < . . .<  b„'„.
We shall consider the operators 

Rn(f> x) = R„(B; a; f;  x) J / ( b , lt) [”) (anx)k
n

2  f(bn,k)rn,k(x)-
k  =  0
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SATURATION FOR BERNSTEIN TYPE RATIONAL FUNCTIONS 223

Let S  be the set of functions Д С [0, °°) for which /(°o)=lim  f{t) exists.
t-+ oo

Clearly, since lim Rn{B\ a; f ;  x)= f(bn „) exists, uniform approximation on [0, °°)
by the operators R„ can be achieved only for functions belonging to S.

D efinition. We say that {R„} has the approximation property if 
lim R„{B\a\/ ;  x) = f(x) uniformly on [0, °°) for every f^ S .

П-+-оо

We have
Theorem 2. Let B, a and R„ be as above. The following assertions are equivalent:

(i) {/?„} has the approximation property,
(ii) lim Rn( f ; x)= f(x ) uniformly on compact subsets o f  [0, °=) for every 

continuous and bounded f
(iii) lim /?„(1/(1+ i); x) =  1/(1 +x) for every rational x^O,
(iv) lim Ь„,[пвпх/(1+впх)]=л for every x^O .П-*-оо
E.g. we obtain from (iv) that the operators

(1 +x)" =r i / b k + 1
x1

have the approximation property (cf. [6]).
Note that (iii) is a very strong Korovkin type characterization of the approxima­

tion property (for an application see Corollary 5 below).
Corollary 2. I f  a= {«„} is a given sequence of positive numbers then there is 

a matrix В such that {R„(B; a)} has the approximation property if  and only i f  
lim nan=°° and lim ajn=0.
n-*- OO H-*-oo

Corollary 3. I f  ű={ű„} and b={b„} are two positive sequences then

{«.(« b ; f ;  *) = ( “ ‘ x f  Í
has the approximation property i f  and only i f  naJbn-+\, a„-*-0 and b„-»°° as n-*°°.

Corollary 4. Let B=(b„tk) be a matrix with property (1.5), and let k~(x) 
and k„+ (x) be the number o f the bn>k which satisfy b„k^ x  and b„tk>x, respectively. 
Then there is a sequence a={a„} of positive numbers such that {Rn(B\d)} has 
the approximation property i f  and only if  for all x, у > 0

( 1.6) lim kn / k" W  = 1
i ~ k + ( x ) l  k+(y) у '

Corollary 5. Let {a,,} and (b„ik) be as above and let us assume that 0
for every n. Then {Rn{(b„tk), {«„})} has the approximation property i f  and only 
ifit has the sequence of operators
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Thus, e.g. we can conclude that

J2S ( П ^ { , ! / ( т г )  - / и

uniformlyon [0 , °°) for every /££■ 1).
R em ark . Much of Theorem 2 could be extended to other type of operators, 

e.g. to the Bernstein type operators

Ö S x S l ,  0  s  i)„,0 <  ()„,! <  .. .  s  1,

or to the Szász—Mirakjan type ones:
" .,-nJnx)k2 f ( b n,k)e- k\ x — о, o s  < fe.n, 1

The paper is organized as follows: In § 2 and § 3 we prove Theorems 1 and 2, 
respectively, and §4 contains the proof of our lemmas.

§ 2. Proof of Theorem 1
P roof o f  S ufficiency , i.e. the given conditions ensure the stated approximation 

order.
a. The case ß^2/3. By our assumption | / ( t ) —/(x )|^A jt_2|/ — x| for x ^ a  + e
X 1and -^—t — 2x, so we get for n1~ß

\K (A  * ) - /(* ) I ^  0{n~1) + ^ R n( |/ - x |;  x) = 0 (n " -1)

where we used (i) and (ii) from Lemma 1 and the inequality ß/2 ^ l —ß.
Since f '(x )  = 0(x~2), the limit f(°=)= lim f ( x )  exists and f ( x ) — /(°°)= 0 (x_1),

hence for г ё у и 1' 11 we obtain from Lemma 1 (ii)

\ R n ( A  x ) - f ( x ) \  ^  R n( \ f - f ( oo)|; x) +  |/ (x ) - /( ° o ) | =

= O in -^  + OinP-^+OinO-1) = O t f - 1).
1 2 1ß. The case — . For х ё у и 1 p argue as above in a. For n2,3~p^

we get by the argument of Case a

|Я„(/; x ) - /(x ) | =  0 (n-1)+ -^ -  Ä „(|i-x|; x) =

= 0{n~’i) + 0 { x - 2{ni,- 1x2 + n - ßl2x il2)) = 0(пр~г)
since
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SATURATION FOR BERNSTEIN TYPE RATIONAL FUNCTIONS 225

Finally, for a + s ^ x ^ n (2/3) ß let ö= ^ ,

and
co(<5)= sup \A2 (f; x)\

0<ĥ ő, x^a n \x

v 2  «5/2/ ey \2 0\'l
/a(0 = [yj f f  {2f(t+u + v ) - f ( t  + 2(u + v)j)dudv 

(see e.g. [8]). For these we have (see [8], especially formulas (3.2) and (3.3))

1/ ( 0 ~ /a (01 ^  Kalin-"*), I / / (01 ^  K~a>(n-V*) [ j S t * 2 x )

and by x2f '(x )  = 0(l): \/0'(х)\^К /х2. Now our assumption x{1~ß)/ßA2h( f ; x) = 
— 0(h2(x~ß)/ß) says that co(S)=0(32(1~fi,/fi), hence the relations | / á(/)|Ssup | / | ,

and
\R«(f; x ) - f( x ) \  — R„(\f-fs\,x) + \ f ( x ) - fd(x)\ + \Rn(fe; x ) - f a(x)\

\ M 0 - M x ) - f d'(x X t-x ) \ ^  К /й" (0 (1 -х )2 = К —  a>(n~ßl2)(t—x)2

give together with Lemma 1

IRn(f; x ) - / ( x ) \  ^  0 (n -')  + O(ca(r,-V2)) + O(co(n~V2)) +

+ |//(x )|( |Ä n( '- * ;  х ) |+ ^ )  +  ̂ ш ( п - ^ Л л(0 - ^ ;  x) ^

=g 0(n~1)+ 0(np~1)+ 0(nß~1)+Knß~1 -^-{п21>~2х* + = 0 (n ß- 1)
since n3ß~2x3^  1.

у. The case ß= l/2. The proof given in Case ß works also in our case because 
x f" (x )= 0 (  1) implies

f t / x  h][x

\A\ -̂x ( /; *)| = \ f f  f"(x+ u+ v)dudv\ á  К f f  (x+ u + v)~xdu dv s  Kh2. 
о о

(5. The case 0</?<l/2 . For k ^ ~ n  we have by f(x )  — f{°°) = 0 (x ßKß~l>) : 

т - n  oo ) = 0(n~ß) hence (see Lemma 1, (ii))

\Rn( f ; x ) - f ( x ) \ ^ 0 ( n ~ x)+ K n-ß 2  rn,k(x) = 0 (n~ ß) [ x ^ j n 1-»).
— n 
4
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For л2/3 ß̂ x ^ - ^ - n 1~ß we use

1/ ( 0 - / W I  S  K x -W V -n \t-x \ßl̂ - ß) 2x)
by which

MW; * )- /(* )I == OCn-^+^c-wa-w^di-jciAi1-» ; *) ^
3  0  ß2

S O (n - 1)+ATw-<’( l+ x  21-^ n  ^ - n ) ^ K n ~ ß

where we used Lemma 1, (i), (ii) and x ^ n 2,3~ß.
Finally, when a + e ^ x ^ n 2l3~ß then we use f '( x )  = 0 (x1!<3ß~2>), /" (x )= 0 (x _1), 

Lemma 1 and the estimate

l / ( 0 - / ( * ) - /4 * ) ( i - * ) l  S  *  ( t - x )2 2x)
to obtain

M W  x ) - f{ x ) \  Ш 0 (п-1)+ |/'С *)|(|Л ,,(*-* ; х ) |+ -^ | + ̂ Л „ ((г -х )2; x) =S
1

0 (n ~ 1)+ 0(x3ß~2nß~1x2)+ 0(n2ß~2x 3 + n~ß) = 0 (n~ ß)

by which the sufficiency of our conditions is proved.
P roof of N ecessity , i.e. R„{f)—f=0{y„) (cf. § 1) ensures the stated structural 

properties of / .  The proofs below with minor modifications yield also that the 
saturation order is {y„}, we omit the details.

a. The case 2 /3^ /?< l. First we show the absolute continuity of /  on (a, °°). 
It is enough to do this on every finite interval (a, b). We may suppose that /  is 
not linear in any left neighbourhood of b.

First of all let us prove that if f  is bounded, continuous and

(2.1) limsup n1~p(R„(/; x)—f(x ))  >  0

for every x£(a, b) then there is a point x0€[a, b] such that /  decreases on (a, x0) 
and increases and convex on (x„,b). Let x0 be a point where /  attains its 
minimumon [a,b\. If a ^ x < y < x 0 and /(x )S  f ( y )  then, by the choice of x0, 
there is a z between x and x„ where /  has a local maximum. Thus, for a <5 >0 
/ ( t ) ^ / ( z )  for z — d S t^ z + 6  and then Lemma 5 yields Ra(f; z )S f(z )+ 0 (n ~ 1) 
by which

limsup n1- ß(R„(f; z )- /(z ))  ^  о
П-*-оо

and this contradicts (2.1). This contradiction shows that we cannot have / (y ) s /(x ) ,  
i.e. /  strictly decreases on (a, x0). The same argument gives that /  increases 
on (x0, b). Finally, let us suppose that for some x0S x 1< x 2< x 3S b  we have

f i x  2) ^  =  f ( x 1) + a(x2- x 1).
Л 3  A j
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Then (see also the figure) there is a z£(xx, x3) for which
f i t )  S / ( z ) + a ( t - z )

for all t sufficiently close to z, and so Lemma 5 gives

*„(/; z ) - / ( z )  =£ «Rn{ t - Z ; i) + 0 (n-i) =  -  + Q (»"1)
1 I rl Zq

which contradicts (2.1) because a is positive. Hence /  is convex on (x0,b). 
Now let us turn back to our /  on (a, b). Since R„(f)—f= 0 (n ß~1) and

Rn(t; x )—x = —Y+W~bc ’ there is a C > 0 such that for the functions /± (/)  =
=  —C t± f( t )  we have lim sup (Л„(/±; x )  — / ± ( x ) ) > 0  for every x£(a,b). Let
x0+ and x0~ be points where f + and f~  attain their minima on [a, b], respec­
tively. According to what we have proved above both / + and f ~  are convex on 
the interval (max (x<J\ x„), b). Since we assumed the non-linearity of /  around 
b we can conclude that max (x0+, x^)=b. Let e.g. x<f=b and x# 
arbitrary (if x£= b  is also satisfied then the consideration below becomes even 
simpler). Since f ~  is decreasing on (a, b), we have for x ,x+ h£(a ,b ),h> 0
(2 .2) f~ (x + h )—f~ (x )  = —Ch — ( / ( x  + h) - f ( x ) )  == 0 .
Also, / + is decreasing on (a, x0+) and increasing and convex on (x0+, b), hence
(2.3) -C h  + i f  (x + h) - / ( x ) )  ^  0 
for x, x+h(z(a, Xq-], /i> 0  and
(2.4) — C h + (f(x  + h)—f ( x ) ) ^ d h
for x, x + h£[x„, b'], h ;»0 where d denotes the right derivative of f + atthepoint b'. 
By (2.2), (2.3) and (2.4) /  is in Lip 1 on (a, b') with Lipschitz constant C+d, 
and since was arbitrary, the absolute continuity of /  is proved. For later
applications let us note that our argument is valid for all /?Sl/2 .

Now at every point x where /  is differentiable we have lim n1_p(7?„(/; x) —fix ))  =
H-*-oo

= x 2/ ,(x) (see Lemma 2, (i)) and so the boundedness of nl~ß{Rn( f\  x ) - /(x ) )  
on (a, °°) implies that of x2/ '(x ) .
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ß. The case l/2</?<2/3. First we prove that x il~ß)/ßA l(f; x )= 0 (h 2{1~ß)/ß) 
on (a+e , °°). By Lemma 6 we can modify /  on (0, a + e) so that the resulting 
function/* satisfies R„(f*)—f*  = 0(nß~1) uniformly on [0, °°) and /*  is constant 
on (0, a). Subtracting /* (0 )  from /*  we may thus suppose that / i s  zero on (0, a) 
and R „ ( f) - f= 0 (n ß- 1) on (0, °o) in proving that

(2.5) «(<5) =  co(/; <5) =  sup M L -(/; x)| =  0{h2(1~ß)lß).
0<»SJ,l=0 '

In fact, if we apply this result to the above /*  and take into account that f(x )=  
=f*(x) for jcS ű+ e we get

sup \A\rx(f- JC)| =£ m (/*; h) ^  K f t2* - » " )
x^a + e

which is equivalent to our assertion.
Almost everything from the proof is contained in
Proposition 1. I f  l/2<)8-<2/3, Rn( f ) —f= 0 (n ß~1) uniformly on (0, °°) 

and f(x )  =  0  for x£(0 , a) (a=>0 is fixed) then

IR ' nif i , *)| =  K ^ - ( nß- 1+ co(n - p/2)) (x >  0, n = 1, 2, ...).

Proof. Let * > 0  and <5 = lxjnß. Then

I W ;  *)l s  к ( / - / , ;  x)\ + \K ( f s- x)| =  I  fix) + 1 fix)
where

/  o  \ 2  <5/2

/«(0 =  [ y j  f f  (2f(t + u +  v ) - f ( t  + 2(u + v)))dudv

is the function already used in the sufficiency part of the proof.
We shall estimate I  fix) and I  fix) separately.
I. Estimation of I  fix). An easy computation gives (compare e.g. [4, p. 705]) that

(2.6, W ;  *> = | , | [ ( ” Т Т & )!- ( ‘ - 2 1 ^ ) г - ( т £ Ы Ч ] х  

x 4 £ )  „ # / Ш  ( т - i f f e )  ' « »  "

-  $ М т г )  , # / ( > )  (-=~t S £ f) '* • »  =
= hfi f i ,  x ) - /x .a(/; x).

First, let us consider the case i^ (a /2 )2. We have / |- ^ - j  — =  0 for

because /(x ) = 0  on (0 , a), furthermore for k > — nßa we get from the
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definition of со (see also [7])

со „ 1 .4- — nßa
ä  co(n ß,i)

where we assumed, as we may, 1.
In the above expression of R'áif—fö', x) we have

(2.7)

(see [4, (1.3)]) and n l+ a„x :1, hence

\ K i f - U x ) \  S ^ o ,(n -W 2).
... n

- +  — —  co(n~ß/2) 2  Г п л ( х )  S  — - ю ( п

After this let x>(u/2)2. We use that a>(A<5)^A7l2co(<5) (A ^l) (see [8]) by which

(2.8) / s í co(n~p,2)^-j^- for 0 < k ^ n ßx  

co(n~ßl2) for k > n ßx.

We have also / (0 )—/ г(0) = 0 for x S n ßa2 and |/(0)—/ г(0 )|^2  sup |/ | for all x, 
hence with

(0 for x  ^  nß a2
(2.9) h (x) =  I f » 2

11 for x  >  npa2

we get by the positivity of ( l  “  2y ^ )  í f  +  ( y ^ j )  7. that

*>l -  ^ S [ f e Í - ( T T f e ) ^ ] ' ,Wr“ W+

+ ̂ co(n-^2) 2’ Ip„.t(x)| = 51(x) + 52(x) + 53(x) + 54(x).
fc = [n̂ x] + l
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Since ß >~2 and h(x) = 0 for x ^ n ßa2,

Si (x) =§Kn2ßh(x)r„'0(x) = К ~  nß~1 | ^ ( 1+^ i J  h(x)

s K ~ n’ ~ ' l " - ( ^ r i r p ) ) «  « V
By (2.7)

S4W  ^  K -co (n ~ ß'2) и '" 1* ^  АГ —  co(n" и л:
To estimate £ 2(x) let

(2Л0) S,(g ; , )  =  j 8 ( Í ) ( " ) , . ( ! - . ) -

be the и-th Bernstein polynomial of g£C[0,1]. We have (see [7,p. 14]) B„((t-x)2; x)
* ( 1 - * )  XT= ---------- . Now

£ ^_|_j l + a  x Гп,к х̂  ̂~  a n x ) r n + i ,k + i (x )

and

when [ * - ,«■ * ]‘ s 4 - (и 1 +a„x) (л+ 1  l+ a„x ) (и l+üf„x) и2
so

и"_  „  ,  _ » /24 . „  n2«(n W2)n^ *x npSÜT —  со(и g/2) +  ̂ T л . . .----- — ^  К —  co(n~x  x2(l + np~1x)(n +  l) X  v

a ]where we used also the inequality x s j y j  . 
A similar argument gives

S M  -  o g . 0 r * - ) { i + l | * „  ( ( l - ^ g j )  '+ ( t^ ) ! ;

-  о  ( g  A  t I ^  „(.-«■>) -
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and so the estimate

/пСЛ-Л; *) = о
has been proved for jĉ (ű/2)2.

To estimate /1>2( / —/a, x) (see (2.6)) for ^-n1~ß^x^(a /2 )2 we use Lemma 1 
(ii) and (2 .8) by which

I W - / . ; * > I * J 4 v ( " - + ,  ?

ЛГ V x  к к  )  X— <—=s2x 
4 “

Let now First of all let us notice that lim Rn(f; t) = f (n 1~ß)2 t-*- OO
exists, so, by Rn( f ) —f —o( 1), the limit / (°°)= lim /( /)  also exists and we havet-*-oo

l / H - / ( n 1- /,)l =  |lim { m - R a(J- 0)| ^  Kn11- 1.

Now putting г;((5) = co(ö/yn1~ß), Q=(x—n1~ß)n2ß~1, а = пг~р, b=n1~ß+n1~2ß in 
Lemma 4 and taking into account that (n+  l)1 -i—n1~ßS n ~ ß we obtain for
х€(и1-^ ,(и + 1)1- р):

|/(n 1-^ )- /(x ) | =  \f(n1- ß) - f ( n 1- ß+ e(b-a))\ =S 

ß__2_
^  K(v(Í~Q(b—a))+q) ^  K(y(n2 2 n1_2p) + n^_1) ^  iif(cu(n_ )̂ + ni_1).

Since this is true for all n and nb % x S ( « + l) 1_i, we get for x ^ n 1~ß:

by which
f ( x ) - f ( ° ° )  =  0 ( n ß 1 +  co(n ß))

/ ( - ^ y ) “ Л  ( - ^ r ) |  -  1K s u p  I / W - / W I  -  K ( n ß- 1+ co (n -ß))
—n1- 
4

for k S  1/4n.
Using this and Lemma 1 (ii) we obtain for x ^ n x~ß:

|А а(/-/г ; *)l 35 K ^ r \ n  J+ Щ ~
к~Т"

^  K ^ - ( n - 1 +  nß- 1+co(n-ß)) K-!f-(nß- 1 +  ( t i (n-ßl2)).
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Collecting our inequalities we obtain

\Гг( х ) \ * К ^ ( п ' - г+т(п-'1*))

with a К  independent of n and x.
II. Estimation of / 2(x). A simple calculation gives (compare [7, p. 12])

(1 + a„x)4W ; да =  » (» -■ ) ( S V . ( / ;  i ) ( " , 2) ( T ^ n

Г О - -  *
2na

(1 +  ű

By the definition of / г(Г) and cu we have (see also [8])

(2.11)
jco (n ~ ß'z)

—I— co(n~ß'2) n"x v '

for 1 =  k =  nßx 

for fc >  nßx.

Furthermore, Al-eifa  0) =  0 for n~ß^ a / 8 and x ^ n ß(a/2)2 and |d2-o(/á, 0 ) |á  
^ 4  sup l/l otherwise, hence using the function (2.9) we obtain

(2 . 12) \ I M l  x)| ^  Kn2ß ( l + n*’-1* )
" +1 n2ßco(n~ß/z)

^ [" 4 Д] 1  ( n ~ 2 ) (a*x )k I K nßco(n ß/2) " ~ 2 [ n - 2 \  (anx)k ^
Á  k l  k J (1 + anx)n~2 x  *=м*]+Д k ) (l+a„x)n- 2 ~

ftP riß x] fi — 1 anx ( n - 2 ) 
l  +  a „x l fc J

(ö„x)k +(l+a„x)n 2

+ A- —  cu(n-^2) K —  nß~1 + K —  co(n~ß/2) 1"Z [П~ 1) 7/ Д"*)*!,1 ! S  x  x  x  \ t i  \k+l)  ( l  +  a . x ) ” - 1

= К  —  (nß 1 + a>(n"
X  4

For x S l  the estimate of / 22( /а; x) is easy:

|/м(Л ; x ) | s f i . * - 1 s i : y i i ' - 1.

If l ^ x s i n 1_il we argue as follows. Since \f f {t ) \ ^ K (np[x )со( i x jn ß t ) (see
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[8]) and co(lh)SK2.2a>(h) (A sl) we have

I

Q\ — к-

Thus, putting q = ~Zco(n~ß/2)/k, a=k/nß, b — a=yk/n2ßa>(n~ß/2) and v(h) =
— (n2ß/k)co(n~ß/2)h2 when 1 ^k^±nßx  and д = У oj(n~ß/2)/nß x, a=k/nß, b —a —
— Уxjnßa>(ti~ß/2) and v(h) — (nß/x)co(n~ß,2)h2 when k>nßx  we obtain from Lemma 4

'n2ß co(n-ß/*)h2 for

~ c o ( n - ßl2)h2 for All4J»
V

'll ,, у
И  nß ) Ц  np Jl — K

l)/

rco(n-ß'2) -JL Knco(n ß,2)/k for nßx
-W2) „1-0

K - ---- co(n-**) for k >  nßx

where at the last steps we used that a>(kh)^Kk2co(h) implies co(h)^ch2 (c> 0) 
(we may assume that со(1)?^0  i.e. that /  is not constant) and so

k/co(n~ß/z) ^  nßx/n~ß ^  n2ßn1~ß á  n2 í l  ^  k S  nßx, x  ^  r}~ßj ,

xlnß(o(n~ß/2) á  n1_ß Ш n2~2ß 
Using (2.13) the estimate

|/и (Л ; x)\ -  K ^ - { n ß- 1+0)(n-ß'2))

can be proved exactly as we got (2 .12) from (2 .11).
Finally, for X— 2̂ ”1_/? we use Lemma 1 (ii) and the above (in Part I) proved fact

/ ( * ) - / ( ° ° )  =  O(ni - 1+«o(n_i)) (x 
by which the method of Part I gives

|/22(/,; x)| -  К ^ ! 1х ( 1  +  ̂ -Ч о > (п -0 )  -

^  л: и'’ nß~1x„-^— (nP-'+coin-l1'2)) K— in ^ + c o in -» /2)).X l + ir _1x 4 '  X v '

Collecting our inequalities we obtain

|/*(x)| ^  K — (nß~1+co(n~ß/i))

and the proof of Proposition 1 is complete.

4 Acta Mathematica Hungarica 43, 1934



234 V. TOTIK

Now let us turn back to (2.5). For every /г >0 and и ё  1 an application of 
Proposition 1 gives

К rx(fi X)\  S  \A ly - ( f -R n(fy, x)\ + \Alrx(Rn(fy,  *)| ^
h/x

^ K n P - '+ l f f  R”(f\ x+ u+ v)dudvI S Knß~1 +
0

+f f  —  {nß~1+w{n~ßl2))dudv  S Knß~x + K _^/2 2 (nß~1 + co(n~ßl2)) 

i.e.
h2

(2.14) со(й) ^  ^ - 1+ Л Г ^ 7̂ ( | . " - 1+а)(И- ^ 2)).

Let now 0<<5sl be arbitrary. We can find an и&2 with n~ß/2< ö ^(n —l)~ß,i 
and then (2.14) implies

oi(h) S  ^ ^ « 1-/»/Р + - -̂(<52(1-^ + ю (г ) ) ]

for all Osh, ő s i .  Since 2(1— /?)//?<2, we obtain (2.5) from Lemma 3.
It has remained to show the boundedness of x 2f'(x). First of all let us note that

ß - l  2(1—p)

2 (1 — ß)/ß>l and Al(f\ x) = 0 ( x  ß h ß ) (xSu+e) imply that /  is conti-
ß-i m-ß) t

nuously differentiable on (a+£, °°) and |/ '(x )  — /'(x + h )|s .K x  |/i ] ß
+ — y S h S A 'j (see [9, p. 6]). This and the mean value theorem yield

I m - f ( x ) - f \ x ) { t - x ) \  = I / '( a  ( t - x ) - f { x) ( t - x ) \  s
ß - l  2(1- f i )  i  f i - 1 2(1 - f i )

S  Kx ß \£—x\ ß |t—x\ s  Kx ß \t—jc| ß (£€(f, x)) 
by which (see Lemma 1 (iii))

K (f\ x ) - f ( x ) - f \ x ) ^ R n(t-x - , x)+0

Applying Lemma 1 we get from Rn( f ) —f= 0 (n ß~1)

ß-l 2(1 -fi)
^ K x  ß Дя( |/ - * |  ß ;x).

0(nß- ')+ \f'(x ) \ { f l ^ ßXlx  T O ^ - 1)) -  0{.x * ~
2(1 -fi)' 

ß - fi- 1
+ n ).

Multiplying this by и1 ß and taking the limit и-*-«» we obtain |/'(x)|x2 =  0 ( l)  
as we claimed above.

1 2The proof of necessity in the case — — is thus complete.

y. The case First we prove that /  has an absolutely continuous derivative
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on (a, °°). Let (a, b) be any finite interval. It is sufficient to show that /  has an 
absolutely continuous derivative on (a, b).

The proof used in a shows that /  is in Lip 1 on (a, b). Let e.g.

\f(x+ h )-f(x )\ =  M\h\ (x, x+h£(a, b))
and
(2.15) \Rn(f; x ) - f( x ) \  Mn~112 (x£(a, b)).
We claim that
(2.16) M*(/; *)| — Ch2 (a+h á  x  ^  b — h, h >  0)

where C=2(M +5M b2)/a. (2.16) already implies the absolute continuity of / '  
(see [10, p. 6]).

Let us suppose on the contrary that e.g. 2 f(x 0) —f ( x 0+h)—f ( x 0 — h) = CLh2 
for some xü£{a+h,b — h), h> 0 and CX>C. Let C < C 2<C i. For the func­
tion

fW  = / ( / ) + c . ( , - , „ ) - - & ± M í c í l ( , - , 1+ i ,

we have

g(x0) -g (x 0- h )  =  g(x0) - g ( x 0 + h) = ^-(2g(x0) - g ( x 0 + h )-g (x 0~h)) =

= C1h2—C2h2 >  0,

hence, if m= sup g(t), and z is a point where the supremum is attained then
x0—h^t^x0 + h

x0—h< z< x0+h. Now since m—g is nonnegative on (x0—h ,x 0+h) and g(z) — 
— m — 0  we have

m  = ™-c,(,-*,) .+2 & ± ^ i > ä d ü ( (_*l+w
for x0—h ^ t ^ x 0+h  and 

which yield easily

m  g / M - C , ft- z ) -+ ( - 2 C , ( z - ^ + / f a + t ) - / f a -- -,’) ) ( , - z )  =  

^ / ( z ) - C 2( i-z )a+ a ( r -z )

for |i-z |< m in  (z — (x0-h), x0+h — z). Applying Lemma 5 we get

R„(f; z ) - f ( z )  ^ - C 2Rn( ( t- z )2; z) + aRn( t - z -  z)+ 0(n~1)

S - C „ n - 1/2 l+ n - 1/ 2 . -an - 1/2

T T ^ 7 +0(n_1)-
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Since \f(x0+h)— /(x 0 —h)\-^.M2h\

C2h <  j C xh2 =  1 (2 f ( x 0) - f ( x 0 + h ) - f ( x 0-h ) )  * j 2 M h  = 2M

and |z —x0\sh , we get |а |ё5 M, and so

Ä„(/; z ) - /(z )  м -1/2 ( - С 2 у + 5Л /Ь 2] <  n -1/2 í - C y  + 5Mb2] = - M n ~ ^

for large и and this contradicts (2.15). Thus, the absolute continuity of f  is 
proved.

Applying Lemma 2 we get that at every point x where f" (x )  exists, i.e. almost 
everywhere on (a, <=>)

|— 2x2/ ' (x) +x f " (x)| =  |2 lim n1,2(Rn( f ; x )-/(x ))[ == A

3 5independently of x. We show using this that |x2/ '( x ) |^ — A and \x f" (x )\^— A,
3

by which the proof will be complete. In fact, let us assume e.g. x l f ' ( x 0)> -jA
3

for some x0£(a, °°). Then x2/ '( x ) > — A in a neighborhood U of x0 and so

at every x£U  where f " (x) exists we have necessarily f" (x )> — . This implies
3

that f  strictly increases in U and we can conclude easily that x - f ( x ) > — A for
every x ^ x 0. But then f" (x )> A /x  for every x ^ x 0 by which f '  (x)i^const+Alogx

3(x^x„) and this contradicts the boundedness of / .  Thus, |x2f ' ( x ) \ ^ — A and so 
3

\xf " ( x )\ — At+ -2  A for x>u. The proof is complete.

<5. The case 0 < / ? < l . The fact that / '  is absolutely continuous follows from 
[10, Theorem 5.1], and the boundedness of x/"(x) on (a, °°) can be proved 
exactly as above (the argument for /? < 1  is even simpler since nß(R„(f; x )—f(x)) —

-* -lx /" (x )  where f" (x )  exists, see Lemma 2).
XFor х ё а + £  and —S IS 2 x  we have by xf"(x) = 0 (1):

/ ( 0 - / ( * ) - f  i t - x f  ^ f ' ( x ) ( t - x )  = i / ( / ) - / (x )  + | ( / - x )2
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and so we get from Lemma 1 and R „(f)—f —0(n ß) the relation

I/'Ml ( ! +  +OC»-1)) ^ Kn-’ + K ^ n V - W + n - ' x ) .

If here n2,3~ß^ x ^ ( n + l) 2/3~ß then we obtain

(2.17) \ f { x ) \ ^  K n -1'3 ^  Kx 2~3ß .

Since R„(f)—f= o ( l)  uniformly on (a, °°) the limit /(°°)= lim / ( / )  
and for every n

!/(„!-/<)- / H | =  I lim (R„(f t)—f  (0| s  Kn-ß.
__ß_

This, together with f '( x )  = 0 (  1) easily imply f ( x ) —f(°°) = 0(x 1_ß). 
Finally we prove

(2.18)
2fi ß

x * ~ ß IA \ ( f :  jc) | = Kh}-ß (a <  л: <  °°, h > 0),

in several steps.
(2.18) is clearly equivalent to

(2.19) \f(x+ h x2) - / ( jc)| =  Kh1~ß (x ^  a, h >  0),

and f '(x )= 0 (  1) shows that we may assume in (2.19) x ^ 2 .
Step 1. For n —1,2,... and n2l3~ß^ x ^ ^ - n i ~ß we have

| 4 - T
In fact, by (2.17)

' М т п М я

Ä Kn~ß.

1  +  n ß ~ *  X ( f 2*))
thus (see Lemma 1)

(2.20)

On the other hand, using the Bernstein polynomials B„ (see (2.10)), the fact

B „(( '-a)2; a) =  a ( \  a) («€(0, 1))

exists
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and Schwarz’s inequality for positive functionals we obtain

M l ' -  1+л*- 1х 1; 1 + «»-■*) ”

= "‘-'М1'- 7 ^ 7 Т ^Ы *

-  t 5 ^ t) *
by which (see (2 .20))

where we used that 1 1
:0  and x ^ n 2/3~ß.2 2 —3/3

Since we have also |/?„(/; x )—f ( x ) \ ^Kn~ß, we can conclude

k ( * -  i + V X ) ~ / ( j c ) +

as was stated above.
+  \Rn( f ; x ) - f ( x ) \ * K n - ‘>

1Step 2. For 1 and О^Аё— x -1  we have

|/(x — Ax2) —/  (x)I = Kh1~ß .
3(1-«

Indeed, if OsA^x 2~3̂  then (2.17) gives
ß  1  — 2/? 3 ( 1 - 2 «

|/(x -A x 2) - / ( x ) | ё  Khx2x  2~sß = Kh}~ß A ^  x *-** =s
3 ( 1 - g )  1 - 2 / j  3 ( 1 - 2 «

If, conversely,

(2.21)

^  Kh1-» (x 2-3/?)!-/? Д. 2-30 S  Kh1-0.

3 ( 1 - «  ,

x 2_3  ̂ ^ A s  - X " 1 4

then there is an n for which л2/3 ß^ x ^ — nl~ß and

(2.22)
(n + i y - 1 si A

,0-1

l+ (n  + l)p Xx  1 + n^-1 x
The existence of an n satisfying (2.22) follows from the fact that nß~1/( 1 +nß~1x)
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decreases from 1/(1 +x) to 0  as и increases from 1 to infinity, and then the in­
equality п2,3~рШх^-^ r i1~ß is an easy consequence of (2 .21) and (2 .22).

Thus, if we apply Step 1 and the estimate (2.17) we can get

r( x -h x 2) - f( x ) \  = | / | * ~  1 + ^ ix J - /(* > | + | / ( * -  l+ n ß- 1x ) ~ ^ X~ hx^\ -

_R [ nß~1x  (п + 1У*_1х )
1 1 + пр~гх  l + i n + i y ^ x )Ä Kn~p + K — hx2l + n "-1*

ё  Kn~p+Кх2((п+ \У ~1- п р- 1) S  ^ n -^ ( l+ x 2n2̂ -2) S  Kn~p ^  Khß'^ - ß)

where at the last but one step we used that x ^ \ - n ,i-ß

Step 3. For any x S l  and /i >0 the inequality (2.19) holds.

If then by f( x )— f(°°)=zO(x~ß/(1~ß)):

|/(х+Л х2)—/(x ) | ^  \f(x+ hx2) - / ( “ )l + |/(x)-/(~> )| s  K x ~ ^  Kh*=T.

For x~x let y= x+ h x 2 and . Then h*Sh, y — h*y2= x  and

v2 1 v2 1 x  1
h* = h — ^  — x - 1— = — y - 1 — ^  — v - 1y2 ~ 4 y2 4 У у  -  4 y

Thus, we can apply the inequality proved in Step 2 at the point у  and we can infer

|/(x+ /ix 2) - / ( x ) |  = \ f ( y ) - f ( y - h * y 2)\ s  K(h*y**-n  ^  Khßl(1~ß)

by which (2.19) has been proved.
We have completed the proof of Theorem 1.
The proof of Corollary 1. The statements concerning the local saturation 

classes follow easily from Theorem 1 by Lemma 6 and by the remark made after 
it (note that the sufficiency proof of Theorem 1 works also locally). All what we 
have to mention is that the conditions

2(1—ю
A2h( f , x ) ^ K h  ß (x£(a, b — 2h))

2 —3ß 1 2
and / '£ Lip— ß—  on (a,b) are equivalent when —< /? < y  (see e.g. [10, p. 6]).

It has remained to prove the statements concerning the trivial classes. 
Following the proof of x 2f '( x )= 0 (  1) and xf"(x) = 0 (  1) in Theorem 1 one 

can easily see that R„(f)—f=  о(y„) on (a, b) (see (1.4)) implies
l . / ( x )  = const when ^ ^ >
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2. - * 2/ '( * ) + y /" ( x ) = l im  nV2(R„(f\ x ) - f( x ) )= 0  (a.e.) when ß = -j,

3. \ r x f ' \ x ) =  lim np(R„(f; x) —/(x ))= 0  (a.e.) when and so f1 П-+оо 2

is of the form c, c+d J  e^dx, c + dx, respectively, 
о

Conversely, if /  has the form

c when y  -= ß - =  1

■  c + d J  ex* dx
о

c + dx

on (я, b) then the asymptotic formula

when ß = y  

when 0 <  ß <  y  

(see [1, p. 127] and Lemma 5)

K(f\ x) = / ( x ) - n ^ x 2 
1  + nß~1x f ' ( x )  + n ^ x ^ + n - O x  

2(l + nß~1x)2 f"(x)+ o(n il- 1)

valid uniformly on compact subintervals of (a, b) and Lemma 1 show that 
R „ (f;x )—f(x)=o(y„) uniformly on compact subsets of (a, b).

§ 3. Proof of Theorem 2

Clearly, it is enough to show the implications (iii)=*(iv), (iv)=s(ii) and (iv)=>(i).
I. P roof of (iii)=>-(iv). First we verify
P roposition 2. I fR n(1/(1 + t); x) — 1 /(1 + x) (и—°o) for every rationalx^O  then 

lim a jn  = 0 and lim nan=°°.
П-*- oo n-*- oo

The proof is divided into three steps.
Step 1. an=0(n). Indeed, let us suppose that for a sequence °° we have

yi_
аП11 щ 00• Then, because of r„k+1(x)jrn k(x) = —— - ű „ x ,  we haveК -f* 1

Л„Д1/(1 + 0 ; x) =  ( 1/(1 +  b„lt„())r„uni(x)+ox(r„ltni(x))
and here

Hm r (x) = lim í 1 -  ' ) = 1•-*“  V l + a„(x7
which proves that 7?„.(1/(1+  i); x )-* l/(l+ x ) cannot hold.

Step 2. an—o(n). Let an = a„n, and let us suppose that an + o(n), i.e. x„ + o(l). 
Then, taking into account also Step 1 there is a sequence {и,} and a number 
0 < a < °°  such that a as /->-°°. For the sake of simplicity we shall suppose 
that txn—a (otherwise we would have to use a fixed subsequence of the natural 
numbers instead of the whole set).
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We claim that the limits

cv =  lim 1
k n - -  1 +

exist for each k^O  and that these ck satisfy 

(3.1) с* = ( - 1)*+1{ь!«* + Д  ( - l ) ' ( í ) 4 -

This already contradicts our assumption a>0 since each c; is between 0 and 1 
but for odd к the right side in (3.1) is at least k\ ak—2k which tends to infinity 
if к does so.

Since

with a c independent of x S l  and n (note that a„ — a), we have for every к

,3.2, «,(1/(1+ *  *) = , | . т т Ы ”) r ä 3

where the “O” is independent of x ^ l  and n.
Let here k=Q. Then

with “O” independent of x ^ l  and n and so we cannot have

lim sup-— —— =  q  >  0
1 +b„,n

because choosing a large rational x  we would get

_L 2
lim sup Rn (1/(1 + t); x) ^  qe <XX—Kx~1>-——

which contradicts lim Rn( 1/(1+ t)l *) =  1/(1+ x). Thus, c0=0.
In the proof of the existence of the c\ we proceed, by induction. 

If the existence of c„, cl5 ..., ск_г has already been proved then taking into account

lim í V )  ‘
n -o o  \n —  l) (n<Xn X )  \l+(XnnxJ llorx1 

we get from Яи(1/(1+/); jc)-*1/(1+x) and (3.2) the formula

<3-3> r h -  ! S n h e~~+h-t?PTTK^:)i
Acta Mathematica Hungarica 43, 1984



242 V. TOTIK

i.e., expanding e ax into a series of powers of x~x,

(З.4) 7 7 — = 2  dt Л  + i lim SUP j r ~— ) I I \  * + o (x -k~r1 +Jt и  г  V ЬП'П- к) k lakxk

for some d0, . . . ,d k and with large “O” independent of x ^ l .  By 

1 1 1(3.5) (i =  0 , 1, 2,...)
jc'(x + 1) xi+1 xi+1(x + 1)

(3.4) implies easily that do=0, dk = 1, d2= — 1, dk. 1= ( - l ) k and

d‘+ (> T i“P 7 + l h d  I T ?  = (-

The same argument gives that

ilim inf -— I----- ) 1 -r = (— l )*14-1U * »  1 + ЬЛ'„_к) ld<xk ’dk + \

by which the existence of lim 1/(1 +b,,,„-*) is proved. 
By (3.3)

1
= 2  7i~T~Je ax + 0 ( x - k~1).1+X if i  ilcc'x '

Clearly, here (as we have already mentioned) c0 = 0, and c1=a. Using this we 
get from the expansion of e~1,ixx

_ L _  =  1 - - £ u - + . . -  c* + o(x~ 3) 
l+ x  X 0i2x2 2! a2* 2 1 ’

and hence (see also (3.5)) — ~ 1 i,e' c2= - 2 !a2 +  | j | c 1. Proceeding 
similarly we obtain

( - 1),k +1 (—l)*1 1c1 (—1)* 2 C2 Ck .
+ L . + . . . +  ■■ \  -l + 0(x~k- 1)х*-1^ * )  afcx*(fc—1)! 2 ! xkx k(k -2 ) \

which cannot hold unless
к (— ] )k~‘r-

2  А г , ’ ,  X, =  ( - D * + 1

k la kxk

if! yk i l ( k -  i) !
i.e.

( -  l )fc+1 {fc! afc +  Д  ( -  l)f (^)с,}

and our proof is complete.
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S te p  3. Clearly, we may suppose b n 0> 0 for every n. Let b*tk= l/b „ t„ -k 
and a* =  \ ja n. For every rational x > 0  we have by our assumption

lim R n((b*'k); K } ; 1/0 + 0 ; x )  =
П-*-оо

Thus, we can apply Step 2 to the sequence {a*} to obtain lim na„=  lim n / a * = ° ° .

The proof of Proposition 2 is complete.
Now let us turn back to the implication (iii)=>(iv).
Let us suppose on the contrary that (iv) does not hold, e.g. for an x0>0

l im Su p h „ .[„a„Xo/(i +fln,o)]

Then there is a <5 =*0 and infinitely many n with

(3.6) bn, [na„ ,v0/(l a„ xo)] — F ̂ ■

Let y£(x0, x0+<5) be a rational number, say y —x+e where г-=д/2 is 
sufficiently small.

na„y nanx0 _  na„(y-x0) _ na„e
1 +a„y 1 + a nx0 (1 +a„y)(l+a„x0) (l + a„y)2

and so if z = \ r  in a „  e / ( f y ( l  + a„y)) and u = ~r] ~ — in Lemma 5 (for small e we 
2 1T  an у

have \n a „ y  /(1  + a ny)) then we get

Г n“n*0 1 
Ll + anx0 J

2  гп.Л у ) =fc =0
(

\  E“ nan
_ ^ - ) я 2 в “ а +^ в в ( 1 )

V nan уna„y
\k —  ------- > 2z „l + any| 1 + апУ

where at the last step we applied Proposition 2.
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Thus, for the r í s satisfying (3.6) we have
Г "an * 0 1

( L l  +  a „ x 0 J  \  i

2  +  2  J - r r r - ^ M s
't=0 Г mnx0 1 '  l  +  b„,k

i=h n ^ t 0\ +1

^ 0 ( 1 )  +
1

1 + x0 + <5
=  Г nanx 0 1

Li + ii„xnJ

'■«.»O') =  o ( i ) +
l

+i
l+ y + e

i.e. we cannot have /£„(1/(1 -И); ;>)-► 1/(1 +y), and this proves that (iii) implies (iv). 
II. P roof of (iv)=>(ii). First of all let us remark that (iv) implies

(3.7) lim na„ = °°, lim ajn  = 0.
П-+СО П-*- oo

In fact, if we had e.g. a„^cn (c> 0) for infinitely many n then for every jem­
and for infinitely many n we would have b„tl„anX/(1+„„*)]= K , n - i  which contra­
dicts (iv) (the limit of the left hand side must depend on jc).

Let f  be bounded, say |/ |s M , and continuous on [0, °°) and let A > 0 be 
arbitrary. We have to prove that R „ ( f ;  x ) - * f ( x )  uniformly on [0, А]. Let 
T /8 > e > 0  be arbitrary small. Since

lim 0 в> [ „ я  f c c / ( l +a„ke)l ~  l<£
П-*-оо

for к —0, 1, ..., [T/e] + 1, an easy consideration gives that there is a number N  such 
that for n ^ N  we have

(3.8) 
Clearly,

(3.9)

x - 2 e  S  b„,[(ia„.v /( i + „ „ * ) ]  x + 2 b (x€[0, A}).

n a nx n a „ y
1 + a nx 1 + а пУ

n a „ \ x - y  I 
0 + 2  a nA Y

for x , j € [ 0 , 2А]. Now for every O sk ^ n  there is a у with k  =  [na„ y/(l+ a„y)], 
so (3.7), (3.8) and (3.9) yield that for large n the relations x€[0, А], Ь„,ц€[0, 2A] 
and \ЬПук—л:|>4в imply

(3.10)
1 + a nx

Since for n  large enough we have also

na„E
( 1 + 2 anA Y  ■

A  +  4e <  b
". [па»тА/{1+аЛ А)\

2 A ,

it follows that (3.10) holds for every x£[0, A] and к  with \bn k —x \ >4e provided 
n is sufficiently large.

i f  *  1 i / ---------Г  1 +  0 " *I f w e p u t z  =  7 ^ ( 1 + 2 ^ ), e and u- anx  
1 + a „ x in Lemma 5 then we get,
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by (3.10), for large n
1 na„ ( l + a „ l ) V  __ ca na„ (  1 +  а„в I 2

(3.11) 2  r„ik( x ) S e  4 x U + * ° n A ) * ^ e  lA U + 2 a „ A V  ( i + a„a) = 0(1)
lbn , f c - * l » 4s

uniformly in x€[e, A] Ít S e is needed for zS-^-(iw(l —n))1/2j .
Since rn k(x) increases for na„x/( \ +anx ) ^ k  we get easily from (3.11) that 

for 0 g jc^£  and large n

(3.12) 2  rn , k ( x ) S  2  r„.k(x )  -  2  гЛшк(е) =  о ( 1)
bn,kSbs 6«,tä5t

holds, since for large n, b n>k^ 5 e  implies k ^ n a ne/(l+a„£.) (take into account that 
for n large enough Ь„Лпа’п2гП1+алМ^ 3e and [na„2e/( 1 + a„2e)]> nane/( 1 +  a„ e)).

Using (3.11) and (3.12) the proof of the uniform convergence of R v on [0, A] 
is easy:

i ^ „ ( / ;  x)-f{x)\  == |( 2
lbn,k-*h

+ 2
bn.k-*!5

)(Д Ь п,и>-Д *)К *(*)| ~

S  sup | / ( x ) - /O 0 |+o(l) 
x£[0 ,A \
\x —y\^5 e

uniformly for jc€[0, A ], and, by the continuity of / ,  the right hand side can be 
made arbitrary small by suitable choice of e.

III. P roof  of (iv)=>-(i). Let /  be continuous with finite limit /(«>) at the 
infinity. We may suppose /(°°) = 0. If e>0 is given, there is an A  such that 
|/(jc)|<e for x ^ A .  Since R „ (f;  x ) - + f ( x )  uniformly on [0, 2A] (see II 
above) it is enough to show that \Rn( f ; x )|s2e for x ^ 2 A  and for sufficienty 
large n. However, this is easy: rn k {x ) decreases for n a „ x / ( l+ a „ x ) ^ k  and for 
large n, bn<ks A  implies k ^ 2 m nA I ( \+ 2 a „ A ) , hence

\ K ( f i * ) \  =  M  2  r» ,iW + | 2  fO>„.k)r„,*(x)|s
K.k^A b„>k>A

= M  2  rn,k(2A ) + e 2  r„'k ( x ) s M o ( l)+ e  (x  ^  2Ä )
bn , k  — A

(see also the proof in II).
The proof is complete.
Corollaries 2 and 3 follow easily from Theorem 2. For Corollary 5 see Step 2 

above in the proof of Proposition 2. Finally, (iv) of Theorem 2 is equivalent to
lim —---- ~r — lim — - ^ r J r ^ - ~ x ,  hence (iv)=>(1.6) hold. The opposite impli-an n-k~\x)  n —  a„ k+ (x)
cation (1.6)=>(iv) is also easy if we put a„=k„ (1 )/k+ (1) (n^n0).
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§ 4. Lemmas

In the following lemmas R ( f ;x )= R n(ß-,f;x).
L emma 1. (i)  For 0 < a s ä 2

Ä „ ( |i-x |a; я:) ^  naiß~1)x2°l+ x f‘/2n~ll°‘!2 (x S  0), 

(ii) I f  ű=-0 is fixed then

R„ ( / ;  x)= 2  f  ( А ) rn,k(x)+o ( n- 1)
x  к v nHJx к
T s * rs ix

uniform ly fo r  a S x S n 1 ß. W e h a v e  also

R n ( f  x )  =  2 1 / [ ^ - )  E„,t (x ) +  0 ( n - 1)
— n 
4

uniform ly  fo r  x ' ^ n 1~ß.

(iii) R„(t -x ;  x )  =
a n d

R

l  +  n ^ x

■»(*-*; x ) =  2  ( 4 —*)X к V/Г  /
4  ~  n P ~

un ifo rm ly  fo r  a S x S n 1~ß (a> 0  f i x e d ) .  
P roof. By

R n( ( t - x ) 2; x )  = n2ß 2x4 +  n ßx  
(1 + n ß - 1x ) 2

(see [1, (2.4)]), (i) follows from Holder’s inequality

л я( | / - * Г ;  x )  = 2k= 0
- X

“ ( " I k  ) 2 l a/2
^ - x j r-*(x)} =

=  {i?„((t — x)2; x )} ^ 2 s  x 2* +  x*12^ ^ ' 2.
(ii) and (iii) easily follow from [1, (2.3)] and Lemma 5 below.

2
L emma 2. L e t  f  be a bounded fu n c tio n , (i) I f  A —у  an<̂  f  ls  differentiable  

a t  th e  po in t x0 th en
lim n1- ß(R n( f ; x0) - / ( x 0))= -x§ /'(*o).

(ii) I f  the se c o n d  derivative o f  f  e x is ts  at the p o in t  x0 then we h a ve

lim nß(R „ (f-, x0) - / ( x 0)) =  •
for ß =

% f " ( X o ) fo r  0 <= ß  <  —.
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P r o o f . For (ii) see [1, Theorem II]. In this theorem we used the assumption 
n1,2/bn-+0 ( /i-~ ) , however a careful examination of the proof together with the 
estimate

2  r n , k ( x )  ^  K n - '

I nP I

(see Lemma 5) show that for bounded f  it can be omitted.
If the assumption of (i) holds then f ( t ) —f ( x 0) + f ' ( x 0) ( t—x 0) + L ( t )  ( t —x0) 

where Я(Г)->-0 as t - * x 0 and 1(f) is bounded by the boundedness of / .  Given 
e>0 we can find a c>>0 suchthat |f—x„|<<5 implies |2(f)|<e, and so we obtain 
for n =  «e from Lemma 5 and Lemma 1 (i)

I * o ) ~ f ( x 0) ~ f  (x 0)R n( t - x 0\ x0)| Л„(|Я(0||7-х0|; x 0) =

Xq + 0 ( n  x) = £i?„(|i-x0|; x 0) +  O (n  x) ^

=s K e (n ~ ß,2+ n ß~ 1) +  0 ( n ~ 1) S  Ken“- 1.

Since e>0 was arbitrary all we have to mention is that lim n1 ßR n( t —x 0-, x 0) =П —► oo
= — x l  (see Lemma 1, (iii)).

L em m a  3. L et Q be  m onotonically  increasing on [0,1]. I f  fo r  0 < a < 2  one  
has f o r  a ll  h and <56(0, 1]

Q (h )  M  ( ^  +  ( ^ )  (<5‘ + ß(<5))J
then Q {d ) =  0 ( S “) (<5—0 +  ).

This is [3, Lemma 2.1].
L em m a  4. I f f  is  continuous on [a, b  +  2 (b  — a)\, | / |  =  1 an d  sup H f-(/;x)| =

0 < r s ) i
^ v ( h )  (x£[a, b + ( b —a)], 0 < h ^ b  — a) then

| / ( * ) - / (x + e (b  —a))[ = K (v (y Q  ( b - a ) ) + o )  (x€[a, b], 0 <  в  =  !)•
See [9, Lemma 2].
L emma  5. L e t <7„,fc(w)=i^j »*(1— u)n~k (O ^w ^l, O ^ k ^ n ) .  I f  O ^ z ^

S  (пи  (1 — u))1/2 then

2  , %AU) - ( o =« á  l).
| f c - r a i |^ 2 z ( n u ( l - M ) ) 1/a

E specia lly , i f  a n d  a > 0 are g ive n  then (see (1.1))

I—
I nf

r„,k(x)

un ifo rm ly  in x $ \a , Sn1 ?].

K n - '  (n =  1 , 2 , . . . )
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P roof. The first estimate is well-known, see [7, p. 18].
no - i

Clearly, rnk(x )  =  qnk(u) with u =  l + f j , - i x  or x=  
x £  [а, <5и1~/?], <5 as 1 we have

« /(l-и ) and for

Furthermore,

y a n " - 1 S  и  ő /( í+ ö ) , l/(l+<5) l -м  == l.

к  — п и  =  nß xj + un ßx ,

hence it follows that \k /nß — x \  ><5x implies

\ k - n u \  ?=önßx - ( ö / ( l + ö ) ) n ßx  =  2 y n u { l - u ) - ( ^ ^ ~ 2 ^ + S)
For ^S l

У п и  ő2
z -  (1 —и)3'2 2(1+(5)

and so the first inequality gives

у (п м (1- и ))1/2

2n1 * 2  . Я п А и)
\k — nu\ >  2 z ( / j h ( 1  — u ) ) 1 /2

2

| ^ - x r a*

^  г ^ - 'г е х р  [ - у  a<5V/(4(l+<5)2( l - u ) 2)) ^  K a<in ~

uniformly in x€[a, á«1 *] which proves the second estimate of the lemma.

Lemma 6 . L e t  a > 0  and R „ ( f ) —f  = 0 ( n ß~ 1) u n ifo rm ly  on (a, °°).
T h e n  fo r  every  e > 0  we can m o d ify  f  on (0, a +  e) jo that the  m odified  fu n c tio n  

f *  is  constant on  (0, a) and R n( f * ) —f *  =  0 ( n ß~ 1) holds u n ifo rm ly  on (0, °°).
By the same technique we could prove that if R n{ f )  — f = 0 ( n ß~ 1) on the finite 

interval (a, b), a > 0  then /  can be modified on (0 , a+£)U(fe —£, °°) so that the 
resulting function f *  satisfies: R n( f * ) —f *  =  0 ( n ß~ 1) uniformly on (0, °°) ,/*  is 
constant on (0 , a ) and on (b , °°).

Proof. First let us show that if t]> 0, R n( f ) —f  = 0 ( n ß~ 1) uniformly on 
(x 0 — r\, °o) and /  has a local minimum at x 0 then for the function

r f ( x )  for x ^  x0 
f * ( x )  =  I . _l /  (x0) for x =  x0

we have R n( f * ) —f * = 0 ( n ß~ 1) uniformly on (0, »). We may assume f ( x 0) =  0. 
Let £<?;/3 be so small that /( i )  — 0 is satisfied on the interval (x0 —e, x 0 + e ) .  Since 
/* (x )= 0  for x < x 0 /* (x)—/(x )  =  0, R n{ f \ x ) —f ( x )  — 0 { n ß~ 1) for x> x0, an 
easy consideration gives (see e.g. Lemma 5) that R „ ( f* \  x ) —f * ( x )  =  0 ( n ß~1) uni­
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formly on |o ,  * o - - | ) u ( x 0 + y  , °°j. Thus, it has remained to show the same rela-
£ £tion for +

The weight
r  л л - ( и) (a "x)k n’kW [k) a+anx)n

increases for x g  Д- П, and decreases for x > ^ r  ” , , so for x 0 — e/ 2 ^ x ^ x 0 nr n — к  nf  n — к
we obtain by Lemma 5 and the inequality /* ( i )£ 0  (x0 — e S i ^ x 0+ e) the estimate

(4.1) -  K n ß 1 S. R „(f* ', x )  =  2  f [ ^ j ) rn,k(x ) + ° ( n *) ^

= 2  f[^ß\r„Axo)+0(n-1)^Rn(/-,x0) + 0(n-1)^Knß~1.
x 0n ß ^ k ^ ( x 0 + el2)nP \П  s

Similarly, since for k ^ x 0nß, rn k (x ) attains its maximum at

к n к  L k \  „
- j ----- Г -  T  U + Ci — -  x 0+ c 2nßnß n — к  np V n )

we have for x 0 +  c2nß~ 1= x ^ x ü+ £/2

>,ß-i

(4.2) - K n ß~ '  ^  R n( f —f * ;  x )  =  2
( x0— el2)nP ^ k ^ x 0 nß

f [ ^ ß ) rn A x ) + ° ( n ! ) ^

s  2  / í - j )  r^kixo + c A A  + O in - 1) = R„(f; x0+с2пр~1)+ 0 (п ~ 1).
(j0- i / 2 y í k í j /  \ПИ J

Now we have to use the fact that /  is in Lip 1 on (x0 — e, x0+ e). For the proof
2

see that of the absolute continuity of /  in Theorem 1 in the case ß = y , Rn ( / ;*) — 
—f ( x ) = 0 ( n ß~ 1) (x£(jt0—17, 0°)) (this proof does not use Lemma 6). By

4 nß % 4 j k )  (7c+l)|(n-l'| (n'~bt)k
«nV, x)- ( 1+nß-ixy k%{J\nß)  ̂ JJl к ) (l+«',-1x)n- 1

(see [7, p. 12]) the relation “/ 6  Lip 1 on ( x a~ s ,  x0+e)” and Lemma 5 give 

(4.3) \R'„(f; *)| =s Knß(Kn-ß+ 0 ( n A )  = К

uniformly in jc0—e/ 2 s x S x 0+ e/2 . Thus

R„(fl x0 + c2nß-*) Rn(f; x0) + Knß-' =§ Knß̂
and so (see (4.2))
(4.4) * „ ( /- /* ;  x) =  o  A  A
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uniformly in л:е|х0+с2/2̂  \  -*o+y]- For x€(x0; т0 + с2п^-1) we obtain (4.4) 
from (4.3).

Now (4.4) gives for x0^ x ^ x 0+£/2

R n( f * ;  x )- f* (x )  =  —R „(f—f*', x ) + R n( f ;  x ) - f ( x )  =  О (и'“1)
which, together with (4.1), prove our assertion.

Let us turn back to our lemma. For the function
r(i —a)2(t—a+e)2 if a ^ t ^ a + e  

 ̂̂  to otherwise
we have Rn(g; x )—g(x)=0(nfl~1) uniformly on (0, °°) (see the sufficiency part 
of Theorem 1 and — for small л: — the monotonicity argument used above).

Thus, if M  is large enough then for f M( t ) = f ( t ) —M g ( t)  we have R „(fM) — /м =  
=  0 (ni_1) uniformly on (a, oo ) and /м (0 = / ( 0  for t ^ a + e ,  moreover f M ( t)  
has a local minimum at a point x 0£(a , a + e ) . According to what we have proved 
above a possible suitable modification of /  is

(Д 0  -  M g  (0  for t ^ x о
1 ~  \ f ( x ü) - M g ( x ü) for 0 ^  I ^  x0.

The lemma is proved.
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THE CONTINUITY OF SYMMETRIC AND SMOOTH
FUNCTIONS

M. J. EVANS (Raleigh) and L. LARSON (Macomb)

Introduction

For a function / :  R -*R denote

A 2f i x ,  h ) = f ( x  +  h) + / (x —h) — I f  (x).

If A 2f ( x ,  h )= o {  1) as h -* 0, then /  is said to be symmetric at x  and if A 2f { x ,  h )=  
=  o{h) as h —0, then /  is said to be smooth at x. The function /  is simply called 
symmetric (smooth) if it is symmetric (smooth) at each x. Both symmetric and 
smooth functions can be extremely badly behaved. For example, there are solutions 
to Cauchy’s functional equation

f i x  + y) = f ( x ) + f ( y )
which are non-measurable, fail to possess the Baire property and assume every real 
value uncountably many times on every perfect set [4]. However, symmetric func­
tions which are measurable are known to be quite nice in that they are of Baire class 
one and are continuous almost everywhere [5]. As might be expected, measurable 
smooth functions are even better behaved in that they belong to the class Baire* 
one [7] and have only a countable number of discontinuities [6].

In this work the set of points on which symmetric and smooth functions are 
continuous is studied. First, it is shown that an arbitrary function with the Baire 
property which is symmetric on a residual set of points is also continuous on a 
residual set. In then follows easily that any symmetric function with the Baire 
property is in Baire class one. Second, the set of points at which a measurable 
smooth function is discontinuous is characterized as a separated set in the sense of 
Hausdorff [3].

First, some notation must be introduced.
If A c R ,  Ä  will denote the closure of A , A ' will denote the set of limit points 

of A , and A c will denote the complement of A . The distance between a point 
x and the set A  will be denoted by d (x ,  A ).

The set d c R  is separated if A  has no subset which is dense in itself.
All functions are finite-valued with domains contained in R. If /  is a function, 

then the oscillation of /  at x is written cof (x ). The set of points at which /  is 
continuous is written C { f )  and the set of points at which /  is discontinuous is 
written D (f) .

A function / :  R->-R has the Baire property if there is a set A  residual in 
R such that the restriction of /  to A , f \ A, is continuous.

If /  is symmetric at x and e>0, then <5(x, e) denotes a positive number 
suchthat |d2/(x ,/i) |< e  for 0</i<<5(x, e).
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If  T c R ,  f \ A is continuous a t x £ A  and e > 0 , then S * ( x ,e ,A )  denotes 
a positive number such that

l / O 0 - / ( x ) l  <  e for |x - y |  <  <5*(x, E, A ), y € A .
I f  /  is symmetric a t x £ A  and f \ A is continuous a t a , then

S ' (x , e, A ) = m in {<5 (a, e), <5* (x, e, A )}.

Symmetric functions

I t is noted above tha t symmetric functions which are measurable exhibit a 
considerable degree o f continuity. In this section it is shown that the assumption 
o f the Baire property gives rise to the same nice behavior. First, a preliminary 
lemma is needed.

Lemma 1.1. S u p p o se  f : R -*R  is  sym m etric  a t each  po in t o f  a  s e t  A  and  
th a t f \ A is  continuous a t  x ü£ A . L e t  t ] > 0  be arbitrary. F o r each x ^ A  sa tisfy ing

0 <  *! —x0 <  S' (x0, j ,  A j

there  e x is ts  a positive  num ber h-< x1—x u such that

| / ( x + ( x 1- x c) ) - / ( x - ( x 1-x„))| <  Ц 

w henever х „ < х < х 0+/г.

P roof. Let x„ and  x 1 be as described. Set h =  min {xx—x 0, <5(xx, r;/4)} 
and let x  be any num ber satisfying x 0< x < x 0+ h . Since x + ( x j—x 0) = X j  +  

+  (x —x 0) and 0 < x —x 0<<5(xl5 tj/4), we have

(1) | / [ x + ( x 1- x 0) ]+ /[x 1- ( x - x 0) ] - 2 / ( x 1)| <  >7/4.

Also, since Xj —(x —x 0) = x 0 +  (x1—x) with 0<Xj — x < á ( x 0, rj/4) we have

(2) 1Л * 1- ( х - х 0) ] + / [ х о - ( х 1- х ) ] - 2/ ( х 0)| <  t]l4.

Next, since x0 —(xx—x ) = x  —(xx—x 0), it follows from (1), (2) and the triangle 
inequality that

(3) |/ [ x  +  (x1- x 0) ] - / [ x - ( x 1- x 0)]| <  r//2 +  2 | / ( x 1) - / ( x 0)[.

Finally, since 0 < х х—x 0-=ő*(x0, r//4, A ) , the desired inequality follows from  (3).

T heorem 1.2. I f  f : R-*-R has the  B a ire  property  a n d  is  sym m etric  a t  a  residual 
se t o f  p o in ts , then C  ( /)  is  residual.

P roof. Since /  has the Baire property, there is a residual set В  such that 
f \ B is continuous. Consequently, there is a residual set A  at each point o f  which 
/  is symmetric and f  \A is continuous.
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Suppose /  is discontinuous at a second category set of points. Then there 
is an interval (a,b) and an <x> 0  such that the oscillation of /  at each point of 
(a, b) is ^ a . For n = l,2 , ... set

A n =  { x £ A :  <5(x, a/24) ^  1/n}.
Since A — U A n, there must be ап щ  and a subinterval (c, d )  of (a, b) of length 
<  1 /n0 such that A„0 is dense in (c, d).

Let x0£(c, d )C \A . We shall now verify the existence of two points x2 and x 3 
satisfying the following:
(4) с-=:х0 <.х:2 < х я <  d,

(5) | / ( * з ) - / ( * 2)1 =  Ф ,
(6) x3- x 2 <  min [2<5'(x0, a/48, A ), x2- x 0],
(7) Xy =  x0 + (x3 -  x2)/2 $ A .

Since the oscillation at each point of (a , b ) is Sa, we can clearly find points 
x2 and x3 with x0< x2< x3< suchthat

|/ (x 3) ~ /( x 2)i < a/6 and 0 < x3 — x2 <  min [2<5'(x0, a/48, A ), x2—x0].
If x0+(x3— x2)/2£yl, then (4)—(7) are satisfied with x2=x2 and x3=x3.

On the other hand, if x0 +  (x3—x2)/2$ A ,  then choose a positive e<(x3—x2)/3 
and let C denote the set of points in (x3 — e, x3) for which |/(x )—/( x 2)| =  a/6 .

If C  is of the second category, then, since A  is residual, there is a point 
x3£C suchthat x0+(x3—x2)/2 £ A . Then this x3 and x2=x2 would satisfy (4)—(7). 

If C  is of the first category we set D  — ( x 3 — e ,x 3) —C  and note that
(8) l / ( x ) - / ( x 2)| <  a/6 for each x £ ß .

Again, by considering the oscillation of /  on (a, b) we see that there must be 
a point x2€(x2,x 2+e) with
(9) l / ( i 2) - / ( x 2)| й а /3 .

By (8) and (9) we have |/(x )—/(x 2) |^ a /6  for each x f  D . Since D  is of the 
second category, there must be an x 3£ D  for which x0+(x3 — x 2) /2 ^ A . Once again, 
these points x2 and x3 satisfy (4)—(7).

Having considered all possible cases, the claim concerning x2 and x 3 is 
established.

Now, by the Lemma, since xx—x0= (xs—x2)/2, there exists a positive h<  
<(x3—x2)/2  such that
(10) | / [ x +  (x3- x2)/2] - / [ x- ( x3- x2)/2]| <  a/12 for x0 <  x < x 0 +  h.

Set ^ = (x2+ x3)/2. Since A„0 is dense in ( c ,d ) ,  there is an x '£ A „ 0 such that 
x=2x' — £€(x0, x 0+ h). By (10) it follows that
(11) | / ( 2x '—x2) —f ( 2 x '  — x3) I <  a/12.

Since x2= x '+ (x 2—x') and 0<x2—х '< 1  /n0, we have
(12) 1/ ( ^ 2) + /(2x' — x2) — 2 /(x') I < a/24.
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Similarly, since x 3= x '+ ( x 3— x ')  and 0 < x 3— 1/и0, we have
(13) \ f ( x 3) + / ( 2 x ' -  x 3) -  2 / (*') I < a/24.
From (12) and (13) we have
(14) \ f ( x 3) - f ( x ^ ) + f ( 2 x ' - x 3) - f ( 2 x ' - x 2)\ <  a /12,
and from (14) and (11) we obtain

\ f ( x 3) - f ( x 2)\ <  a/6,

which contradicts (5) and completes the proof.
Neugebauer [5, Theorem 1] states that if a function /  is symmetric and measur­

able, then C ( /)  has full measure. Theorem 1.2 of the present paper implies that if 
/  is symmetric and possesses the Baire property, then C ( f ) is residual. Using this 
residual set of continuity points in place of Neugebauer’s full measure set, it is 
easy to see that both of his Theorems 3 and 4 still hold with the new assumption. 
This implies the following two corollaries.

Co r o lla r y  1.3. I f  f : R — R is a s y m m e tr ic  function  w ith  the Baire p ro p e rty ,  
then f  is  in  B a ir e  class one.

Co r o lla ry  1.4. A  sy m m e tr ic  fu n c tio n  f : R —R is  m easurable  i f  and o n ly  i f  
it has the B a ire  property.

It should be noted that a method similar to the proof of Theorem 1.2 was used 
by H. Fried [2] to show that if /  is symmetrically continuous on a residual set, 
then C (/) is residual. Also, D. Preiss [8] has shown that every symmetrically 
continuous function is continuous almost everywhere. However, it is not known 
whether symmetrically continuous functions are in Baire class one or not.

The goal of this section is to characterize D ( f )  when /  is measurable and 
smooth.

Theorem 2.1. I f f  is  sm o o th  and m easurable , then D ( f )  is  separated.
Proof. By definition it suffices to show that D ( f )  contains no subset which 

is dense in itself [3, p. 136]. To do this let E  denote the set of points x such 
that there exists a sequence of numbers x n^ x  such that

To establish that D ( f )  is separated, the following two statements will be established.
A) E  is countable.
B) If D ( f )  contains a subset which is dense in itself, then E  is uncountable.

Smooth functions

(1)
and

(2)
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To establish A, suppose x0£E and let {x„} be a sequence disjoint from x0 
which satisfies (1) and (2). Since /  is smooth at x0 there is a number к and 
a <5>0 suchthat
(3) \f(x)+f(2x0 — x) — 2/(x0)| <  fc|x —x„| for |x — x0| <  <5.
From (1) and (2) it follows that there exists an integer N  such that if n ^ N ,  then 
0 <|x„ —x0|<<5 and
(4) cof (xn) > 3 k \ x n- x 0\.

Fix an n ^ N .  For any number у  satisfying
\ y - x n\ <  min {<5-|xn- x 0|, k - x 0|}

it follows from (3) that
(5) \ f(y)+f(2x0- y ) - 2 f ( x 0)\ <  k \ y - x 0\ <  2k\xn- x 0\.
(3) and (5) imply that for any such y,

Therefore,
|/(2x0—y) —f(2x0—x„)I ^  \ f ( y ) - f (x n) \ -3k \xn- x 0\.

wf (2x0- x n) ‘S(of (xn)-3k\xn- x 0\,
and an application of (4) yields cof (2x„—x„)>0. Hence 2x0-x „6Z>(/). Now 
A follows by noting that x0 is the arithmetic mean of 2x0 — xn and x„ and since 
D(f ) is countable [6], only countably many such arithmetic means exist.

To establish B, suppose that D{f)  contains a subset D0 which is dense in 
itself. Let £1, £a, ... be an arbitrary sequence of real numbers. If it can be shown 
that there is an x£E which does not belong to this sequence, then В follows.

Since D0 is dense in itself, there exists a sequence {x„}cZ)0 and a sequence 
of positive numbers {a,,} such that x1̂ .D0, ххт к  and

ex <  min {coyCxi), 1, t a - f i l }

and for 1, xneD0, xn?±£n, and

min{ (Of(xn) 1 , „ ,1
X n ^ n  —t  T S n - i ,  Xn_ i +  £ „ _ i  X „ ,  — , — , |X„ nIJ -

The sequence of intervals [x„—£„, x„+£„] is nested and, consequently, there is 
a point x0 in their intersection. This point does not belong to {£„} because x„ —£„< 
< x 0<x„+£„ and either £„<x„-s„ or £я>х„+£„. Moreover,

Therefore,

(OfjXn) a>f(x„)
l* „ -* o l e„

limn-+o°
C0f(xn)

t a - x o l
CO

which implies that x0£E.
The theorem follows at once from A and B.
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Theorem 2.2. I f  D  is an a rb itra ry  sep a ra ted  se t, then there  is  a non-decreasing  
a n d  sm ooth fu n c t io n  f  such th a t D = D ( f  ).

Proof. It may be assumed without loss of generality that Z)c(0, 1). Let 
D 0= D  and for each ordinal number inductively define

and
D a = -Da-jlTD'-! when a is not a limit ordinal 

D a = П D p  when a is a limit ordinal.
ß < a

Any separated set is countable [4, p. 147], so D  may be written as D = { x j, x2, ...} 
and since D  contains no subset which is dense in itself it follows that

/ > =  U  ( D * - D ,  + l).

If x f D ,  then there is an ordinal number a suchthat x f D a — D a+1, Define

10  if x <  x n

y ( d ( x n,D'a))22 - n if x = x„

( d ( x n,D 'x))22 - n if x > x „
and let

f i x )  =  2  fn ix ) .
/1 =  1 m

Then 2  fn ix) converges uniformly to /  so that D cc z D ( f ) c. If x , f D ,  then it
П — 1

is clear that
»/(*„) =  (d(x,£>'))22 ~ n > 0 ;

so x„6Z>(/). Therefore D ( f ) = D .  Since /  is locally constant on D c, it is obviously 
smooth on Dc. It is clear that since each /„ is nondecreasing, /  is also non­
decreasing.

The theorem follows if it can be shown that /  is smooth on D. To do this, 
three cases are considered: 1) x d D  — D '\  2) x d D 'C \D \  and, 3) x £ D '  — D.

1) Suppose x d D —D '. Then there is an /z >0 suchthat ( x  — h , x + h )C \D =  {x}  
and therefore it is clear that on ( x —h , x + h ) , f ( x ) = f n(x )+ C , where C  is some 
constant and x = x n . Because f„  is smooth, it is clear that /  is smooth at x.

2) Suppose x£D '0D =D 1. Let a be the least ordinal with x^Dx. From 
the definition of Da it is clear that a. cannot be a limit ordinal, so there is an 
ordinal ß such that a=ß+\, x£D ß and x^D'ß. Hence there is an £>0 such 
that (x — e, x+ e)fU )i ={x}. This implies that if y £ D П(х —e, x+e) and y + x , 
then y£Dy- D y+1, where y<ß. Therefore, d(y, D’y)^d(y,  x) because x£Dßcz 
cz D y+1cD'y.

Choose any у  such that y£(x, x+e). From the definition of /  it follows that 

( 6 )  f i y ) —f i x )  = § / „ ( x )  +  2  Ж х д  ^
x^DCCx.y]

^  /»(*) + 2  (d(xi5 x))22_i < /„ (x )+  2  (d ( x ,  y ))22 ~ ‘ < /„(x) + |x -y j2.
х ,£ О П (х ,у ] х ^ Э П ( х , у ]Acta Mathematica Hungarica 43, 1984
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Similarly, if y£(x—г, x), then

(7) f ( x ) - f ( y )  < /„ (* )+  | x - j f .
It follows from (6) and (7) that if then

f(x)+f„(x)  < /(x + /t)  <f(x)+f„(x) +  h 2
and

f ( x ) - f n (x )  ~ h 2 < / ( x -  h ) <  / (x ) - f n (x).
Adding these two inequalities and rearranging the terms yields
(8) —h2 <  f ( x + h ) + f ( x — h) — 2/(x ) <  h 2.
It follows at once that f  is smooth at x.

3) Suppose xdD'—D. Let a be the least ordinal such that x (££>'. 
Then there is an e=»0 such that (x—e, х +  £)ПД,= 0 .  If y£(x — e, x+e)C\D, then 
yZDß — Dß+1 for some ß«x.. Thus, d(y, D'p)Sd(y, x) because x£D'ß. Pro­
ceeding as in case 2 it follows that if 0 < /i< e, then

/(x )—A2< /(x —A)</(x) and /(x )< /(x + /z )< /(x )+ /i2.
Adding these two inequalities and rearranging the terms yields (8) once again. 
Therefore, /  is smooth at x.

Theorems 2.1 and 2.2 give a characterization of D(f)  for any smooth and 
measurable function /  which interestingly is the same as the characterization of 
D(f)  when f  has a finite symmetric derivative everywhere, a result which was 
obtained by Z. Charzynski [1] and E. Szpilrajn [9].
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MULTIPLICATIVE FUNCTIONS 
WITH REGULARITY PROPERTIES. Ill

I. KÁTAI (Budapest), corresponding member of the Academy

1. Introduction

This paper is a continuation of [1], [2]. Jl and Jl* denote the set of multipli­
cative and completely multiplicative functions with complex values, respectively, 

denotes the set of those f ( n )  for which

( 1. 1) 1/001
п“  П

holds.
Let p , q, n , ... denote general primes. Let

( 1.2) R { f \  p ) =  Z ^ pa=l P
It is obvious that /£JS? if and only if R ( f ,  p)<°° for every p , and 

(1.3) Z  P) <o°-

Furthermore, if then if and only if

(1.4) \ f ( p )  I < p 
holds for every prime p , and
n  V  1/001(1.5) 2  —I— <o°-

P r

Given a subset of natural numbers, we shall write

F (n \v > )=  2 — ; У ( п \У ) =  Z j ,
лбУ И И

permitting that the series do not converge.
Let us consider those functions f ,g£Jt ,  for which

( 1.6)
\g (n  +  K ) —f ( n ) \

holds. Here К  is a positive integer.
We are interested in all solutions of (1.6). The case К  — 1 has been treated 

and completely solved in [2]. If f ,g £ ^ C ,  then J \ g  is a solution of (1.6). If f ( n ) =  
= g (r i)= x (n )n a+iT, OS<r<l, and x (n )  is a multiplicative character mod K , then
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it is a solution of (1.6). To avoid some technical difficulties we shall assume that 
/ ,  g ^ J ( * .  We shall solve the problem for K = 2 and for odd K.

First we shall prove Theorem 1 which will serve as the main lemma in the proof 
of the assertion above.

(1.7)

T heorem 1. L e t  f g ^ J i * ,  C  b e  a  nonzero con sta n t, К  S 1 be  an  integer,

~ \ g ( n + K ) - C f ( n ) \

A ssum e  tha t there e x is ts  a  p rim e  p  coprim e to К  f o r  which f { p )  =  0 or g { p )= 0 
holds. Then g d J T .

Let Assume that there exists a suitable polynomial P (z )  =  a 0 +  a1z + ...
... + a kz k (ak=  1, a0 0) over the field of complex numbers for which

( 1.8) 2 ^ - \ P ( E ) f ( n ) \
n i l  n

is satisfied. Here the operators E , A , A B, I  are defined as follows: E x n= x n+1, 
I x n= x „ , A = E —I, A B= E B- I ,  A k= ( E —I ) k, A kB= { E B- I ) k (see [1]).

Let sdf = s 4  denote the set of all polynomials P  satisfying (1.8). It is obvious 
that s é  is an ideal. The constant polynomials belong to s i  if and only if f £ : SP. 
We shall prove that if s i  is not empty, then it contains some element of type 
(zB— l ) k with suitable positive integers B , k . To prove this, we may assume that 
/$  J S f .  From (1.8) we deduce that there exist no more than k — 1 primes p , for 
which f ( p i ) = 0 . Assume in contrary that p k , p k are distinct primes such that 
f(Pi)=0. Let N 0 be such a positive integer for which N 0+ i — 1 = 0  (mod p t) 
(/=1, . . . , k ) .  Then f ( n + j )  =  0 for j  =  0, 1, . . . , k ~  1, n =  N 0 (mod B), B = p k , . . . , p k, 
and so, from (1.8),

2 j ----------- = " •
n= N 0 (mod B) W

From (1.8) the following assertion follows immediately: if there exist к  residue 
classes mod В  with consecutive residues l = r ,  r + l ,  ..., r + k — 1, such that the 
series tF (n  \ n = l (mod B ))  ( l= r , r + \ ,  . . . , r + k — \)  are absolute convergent, 
then 3E{n I n = r + k  (mod B ))  is absolutely convergent too, consequently by 
a repeated application of this argumentation we get that .

Let us assume now that P  is a minimal degree polynomial in s4 . Let P (z )=

=  /7 0 -0 ; ) ,  and ömO) be defined by Q m( z ) =  ]J  ( z - в ? ) .
i= 1 1=1

Since O m(zm) is a multiple of P { z ), therefore Q m(z m)£stf, and so

^  \Qm(E m) f ( n ) \

Extending the summation only for the integers that are multiples of m , and 
observing that Q m(E m) f ( n m ) = f ( r n ) Q m(E ) f ( r i ) ,  under the assumption f ( m ) ^ 0
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we deduce that
y \Q ,Á E ) m \  :
n n

i.e. Q „ fs d .  Since r5(z) =  g.c.d. ( P ( z ) ,  Qm(zj)£sL, therefore deg ő ( z ) ^ k ,  and so 
P ( z )  — Q m (z), consequently
(1.9) { e l f  . . . , в к}  =  {ÖJ*, 0J1} ( i f / ( m )  ^  01).
(1.9) is valid, if m  does not contain any prime factor p  with f ( p ) ~  0. Since the 
set of such primes is finite and а0= в 1 ... 0k( — l ) k A 0 ,  we get that ]07-| = 1 and

are rational numbers. Let ( /= 1 , ..., к ), [аг , . . . ,  at) = l .  В  con­
tains only such prime factors p  for which f ( p ) = 0. So

(1.10) P (z)  =  П  (z-exp ( ^ ~ ) j  
and
(1.11) QB( z B) =  ( z B- i ) ke ^ .

We have proved the following
Theorem 2. L e t  assum e that P  is  a m inim al degree  po lyno­

m ia l f o r  which (1.8) holds. Then

( 1. 12)
^ |(£B-/)*/(n)l r

w here B  =  1, or В  = p l l ... p y  a n d  f ( P i ) = - - - = f ( P j ) = 0 .  There  e x is t  a t m ost 
к — 1 prim es p  f o r  which f { p ) = 0 .

If B \C  and (1.12) is satisfied with B , then it is satisfied with C  instead of 
B, too. This is obviously true, since (zB— \ ) k is a divisor of ( z c — l ) k. Con­
sequently, looking for the solutions of (1.12) we may assume that В  contains all 
the primes p  for which f ( p ) —0 .

T heorem 3. L e t  5 = 1 ,  or B = p \ 1 . . . p y ,  p k , ■■■, Pj be d is tin c t prim es. L e t  
f £ J / * .  A ssum e tha t f ( p t)= 0  (/= 1, and f ( p )  A  0, i f  p \B .  / /  (1.12) holds,
then /C^f, or f { n )  =  x B{ n )r f+h, 0 ^ o < k ,  and Х в(р) is a  su itab le  m ultip lica tive  
character mod B. C onversely , fo r  these  fu n c tio n s  (1.12) is  satisfied.

The second part of this theorem is obvious, the first part will be proved in Sec­
tion 3.

Finally in Section 4 we shall prove
T heorem 4. L e t  f g ^ J / * ,  j \  L£ , g i£ P ,  an d  a ssum e  that (1.6) is  satisfied.
(1) L e t К  be an  arbitrary o d d  in teger. Then f ( j i )  =  g(ri) =  %Kl(ri) n a+lz, 0 ёо -< 1, 

K x is  a  divisor o f  K , ~/_Kl is a m u ltip lica tive  character mod K k .
F o r these fu n c tio n s  (1.6) holds.
(2) L e t К  = 2 . Then  all the so lu tions are:

(a) f{ r i)  =  g {r i)= n aJri\  0 S ct< 1  («= 1, 2 , ...);
(b) f ( r i )= g (n ')= n a+n, O ^crc 1 fo r  odd  n  and  / ( 2)= g(2) =  0 ;
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(c) f{n ) = Xs(ji)na+,z, g(ri)=Xi(n)f(ri), O s f f < l ,  where yA is the nonprincipal 
character mod 4, and ys is the following character mod 8: Xe(l) — Zs(7) =  +1 , 
*8(5)=Хв(3) =  -1 .

Remark. We hope to solve this problem for every even К  in a subsequent 
paper.

2. Proof o f Theorem 1

First we formulate some remarks.
1. Since \ \g { n + K )\ — \ C \ \ f { r i ) \ \ ^ \ g { n + K ) —C f( n ) \ ,  and the relation 

depends only on the absolute value of / ,  we may assume that g ^ O ./sO , C  >0.
2. If then g£ obviously holds, and conversely.
3. We may assume that f ( q )  =  0 for every prime-divisor q of K .
We have to prove only the last assertion. By putting n —qn, K — q K x, from

(1.7) we get

(2.1) Z ^ l g ( ? ) g ( « + * i ) - C / ( ? ) / ( n ) |
n n

If / ( q ) ^ 0 and g (q )? i 0, then (2.1) is a relation similar to (1.7) with Ä) instead 
of K ,K x < K .  If f ( q )  =  0 and g ( q ) ^ 0, then g£jS?, while for g ( q ) = 0, / ( q ) ^ 0 
we have / £ 2z?.

We shall assume f ,  0, and f ( q )  =  0 for every q \K . Assume the condition 
of Theorem 1 holds.

Let 3P denote the set of all primes p  coprime to К  for which f ( p ) = 0 .  
Similarly, 01 denotes the set of q, (q , K ) =  1, g(^) =  0. The sets 0 >1Q 0 >, 0 1 ^ 0 1  
are defined as follows
(2 .2) 0>x =  {/7€^|3«o =  К  (mod p), g (n 0) ^  0},

(2.3) á?! =  {q £ 0 t\3 n o =  —K  (mod q ) , f ( n 0) 0}.

2Px, 0 l x , and one of 0  and 01 may be empty.
First we observe that if 0 y= 0  and = 0 , then the following condition 

(COND) holds.
(COND): f ( n )  =  0 i f  a n d  only i f  g ( n + K ) = 0.
Indeed, “/(n) =  0 iff g ( n + K ) = 0” is true if (и,A ) > 1 .  Assume that 0 ^ 0 ,  

p £ 0 >. Then, from (2.2) we get g (n ) =  0 for n = K ( m o d p ) .  Similarly, for f  ̂ 0 , 
q £ 0 ,  from (2.3) we have / (n )= 0 for n  =  — K ( m o d q ) .

If f ( r i ) = 0 ,  ( n ,K ) =  1, then и has a prime divisor p  in 0 ,  and so g ( n + K ) = 0 .  
Similarly, for g(ri) =  0, ( n ,K ) =  1, there exists a q\n , q £ 0 ,  and so n —K  =  
=  —A(mod q ) , f ( n —K )  =  0 .

S te p  1. 0 >1=  0 ,  0 X =  0 .  If p £ 0 ,  then 01 contains all the primes <7= A (mod p). 
If q £ 0 ,  then 0> contains all n, = —K (mod q). Since at least one of 0  and 
0 t is not empty, therefore both of them contain infinitely many elements.

Let Q  be a large (odd) prime, Q \ K — \ ,Q d 3 i .
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Let Z Q be the set of all reduced residue classes mod Q , s ä = Z Q\ s ä ,  3B— Z q \3 8 , 
and sä, 38 be defined as follows:

s ä = { lx, . . . , /*|/(n) = 0 if n=/f(mod Q)}, 38=  {кг , ..., k s \g (n ) = 0 if >!=&,• (mod 6)}-

In other words, a reduced residue class / (mod Q ) belongs to sä  if and only 
if f ( n )  =  0 for every n =  l  (m od  Q), and к  (m od  Q) belongs to 38 if and only if 
g(n) =  0 for every n = k ( m o d Q ) .

Let l ^ s ä ,  i.e. /(« )  =  0 for /!=/j(mod ß). Hence COND is true, therefore 
g ( n + K )  =  0 for every such n, i.e. g ( m ) = 0 if m ^ K + l ^ m o d  Q) and m > K .  
We shall prove that the condition m > K  is superfluous. Let m = K + l i ( m o d  Q). 
t be so large that N = m 1+,iQ~1)> K . Then N = K  +  li(m od  Q), so g ( N ) = 0 
which involves that g ( m ) = 0 ( g f J I * \ ) .  S o  we have proved the following assertion: 
if l ^ s ä ,  then l i+ K  = 0  (mod Q), or li+ K ^ 3 8 . Similarly, we can see the validity 
of the following assertion: if k £ 3 8 , then k i—K ^ s ä  or k t—K = d  (mod Q).

Since Q £38,38 i = 0 ,  we get —K £ s ä ,  so sä  cannot be empty.
We shall distinguish two cases according to К З  38 or K ^3 8 .
C a se  I :

(2.4)

C a se  I I :

(2.5)

In Case I we have

(2.6)

s f  —• U i >  • • •  ,  Ir - i I Ir — ~ K }

®  =  {k1, . . . ,  Л л_х; 0 }

k j  = I j + K ( m o d  Q ) ( j  =  1, ..., Ä-1).

' * =  { h , . . . , l R- C , l R = - K }

38 — {ki, ..., ij kR =  К }
ki = /j + К  (mod Q) (i =  1, ..., R — 1).

sä  -  {sl5 ..., sH}, H = Q - l - R
38 = {h> hi, hi+i}
tj = S j+ K  ( j  =  1 , . . . ,# ) ,  r„ +1 = K.

Assume that sä  is not empty. Since sä  and 38 are subgroups in Z Q, there­
fore # |6 - 1 ,  Я + l l ß - l ,  and so # ( # + l ) |6 - l ,  H ^ i Q .

We know that 38 has infinitely many elements. Assume that Case I occurs 
for infinitely many Q . Since all the primes in säC \38  are in 38V\38, and H ^ Í Q ,  
therefore there exists an arbitrary large prime n for which f(n)=g(n)=0.  But 
in this case for Q — n  only Case II can occur.

So we have proved that there exists infinitely many Q3.38, for which Case II 
occurs.
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In Case II we have

(2.7)
s é  =  {Si, . . . ,  sH}, H  — Q — \  —R  

tj =  Sj +  K  ( j  =  l , . . . , H )
assuming that л / and 3ft are not empty.

Furthermore, s i  and 38 are subgroups of the same order of Z Q, and so 
s i= 3 8 . From (2.7) we get that a £ s i  involves that a + K £ £ % = si, and so a + tK d  
£ s i ( t  = 1, 2, ...), thus s i —Z Q. This is impossible, since —K ^ s i .  Consequently 
s i= 3 8 — & , and so f ( n ) —g (n )=  0 if n ^ 2 ,  (и, 0 = 1 .  Since g ( Q ) =  0, therefore 
g (n )  =  0 for every n ^ 2 ,  and so by COND we get /(n )  = 0 for n ^ 2 .  j§

S te p  2. ^ ? í 0 . Let p^38x . Then f ( p ) = 0, ( p , K )  =  1, and there exists an 
n0= K  (m o d  p ) such that g (n 0)9i O. Then Ф (п \п = К  (mod p))<

Since n n 0= K ( m o d  p ) if n  =  1 (mod p), and #(и0)И0, we have &(n\n =  
=  1 (modp))< °°.

Since rip(-p) =  1 (modp ) for (n , p )  =  1, so g ( n Hp~ 1))= o (n ,(p~ 1)) as t-*  
consequently 0 =g(n)< n  holds for every n , ( n ,p ) =  1.

If qx, . . . , q p_ x are belonging to the same reduced residue class mod p , then 
qx, ..., qp-x =  \ (mod/;), therefore

^ { q \ q  =  Z(mod р))'*’(р) •« ^ (n \n  =  1 (mod p)) <°°, 
if /^ 0 . So we have proved that

(2 .8) & (q \q  *  p) < “ , g (q )  < q  if q  ^  p.
Hence we get

(2.9) & (n \(n , p )  = 1) <°° => ^ (n ln  + AT ^  0 (mod p)) < » .

If 38x contains at least two elements, p x, p 2 say, then we are ready, since from
(2.8), applying it with p  =  p x, p 2 we deduce that JSf.

Assume now that 38x =  {p} and p \ K + 1. Starting from the second inequality 
in (2.9), we deduce that
(2 .10) ^ ( n j n  ф — AT (mod p)) <  °°.

Since p \ K + \ ,  therefore (—К ) 2 ф — К  (modp), and so

(2.11) t F ( л \ л  =  — К  (m o d  p ) )2 £  / .S i 1} <00-
n = K2 (mod p) ft

Furthermore, if (л ,  p )  =  l ,  then 7гаф — К  (modp )  if a= 0  (mod(p —1)), and 
so f ( n et) = o ( n “)  as a —°o, whence 0 =ijf(ft)<7t.

Thus we have
(2.10) lF(\n\n q) <  0 ^ / ( я )  <  я,

which by f ( p )  =  0 gives f ^ 3 £  ■
Let us assume that 38x= { p }  and p \ K + l .  Consider first the case p = 2 .  

This can occur if AT is odd. Let K + l = 2 ßm , (m , 2)=1. Then, from (2.9) we have
& { n \ ( n ,  2 ) = l ) < o o .
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Let y>/J. Since 2у||л —1 implies 2 ß\\n + K , therefore
(2.11) ^ ( n \ n  =  1 (mod2y)) <зс ^ (п |2р||и )+ 1<к^(п|(п, 2) +  l

By repeating the argument used above, we get immediately that ^ ( л \ п ?^2)< °°, 
/(тг)<я, which by / ( 2) =  0 gives /€^?.

Let now 2. Assume first that there exists а к ,  к  ф1 (modp) for which 
f { k ) 7±0. Since k n  ф I (mod p ) for n =  l(modp ), therefore, after substituting 
kn  in place of n in the second series in (2.9) we deduce that S ' (n\n =  1 (mod /?))< 
which leads to /€«Sf, by repeating the consideration used earlier.

It has remained to consider the proof under the following condition:
(A) = {p*}, p * \K - \- \ ,  p* >  2, f ( k )  — 0 for every к  ф 1 (mod p*).
We shall consider this later.

S te p  3. S tx Ф 0 . By repeating the argument used in Step 2, we can execute the 
proof easily in the following cases:

(1) 0 tx contains at least two elements,
(2) 0 lx= {q } , q \ K - \ ,
(3) Я 1 =  {2},2|А:-1,
(4) S tx - { q } ,  q \ K - \ ,  q > 2, 3*:, ^ l ( m o d t f ) ,  q ( k ) ^ 0 .
It has remained to prove it under the condition:

(B) Six = {q*}, q * \K + \ ,  q* >  2, f ( k )  =  0 for every к  ф l(mod q*).
S te p  4. Let us assume now that (A) holds. Then S*^. {п \л  ф 1 (modp*)}. 

Hence we deduce that g(ri)= 0 if (n , p * )=  1. Let k =  /(modp*), 1 = 2 , . . . ,p *  — 1. 
Since f ( k ) = 0 ,  there exists a n \k , n £ S .  Since яфр*, i, and so g(&+.K)= 0 
by the definition (see (2.2)). Since K  =  — l(modp>*), k + K = l — 1 (mod p). We 
have proved that g ( n ) = 0 if n > K  and n =  l ,  2, . . . , p * —2  (modp*). Since 
n!=n(m odp) if / — 1 = 0 (mod (p* — 1)) and g (n l) =  g ( n ) 1, the condition n > K  
can be substituted by u > l. So, g (n )  — 0 if 1, ифО, — l(modp*). Let n =  
=  — l(modp*). Since n2 =  l(modp*), g ( n 2) =  0, consequently g{n) =  0.

We have proved the following assertion:
(AS 1): If (A) holds then g(n) =  0 for every п ё 2  that is not a power of p*. 

We shall prove now
(AS 2): If (B) holds then f ( r i ) =  0 for every 2  that is not a power of q*.
From (B) we get that SI 3  {7г|л ф l(mod q*)}. Let /c=/(m od q*), /€ 

6 {2,..., q* — 1}. Since g (k )  =  0, therefore there exists a n \k  suchthat g (n )= Q , 
and 7ly^q * . Consequently Tt(S% and n ^ S lx ,  and so by (2.3) we get f ( k —K ) = 0. 
So from the assumption (B) we get /(« ) = 0 for every и ё 2, n = { l, ..., q * — 2} 
(mod q*). Since for (N, q*)=  1 we may choose an exponent t such that 
IV'sl^modi?*), so /(A ) '= /(A ')  =  0. This proves the assertion.

Hence we can finish the proof easily. The case S >1 =  0 , Slx = 0  has been con­
sidered in Step 1. Assume that S ,x=  0  and Stx=  0 .  Then (AS 1) and (AS 2)hold. 
We have to prove in this case only that g(p*)<p*, or f (q * )< q * -  As it is known, 
p**—K = q*ß has at most a finite number of solutions in a, [1, therefore f ( p * x—K ) —0
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for every large a, which by the assumption of the theorem gives R ( g ,  p*)<°°, i.e.

Assume now that (A) holds and 'Mx= 0 . Since contains all the primes 
except at most p * , and á?1= 0 , /(m )  = 0 if т + К т ± р * у. But then f ( n )  has tobe 
zero for every n . This is an obvious consequence of the fact that n a+ K  is not 
a power of n* if oc is large. Then

Finally we assume that 0  and (B) holds. Since 3P contains all the primes 
except at most q* and ^ = 0 , g ( n ) = 0  if n —K ^ q * y. But then g (n )  has to be 
zero for every n , since л  “—К  is not a power of q* if a is large enough. Then 

The proof has been completed.

3. P roof of Theorem 3

We may assume that /(fü?.
We shall conduct the proof by making the following steps.
(A) |/(n)| =  nA, 0 for every n coprime to B.
(B) Let 1. If Я ёк —1, then (1.12) holds with v (n )= n ~ 1f ( n )  instead 

of n  and with k — 1 instead of k .  If A<k—1, then (1.12) holds with k — 1 
instead of k.

(C) Theorem 3 is true for k =  1.
Hence the theorem will follow immediately.
P roof of (A). Let H ( n ) = f ( n ) if k  =  1, and H ( n ) = ( E B- I ) k- 1f ( n )  fo rk s2 . 

From (1.12) we get

(3.1) 2 1  max \H (n  +  l „ B ) - H ( n ) \  < -
n i l  n

where is an arbitrary constant.
Let <7> 1, (q, B ) =  1 be an arbitrary integer. Let

(1 + Z + ...+ Z 9-1)*1-1 = a0 +  a1z + . . . + a ltz h; h  =  { q - \ ) { k  — 1). 
a

Then 2  <xJ= q k~1. Hence we may deduce immediately that
1= о

f { q ) H { n )  =  (E Bq — 1 )к~ г/ (qn) =  2  «jH ( q n + jB ) ,
and by (3.1)

(3.2) x , 1> — maxn n |i„|ss H { q n  +  lnB ) - ^ H { n )
4

For a positive integer N 0 coprime to B , a0 denotes the least nonnegative 
integer for which N o— a 0B = 0 (m o d  q ), and N 1 being defined by N 0— a 0B -\-q N i. 
It is obvious that ( N 1, B ) =  1. After replacing q n +  lnB->-N0, n - ^ N 1, from (3.2) 
we get

(3.3) 2  i -qBSN0 JVO
н т - Щ н ^ )

4
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Assume first that \ f { q ) \ < q k~ 1- Then, by repeating the argument used at the 
proof of Theorem 1 in [2], we can deduce that

(3.4)
nei tl

If k =  1, then (3.4) implies f £  if, while in the case k >  1, (1.16) holds with к  — 1 
instead of k . Assume now that \ f ( q ) \ ^ q k~ 1, \ f ( q ) \ ~ q k~ 1+''- Let

(3.5) 4 W =  2
\H (N ) \

N
N  xSince L and —  occurs at most for q distinct N 0^ x ,  from

(3.3) we get

(3.6) л < * ш Ш
4 Mfb-

Cj is a suitable positive constant.
Hence it follows easily that 

(3.7) A { x )  «  x ”1.
XEvery integer N ^ — — B  occurs as a component for exactly q distinct N 0^ x ,  

therefore, by (3.4) we get

with a suitably chosen c2>0. Hence we can deduce easily
(3.8) A { x ) y > x * ~ ‘,
for every constant e>0, (3.7) and (3.8) give

log A (a)(3.9) log* f] ( x  -°°),

consequently t] does not depend on q, and so \f{n )\ — nt,+(k if (и, 2? )= 1.
Now we prove that ?j<1.
Since I = E ~ B{E B- I ) + E ~ B,

( 3 A 0 ) \ 2 ( E B- i y - 1f ( n ) \  ш \ 2  (Е в - 1 У / ( п - В ) \ + \ 2  ( E B- i y ~ ' f ( n - B ) \ .
n^x n^x n^x

If
u t( x ) =  2 ( E B-iyf(n),

П=гХ

then from (3.10) we get immediately
(3.11) Ut. j(x) == U ,(x-B)+  Ui-iix-B).
(1.16) gives Uk(x)=o(x). By a repeated application of (3.12) we deduce that 
Uk-i(x) =  o(x2) , ..., U0(x) =  o(xk+1). The last relation implies //<1.
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P roof o f  (В). Since \ f (q) \<qk~1 implies (3.4), the assertion is true for
A<A:— 1.

Let l ^ k —l, v(ri)=n~1f(ri). We have \v(ri)\=nk~2+", 0 S i/<  1. By an easy 
computation we get

•^в/(п) — nA Bv(n) +  B k A B~1v (n  + B).
Let g(ri) =  AB~1v(n). Hence, and from (1.16) we get
(3.12) (n  +  B k )g (n  + B ) - n g ( r i )  =  A„,

(3.13)
From (3.12) we get

(3.14)

k l

|g(n)l ^  |g (n -S )| + \K\ (n >  B).

If we put B(x)= Z\g(ri)\ then from (3.14) and (3.13) we can deduce that B (x)^
n^x

^ B ( x —B) +  c3, and so B(x)=0(x) .  We have

У J 4 !M L  <  ^  \nAkBv(ri) +  Bkg(n)\ t \Bkg(ri)\
Ú x  n ~  nSx п2 „ й  П2

Both sums on the right hand side are convergent. Consequently v  satisfies (1.16).
But \v (q )\< q k \  so using the proved part of (B) we get Z |g(«)l

P roof o f  (C). We may assume that \f(r i) \= r i^  (ц =  0) for (n, B )=  1. Let 
f ( n ) = n ’’t(ri), |i(n)| =  l for (n , B ) = \ . Observing that f ( n + B ) —f( r i ) = r i ,A Bt(n )  +  
+  rjn’l( ~1t(n , B ) ,  n ^ n ^ = n + B ,  from (1.16) we deduce immediately that

(3.15) \t(n  + B ) - t ( r i ) \

I t  has remained to prove only that t ( n ) = x B(ri) ■ n h under the condition (3.15). 
This has been proved for В  — 1 in [2] (see Theorem 3). The case В  >  1 needs only 
a little change in the proof, therefore we shall only sketch it.

Let |/(n ) | =  l for (n , B )= \,f(r i)= Q >  for (и, Л)>1, and

(3.16) 2

n = 1

\ f ( n  +  B ) - f ( n ) \

and
Let ^ = 1  (mod £), 
log?!

q 2 =  \ (mod B )  be arbitrary integers such that ?l<?x, 
be an irrational number. We define the decompositions according to the

log q-2 
following rules.

Let N0 be a general positive integer. We define a0 to be the least nonnegative 
integer for which N 0—a0B = 0  (m o d  qx), N± is defined by N 0= q 1N 1 +  al)B, аг , N 2, 
a 2 , N 3, ... are defined similarly. Let us do it with q2 instead of qx\ N 0—q2n1+  a0B, 
n 1 =  q2n2+ ä 1B, . . . .  Since qj =  1 ( m o d  B ) ( j  =  1,2), N 0 =  N v(mod B ) ,  N 0= n ß(mod B )
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and so Nv—«,,=0 (mod B) holds for every v and p. Repeating the arguments 
used in the proof of the cited theorem, the last remark allows to prove that

2  l / ( A y - / ( n vl)| -  0 as H2

Continuing the proof nearly word for word, we deduce that f (n )  = eu'°en for every 
n =  l(modi?). Let now R(n) = e,zloen (n= 1, 2, ...), u(n)=f(ri)R(n).

Since (3.16) is valid for f  and R, so it is true for u(n) as well. Since |/?(и)| =  1 
for every n, |ы(и)|=1 if (n, B)=  1, and u(n) = 0 if 1. Since /(и) =  Л(я)
for H = l(m od.ß), therefore u(n) — 1 if n = \ (modB). Furthermore 
But then и has to be a character mod B. So we have /(и) = ув(я)л'г.

4. Proof of Theorem 4

We may assume that f ( p ) — g ( p )= 0 for every p\K . If it were not true then 
we could change К  with a proper divisor К г of it.

Let A„ =  g ( n + K ) —f ( n ) .  Let H (ri)=  ^  be defined when #(и)^0, i.e. for
g \ n )

( n ,K ) = 1 (see Theorem 1).
First we consider the case when К  is odd. We are starting from the relations 

g {2 n  +  2 K ) = f ( 2 n + K )  + A 2n+K; f ( 2 n )  = g(2 n +  K ) - A 2„.

Since 2 \K , from Theorem 1 we get /(2 )^ 0 , £-(2)^0, and so

A„ =  g ( n  +  K) - f (n )  =  Y ^ [ f ^ - n + K) + A n2+K] — j ^ [ g { 2 n  + K ) - A 2t],

whence, by (1.6) we get

2 -  n n
1 f ( 2 n + K ) - ^ g { 2 n  + K )

g( 2) / ( 2)
i.e.

(4.1) 2  - |C /(« ) -g (n ) | < » ,  C = Я (2).
(n, 2)=1 П

Assume for a moment that ^ ( n \( n ,  2)= l) is absolutely convergent. Then, by 
(4.1), ^(и|(и, 2)= 1) is absolutely convergent, and by (1.6) we get <S (2 i‘\ß =  1, 2, ...) 
is absolutely convergent, which implies i f ,  /€  if . So we have

(4.2) 2  ! /(" ) !  _
(n,2)=l и

Let now m  be odd, (m, K ) = \ .  Then g(m )^0. Putting tnn in place of n  in 
(4.1), we get

(4.3) 2  —— \ C f( m ) f { n )  — g (m )g (n )\ < °°,
(п,2)=1 ГПП
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i.e.

(4.4) 2  ~Г\C H ( m ) f{ n )  — g(ri)\ < « .
(n, 2) = 1 n

Taking into account (4.2), we get H(jri)= 1. Furthermore f(n)=g(n) =  0 if 
(л, A)>1. Replacing g (n ) by /(и) in (4.1), from (4.2) we get C —1, con­
sequently f(n )—g(n) for every n, and so the conditions of Theorem 3 are satisfied. 
We are ready.

Let now К  = 2 . First we prove the following assertion:
(A): If 3 ) is an arbitrary odd integer such that

(4.5) 2
11 =  1 (mod 2^)

then f , g £  <£.
Let / be an integer, ( l ,2 3 > )= \ . Since f ( p ) ^ 0  for p ^ 2  (see Theorem 1), 

we g e t/( /)^ 0 . Furthermore « /» M - ^ ^ m o d  2§) holds for n = l  (mod 2®), 
thus we get

and so
2

n =  l (  mod 2^)

(4.6)
Hence we get

2  ] / W [  <00-
( n ,  2 3 ) = 1  n

у  IgOOl
Z ------------ = °°>

( n  — 2 ,  2 3 )  =  1  П

and by putting n  =  3 v , ( g ( 3 ) ^ 0),

consequently
2

v =  1 (mod 2)

|g(v)l

2  l/(y)l
v =  1 (mod 2) V

oo t

Furthermore, from (1.6) we have

a = l  +■*■ v =  l(m od 2) V
+  1 <S= 1,

and so
Let n be an odd integer. We consider first the identities:

(4.7) (n +  2 ) ( l+ 2 /n ) - n ( l+ 2 f ( n + 2 ) )  =  2,

(4.8) ( n + 2) ( -1  +  2 tn ) -  n ( -1  +  2Г (n  +  2)) = -  2.
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Hence we deduce that

(4.9) ^ ^ - |g ( « + 2 ) g ( l + 2 l n ) - / ( n ) / ( l + 2 l ( n  +  2))[ <

(4.10) 2  -y  | / ( n  +  2 ) / ( — 1 +2?n) —g(n) g (— 1 + 2 i(n  +  2))| -= » .
Г = 1 1

Furthermore, by (1.6), K —2, we get

(4.11)

and so, from (4.11),

2  — \g{l + 2 t n ) - f ( - \  + 2tn)\ <  со,
f = l 1

(4.12) 2  у
i = 1 1

g ( \  + 2tri)- g (n )
f ( n  + 2)

Comparing this with (4.9), we deduce that 

_  1

g ( -  1+ 2i (и + 2))

■ Ä . g ( - l  +  2,(„ + 2 ) ) - J ^ / ( l + 2,(» + 2))

whence it follows immediately that

(4.13) ^  7 ( n T 2 )  И и + 2) В Д  A 1 + 2/ ( " + 2>) “  S (~ 1 + 2' (« +  2))| <

By putting </ = и4-2, ui= 0 (modi/), we get

(4.14) 2  —  \ H { d - 2 ) H { d ) f { \ + 2 m ) - g { - \ + 2 m ) \  <  » .
m =  0 (modrf) UI

If we put d = d 1, d —d2 and m  runs over the integers m = 0  (mod [</х, t/2]), 
we deduce that

^  |Я(с/1)Я (£/1-2 )-Я (1 /2)Я(1/2- 2 ) |- 1 |/ ( 1  +  2т)| <
m =  0 (mod [t/j, d2])

We have that v = 1+ 2m runs over the integers = 1 (mod 2 [</,, </J) while 
m  runs over m =  0 (mod[i/j, </2]). By using the assertion (A), and assuming that 

jSf, we get
(4.15) H (d 1) H ( d 1 — 2) =  H (d 2) H ( d 2 — 2) 

if i/j, d2 are arbitrary odd integers.
By putting с/2=(/!+2, we deduce that H ( d + 4 )  =  H ( d ) for < /= 1 ,3 ,5 ,.... 

Since Я(1)=1, we get immediately H ( n ) =  1 for « =  1 (mod 4). Further­
more, from (4.15) we get Я(л) =  соп51 for n =  — l(mod 4). Since n2 = l(mod4), 
Я(и2) = Я(и)2, therefore H  (n) =  +1 (mod 4). Assume that Я(и) = — 1 when

И— 1
n =  — l(m od4). By using (1.6) and g(u)=(— 1) 2 /(и) for (и, 2)=1, we can
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deduce easily that

(4.16) ^ i | / ( „  + 4) + / ( „ ) |< ~ ,
П ft

and so 2  7-  \ f ( n  + 8) - / ( « )  I <  «•
n ft

Since therefore by Theorem 3 we get f ( n )  =  Xs(n) • nc+h, O S c rd ,
n- 1

where Xa is a suitable character mod 8 . Observing that ( — 1) 2 =у4(и), where 
Xi is the non-principal character mod 4, and substituting f(ri) = Xs(n)na+iz,g(n) = 
—Xi (")/(”) into (1-6), we deduce that
(4.17) x d n  +  2 )xa (n  +  2 ) -X a { n )  =  0
is satisfied indentically. This gives X8(5) =  %8(3)= — 1, Я8(1)=Х8(7) =  4-1. It is
obvious that this pair is indeed a solution of (1.6).

Assume now that H ( n ) =  1 for every odd«. Since / (2)=g(2)=0, therefore 
/ (n )= g (n )  f°r every n, and so the conditions of Theorem 3 are satisfied, consequently 
f ( n )= g ( r i )  =  na+,T foroddn and f ( r i ) = g ( n )  if n is even.
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ON GLOBS

Acta Math. Hung. 
43 (3—4) (1984), 273—286.

J. CEDER (Santa Barbara)

Agronsky [1], [2; p. 29] showed that each F„ bilaterally c-dense-in-itself 
subset of R  can be expressed in the form U{A(oc): a€[l, °°)} where each A (ct)  
is closed and whenever «</? each point of A ( a) is a bilateral c-limit point of 
A  (ß ). (Any set expressible in this form will be called a linear g lo b .) Then according 
to Agronsky [1] the function defined by

f{x) =
1

inf {a: xdA (o t)}  
0

if  x £ A  

if  A

becomes a Darboux, upper semi-continuous function such that A = f ~ x(0, °°)).
Therefore, the following are true
(1) each bilaterally  c -dense -in -itse lf Fa is  a  linear glob;
(2) a s e t  is  a  linear glob i f  a n d  only i f  it  is  th e  inverse im age  o f  a  non-void open  

se t under a  D arboux  sem i-continuous function .
In this paper we attempt to extend these two results to a particular two-dimen­

sional setting. First we must extend the notions of a bilateral c-limit point and 
a Darboux function to two dimensions.

A point z is called a pa n o ra m ic  c-lim it p o in t  of a planar set A  if each non­
degenerate closed triangle containing z also contains 2H° points of A . We write 
A Q p B  if A Q B  and each point of A  is a panoramic c-limit point of B. A family 
of closed sets {F (a): a£[l, °°)} is called a h ierarchy  if F (a )< fp F (ß )  whenever 
a</k The union of a hierarchy is called a glob. A function / : R 2-+R is said to be 
D arboux  if the image of each non-degenerate closed triangle is an interval. The 
study of such functions was initiated in [4] (see also [3]).

In the sequel we will show, in contrast to the one dimensional case, that a pano­
ramically c-dense-in-itself F a set is not necessarily a glob. Thus, (1) does not 
extend to our two dimensional setting. As for as (2) is concerned, it is true that each 
glob is the inverse image of an open set under a Darboux semi-continuous function; 
however, the converse remains an unsolved problem.

Our unsuccessful attempt to extend (1) and (2) satisfactorily then leads to 
studying globs in detail. We obtain some interesting results, one of which, (e) below, 
is of independent interest. Many open questions remain. The main additional 
results can be summarized as follows:

(a) globness is  not a topo log ica l invariant;
(b) a panoram ica lly  c-dense-in -itse lf F„ w hich  is  “locally” a glob is a  g lo b ;
(c) a p ro d u c t o f  two linear g lobs is not necessarily  a glob (it is if one set is open 

in the density topology);
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(d) a n y  non-em pty open  s e t  m inus a  n u ll se t  contains a  g lob  (it is a glob if the 
difference is an F„)\

(e) i f  A  is  a null su b se t (resp . o f  f i r s t  ca tegory) o f  th e  unit square I 2, then 
there e x is ts  a  non-void p e r fe c t  subset P  o f  I  and a su b se t Q o f  I  which has 

f u l l  m easure (resp . is resid u a l) such that P X Q  m isses A .
Lemma 1. L e t E  be  a n  analytic se t w hich  is  panoram ica lly  c-dense-in itself. 

I f  A  is  a  com pact subset o f  E , then there  e x is ts  a com pact se t В  such th a t A  £  
£ p B Q p E .

Proof. Let iP  consist o f all open arcs in the unit circle. For x  and W dfiP  
define l V ( x ) =  { x + r e ,e: r> 0 , e w£ W } . For W 0 P  let \W \ denote the length of W .

First we prove the following statement: For any e > 0  and oc6(0, л )  there 
exists a finite set F(e, а)Я^ЕС\ {y : dist (y, A ) < e} such that W (x )  П F (e , a) ̂  0  
whenever x £ A  and \W \> -a . To show this we proceed as follows: For any y d  A  
we can find a finite set D{y)  in EC\ {z: dist (z, T)<s} suchthat W(y) hits D{y)
whenever By continuity we may find an open set 0 ( y ) containing у
suchthat W ( z )  hits D ( y )  whenever z d O ( y )  and W  \ xx . Since A  is compactm
we can find 0 (z x ) , 0(z2), ..., 0 ( z m) which cover A . Now put F (e, a )=  (J D ( z m).

i= 1
( \  И

Next define a sequence {Cjj” ! of subsets of E  by C„ =  F \  —, — . P utC =  U C„.
\  Г1 П )  _ л =  1

Enumerate C  by {с;},“ x. Clearly A  is panoramically dense in ylUCand C —C Q A  
and A U C  is compact.

Next select an open sphere S'; centered at ct with radius rt in such a way 
that SinSj— 0  when i  A  j .  Let {/„}Г=1 be a dense subset of HF For fixed 
i  define P ( i ,  ri) to be a non-empty perfect subset of

£ ,nS '/n |z :  \ z - c t \

Put В =  I ÍJ U \P ( i ,r i )V )A . Then clearly В  is a dense-in-itself compact set for
V i  =  l  n = l '

which A  Q p B Q  pE .
The next result says that a panoramically odense-in-itself Fa which is 

“locally” a glob is a glob.
Theorem 1. L e t E  be  a  panoram ica lly  c -dense -in -itse lf F„ subset o f  the  p lane. 

I f  each n o n -em p ty  relatively open  subset o f  E  contains a  g lo b , then E  is  a  glob.

Proof. Let E =  (J A„ where each A„ is compact. By Lemma 1 we may 
/1 =  1

choose a compact set B, such that А 1Я±рВ1 ЯЕр Е . In fact by modifying the proof 
of Lemma 1 in place of the sets P (i, n) w’e may choose the closed set F., 
where {Fa: I} is a hierarchy whose union is contained in

E D S t C\ {z: z - c t
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Hence there exists a sequence of globs {Gj„}“ =1 in E  with associated hierarchies 
{G ^aiaS l} such that B1- A í = U Glm<2.

m = l

Nowput E1 — A1 and £'2= 5 1U ^ 2- Then Е1Я^рЕ2'=рЕ. By the same argument 
as above we may find a compact set B2 such that Е2<==рВ2Я=рЕ and a sequence 
of globs {Gm}m=i with associated hierarchies {G„,a:ot=l} such that B2~ E 2 =

=  0  Cm,3- Then put E3=B2UA3.
m = 1

Continuing in this way we obtain sequences {£■„}“= x and {F„}“=1 of compact sets 
together with sequences of globs {Gi;}™=1 with associated hierarchies {G* iS: a ^ l}
suchthat E„QpEn+1QpE and Bn—En— U G^,?n + 1 for all n.

m = 1

Let us now define a family {E(E): 2^1} as follows: E(Ä)=EnU| (J
if и^Д <л+1. It easily follows that each E(X) is closed. It is also clear that
is (a)QpE(ß) whenever a<ß. Since E= (J En it follows that E  is the glob 
U {E{X): A s i} .  n=1

Theorem 2. A union of a family o f globs is a glob if  and only i f  the union is an 
Fa set.

Proof. In view of Theorem 1 it suffices to show that SD A  is a glob where 
A is any glob which intersects the open unit disk S. Let A be the union of 
a hierarchy {i(a): aSl}. For 1 let S(r) be the closed disk of radius
r centered at the origin. Pick <5 such that S(S)C \A^ 0 .  Let /  be an increasing 
function from [1, °°) onto [<5, 1). For a ^ l  define F(a)=A(a)fl.S(/(a)). 
It is easily checked that {F(a): a ^ l}  is a hierarchy whose union is

Corollary 1. The non-empty intersection o f any open set with a glob is a glob.
Corollary 2. The union o f countably many globs is a glob.
Proof. It follows trivially from Theorem 2. However there is also an easy 

direct proof: Let {{G*: «=1}}Г=г be a sequence of hierarchies. For и ^ а < и + 1
n

define F(a) =  (J Gk. Then (F(oc): a5 l}  is a hierarchy whose union is the union
fc—1

of the family of globs.
Theorem 3. Any open set is a glob.
Proof. Since each open disk is obviously a glob the result follows from Co­

rollary 1.
Agronsky’s proof that a linear glob is the inverse image of a non-void open set 

under a Darboux semi-continuous function can be easily carried over to two 
dimensions.

Theorem 4 (Ceder [4]). I f  A is a glob, then there exists a Darboux, upper-semi- 
continuous function f  suchthat A = / - 1(0, °°).

The converse of Theorem 4 is true, namely:
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Theorem 5. I f  f  is an upper-semi-continuous (resp. lower semi-continuous) 
Darboux function, then any non-empty f ~ 1(a, °°) [resp. f ~ 1( — a)] is a glob.

Proof. Assume /  is upper-semi-continuous and / - 1(а, °°)^ 0 . Choose 
b€(a, oo)rirng/. Let g be a homeomorphism at (a, b] onto [1, oo). For each 
a£[l, °°) put F(a)= { x : f(x )^ g ~ x(a)}. Then it is easily checked that {F(a); m^l} 
is a hierarchy of closed sets whose union is f ~ 1(a, °°).

In the case of a Darboux Baire 1 function f : R-*R it is always true that the 
inverse image of an open set is a linear glob. It is unknown whether the analogue 
of this result is true for functions from R 2 to R, except in the special case of 
Theorem 5.

I conjecture that
Conjecture. I f  f  is a Darboux Baire 1 function and G is any non-void open 

set, then f ~ x(G) is a glob.
In general if /  is Darboux Baire 1 and G is an open set, then f ~ x(G) is 

a panoramically c-dense-in-itself Fa set. However, such a set may not be a glob 
as shown by the following example.

Example 1. There exists a panoramically c-dense in-itself Fa set which does not 
contain any glob.

Construction. Let A={(x, у): 0 < у < 1 , 0< x<  1, x  is rational}. Clearly 
A is a panoramically c-dense-in-itself Fa set.

Suppose A contains the union of some hierarchy {/-(a): a s l} .  Pick 
(xa, y«)€F(a) such that xa =  inf (dom F(a)) by the compactness of F(a). Since 
F{a.)QpF{ß) when a</? it follows that x pA x x. This contradicts the countability 
of the ration als. Hence, A contains no glob.

By Theorem 5 it follows that A A f~ x{a, °°) for any a and lower-semi- 
continuous Darboux function /.

In view of Example 1 it would be interesting to find a reasonable characteriza­
tion of those panoramically c-dense-in-itself F„ sets which are globs. In this vein 
we do have the following

Theorem 6 . Any panoramically c-dense-in-itself F„ which is also o f second 
category everywhere is a glob.

P ro o f . Obviously any Fa set of second category has non-void interior and 
hence, contains a glob. Now apply Theorem 1.

The converse of Theorem 6 is not true by the following example.
Example 2. There exists a glob of 1st category and measure 0.

Construction. Choose {P„}”= x be a sequence of nowhere-dense, non-void, 
null perfect sets in (0, 1) such that any open subset of (0, 1) contains some P„.
Then for each n the set A„ = P„ X a closed, nowhere-dense planar

OO CO

set. Hence |J  A„ is an Fa null set of first category. It is easy to see that (J An 
/1=1 /1 = 1

is a glob using Theorem 1 and Theorem 8 .
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It is unknown whether the measure analogue of Theorem 6 is valid: that is, 
any panoramically c-dense-in-itself F„ of positive measure is a glob or more simply, 
does any closed set o f positive measure contain a glob?

Next we proceed to investigate what product sets are globs. First we have 
a couple of lemmas.

A linear, non-void, nowhere dense bounded perfect set will be called a Cantor set.
Lemma 2. Each linear, uncountable analytic set contains a linear glob.
P r o o f . Let £  be a linear, uncountable analytic set and choose P  to be 

a Cantor set in E. Let P ' be the set of bilateral limit points of P. Let {-S„}r=i 
be a countable base for the relative topology on P'. For each n pick P„ to be
a Cantor set in BnC\P'. Then, (J Pn is a bilaterally c-dense-in-itself Fa set, hence

n=1
a glob.

The two-dimensional analogue of Lemma 2 is false by Example 1.
For a set A let d{A) denote the distance set of A, i.e., {\x—y\: x, y£A}.
Lemma 3. Let J  be any open interval centered at 1 with length less than 2. 

There exist null Cantor sets P and Q such that

d(P)f](d(Q )-J)={0}.

Proof. Without loss of generality let us assume that /= ( .9 , 1.1). Pick sequences 
{а„}Г= 1 and {fr„}r=i in (0 , 1) converging to 0 such that for all n, a„+1<b„+1< 
<an<bn and lla„<9h„. Let d +(P)=d(P)— {0} for any set P.

Let Gn = (b„+1,a„) for each n. We will construct a Cantor set P suchthat
d+(P )^  U G„. First pick x lt x2€ / with xx< x2 and x 2—x 1f^G1. Choose s>0

n = 1
so that z£[x1,x 1+e] and w6 [x2 —e, x2] imply that w—z^G1. Pick ak^ e  and 
yi£(xt , Xi +  e) and J 2€(x2 —e, x2) such that }\ — xx and x2—y2 belong to Gk. 
Put F0 =  [x1,y 1] and /4  =  [,y2, x2] and Ei —{x1, y1, y2, x2). Then d +(Ег) Ü GjUGk. 

Now consider the interval [x1; _eJ . In a similar way we may find z1 and z2

such that x 1<zJ<z2< y1 and d +({xk, zlt z2, Ti})E U  G„. Likewise we may find
n = 1

wk and vv2 suchthat y 2<w1<w2< x2 and

d+({x1, x2, ylf y2, zl5 z2, w1; w2}) Q (J G--tl = 1

Let F00=[x1,z1], F0i = [z2,^ 1], F10= [y 2, w j and Fu =  [w2,x 2]. Letting E2 be
the set of endpoints of these four intervals we then have d +(E2) g  U Gn.

n= 1
We may continue this process by induction. Letting s i  consist of all sequences 

of 0’s and l ’s, we obtain a system of closed intervals {Filiia ik: i£si, A5= 1}, 
such that for each id s /

(1) f i i , ....„ ..n f i , .... ik,n= 0  whenever m ^n\
(2) Fh....ik,m̂ F h.... ik for all m;
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(3) if Ek consists of the endpoints of all Fh....ik as i ranges through sd, then
d + (Ek) i  0  G„;

n = l

(4) A (  U  {Fh.... ifc: for each k.

Put P = U { n  ....ik: Then P is a Cantor set and d +(P)=
k = l

= c\(\J  d+(Ek) ) ^ c \ ( \J  G„) =  ( U  G„)U{0}. Hence, d+(P)Q U  G„.
k = 1 n =  l  n = 1 n = l

Let U„= (an, bn). Then an^  < i l  A i bn. Hence for each

n we may choose an open interval Vn centered at ■а" ^ я- such that V„-J^Un. 

Now proceeding as before we can find a Cantor set Q such that d +(Q)Q | J  V„.
~ n=1

Therefore, d+(Q).JQ ( Q V„)-J= U (F .- /)g  0  V„. Since ( U ^П) П ( 0  G„)= 0  
/1 = 1 /1 = 1 /1 = 1 /1 = 1 /1 = 1

we must have d(P)C\(d(Q) • / ) =  {0}. Moreover, it is clear from (4) that P and 
Q both have measure zero.

T heorem 7. There exist null Cantor sets P and Q such that PXQ  contains 
no panoramic c-limit points o f itself.

P roof. Apply Lemma 3 to /= (0 .9 , 1.1) to obtain null Cantor sets P and 
Q such that d(P)C\d(Q) ■ J=  {0). For any point (p, q)dPxQ  let T(p,q) be 
that closed triangle having (p , q) as a vertex and having adjacent sides of length 2
and slopes 0.95 and 1.05. If (pk, q1)^.T(p, q)— {(/?, q)} then ———£ / and hence
d(P)(~){d(Q)-J)x {0}. Therefore, T(p, q)(~)(PXQ)= {(p, q)} for all (p,q) in 
PXQ .

Neither Lemma 3 nor Theorem 7 can be improved to assert that both P and 
Q have positive measure 0, because in that case PXQ  would have positive 
measure and therefore, have a point of density which is obviously a panoramic 
c-limit point.

As an interesting consequence of Theorem 7 we have
C orollary 3. There exists a continuous function from R into R whose graph 

contains a product o f  two Cantor sets.
P roof. Let A be the rotation of the set PX Q  in Theorem 7 by 45 degrees. 

Then A is a closed set having no two points with the same first coordinate. Obviously 
we can find a continuous function f : R - * R  suchthat A is a subset of the graph of f.

C orollary 4. A product o f linear globs is not necessarily a glob.
P roof. Let P  and 0  be specified as in Theorem 7. By Lemma 2 let A and 

В be linear globs in P and Q respectively. By Theorem 7 PXQ , and hence 
A X  В does not have any panoramic c-limit points of itself. Therefore, AX В 
cannot contain a glob.
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Although a product of linear globs may not be a glob in general, it is under 
certain conditions as shown by

Theorem 8 . The product o f two linear globs is a glob i f  one o f them is open in 
the density topology.

Proof. Suppose A and В are linear globs and В is open in the density topo­
logy. According to [8] or [2, p. 29] we can write В as a union of a hierarchy 
{5(a): a ^ l}  such that whenever a</i and x^B(u), the density at x  with respect 
to B(ß) is 1, written S(x ,B (j8))= l. Let A be the union of the hierarchy 
{A(a): a ^ l ) .  For each я£1  put C(a) = A(oc)XB(a).

It suffices to show that each point of C(a) is a panoramic limit point of C([f) 
for any a</?. Let (a, b)dC(x) and W be any wedge with vertex at (a, b). Without 
loss of generality we may assume that W  is determined by two lines given by 
y= b + l(x  — a) and y = b + p (x—a) where 0<А <у. Suppose (a, b) is not a limit 
point of WC\C(ß). Then for each £>0 and x£(a, a+e)C\A(ß) the closed interval
[k{x—a)+b, ц (х —а)+Ь\ misses ő(/t). Then---------
Hence <5(b, 5(/T))sA//r< 1, a contradiction. Therefore, C (x)fpC (ß).

As a consequence of Theorem 8 it follows that the intersection of two globs 
may fail to be a glob even if it is non-empty. For example, let Ax and A 2 be 
linear globs where A1P\A2= {0}. Then A TAR and A2X R  are both globs, but 
( А 1 Х 5 ) П ( А 2 Х 5 ) = { ( х ,  у ) :  x  =  0 } .

Example 3 in the sequel shows, surprisingly, that the product of two linear 
globs each dense in some open interval can fail to contain a glob. In this case both 
sets are null, first category linear globs.

Before reaching Example 3 we need a few preliminary results.
Theorem 9. Suppose {A„}f=1 is a sequence o f non-void, closed, nowhere-dense 

planar sets such that diam A„-*0, card (А„ПАт) ^ 8 0 whenever nXm, and no A„
contains a glob then, IJ A„ is not a glob.

Л — 1
CO

Proof. Put A =  (J A„ and let us suppose that A is the union of a hierarchy
71 = 1

{Fa: a ^ l}  where FxX<Z>. P u t5 = c l ( IJ Fa) and В;=5ГЫ,-. Then 0  X B Q F 2QA.
a < 2

Next suppose 0 is any open set hitting B. Since ((J  Fa)f l0 £  (J (5,(T0)
a  <  2 £ = 1

and (U  FjHO is a glob (by Corollary 1), hence card ((J (5;П0)) = с and there
a < 2  i = l

exists an i suchthat card (5г ПО) —c. Moreover, since card (5;П 5,)^  K0 for all
j X i  it follows that (5 ; — (J B f  П0 X 0 .

j^l
Next there exists a j X i  for which (Bj — B^ClOx 0 .  If this were not true then 

0П (J 5 Л̂ 5 (П0 and consequently ( (J F^O O Q Bi^A i and At would contain
n?*i a < 2

a glob, a contradiction. Since B, is closed there exists an open set NTO  suchthat 
А П 5г=  0  and NClBjX 0 . Now repeating the argument in the previous paragraph 
there exists m Xi such that (5m — (J 5 „)ONX 0 .

rtx̂m
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Now pick *€(Я;- и  B j)0 0  and y€(Bm — U B„)ON. Since diam 2?t —0
jr î П9±т

there exists an M  such that кш М  implies diam 1/3 |x— y\. There exists 
a sphere S x of radius less than l/3 |x—y| centered at x  which misses U [Bk: к <  A4, 
kxi}. Likewise there exists a sphere S2 of radius less than l/3\x—y\ centered 
at у which misses U{Bk: k< M , к Am).

It follows then that there exists two closed spheres T0 and Tx each of dia­
meter less than 1 such that ToC \B X 0  and ТхП В Х 0  and moreover, such that 
no Bk hits both Г0 and Tx.

Next apply the previous argument again to the interior of T0 (resp. 7j) which 
plays the role of 0. Then we obtain two closed spheres T00 and T01 (resp. T10 
and Tu ) each of diameter less than 1/2 and each hitting В such that no Bk hits 
both Г00 and T„x (resp. T10 and T1X).

Proceeding in this way we obtain a system of closed sets, where consists of 
all sequences of 0’s and l ’s, {Tiu jin: i£sd, и 1} with the following properties:
For each i and n Th....in+1<Z Tiu...in>1=  0 ,  Tilt_AntC[B^ 0 ,

< 2 ~" and nodiám T:
Finally put T

B k hits both
= { Д г г1!.... ikn B - . i ^ Y

T i l ......... i n .  0 5 and Г,
Obviously TQ B  and card T= c.

oo

Moreover, for each i f] Th.... ikC\B consists of a single point. But by the last
property above distinct points of T  cannot lie in the same Bk. This is a contra­
diction.

It follows from Theorem 9 that some sets which are unions of countably many 
planar arcs (eg. all closed line segments each of whose endpoints are rational) are 
not globs. However, it is unsolved whether or not a union of an arbitrary countable 
set of planar arcs can be a glob. In particular, can an arc contain a glob?

It is unknown whether or not the condition that diam^„ — 0 is essential in 
Theorem 9.

Lemma 4. Let {An} f x, {Bn}f=x be sequences o f disjoint Cantor sets such that 
diam Bn<\jn and diám An< 1 /и. Then there exists a sequence o f planar, closed 
disjoint nowhere-dense sets {Qk}f=1 such that

(1) Í Ü a W  Ü Д») =  Ü Q k ,
kn =  l  J  \ m  = l  '  k =  1

(2) diam Qk-+0 ,
(3) for each к  there exist n and m and open intervals I  and J  for which

Qk = (A „ ri)X (B mr)J).

P roof. For each n and m it is clear that we can decompose A„ and Bm 
into a finite number of disjoint portions (i.e., sets of the form A„ intersect an open
interval) and fB" i n) such that diam ( А " \ Х В " , . - ) < — -— for eachn + m
i,js k (m ,n ) .  Choose {Qk}k=x to be any enumeration of all the sets A'f/,B"mj.

Lemma 5. Let {/„}Г=г be any sequence o f closed intervals such that 0 < sup /n+1-= 
-=inf I„ and lim (sup /„)=().

П-*- oo
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I f  W is any open subinterval of (0,1), there exists a Cantor set PCW  for which

w n ( u / . ) - 0 .

P roof. Pick distinct points x  and у  in W  suchthat \x—y \$ \J Clearly
П — 1

we can find disjoint non-degenerate closed intervals Г0 and J j  containing x and
у  respectively and having diameters less than 1 suchthat \z—w|$ 1J I„ whenever 
zdT0 and wdTx. "=1

Repeating this process in T0 (with int T0 playing the role of W) we can 
find disjoint non-degenerate closed intervals Toa and T01 in int T0 each of dia­
meter less than 1/2 suchthat \z — w|(f (J /„ whenever z€2j>o and w£T01.

n  =  l

Continuing this process by induction v/e obtain a system of closed intervals
{Th....in: i£ s tf,n ^  1} where sé is the set of all sequences of 0’s and l ’s, having
the following properties for each i and n

T ■ c  j1  .......*n + l  =  >1. g  W, Th....г„(0П Г г1,...,гт1 =  0 ,  diám Th.... <  2 -

and |z—w|$ (J 4  whenever z£Tti....in>0 and w£Th.... iml. Put
fc=i

^  =  u { n / u ....

Then P is a Cantor set contained in W and d(P)C\ 1J I„ — 0 .
И =  1

E xample 3. There exist null, first category linear globs each a dense subset o f 
(0 , 1), whose product is not a glob.

P roof . Let {Я)}П4 be an open base of intervals for (0, 1) with diam 1//. 
Let /  = (.9, 1.1). Pick sequences {a„}“=1 and {4,}Г=1 such that 0<(ll/9)h„+1<

1 for all n. Put In=[an, b,,].
Using Lemma 5 and induction we can find disjoint Cantor sets {.S;}/Li such 

that В ^ Щ  and d(Bt) П [ Í j  J- 4 )=  0 .  Thus [ U d {B ^  П ( Ü •?•/„)= 0  and

( u  J _1- í í (^ i) )n íu  д ) = 0 -  Letting Tn=[bn+1,an] we have 0  J~l -d{Bn)Q

g O n u { o } .
k = 1

Again using Lemma 5 we can find disjoint Cantor sets {Ai}fL1 such that А ^ Щ
/ с о  \  со oo

and d(Ai)n I U T k — 0 -  Put A=  (J An and B=  1J Bm. Then for each n and
=  1 '  n= 1 m = 1

m d(Af)C\J~x • d(Btt)~{0} so according to the argument in Theorem 7, Am X Bn 
has no panoramic limit points and hence, cannot contain any glob.

Now applying Lemma 4 there exists a sequence {6ЛГ= i of disjoint closed,
nowhere dense sets such that diam (4 -"О and no Qk contains a glob and [J Qk =
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— AXB. According to Theorem 9, AX В is not a glob. Obviously A and В are 
null, and of first category (from Theorems 7 and 8) and linear globs dense in (0, 1).

T heorem  10. Globness is not preserved under product homeomorphisms.
P roof. Let P and Q be Cantor sets as specified in Theorem 7. Let C be 

a Cantor set which has positive measure in each relative open interval of C. Let 
h and g be homeomorphisms of R suchthat h(C)—P and q(C)=Q. From the 
proof (and notations of that) of Lemma 2 it is clear that we can find a linear glob
A with А Я С  such that A=  (J A„ with A„ a perfect subset of B„f]C' having

Л =  1

measure greater than — \BnC\C'\. Then each point of A has density 1. Therefore
by Theorem 8 , A X A  is a glob. However, h(A)Xg(A) being a subset of P X Q  
is not a glob.

Note that linear globs are preserved under homeomorphisms of R. Also in 
contrast to one-dimensional Darboux function we have the following consequence 
of Theorem 10.

E xample 4 . There exists a Darboux upper semi-continuous function f  and an 
homeomorphism к o f R2 such that fo k  is not Darboux.

C o n s t r u c t io n . Let к be the product homeomorphism of Theorem 10 given 
by k~x(x, y) = (h(x), g(x)). Let A be the set in Theorem 11. Since A X A  is 
a glob, by Theorem 4 there exists a Darboux upper semi-continuous function 
/  suchthat A X A = f~ x( 0, °°). However, ( fo k ) -1^ ,  °°)=k~1( f~ 1(0, <=°))=h(A)X 
Xg(A) which is not a glob. Hence, fo k  cannot be a Darboux upper semi-continuous 
function by Theorem 5. Therefore, fo k  is not Darboux since fo k  is upper semi- 
continuous.

We have seen that an Fa set of second category contains a glob whereas it is 
unknown whether or not an Fa set of positive measure contains a glob.

A related question is: does an open set minus a first category or a null set 
contain a glob. A natural approach to resolving this question is to try to find “fat” 
products of linear globs missing a given negligible set. We pursue this approach 
in the sequel and are able to conclude that an open set minus a null set does contain 
a product glob (Theorem 17). But the problem of finding a product glob in an open 
set minus a first category set remains unsolved.

To begin with we need to strengthen the following well-known theorem.
T heorem  11 (Kuratowski—Ulam [6 , 7]). I f  A is a planar first category set, 

then there exists a residual subset В o f the line such that for each x£B  {y: (x, y)€A} 
is o f first category.

If A is a planar set, and x£ R, then A (x) will denote the set {y: (x, y)£A}.
The stronger version of the Kuratowski—Ulam theorem is the following:
T heorem  12. I f  A is a planar set o f first category, then there exists a residual 

Gs set В in R such that IJ A (x) is offirst category whenever P is a F„ subset o f
x £ P

В offirst category.
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P roof . It suffices to replace R2 by [0, l]2. Let dS consist of all closed no­
where dense subsets of [0, 1]. Let {Д,}“=1 be a countable base for [0, 1].

Let us first show the theorem with A being closed and nowhere dense. Then, 
for each n there exists a residual Gs set G„ such that for all Pd&, PQG„ implies 

U A(x). If this is not the case then there exists some n such that for all residual
x ( iP

G6 sets G there exists P d^  with PQG  and B„Q |J  A(x). By Theorem 11 there
exists a y£Bn suchthat L=  (x: (x, y)£A} is of first category. Since A is closed 
L is closed too and hence L is nowhere dense also. Hence, taking G = [0 ,1]—L  
we obtain a contradiction.

Now put 5 =  П Gn. Then В is residual and if PQ B  with Pd 'S, we have
Л = 1

B„% \J A(x) for all n. Since A and P are closed it follows that 1J A(x) is also
x £ P  x £ P

closed. Hence, (J A (x) is nowhere dense. Therefore, we have shown that if A is
■x£ P

closed and nowhere dense there exists a residual Gö set В such that for all closed 
and nowhere dense subsets P of B, IJ A(x) is closed and nowhere dense.

X ( P

Suppose A — U A„ where each A„ is nowhere dense. Let A '=  \J A„. For
n = 1 n — 1

each n there exists a residual Gd set Г„ such that PdSA and РЯГ„ imply that 
u A„(x)d&>. Since (J A(x)Q  IJ A'(x)=  (J IJ Яп(x) we have that P d$  and

x £ P  x C P  x i P  n = l x ( P

PQ B=  П Гп imply IJ A(x) is of first category.
n=i xep

Next suppose P=  (J P„ where each P„ is closed and nowhere dense. Since
Л = 1

IJ A (x) = [J U A(x) we have for each first category F„ set P g i?  that (J A(x)
x £ P  n = l x £ P „  x £ P
is of first category.

It is unknown whether or not the Fa requirement can be deleted from the 
above theorem.

T heorem  13. I f  A is a planar set o f first category, there exists an Fa set P 
of first category dense in R and a residual Gd set Q suchthat PXQ  misses A.

P r o o f . By Theorem 12 pick a Fa set P of first category dense in B. Let 
Q be a residual Gs missing (J A(x). Then PXQ  misses A.

xCP

Neither Theorem 12 nor Theorem 13 can be improved to assert that P is of 
second category. For example, take A = {(x, x): xdR}.

It is unknown whether or not the sets P and Q in Theorem 13 can be chosen 
so that PXQ  contains a glob. Thus, the question of whether an open set minus 
a first category set contains a glob or not remains unsolved.

The well-known correlation between measure and category [7] and Theorem 11 
suggests that Fubini’s Theorem can also be extended in the manner of Theorem 12. 
We are unable to prove this and therefore offer it as a conjecture.
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C o n jec tu r e . I f  A is a null set in the plane, then there exists a set В of full 
measure in the line such that (J A(x) has measure zero whenever P is a Gs null 
subset o f В. xf P

Nevertheless the measure analogues of Theorems 13, remain true. In order 
to show it we only need a weaker extension of Fubini’s theorem which we now 
proceed to establish. Let Ax and A2 denote the Lebesgue measure in R and R2 
respectively.

T heorem  14 (Eggleston [5]). I f  E  is an F„ subset o f 12 and e>0, then there 
exists a non-void perfect set PQ I such that

Ai( (J £(*)) <  A2(£) + e.
x £ P

L emma 6. Suppose N is a Gd set for which A2(N) — 0 and A is a Cantor 
set in I  such that Al(N(x))=0 whenever x£A. Then, for each s> 0  there 
exists a closed set Q ' f l  with A fQ ) >  1 — £ and a non-void perfect set PQA 
such that (PXQ)C\N= 0 .

P roof. Let h be a homeomorphism of I onto I  such that A1(Ii (A)) = \ —e/3. 
Let M  =  {(x, y): (h_1(x), y)£N}. Then 12{M)— 0 and a2(M U (/-/i(4 )X /)) = £/3. 
Let G be an open set containing M U ((/—h(A))xl) with A2(G)<2e/3. Applying 
Theorem 14we obtain a perfect set P X  0  such that Ax ( U  G(x))<A2(G)+£/3<e.

x £ P
Put Q = I— U  G(x). Then Q is closed and A1(Q )> \—e. Since x$h(A )  implies
G (x)= I we must have PQh(A). Let P*=h~x(P) then P*QA  and P*XQ 
misses N.

The main idea of the proof of the next theorem is due to M. Laczkovich.
T heorem  15. I f  E f J 2 and A2(E )=0, then there exists a non-void perfect 

set P and an Fa set Q with A1(Q)= 1 suchthat {PxQ )F\E— 0 .
P roof. Clearly it suffices to assume E is a Gd set. Let {/„}r=i be an enumera­

tion of all open subintervals of (0, 1) with rational endpoints. Let M ={x£I : 
A1(£'(x))=0}. By Fubini’s theorem and hence we can choose a Cantor
set AQ M . Then, according to Lemma 6 there exists a closed subset ( f  of f  
with 1/2AiC/i) and a Cantor set P ^ A  such that Pi X Q 1 misses E.

Now split Px into two disjoint non-void portions F0 and Fx each having 
diameter less than 2/3. For each /€ {0, 1} apply Lemma 6 again to obtain a closed 
subset Si of 12 with А1(5';)>3/4 (/2) and a Cantor set Tt in F, such that
TtX S i misses E. Then put (L =  ^ S i  and P2=T'0U Ij. Then P2XQ 2 misses
E  and Aj(6 2)>  1/2 Aj (/2).

Now split T0 (resp. 7j) into two portions F00 and F01 (resp. F10 and Fu) 
each of diameter less than 1/3. Apply Lemma 6 to each to obtain a closed 
subset Sij  of 73 with f i S f  >  7/8 A f l f  and a Cantor set Tu in F y such that 
TijXSi j  misses E. Put б з=  П {5j7: i,ß_ {0, 1}} and P?= U  {Tu : i,j£{0, 1}}. 
Then P3XQ3 misses E and A1{Q2)>\I2X1(IZ).

Next we split each Ttj into 2 portions and apply Lemma 6 again. Continuing 
the inductive process (as done in the proofs of Lemmas 3 and 5 and Theorem 9) 
we will obtain a sequence of closed sets {(2„},7=i such that A1(0„)>1/2Aj(/„) and
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a sequence of closed sets {P„}r=i such that P„XQn misses E. Putting P=  П Pn
Л =  1

it is easily seen that P is a non-void Cantor set. Putting Q= U 6 „ we see that
/1=1

^i(QC\J)>~l/2 Aj(/) for each open subinterval /  of I. Hence, I —Q has no 
density points and thus A1(ß )= l. Moreover, it follows that PXQ  misses E.

The next result is the measure analogue of Theorem 13.
T heorem 16. I f  A is a planar null set, there exists an F„ set P dense in R 

and an F„ set Q o f full measure such that PXQ misses A.
Proof. First of all it is clear that we can modify the proof of Theorem 15 to 

conclude that there exists an Fa set Q of full measure (i.e. ?.fQC\J)=Äi{J) 
for each finite interval J)  such that P X  Q misses E. Let {.S„}~=1 be a countable 
base for R. Then applying this result we obtain a Cantor subset P„ of Bn and
an F„ set Q„ of full measure such that PnXQ„ misses E. Now put P = \J  P„

/1 =  1

and let Q be an F„ set of full measure which is a subset of p | Qm a FaS set of
/1 =  1

full measure. Then, PXQ  misses E.
Theorem 16 cannot be improved to assert that the set P has measure >0. 

For example, let A be the union of all lines of rational slope passing through the 
origin. Select closed subsets P' and Q' of positive measure of P and Q re­
spectively. If (P'XQ')C\A=  0 ,  then the set of all ratios plq, pdP' and q£Q' — {0} 
would be nowhere dense in R. But this contradicts the fact that the ratio set of 
two closed non-null sets contains an interval.

Theorem 17. I f  G is a planar open set and A is a planar null set, then G—A 
contains a glob dense in G—A.

Proof. Note that the product P X Q  in Theorem 16 is a glob because Q is 
open in the density topology by Theorem 8 . Now let {N„}“=1 be a sequence of open

CO

rectangles forming a base for G. Then Sn—A contains a glob Bn. Then IJ B„
/1 =  1

is a glob, by Corollary 2, which is dense in G—A.
The author wishes to thank Ibrahim Mustafa for his assistance in revising 

this article.
Note. Mustafa, in a work to be published, has shown that (1) a glob can be 

the union of countably many arcs and (2) each planar set of positive measure 
contains a glob.
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S M A L L  ID E A L S  IN  R A D IC A L  T H E O R Y *

B. J. GARDNER (Hobart)

Introduction

It was proved by Armendariz [2] that a radical class of associative rings is 
hereditary if and only if its semi-simple class is closed under essential extensions. 
This result parallels an analogous one for modules obtained by Dickson [6]. Further­
more, it is possible to modify the argument of Armendariz to obtain the well-known 
result that hereditary classes of associative rings determine hereditary lower radical 
classes; the resulting argument closely resembles one used by Dickson [7] to obtain 
the corresponding result for modules. The moral is that in a suitably “nice” en­
vironment, the analogues of the module results referred to can be obtained without 
the necessity of having injective envelopes.

For modules over perfect rings, the results referred to can be dualized. Thus 
a semi-simple class is homomorphically closed if and only if its radical class is closed 
under essential covers and a homomorphically closed class always generates a homo­
morphically closed semi-simple class. These facts can be proved by means of argu­
ments using projective covers [5].

In view of the “superfluity” of injective envelopes referred to above, one is 
led to ask about the possibility of obtaining analogues of these results on homo­
morphically closed semi-simple classes in contexts where there are no projective 
covers. Of course, such results are false in the class of associative rings.

An examination of the argument used by Armendariz in [2] reveals that two 
crucial facts are (i) the product of two normal epimorphisms is normal and 
(ii) for an ascending chain {I,_ j Л(Л} of ideals and an ideal /  of a ring A, we have 
J П ̂  /я =  ̂  (У (T /;). Thus for the dual argument to work, we need transitivity for 
normality of subobjects plus the lattice identity / +  П/я=  П (У +  / я) for a descending 
chain of normal subobjects / я and a normal subobject J. (Cf. Proposition 2.10 
below.) These latter conditions are met, for example, by the category of compact 
abelian groups, though the latter, by the dualization of some results of Gabriel [9], 
has projective covers, so we can use the same argument as for modules over a perfect 
ring. (Alternatively, we can exploit Pontryagin Duality.) Incidentally, by a remark of 
Grothendieck [10] (for a proof see, e.g., Mitchell [13], p. 86) an abelian category satisfy­
ing both the conditions on subobject lattices and with direct sums and products 
must be trivial, so the example of modules over a perfect ring makes it clear that the 
results on homomorphically closed semi-simple classes do not depend on the lattice 
condition. Whether there exist situations in which these results hold in the absence

* These results were obtained while the author was visiting the University of California, 
Berkeley as part of a University of Tasmania Outside Studies Programme and with the partial 
support of a Fulbright Senior Scholar Award.
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of both projective covers and the lattice conditions seem to be a question worthy 
of further investigation. (For that matter, one can make an analogous comment 
concerning hereditary radical classes and essentially closed semi-simple classes.)

The homomorphically closed semi-simple classes (i.e. the semi-simple radical 
classes) of associative rings are completely known. A generalization, wherein semi­
simple classes £? were required to satisfy the weaker condition

/ <1 and Я  =  0 => S\I^Se

has recently been studied by Anderson and Wiegandt [1] and Sands [14].
Motivated by the above considerations, we consider small ideals in a similar way.
An ideal /  of a ring A is small if the following holds:

J<iA and I+ J =  A =3- J = A.

Under these conditions we write 7 « iA . A ring R is an essential cover of a ring 
В if there is a surjective homomorphism / :  В with Ker ( / ) « ! # .  (This latter
is the dual of the notion of essential extension.)

Let f  be a radical class with semi-simple class SP. We shall consider the 
following two conditions

(*)
(**) /<-=aA and А/1£<Я!=>Ае®.

It turns out that (*) implies (**) but not conversely. After some general remarks 
about small ideals we consider semi-simple classes satisfying (*) and radical classes 
satisfying (**). Semi-simple classes satisfying (*) are not easy to find. The only 
ones we can give are those which are contained in the Brown—McCoy semi-simple 
class; in these (and they include, of course, the homomorphically closed semi-simple 
classes) there are no non-zero small ideals. There are plenty of examples of radical 
classes satisfying (**); which of these have semi-simple classes satisfying (*) is 
largely unknown. Condition (*) for a semi-simple class SA is equivalent to the 
following weak “right exactness” condition for the corresponding radical class á?:

/ « i A  => (®(A) + 1)/I = @(A/I).

Throughout the paper, all rings considered are associative.

Small ideals

We first present some examples of small ideals.
Example 1.1. Let A be subdirectly irreducible with heart H{A). Then 

Н(А)<<зА.
E xam ple 1.2. Let A be a ring in which the ideals form a chain. Then every 

proper ideal /  of A is small. In particular, every proper ideal of the ring of all 
linear transformations of an arbitrary vector space is small.
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P roposition 1.3. Let A be a ring, M a maximal ideal o f A. I f  I <<зА, 
then I f M .

Let 'S denote the Brown—McCoy radical class. There are important connec­
tions between (S and small ideals. We have immediately

Corollary 1.4. I f  I « iA ,  then I f 'S (A).
Corollary 1.5. I f  the intersection o f the maximal ideals o f A is zero, in parti­

cular i f  S(A) = 0, then I « \ A  implies 1 = 0.
A ring A is called strongly regular, if for every a£A there is an x€A such 

that a=a2x.
Corollary 1.6. I f  A is strongly regular, then I  « з  A implies 1=0.
T heorem 1.7. Let A be a ring in which every ideal is contained in a maximal 

ideal. I f  I<3 A, then I « \ A  i f  and only i f  I f  П {M \M is a maximal ideal o f A).
P roof. If /  is not small, let I+ J= A , J-=aA, J  AA. Let M  be a maximal 

ideal such that J f M .  Then A = I+ J f l+ M ,  so I f M .  The converse is just 
Proposition 1.3. □

Corollary 1.8. Let A be a ring with a left or right identity, 1<зА. Then 
I « i A  i f  and only i f  I f 'S (A).

Proof. For every maximal ideal M  of A, the simple ring A/M  has a one­
sided, and therefore a two-sided, identity [4]. Thus S(A)=  П {M | M  is a maximal 
ideal of A). □

Corollary 1.9. Let A be a commutative ring with identity, I-aA. Then 
I < c  A i f  and only i f  I is quasiregular. □

Folowing the example of Leonard [11] we call a ring A small if A « i B  for 
some ring B. The small rings can now be easily described.

Proposition 1.10. A ring A is small i f  and only i f  AMS.
Proof. Since S  is hereditary, all small rings are in 'S by Corollary 1.4. 

Conversely, if A€_ 'S, then A = 'S(A*Z), where A*Z is the standard unital 
extension. By Corollary 1.8, A « iA * Z .  □

Of course Brown—McCoy radical ideals are not always small; consider direct 
sums, for instance.

For further results on small ideals and the analogous concept of small normal 
subgroups, see the papers of Baer [3] and Michler [12].

Radical and semi-simple classes

In this section we examine conditions (*) and (**) of the Introduction. The 
following result will be useful.

Proposition 2.1. I f  I « i R  and J-aR then ( I+ J ) /J « tR /J .
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Proof. If (I+J)/J+K/J=R/J, then R = I+ J+ K = I+ K , so K = R and 
K/J=R/J. □

Theorem 2.2. Let 01 be a radical class, ST the corresponding semi-simple 
class. Then ST satisfies (*) i f  and only i f  S$(R/I)=(0!(R) + I)/I whenever I  <<aR.

Proof. Suppose ST satisfies (*), and let 7 be a small ideal of some ring R. 
Then by Proposition 2.1, (á?(7?) + 7)/á?(7?) « \R /S t(R ), so ST contains

(R/St (R))
(0*(Л) +  /)/Я(/О) R/(dt(R) + I)  Si (RID

(0*(Л)+ / ) / / ) '

Hence S#(R/I)Q(0l (R) +  /) //. But (S#(R) + l ) / l  is in 01, so we have the desired 
equality.

Conversely, if the stated condition holds, let J « \ S ^ S T . Then 0l(SIJ) = 
= (0t(S)+ J)/J= 0, i.e. S/JC.ST. □

Corollary 2.3. Let 0. be a radical class with semi-simple class ST. I f  ST 
satisfies (*), then 01 satisfies (**).

Proof. If I « i R  and R/IC01, then R/J= (3t(R)+ /) / / ,  so @ (R)+I=R' 
whence Si(R) = R. □

This result is also a consequence of
Proposition 2.4. Let SC be a regular class satisfying the condition

y « i7 ? e ^ = s  R/J£SC.

Let 01 denote the upper radical class defined by SC, Then 01 satisfies (**).
Proof. Let I<<oA, with A/Id0i. If J-=sA and A/J£SC, then since (J+ J)/J<  -=a 

we have AI(I+J)C.9>. But also A/(I+J)£0l, so A= I+J, whence J= A, 
and so A has no non-zero homomorphic images in SC, i.e. A is in 01. □

Corollary 2.5. Let SC be a homomorphically closed regular class. Then the 
upper radical class defined by SC satisfies (**).

Corollary 2.6. The upper radical class defined by any class o f simple rings 
satisfies (**).

We next present an example to show that (*) and (**) are not equivalent.
Example 2.7. Let G be the subgroup {m/n\n odd} of the additive group 

of rational numbers, A the zeroring on G. Let Z° denote the zeroring on the 
additive group of integers. Then Z°, 2Z°<i^. If J-aA  and 2Z^+ J — A, then 
Z°+J = A. Let J + denote the additive group of / .  Then Z + J + =G, so

j+/(j+nz) ss (J++Z)/Z = G/Z Si e z ( r )  (podd),

whence it follows that J + = G (see, e.g., [8], §42). In particular, pJ+= J+ for 
every odd prime p. Now 2Z + J +=G. Let 1=2n+g, where gCJ+. Then g=  1 —2n 
is an odd integer, so J += gJ+. Hence l= g/(l —2n)£J+, so Z Q J + and J +=G, i.e.
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J= A. This proves that 2Z° < <A. Now A/2Z0 is the zeroring on G/2Z=Z(2)® 
0  ®Z(p°°) (/> odd) ([8], §42).

Now let 3) be the (radical) class consisting of all rings with divisible additive 
groups. Clearly 9) is the upper radical class defined by the class of all rings with 
bounded additive groups. The latter class is homomorphically closed, so by 
Corollary 2.5, 3) satisfies (**). However, the ring A described above is ^-semi- 
simple and 2Z°« A ,  while 9(AI2Z°)^0. Thus the semi-simple class of 3) does 
not satisfy (*).

There is a very weak partial converse to Corollary 2.5, which we prove by a dualiza- 
tion of the proof of the theorem of Armendariz mentioned in the Introduction. 

We shall be interested in the following lattice-theoretic condition.
For every chain {a fil^A }  and every b,

bV Да л =  A (bVűA).

A lattice is said to be continuous if it satisfies this condition and its dual. The latter 
is, of course, satisfied by the ideal lattice of every ring.

Example 2.8. Any ring with DCC on ideals has a continuous ideal lattice.
Example 2.9. Any ring whose ideals form a chain has a continuous ideal 

lattice.
P roposition  2.10. Let M be a radical class satisfying (**). I f  A is a heredi­

tarily idempotent 01-semi-simple ring with continuous ideal lattice, then every homo­
morphic image of A is M-semi-simple.

P r o o f . Let I<iA and let 0i(A/L) = BjI. Let

J  = {J\J<iB and I+ J = B}.

Let <£ be a chain in </, С =  П if. Then we have

I + C = 1+ П { J \ J ^ }  = r \{ I+ J \J ^ }  = B.

By Zorn’s Lemma, J  has a minimal element, K. Then B/I=(I+K)/I=K/KC]I. 
Let L<iK  besuchthat К — (Kf]I) + L. Then

В = I+K = I+(KfM )+L = I+L.

By the minimality of К  and the fact that L<1K<1B<3A and A is hereditarily 
idempotent, we have L —K. Thus (К П / ) « К ,  while K/(Kf)I)=B/l£l%. By 
(**) we have K£9l, so, since K<iA, we have K — 0. Thus B/I^K/KC\I=0, 
so that & (A/I)=0. □

Using Corollary 2.5, we get
Corollary 2.11. Let 01 be the upper radical class defined by a homomorphically 

closed regular class (in particular, by a class o f simple rings). I f  A is hereditarily 
idempotent and $ -semi-simple and has a continuous ideal lattice, then every homo­
morphic image of A is (%-semi-simple.
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A related result is
Proposition 2.12. Let & be a radical class satisfying (**). Let A be sub­

direct ly irreducible with 3ft (A) = 0. Then 3ft(A/II (A))=Q, where H(A) is the 
heart o f A.

P roof. Let 3ft(AIH(A))—B/H(A)-, if this is non-zero, then В is subdirectly 
irreducible with heart H(A), so H(A) « 5 ,  whence B£3ft.— contradiction. □

Hereditary radical classes

In this section we obtain some information about hereditary radical classes 
whose semi-simple classes satisfy (*).

Let A be any ring. The ring A0*A (“split null extension”) is defined on the 
direct sum of two copies of the additive group of A  by

(a, b) (c, d) = (ad + bc, db).

Proposition 3.1. I f  A is idempotent, then A 0*A is idempotent.
Proof. If a£A, we can write a = 2  xy, x, yd A, and then (a, 0) = ( 2 ХУ’ 0)= 

=  2  (x, 0) (0, y). Similarly if b£A, we can write b = 2  zw and then (0,b) =
= 2  (0. z)(0, w). Thus

(a, b) = 2  (*> 0) № y) + 2  (°> z ) (0 . w). □

Proposition 3.2. Let SC be a homomorphically closed class o f rings. I f  a ring 
A has no non-zero homomorphic images in SC and i f  I^aA, l£SC, then I  <<зА.

Proof. Let I+ J  = A ,J c A .  Then A/Jt*(I+J)/J^1/(IDJ)£SC, so J=A. □
Corollary 3.3. I f  A is idempotent, I<\A and I  is nilpotent, then I « i  A.
We shall identify the zeroring A0 on the additive group of a ring A with its 

“first component copy” in A0*A.
Corollary 3.4. I f  A is idempotent, then A°<<aA°*A.
Proof. By Proposition 3.1, A0*A  is idempotent. □
Theorem 3.5. Let (Wa  {0} be a hereditary radical class whose semi-simple 

class У  satisfies (*). Then 3ft. is supernilpotent.
Proof. Suppose 3ft is not supernilpotent. Then 3ft(Z°)=0, where Z° is 

the zeroring on the integers. The ring A of Example 2.7 is an essential extension 
of Z°, so A is in У. Since 2Z°<<iA, we have A/2Z°£.y, by (*), whence 
У  contains the zeroring on Z(p°°) for every odd p. By an analogous argument, 
using, in place of A, the zeroring on

{m/nd Q \ n is not divisible by 3},
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we see that У  contains the zeroring on Z(p°°) for all 3. Thus each zeroring 
on a quasicyclic /7-group is in У  and it follows that У  contains all zerorings.

Let S  be an idempotent simple ring. Then S° is a maximal ideal of the 
idempotent (Proposition 3.1) ring S°*S, so S°  is an essential ideal of S °* S .  
Since Б°£У, we have S ° * S Z y .  But by Corollary 3.4, S°<  < S °* 5 ', so S  = 
эг(S ° * S ) /S % y .

Hence У  contains all simple rings as well as all zerorings, so У  contains 
the heart of every subdirectly irreducible ring. Since У  is closed under essential 
extensions, У  contains all subdirectly irreducible rings and hence, being closed 
under subdirect products, all rings. □

We conclude with a result which gives a bit of an indication of which super- 
nilpotent hereditary radical classes have semi-simple classes which satisfy (*). 
In what follows, j? and are, respectively, the Jacobson and Brown—McCoy 
radical classes.

T heorem  3.6. Let PÄ be a hereditary supernilpotent radical class, У  the 
corresponding semi-simple class.

(i) I f  M Q fi, then У  does not satisfy (*).
(ii) I f  then У  satisfies (*).
P roof, (i) Let V be a vector space of countably infinite dimension, 

{u1,v 1,u 2,v 2, ...} a basis for V. Let /  be the linear transformation defined by 
f ( u i)=vi; f(v i)=0. Let S  be the ring of linear transformations of finite rank, 
R the ring generated by SU {/}. Then R is subdirectly irreducible with heart S, 
so S  while (R/S)2= 0.

If Sft, is a hereditary supernilpotent radical class whose semi-simple class 
satisfies (*), then R/S(H% and hence R^&l. Since S§£%, it follows that á? is 
not hereditary.

(ii) If &Q32, then every á?-semi-simple ring is ^-semi-simple, so by Corol­
lary 1.5 the semi-simple class of У  satisfies (*) trivially. □

Note that (ii) of Theorem 3.6 holds for non-hereditary radical classes also.
In view of Corollary 1.4, one possible way of obtaining semi-simple classes 

У  satisfying (*) is via an investigation, analogous to that in [1], [14], of the partial 
homomorphic closure condition I<iA, /£ ^ , А ^ У  =>А/1£У.
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O N  i?* -P U R E  S E M IG R O U P S

N. KUROKI (Niigata-ken)

1. A semigroup S  is called normal ([4]) if aS=Sa  for all a of S. As is 
well-known ([3], II. 4.10 Corollary), a semigroup S  is normal and regular if and 
only if it is a semilattice of groups. A subsemigroup A of a semigroup S  is called 
a bi-ideal of S  if ASAQ A. A bi-ideal A of a semigroup S  is called /i-pure if 
AC\xS=xA  and AC\Sx=Ax for all x of S. A semigroup S  is called 5*-pure 
if every bi-ideal of it is ü-pure. It is easily seen that a normal regular semigroup 
is i?*-pure. In this note we shall give some properties of 2?*-pure semigroups.

2. An element a of a semigroup S  is called completely regular if there exists 
an element x  in S  such that a=axa and ax=xa. We denote by E(S) the set 
of all idempotents of a semigroup S.

Lemma 1. Let S  be a B*-pure semigroup. Then S has the following pro­
perties:

(1) aS=a2S  and Sa—Sa2 for all a o f S.
(2) For every a o f S, a2 is completely regular.
(3) S is normal.
(4) E(S) is contained in the center o f S.
(5) E(S) is a semilattice.
P roof . (1) Let a be any element of S. Then, since S  is 5*-pure, the bi­

ideal aS is Л-pure. Then we have
aS = aS П aS = a (aS) = a2 S.

Similarly, Sa=Sa2.
(2) Let a be any element of S. Then by (1) we have

a2eaSC)Sa = a2Sf]Sa2 =  (a2)2S n S (a 2)2-
Then it follows from [3, IV. 1.2 Proposition] that a2 is completely regular.

(3) Let a be any element of S. Then, since Sa is a ü-pure bi-ideal of S, 
by (1) we have

aS = a2S  ü  (Sa)S = SaClSS Sa.

It can be seen in a similar way that Sa^aS . Thus we have aS = Sa.
(4) This follows from (3) and [4, Lemma 1].
(5) This follows from (2) and (4). 3
3. A semigroup S  is called archimedean if, for each elements a and b of 

S, there exists a positive integer n such that a'E_ SbS. As is easily seen, a normal
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semigroup is weakly commutative. Thus it follows from Lemma 1 (3) and [3, II. 5.6 
Corollary] that a 5*-pure semigroup is a semilattice of archimedean semigroups.

T heo rem  2. For a B* -pure semigroup S  the following conditions are equivalent.
(1) S  is archimedean.
(2) SaS = SbS for all a, b o f S.
(3) aS = bS for all a, b o f S.
(4) aSa=bSb for all a, b o f S.
(5) S  has exactly one idempotent.
(6) Every bi-ideal o f S  is archimedean.
P r o o f . (1)=>(2). Let a and b be any elements of S. Then, since S  is 

archimedean, there exists a positive integer n such that an£ SbS. Then by Lemma 
1 (1) we have

SaS = SanS  g  S(SbS)S  =  (SS)b(SS) Я SbS.
Similarly, we have SbS Я SaS. Thus SaS = SbS. It follows from Lemma 1 (1), (3) 
that (2)=K3)=*(4.)

(4) =s(5) Let e and /  be any idempotents of S. Then, since eSe= fS f,
there exist elements x and у  in S  suchthat e = fx f  and f= eye. Then we have

e = f x f  =  f f x f  = fe  =  eyee - eye = f .
Since E(S) is nonempty by Lemma 1 (2), S  has exactly one idempotent.

(5) =>(6) Let A be any bi-ideal of S, and let a and b be any elements 
of A. Then, since a2 and b2 are regular by Lemma 1 (2), there exist elements 
x and у  in S  such that a2=a2xa2 and b2=b2yb2. Since a2x  and b2y  are 
idempotent, we have a2x= b2y. Then

a3 = a a.2 = a(a2xa2) = a(b2y)a2 — ab{bya2)£Ab(ASA) Я Ab A.

This means that A is archimedean.
(6) =>(1) Obvious.
4. A semigroup S  is called weakly commutative if, for all a, b of S, there 

exists a positive integer n such that {abfdbSa.
T heorem  3. Let S be a semigroup such that aS =a2S  and Sa=Sa2 for all 

a of S. Then the following conditions are equivalent.
(1) E (S) is contained in the center o f S.
(2) S is normal.
(3) S  is weakly commutative.
P roof . (1 )= s(2) Let a be any element of S. Then, as is stated in the proof 

of Lemma 1 (2), a2 is regular. Thus there exists an element x in S  such that 
a2=a2xa2. Let a2у  be any element of aS(= a2S). Then, since xa2 is idempotent, 
we have

a2y = (a2xa2)y = a2((xa2)y) = a2(y(xa2)) = (a2ya2)a2£Sa2 = Sa,

and so we have a S ^S a . Similarly, Sa Я aS. Thus we obtain that aS= Sa, 
and that S  is normal.
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(2) =>(3) Let a and b be any elements of S. Then, since S  is normal,

(ab)2£(Sb)(aS) =  (bS)(Sa) -  b(SS)a  g  bSa.

Thus S  is weakly commutative.
(3) =*(1) Let a be any element of S and e any idempotent of S. Since 

S  is weakly commutative, we have (aef^eSa  for some positive integer n. Then 
we have

ae = aee^aeS = (ae)"S g  (eSa)S g  eS.

This implies that there exists an element r  in S such that ae=ex. Similarly, 
there exists an element у  in S' such that ea=ye. Then we have

ae = ex = eex =  eae = yee — ye = ea.

Thus E(S) is contained in the center of S. This completes the proof.
T heorem  4. For a semigroup S  the following conditions are equivalent.
(1) S  is B*-pure.
(2) S  is normal and Sa—Sa2 for all a o f S.
P r o o f . It follows from Lemma 1 (1), (3) that (1) implies (2). Conversely, 

assume that (2) holds. Let A be any bi-ideal of S, and x any element of S. 
Let a—x 2s (a£A, sdS) be any element of (=AC\x2S). Then, as is easily
seen, x 2 is regular. Thus there exists an element у  in S  such that x 2= x2yx2. 
Since ya£Sa=Sa2, there exists an element z in S  such that ya —za2. Then, 
since S  is normal, we have

a =  x2s = (x2 yx2) s =  (x2y)(x2s) =  (x2y)a =

=  x2(ya) = x 2(za2) — x((xz)a)a£x(Sa)a =  x(a5)u  g  x(ASA) g  xA,

and so we have APixSQxA. Let xa (a£A) be any element of xA. Then we have

xaeSa = Sa2 =  aSa g  ASA g  A,

and so xAQ A. Since xA g xS, we have xAQ AClxS. Thus AC \xS= xA. It 
can be seen in a similar way that AC\Sx=Ax. Thus we obtain that S  is i?*-pure 
and that (2) implies (1).

5. A semigroup S is called a semilattice of groups if it is the set-theoretical 
union of a family of mutually disjoint subgroups Gt (i£M) such that, for each 
i , j  in M, the products G fij and GjG, are contained in the same group Gk (k£M). 
The following is due to [3, II. 4.10 Corollary] and [2, Theorem 1].

L emma 5. For a semigroup S  the following conditions are equivalent.
(1) S  is a semilattice of groups.
(2) S  is normal and regular.
(3) The set o f all bi-ideals o f S  is a semilattice under the multiplication o f 

subsets.
Now we give our main result.
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T heorem  6 . For a semigroup S  the following conditions are equivalent.
(1) S  is В *-pure.
(2) S 2 is a semilattice of groups.
P r o o f . (1)=>(2) Since S  is normal by Theorem 4, S 2 is normal. Let a=xy 

(x, у  in S ) be any element of S 2. Since by Theorem 4, xy£xS= x2S, there exists 
an element и in S  suchthat xy= x2u. Since x 2 is regular, there exists an element 
v in S  suchthat x 2= x2vx2. Then, by Theorem 4, we have

a — xy — x 2u = (x2vx2)u =  (x2v)(x2u) = (x 2v)a£S2a = S 2a2 =  aS2a.
This means that S 2 is regular. Then it follows from Lemma 5 that S 2 is a semi­
lattice of groups.

(2)=>(1) Let a be any element of S. Then, since Sa is a bi-ideal of S 2, 
Sa is globally idempotent by Lemma 5. Since S 2 is normal by Lemma 5, we have

Sa =  (Sa)2 g  S 2a = aS2 g  aS.
Similarly, we have a S ^ S a ,  and so aS=Sa. On the other hand,

Sa = (Sa)2 = S(aS)a  =  S(Sa)a = S 2a2 g  Sa2 g  Sa,
and so Sa=Sa2. Then it follows from Theorem 4 that S  is i?*-pure. This completes 
the proof.

C orollary  7. For a semigroup S  the following conditions are equivalent.
(1) S  is a semilattice of groups.
(2) S  is regular and B*-pure.
(3) S  is completely regular and В *-pure.
(4) S is intra-regular and B*-pure.
(5) S is completely regular and weakly commutative.
(6 ) S  is completely regular and E(S) is contained in the center o f S.
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Ü B E R  L . F E JE S  T Ó T H S  W U R S T V E R M U T U N G  
IN  K L E IN E N  D IM E N S IO N E N

U. ВЕТКЕ und P. GR1TZMANN (Siegen)

1. Einleitung

Seien В \,. . . ,В к к Translate der Einheitskugel Bd im (/-dimensionalen 
euklidischen Raum Ed, die höchstens Randpunkte gemeinsam haben. Ck be­
zeichne die konvexe Hülle der Kugelmittelpunkte und Sk eine Strecke der Länge 
2{k— 1).

Ferner sei Vd das (/-dimensionale Volumen.
L. Fejes Tóth vermutete in [2], daß für í/ ё 5

gilt. Da Sk+Bd einer (/-dimensionalen Wurst ähnelt, nannte Fejes Tóth (1) die 
Wurstvermutung.

In [1] wurde gezeigt, daß (1) richtig ist, falls

oder falls dim S3 und d ^dim  Ck+l gilt. In der vorliegenden Arbeit wird 
folgender Satz bewiesen:

Satz. Für dim Скш9 und d iá ira  Ck+ l gilt (1). Gleichheit tritt genau fü r  
C k~ Sk auf.

Der Satz löst die Wurstvermutun gfür beliebige unterdimensionale Lagerungen 
von Einheitskugeln bis zur Dimension d = 10; es bleibt demnach zum vollständigen 
Beweis von (1) in den Dimensionen 5 bis 10 nur der volldimensionale Fall dim Ck—d 
übrig. Das benutzte Beweisverfahren versagt bei 72-dimensionalen Kugellagerungen 
im En+1 für n = 10. Die Methode ist für alle Dimensionen weiterreichend als 
die in [1] verwendete, liefert aber asymptotisch keine Verbesserung der Konstante 
7/12 in (2).

Da der Beweis des Satzes auf einer Verallgemeinerung der Methoden aus [1] 
beruht, wird, um Wiederholungen zu vermeiden, bisweilen auf [1] zurückgegriifen.

Im folgenden Paragraphen wird die Behauptung umgeformt, und es werden 
hinreichende Bedingungen für die Gültigkeit von (1) angegeben. Paragraph 3 
enthält analytische Lemmata zur Berechnung auftretender Integrale. Der Beweis 
des Satzes wird schließlich in Paragraph 4 geführt, wobei nach der Dimension der 
auf tretenden Seiten von Ck unterschieden wird.

(1) Vd(Sk + Bd) == Vd(Ck + Bd)

(2)
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2. Hinreichende Bedingungen für die Wurstvermutung

Sei « =  dimCfc, und es bezeichne Ft(Ck) die Menge der /-Seiten /  von Ck 
und а( /)  den auf 1 normierten äußeren Winkel von f  bez. Ck. Ferner sei 
щ =п1,л/Г (l+i/2) und Vt das /-te innere Volumen gemäß [3], S. 253.

Aus der Steiner-Formel

Vd(Ck+Bd) =
i =  0

ergibt sich wegen Vn+1(Ck)= ... = Vä(Ck) = 0 mit V^if) =  а ( /)К ‘( /П ^ )

22  2
J= 1 i =  0 / € P , ( C t )

Hierbei gilt Gleichheit genau für Ck—Sk.
Mit Hilfe der Steiner-Formel für V d(Sk+Bd) und V0—l ergibt sich somit als 

hinreichende Bedingung für (1):

(3) (fc-i)w „ 3= 2  2  2
j=1 i=i /eF,(cfc)

cona>d-i
2co((_i Vuif).

Eine ausführlichere Herleitung der Bedingung (3) findet sich in [1]. Zum Beweis 
des Satzes bewerten wir die Punkte der и-dimensionalen Einheitskugel mit Hilfe 
einer geeigneten Gewichtungsfunktion. Dann zerlegen wir die so gewichtete Kugel, 
um die Summanden von (3) einzeln vergleichen zu können.

Als Bewertungsfunktion wählen wir g ( x ) = ^ ~  \\x\\p, wobei ß = ß(n) folg­
enden Werten entspricht: ß(A) = ß(5)=2, ß(6)=4, ß(7) = 8, ^(8) =18, ß(9) = 60. 
Es gilt co„ = Jg(x)dx. Für /-Seiten /  von Ck sei K (f)  der Kegel mit Spitze 0 der

Bn
äußeren Normalen von Ck, die an einen relativ inneren Punkt von /  angetragen 
werden.

Ferner sei mit B" = B f П aff Ck (bei geeigneter Wahl des Ursprungs)

V lj i f )  =  f  g (x)dx .  
(/+К(Л)Пв"

Da die Mengen (/+ К (/))П В " die Kugel Bnj zerlegen, gilt

2 2  2  K j(f)  = ( k -  1)ш„,
j= i  i = i  / e r , ( c k)

und man erhält als hinreichende Bedingung für (1):

(4)
к к

2  2  2  vlj<j) ==
í = i  /efiCCfc) j = i

'K' X1 tt)n (Oj — i 
f(Ft(ck) j=i 2coJ_1
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Wir erhalten für Vj'j(f) (i< n) folgende Abschätzung:

W ) =  /  g(x)dx = f  f  g(x)dxdy
W + K ( f ) ) r \ B nj  f n e nj  (j+ S (/))ne"

, о fl-IUII2

n /пв" «

Wir bezeichnen im folgenden die rechte Seite mit ky(/) und setzen V„j(f)=VKj(f). 
Wegen

(vgl. fll) folgt Ш”~‘+1 g  Insgesamt erhalten wir damit aus (4) die Bedingung2 2cüj _ 1

2  2  2 W ^ 2  2i = l /FfiCCfc) J = 1  i = l f i F ,(Ck) j = l ^

Für jV 2 und in dem Fall, daß keine Ecke von /  in den Mittelpunkt von ß" fällt, 
wird

(5) P y C D ^ - ^ ü W )
bewiesen. Im verbleibenden Fall wird

(6)

gezeigt, wobei sich die Summation über alle j  erstreckt, für die der Mittelpunkt 
von B"j eine Ecke von /  ist.

3. Berechnung einiger Integrale

Im folgenden berechnen wir die Fy(/) definierenden Integrale und erhalten 
insbesondere eine für den Beweis des Satzes wichtige Monotonieaussage.

Lemma 1. Seien j  und m nicht-negative ganze Zahlen und 0= t =  1. Dann gilt

f1“' i t l  m m \ ( m I _1
f  ( t + r 2)m r J d r  =  ( 1 - / )  2 2 ? — -  П  ( J + 2 1 + 1 ) )  Л

J7 s=0 Vm  — S ) l  \ l  = m —s  '
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Beweis. Es gilt

Yi=I
f  (t+r2)mrj dr = 2  P?) t‘ f  r 2 ( m - ' ) + - ' £ / r  =  

о /=o w )

1
2(m — l)+j + Í

( - 1  ) q

tl( l - t ) "

f  =2 ( m - j  +  9 )+ 7 + l  

i±i m ml Г m i - i
- (1- в *  J 2,( ^ U , 0+2,+1))

Der letzte Schritt ergibt sich unter Ausnutzung der Identität

(TK-K)
durch vollständige Induktion nach s.

Lemma 2. SW w eine nicht-negative ganze Zahl, j  eine natürliche Zahl und 
O m t^ l. Dann ist die durch

Yi-t
/ ( * )  =  J  (t + r2)mrJdr 

0

definierte Funktion in t monoton fallend.
Beweis. Nach Lemma 1 gilt:

m  = “  1 ^ ( 1 « + ^ « ) ^  =

= О - 0 ^ {т+2йГ+Т—2" ml (Д о + 2 ;+ 1 ) )“‘г + , +

+ . l  l2-̂  U . 0 « ' 4-»)"1- 2-“  4 =

= (1 - , ) ¥  (т й Ь т  -  2* ’ ( Д  « ) " < - -

m !
s2 ü  ! )2 5 l (m_ s+1) r(,Xü+2,+1)) ‘‘J-

Hieraus folgt die Behauptung.
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In Lemma 3 führen wir ein bei der Berechnung von VtJ( f )  auftretendes 
Doppelintegral auf die Betafunktion

zurück. Wegen

1
B(x,y) = J  tx~1( l —tf~ 1 dt (x, у  >  0) 

0

B(x, y) = Г(х)Г(у) 
Г(х + у )

läßt sich das betrachtete Doppelintegral in den für diese Arbeit relevanten Fällen 
dann explizit bestimmen.

L emma 3. Seien j, m und p nicht-negative ganze Zahlen. Dann gilt:

2 V l - ( 2 - t ) 2

J  tp j  [(2 — t)2 + r2]m rJ dr dt =

m\= У У (— iY 2 p~1+s~ (m -s)\ W
J j j+ 2 l+ lf B {s + l + l , l + L ) .

Bew eis . Mit Hilfe von Lemma 1 ergibt sich:

2 V l - ( 2 - i ) 2

f  tp j  [(2 -  i f  + r2]m rJ dr dt =

= 2 2 sr - ^ f  П  0 + 2 /+ 1 )] /  ( 2 - t f d t  =s=o (m -s)'A i=„ -s ) J

m m \ / m f_1 } Ü i
=  П  Ü +  2/+1) f  (2 -u )p(l-u*) 2 u*du =

= P jS sv. Ц . °'+2'+1)Г Д 0 (- =

Lemma 4. SWe« 1 ^ 4 ^ £ S ^  +  1 und z ( t )—\ —(B—Ä f  + ( t—B f .  Dann gilt 
die Ungleichung

в Kl-*«) 1 1 1/ V  f  (z(0 + r 8 ) " r ^ r d t ^ 4  *  1 , — ”  CTJ+2 (Др+1 —Ap+1)
J J v ' 2 j  +  1 p + 1 n +  2m (0 J+1
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für Parameterwerte gemäß folgender Tabelle:

j
n m 1 2 3 4 5 6 7

4 1 0 0
5 1 2 0 0 — — — —

6 2 3 2 0 0 — — —

7 4 4 3 2 0 0 — —

8 9 5 4 3 2 0 0 —

9 30 6 5 4 3 2 0 0

Beweis. Zum Beweis von Lemma 4 nehmen wir an, daß die angegebene Un­
gleichung nicht gilt.

Wegen z(t) — (l+ A  — t)2=2(t — A )( l+ A —B )^ 0  folgt aus der Monotonie 
des inneren Integrals gemäß Lemma 2:

В t l - z ( ! )  В y i - ( l  +  A - ( ) 2

/ "  /  (z(t) + r2)mrJ dr dt Ä / < "  I [(1 + A — i)2 + r2]m rJ dr dt.

Erneute Anwendung von Lemma 2 liefert mit Hilfe der Widerspruchsannahme 
die Ungleichung

в сУ1-(1+л-о2 1 1
í  tp i f  [(1 + A - t ) 2 + r2]mrJ d r - ^ - ——-

л 1 5 2 J+ l
П (Oj+21

n + 2m coJ+iJ dt

A +  l  r V l - ( l  +  A - i ) 2  ,  .

í  f  (M f  [ ( l+ A -t)2 + r2]mrJ d r -— — —
A  [ S  2 J + l

--- П Wi + 2\d t.n + 2m coj+1)

Nach Lemma 2 und den Eigenschaften der Gewichtung tp folgt wegen A ^ l :

20’ +  l)(p + l) 1 n + 2m (oJ+l 
2P+1—1 n со,-...

2 K l - ( 2 - < ) 2

7 + 2  !
f  tp f  [(2 -t)2 + r2]mrJdrdt >  1.

Berechnet man das Doppelintegral gemäß Lemma 3, so erhält man für die linke 
Seite folgende Tabelle:

\ y
n \

1 2 3 4 5 6 7

4 0,9000 1
5 0,9257 0,9333 1 — — -- --
6 0,7867 0,9611 0,9259 1 — -- --
7 0,6295 0,8474 0,9821 0,9183 1 -- --
8 0,4847 0,7072 0,8819 0,9924 0,9100 1 —
9 0,3705 0,5733 0,7575 0,9041 0,9980 0,9020 1

Da kein Wert in der Tabelle größer als 1 ist, ergibt sich ein Widerspruch zur Annahme.
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Beweis des Satzes

Im folgenden setzen wir — ohne Einschränkung — voraus, daß Ck so triangu- 
liert ist, daß alle Ecken der Triangulierung bereits Ecken von Ck sind.

L e m m a 5. Sei f  eine 2-Seite von Ck, und das Zentrum von B" sei keine 
Ecke von f .  Dann gilt (5).

Bew e is . Wie in [1] gezeigt wurde, können höchstens zwei Kanten von /  das 
Innere von В" schneiden. Sei v eine Ecke von / ,  so daß alle Kanten, die das 
Innere von B" schneiden, v enthalten. Wir führen nun Polarkoordinaten in 
aff( /)  mit v als Ursprung ein. Dann ist (5) äquivalent zu :

(7)
4>г Kj(<p) V l-z (R ) I < П m  4?
f f f  (z(R) + r2y /2rn~aRdr dRdcp ^  f  J  RdRdcp

, L  nJ K  ’ 2 n - 2  n + ßton- t J Rih<p 1 Ri(«>) о
mit

R2(cp) + R1(q>)
)‘

а

Da für symmetrische Funktionen h Jxh (x)dx= 0  gilt, folgt(7) aus:
— a

у(К,(«>)+а2(<(>))У1-г(К)
f  f  (z(R) + r2f 2r"~3d r d R ^

R,(<p) 0

__ 1 n (an. 1 R2(cp)-R1((p)
2 n — 2 n + ß cu„_2 2

Damit haben wir die Situation von Lemma 4 mit j  = n — 3 und m=ß/2  erreicht, 
und es folgt die Behauptung.

L emma  6. Für jede 2-Seite f  von Ck gilt (6).

B ew eis . Da sich die Innenwinkel von f  zu n ergänzen, können wir die Durch­
schnitte fC \B” mit den drei Kugeln, deren Mittelpunkte die Ecken von /  sind, 
durch einen Teil eines Kreises ersetzen, der durch einen Durchmesser oder durch 
zwei disjunkte und nicht-parallele Segmente, von denen eines ein Durchmesser ist, 
begrenzt wird. Der Beweis ergibt sich dann analog Lemma 5. (Vgl. [1].)

L emma 7. Sei i = n und f= C k. Dann gilt (5).

Bew e is . Durch Einführung von Polarkoordinaten (mit der Funktional­
determinante c((p)rn~1) ergibt sich:

V nj(f)=  f  g(x) dx = f  c((p) f  —- f-  rl>+n~1 dr d(p = f  c(<p) — Rß+n((p)d(p
Ckr\B"j Ф О ф

, R(<P)
— /  c (<p) — Rn ((p) d(p = f  c(cp) f  rn~1 dr dcp = Vnj{f).
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Lemma 8. Sei i= n  — 1 und f  eine Facette von Ck. Dann gilt (5). 

Beweis. Die Beziehung (5) ist äquivalent mit:
r\l-llyll2 -v

/  /  (II yV  + r ^ l 4 r - ^ - ^ \ d y ^ Q .
m V  « 4 n+ß)

Wir zeigen, daß der Integrand des äußeren Integrals nicht positiv ist. 
Dieses ist gleichwertig mit

4 и I_/? Vi— из'«2
f  (\\y\\2 + r2)ß,2dr ^  1.и n J

Es gilt mit Lemma 1:
4 n + ß V1-" 3’"2

(8) 7  „ /  ( M 2+ r2)ß'2clr =

4 n + ß № t BI2) > ( W* V '1
= П  (2Í+1) II7C n s=0 (p/2 — s)! V s / S(1 - ||J ||2)1/2.

Für n =  4 und n =  5 wird das Maximum dieses Ausdrucks für || j7||2= _  ange- 

2 /2  28/2nommen; es is t------  bzw. ——— . Beide Werte sind kleiner als 1.15 n
Für n = 6 ,l und 8 schätzen wir (8) durch Einsetzen des Maximums 

mit der Setzung 0 ° = 1 — von 1Ы125(1 — lljll2)1/2 ab. Es ergibt sich:

(2 s f
(2s +1) s +  l / 2

f  (\\y\\2 + r2)ß/2d r sn n J

n + ß  ^  (ß[2)i ( ja  r 1
n Л  ( ß / 2 s ) !  L / i - V })

fl-llyll2

(25)s
(2s+1),5 + 1 /2  •

Auswertung der rechten Seite für л =  6, 7, 8 liefert die Werte 0,9662; 0,9182; 
0,9466. Im Fall n = 9 liefert numerische Auswertung von (8) als Maximum der linken 
Seite den Wert 0,9592.

Insgesamt ist damit Lemma 8 bewiesen.
Zum Beweis der Behauptung in den restlichen Fällen benutzen wir eine in 

[1] definierte spezielle Simplexzerlegung, deren Eigenschaften im folgenden Lemma 
zusammengefaßt werden. Zum Beweis vgl. [1].

Lemma 9. Sei S, ein i-Simplex im E" und v0, ..., v{ seine Ecken. Sei pdEn 
und B" eine Kugel mit p ah Mittelpunkt.

Es seien vy, . .., vL<i Bn und v0$B" oder v0= p. Für alle vs+p bezeichne 
Si(vs) die Menge aller Punkte x von S L П Bn. deren Abstand von vs nicht größer 
ist als der des Mittelpunktes der Sehne В"Г) aff {»s, x}.
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Dann gibt es eine Zerlegung von SL in konvexe Mengen S t(vs) { v ^  p) mit 
v£Si(vs) und S i(v,)C\Bn(zS i(vs).

Lemma 10. Sei i = 1 oder 3 ^ i ^ n —2. Dann gilt (5).

Beweis. Sei /  eine z-Seite von Ck, für die (5) nicht erfüllt ist. Dann gilt:
rV̂  1 — II у II2 i  i  n  m  1

f {  /  (IWI* +  r T V - ‘- M r - T  — 0.
fC\Bnj  о 1

Zerlegen wir /  gemäß Lemma 9, so gibt es eine Ecke vs von /  mit vs$B j und
Kl ~ II у II 2{fi-II

/ i& yV+rW 'i* dr—
SiWnj”

1 1 n
2 n — ii  n + ß

0.

Wir führen nun Polarkoordinaten mit vs als Ursprung ein und erhalten mit 
c((p)r,~1 als Funktionaldeterminante und dem Winkelbereich Ф:

f  c{(p)
r2M
f«,(«>)

f / l - z ( R )

J Л -Ч  f  (z(R) + r2f 2 г"-'
(<p) 1 о

~ T  * •  ,n ; tO', r J + 1 } d R d < i> = ~ 0 ,2 n—i n + ß  а>„_г J

1 dr —

wobei mit p(<p) als halber Sehnenlänge z(/?)=l — g2(<p) + (R — R^tp) — £>(tp))2 ist. 
Dann gibt es ein «p0 mit

Ki«V rVl-UÄ) 1 1  „ 1
f  Л '"1] f  (z(R) + r2y ,2rn~,~1 d r——----r — s -  n-~ -- \d R  => 0.

R.cio) 1 0J 2 n ~ l n + ß <°n-i J
Aus der Monotonie des Integranden gemäß Lemma 2 folgt mit Lemma 9:

Rt(<p 0)+8(i>„) U-z(R)
J  Ri_1 J  (z(R) + r2y 12 r"-1-1 dr dR

I l i n  cu„_i+1 [(Äi («po) + q ((Po))' -  л; («Po)].2 n — i i n+ß co„-i
Mit A = R1((p0), В = R1(cp0) + g(cp0), j - n  — i—l, p = i - \  und m=ß/2 ergibt sich ein 
Widerspruch zu Lemma 4.

Literatur

[1] U. Betke, P. Gritzmann, J. M. Wills, Slices o f L. Fejes Tóth’s sausage conjecture, M a th e  т а­
й к а , 29(1982), 194—201.

[2] L. Fejes Tóth, Research problem 13, P eriodica  M a th . Hung., 6 (1975), 197—199.
[3] P. McMullen, Non-linear angle-sum relations for polyhedral cones and polytopes, M ath .

P roc. Camb. Phil. S o c ., 78 (1975), 247—261.

( Eingegangen a m  7. M a i 1982.)
MATH. IN ST. UNIV. SIEGEN 
HÖLDERLINSTR. 3 
D—5900 SIEG EN

A da Mathematica Hungarica 43, 1984





Acta Math. Hung. 
43 (3—4) (1984), 309—323.

LIMITS OF STRONG UNICITY 
CONSTANTS FOR CERTAIN C~ FUNCTIONS

M . S. H E N R Y  (M o u n t P le asan t) a n d  J . J. S W E T IT S  (N o rfo lk )

1. Introduction

Let C(X) denote the space of real-valued, continuous functions on the compact 
set X, and let C(X) be a Haar subspace of dimension и + l. Denote the
uniform norm on С (X) by || • ||.

For each /£C(X) with best approximation В„(f ) from й̂ и+1, there is a small­
est positive constant M„(f) such that for any p&0>„+-l ,

Wp - в л Л II s  Mn( f ) [ \ \ f - p \ \ - \ \ f - B n(n \ \ l
This inequality is the strong unicity theorem [4, p. 80], and M„(f) is the 

strong unicity constant. A number of recent papers have considered the asymptotic 
behavior of M„(f) as a function of changing dimension [1—3, 6—10, 12, 14, 15]. 

For /€C(X), let
( / )  (x) = /(x ) -  Bn ( / )  (x), x€ X,

and
(1.1) En(J)  =  {x£X: |e„(/)(x)| = ||e„C01l}-

Let IE„(f)\ be the cardinality of the extremal set (1.1). The following result is 
noted in [3, 11].

T h e o r e m  1. Let /€C(X). I f  \E„(f)\—n+2, then

(1.2) N i l s  M n(f).

Hereafter X is the interval /  = [ — 1,1], and 3Pn+i is the space 77„ of poly­
nomials of degree at most n. Under certain hypotheses, (1.2) can be improved.

T h e o r e m  2. [9] Suppose that / (П+2)€С(/), and that / (п+1)(х) • / (п+2)(х)^0, 
x£I. Then
(1.3) 2n + l < M „(/).

We observe that the hypotheses of Theorem 2 insure that |£'n(/)| =  n+2.
Now let Fn+1 be a polynomial of degree precisely n + 1. Then it is known 

[5, 9] that
(1.4) M„(Pn+1) =  2n + l.

Since the left hand side of (1.3) does not involve the strong unicity constant of the 
same function for every n, (1.4) is of a slightly different character than (1.2) and
(1.3).
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However, the following characterization of the strong unicity constant, due 
to Bartelt and Schmidt [2], demonstrates that the strong unicity constant actually 
depends only on the elements of the extremal set (1.1) and a set of associated signs.

Theorem 3. I f  fdC(I), then

(1.5) Af„(/) =  max (||p ||: sgn en(f)(x)p (x) S  1 for £„(/)}•pzn„
Because of characterization (1.5), it is reasonable to expect that expressions 

like (1.4) may be useful in analyzing upper and lower bounds for M n(f)  (e.g., (1.2) 
and (1.3)).

From (1.4) we immediately obtain

( 1.6) lim
П->оо

M„(Pn+1)
n =  2.

Considering (1.6) and the conclusions of Theorems 1 and 2, it would be of interest 
to find classes of functions for which

(1.7) lim
Tt-+oo

М Л Л
n

can be determined. Sections 3 and 4 below are primarily devoted to determining
(1.7) for a class of non-rational functions F defined in [10].

In the next section we analyze Mn( f ) for certain rational functions to obtain 
results consistent with both (1.6) and (1.7).

2. Rational functions

Let

(2.1) r (x) =  —— , - l S x S l ,a —x
where аШ2. A principal objective of the current section is to determine the limit
(1.7) for the rational function defined by (2.1). This result will subsequently be 

M  (r )used to determine lim —-—— for particular sequences of rational functions {/•„}“ ,,n-°° n
which will in turn prove useful in Section 3.

As usual let

(2.2) En(r) = {x£I: |e„(r)(x)| = ||e„(r)||} =  {x0, xu  ..., xn + 1}, 
where
(2.3) - 1  =  x 0 <  Xj < . . .<  x„ + 1 = 1.

Here each jct, / = 0 ,1 ,..., и+ l  actually depends on n, but since this dependence 
is clear in what follows we suppress notational reference to this dependence.

As in [6, (2.9)], now define Qn+1 £Я„+1 by

(2-4) 0„+i(**) = sgne„(r)(x*) = (-1 )л+к, к = 0,1, ..., n +  1.
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Then it is known [6, (2.24)] that the {x jjjij given in (2.2) are the zeros of

(x2 -1 )  [n (a2 - l)1'2 C„ (x) + (ax - 1 )  C„' (x)](2.5) w (x) = n2" _ 1 [(a2 — l)1/a+ a] 

where C„ is the Chebyshev polynomial of degree n. 
L em m a  1. Let Q„ + 1 be defined by (2 .4). Then

a
(2.6) ö„+i(x)

n /a 2—1
: ( l - x 2)C;(x)-xC„(x).

P r o o f . Let H(x), x£l, be the right hand side of (2.6). Evaluating H at 
the extremal points (2.2) yields

(2.7) H(xk) =
и /а 2—1

But from [6, p. 284] we have that

(2.8)

From (2.5) we observe that

; (1 -  xf) С  (хк) -  xk Cn (xk).

c.-m = ( -  . г - ^Cl Xfc
1, n.

n(a2 — i)1/2Cn(xk) + (axk — i)C '(xk) = 0, к = 1, 2, ..., n 

(see also [6, p. 284]). Using (2.8) in this equation and then solving for C„(xk) yields

(2.9) C„ ( x k)  =  (— 1)n + k a X k I

xk- a

Substituting (2.8) and (2.9) into (2.7) and simplifying reveals that

(2.10) H(xk) = ( - i y +k, k = \ , . . . ,n .

On the other hand. (2.7) implies that

t f ( - l )  =  C„(-1) =  (-1)",  and t f ( l ) = - C „ ( l ) = - l .

These two equalities and (2.10) now imply that H(xk)=( — l)n+k, k = 0, 1, . . . ,n + 1, 
and hence uniqueness in interpolation implies that H(x) = Qn+1(x), x£ l. □

We next define qjndn„ by

(2.11) q]n{xk) = sgn en(r)(xk) = ( - l ) " +t, к = 0, ..., n +  1; k?*j; j  = 0, ..., n + 1.

M  (r )Since from (2.2), \E„(r)\=n+2, finding lim — ----- is equivalent to deter­

mining [7] 

(2.12) lim maxn-oo o ^ j ^ n  + l n
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If an+1 is the leading coefficient of Q„+1 in Lemma 1, then it is known [6, (2.10) 
and (2.24)] that

(2.13) ^ x )  = e . +1(x )-a a+tj Z £ L ,

where w'(x) is given by (2.5), j  = 0, ...,и+1. From [6, (2.25)],
(2.14) 2n_1[(a —l)1,a + a]|w^(x)| ^  n(a + l) + 2(a2 - l)l72+|2ax2 - x  — a\n.
By Lemma 1 we have that
(2.15) an+1 —‘

2"~1[a + (a2 —1)1/2]

Therefore (2.15) and (2.14) imply that 

(2.16)
Thus, (2.13) implies that 

(2.17)
Hence

Va2- 1

„  4I „ (a + 1)1/2 „
an+iw M l ~ 2” (a" - i) i72+2-

\ q j n ( x ) I == \Qn+i(x)\ +  2ny - ~ ~ ■—  +  2.(a —1)1/2

and consequently 

(2.18)

Ш  ^ 2 n  ^ -+ ) p + 2 + ||g „ +1||,

Ы  s 2 ^-± S  +  j - (2 + ||6 ,+1ll). J — 0, 1, n + 1.n (a —1)1/2 n
From (2.5), (2.6), (2.13), and (2.15) we obtain

<7o n (x) =~C„ (x)--- 77= = =  (2 ax+ a - 1) C' (x).

Therefore 

(2.19)
Combining (2.18) and (2.19) yields

n^u2—1

|ita( - l ) | = 2 n | g ^ + L

(2.20) +  — S  . max 1 qjA
(a —1)1/2 ' n oijSn+i n “ (a —1)1/2 n 

We have nearly established the following theorem.

T heorem  4. Let r (x )  = — , a ^ 2 ,  x£I. Then a—x

(a +  l)1/2+ ^ (2 + ||0 „  + lll).

(2.21) (fl + l)»/»
n (a — l)1'2 '

Proof. The theorem follows from inequality (2.20) and the observation above
(2.12). □
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To the authors’ knowledge (2.21) is the first non-polynomial limit of the type 
described by (1.7) to be determined. As already noted, non-rational functions 
will be considered in Section 3 below. The following corollary will be very useful 
in the succeeding section and parallels (1.6) for a sequence of rational functions.

Corollary. I f  rn (x)= -r—— , f ,  = 2, x£I, thenA„—x
(i) I f  lim A„=A,

П-+00

(2.22)

then

lim Mn(rn)
n

2(A + 1)1/2 
(A—1)1/2 ‘

(ii) I f  lim A„=+°°, thenП-+- °o

(2.23) limП-*- oo
Tfn(Q

n =  2.

Proof. Both (2.22) and (2.23) follow immediately from (2.20) and (2.12). □
The results of the Corollary to Theorem 4 are perhaps not unexpected when 

compared to (1.6), but the analysis needed to establish Theorem 4 is considerably 
more complex that than required to prove (1.4) and hence (1.6). It is thus not 
surprising that the arguments needed to determine (1.7) for a class of non-rational 
functions are even more complex.

3. A class of non-rational functions

In this section we determine (1.7) for a class of non-rational functions F. This 
class is introduced and analyzed in 110], but only upper and lower bounds to 

/ £ F, are obtained.
D efinition. Let F be the set of all functions /CC“ (7) satisfying

(a) / (n+1) (x) *  0 on /,
and

(b)
Jj_
a

/ (n+2) (x )

/ (Л+1)М
on

for all n sufficiently large, where a ̂  >  0 are constants depending on /  but 
not on n.

Theorem 5. I f  /£ F, then

(3.1) lim — 2.п-~ П

Comment. Although we now proceed directly to the proof of Theorem 5, two 
lemmas needed in the proof will be stated where they are used and established sub­
sequent to the proof of Theorem 5.
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Proof of Theorem 5. Let f£ F. Then part (a) of the Definition implies that 
|7+(/)|—n+2. As before, let En(f)= {x ü,x 1, . . . ,x n+1) where
(3.2) - 1  =  л:,, -= xx xn <  лгп+1 = 1.
As in (2.2), each x ib i = 0, . . . ,n + l ,  actually depends on n and hence could be 
labeled x”, i= 0 , ..., и+ l. However, no confusion results from suppressing the 
superscripts, and hence for the sake of notational simplicity the superscript is deleted. 

Define qJn£Mn by
(3.3) qjn(J)(Xi) =  sgn e„(f)(xt), i = 0, ..., n +  1; i ^ j ;  j  = 0, ..., n + 1.
Again by appealing to [7] we may select k£{0, 1, ..., n+1} such that
(3.4) M n( f)  = \\qkn(f)\\.
Paralleling (2.4), let Q„+i(f )£n„+1 be defined by

(3.5) Qn+i(f)(xi) =  sgn e„ (/)(*,), i =  0, ..., n + 1.
If an+1( f ) is the leading coefficient of xn+1 in ß „+1(/), then as in (2.13)

(3.6) ?*„(/)(*) =  Qn + i( f) (x )~ a n+1( f )  ]J (x-x j).
J =о

Therefore (3.4) and (3.6) imply that

(3.7) Mn(f)  == ||ßn+1(/)|| + k +1( /) | " ff \x-xj\.
J =о j^k

We shall shortly consider

(3.8)

First let

(3.9)

П  \x—Xj |, к = 0, 1, ..., n + 1.
j ' = ojVJt

Un(x) = oc(n + 2) + 2 — x  ’ x£I,

and denote the extreme points of en(Un) by

(3.10)
Similarly, let

(3.11)

-  1 =  U0 <  Щ <  ... <  U„ <  Un + 1 =  1.

K"(x) ß(n+ 2)—x — 2 ’ x£ l,

and label the extreme points of en(Vn) by

(3.12) -1  =  v0 <  vt < ...<  vn <  vn+1 =  1.

Then it can be shown [10] that

(3.13) Z; <  Щ <  Xt <  Vi <  Co Í =  1, 2, ..., П,
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where

(3.14)

и - f l  —  I .  .z , =  cos------- -— n, l =  0, 1, n + 1,
И +  1

„ n—i л ,
L: =  C O S ------------ n ,  l  =  0 ,  1 ,  n ,n

are the extreme points of the Chebyshev polynomials C„+1 and C„, respectively, 
and where ut,vh and x h i= 0 ,1, . . . ,n + 1 are given by (3.10), (3.12), and (3.2), 
respectively.

We now estimate the size of (3.8). Four cases are considered.
Case I. Suppose k = 0. Then it is known [16, Lemma 2] that there exists 

an x£ l suchthat — 1 ~ x 0̂ x < x 1 and such that

(3.15) ko„(/)ll =  ko„(/)(x)l>

where q0n( f ) is defined by (3.3) with k = 0. Now (3.13) implies that

(3.16) /7 \x -X j\ S  "iJ \x-vj\.
j = i  J =1

Case II. Next assume that I s k ^ n — 1. By again appealing to [16, Lemma 2], 
we know for each к that there exists an x suchthat xk^ 1< x< xk+1 and such that

(3.17) l l ? f e i ( / ) l l  =  k » ( / ) ( * ) l .

where qk„ is defined by (3.3), k = \, ..., n — 1. For Case II first suppose that xk_t< 
< x ^ x k. Then (3.13) implies that

(3.18) Я  \ x - X j \  S  П  \x -u j\ "iJ \ x - U j  + U j — X j \  =
j = 0  J = 0  j = k  + 1
JV*

n + 1

=  П  IX-Uj
j = oj*k

П  1 + ^
- X ,

j = k + 1 |

j*k
n +  1

= Пj=0 j^k

From [10, Theorem 5] 

(3.19)
Vi-U,

- x  J
n + 1
П  \x -j—0j*k

n + 1
«у 1 exp 2

Ч=к+1

[ " 2  (Ч=к + 1 V
Zj-C j-l H  vj ~ uj ))
Z j-tk 1nJ T1

A
— 9n j  = 1» ■., n,
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where A is independent of j  and n. Therefore (3.18) and (3.19) imply that

n  +  l

(3.20)
й + 1 Г А и + 1 7 У "I

n  П  | * - « y| e x p £  2
j = о  j — о  L a  j = k + 1  z j ~ i k  -*j^k j^k

n+l
To obtain an upper bound for 77 |x—х}\,к = \,  1, similar to that obtained

j = о
j * k

n + l Z - — C - -in (3.16) for Case I (k~0) we will need to estimate 2  ——% —. In Lemma 3
j = k  + 1  z j ~ C k

below we will show that

(3.21) "2 Zj ~- Jp - g  M  fn  + T In (n + l), f c = l , . . . , n - l ,
j = k  + 1 Z J  —  i k

where M  is independent of n.
Applying (3.21) to (3.20) yields

B+1 f - 1+4-1 1 n+1(3.22) [J \x -x j\  =£ exp]M -------- ln (a 4 l)f  f f  \x — u,\, к =  1, .... a — 1,j=o l a  J j=0
j ^ k  j j é k

where M  does not depend on n. Inequality (3.22) is similar to (3.16) where Uj 
replaces Vj, j ^ k .

Now assume that Then from (3.13) we obtain

(3.23)

If k=  1, then (3.22) reduces to

(3.24)

n  +  l  k  —  1  /1 +  1

77 \x -x j\  s  77 \x—xj\ 77 \x-v j\.
j = 0  j = 0  j = k + 1

7» +1 71 + 1
77 \x-Xj\ 5= П1=0 J=0j*k jjtk

which is in the spirit of (3.16).
For 1, (3.13) implies that

ft-1 fc—1 _ t- i
77 |x Xj\ =  n  \x -v j+ V j-x j\ = 77 |x - t+  i+ -
7=o i ' = o 1 =  0 X — v,

[к2 Ц - ^ - \ I  ^  П  \x-V j\ exp I[ Z - ^ —p-1L у—о л vj J1 7  =  0  1- 1  =  0  2 к  Cj J

=  Я  l*~t+ exp [ 2  (i f z 7 k ) ( т ^ у ) ]  ■
7  =  0  * - 7  =  0  N С у  '  ' ^ y  +  l ”  С у ' - »
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From (3.19) we may now infer that
k - 1 k - l  r  /  к- 1 _ Г  1

(3.25) П  I*-*,-I ^  П  1 * -^ |е х р \ ±  2  ,
j=0 j  = 0 L И 7=0 z k ~ ^ j  j

where Л is independent of и.
Now Lemma 3 below will also assert that

(3.26) k£  Zi+1~ } 1 == M fn+T ln  (n +1), fc =  l , n,
J=0 zk ~ i j

where M  is again independent of и.
Applying (3.26) to (3.25) yields

*-i Г — /n  + 1П |x—ху-| S  Ц \x — Vj\ exp M - ------- ln (n + l)  .
j=o j=o i n

This inequality and (3.23) now imply that

n + l r _ /n  + 1 1 n+1
(3.27) 77 Iх- x j \  — exp M-------ln(n + l) П  \x ~ vj\> k — 2,...,n  — l,

j = о L n  J j = o
jVfc j*k

which resembles (3.22).
Case III. We next assume that k~ n . Then [16, Lemma 2] implies that 

\\qnn(J)\\ = \4nn(f)(x)\ where x„_1<3c<x„+1=  1. We may therefore conclude from
(3.13) that

(3.28) nj J \ x - X j \ S  "П \x-Uj\.
j = o  j = 0jVn jVn

Finally, for £ = л+1, [16, Lemma 2] applied to ||?B+i,„(/)ll =  кп+мСЛ(*)1 asserts 
that xn< x ^ x n+1= \. Therefore

(3.29) 7 7 l* -* ;l=  n \ x ~ uj\-j=0 j =0
Together, (3.16), (3.22), (3.27), (3.28), and (3.29) establish that 

(3.30) Я  \ x - x j \  Ш exp [ ^ ln (” + 1I ] max{ "jj \ x - v j \ ,  77
j = o  «- \ n  J l j' = o J = о >i_iL ' i S-V i -Abj*k j * k j*k

where M > 0 is independent of n and where again к is such that \\qkn(f)\\ 
Assume for the sake of simplicity that

"+!._ . Г ~ ln(n  +  l ) l  "tV1!- I77 \ x - X j \  ^  exp M —  77 |x-M j|.
J  — о  L \ n J  J  =  0j*k
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Utilizing this inequality in (3.7) yields

(3.31) Mn(f) -  ]]вп+ЛЛ1\+^±1Ю1ехр Í Л/1п (» + 1) ] k + i ( t g |  nf f \ x - Uj\,
\ c l n  +  l \ u n ) \  L  \ n  J  j  =  0j^k

where an+1(U„) is the coefficient of xn+1 in the Qn+1(U„) defined by (2.6) with 
a = A„ = a(n+2) + 2. By applying (2.13) to (3.31) we find that

(3.32) Mn(f) -  \\Qn+1(f)\\ + |la; ; ; ((gj[ exp

Now from [10, Theorems 3 and 10] 

(3.33) l+^i = Il6n+i(/)ll ^\\e„(f)\\
«П + 1 (/)

2 "
^  1,

where Kx does not depend on n.
At this juncture in the proof of Theorem 5 we assume the conclusion of Lemma 2 

below: if f £ F, then
lk„+i(/)ll ^  * 2

n(3.34)
Ik. (ЛИ

Using (3.33) and (3.34) in (3.32) we obtain

(3.35) ( / )  — IIQn+i(/*)!! +  [ l + ~t~i 2" , X L n J [a„+i(t7„)[

X exp [m  — j ^ 1}] [M„ (U„).+ II ß„+i ( t/„)||],

where K=KX ■ K2. Thus from (2.15) and (3.9) we have that

K](3.36) g  ]IWfilli + 2 [1+qL n J (
)/[a (n + 2) + 2]2—1

a(n +  2) +  2 +  [(cm + 2a +  2)2- l ] 1/2 X

Finally, (2.23) implies that lim — ^ - ^ 2 .  Since every f £ F, also satisfies theИ—~ П
hypotheses of Theorem 2, (1.3) now implies (3.1). □

The conclusion of Theorem 5 is mildly surprising in that it coincides with the 
limits given in (2.23) and (1.6).

Acta Mathematica Hungarica 43, 1984



LIMITS OF STRONG UNICITY CONSTANTS 319

4. Lemmas

We conclude this paper by considering two lemmas already used in Section 3. 
In the first of these two lemmas we reconsider (3.34).

L emma 2. I f  f£  F, then

(4.1) l k „ + . ( / ) l l
K (/)ll

c
n ’ n = 1, 2, ...,

where C is a positive constant independent o f  n.
P r oof . It is sufficient to show that if /€  F, then

(4.2) f n+2\r,)
/ (л+1)00

is bounded for — 1 ̂ tj, 1 independent of n. In fact, if (4.2) holds, then [13, p. 78] 
implies that there exist rj and s in I  suchthat

(4.3)
If Д  F, then

K + i ( / ) l l
IkCDII

/ (л+2)0?)
/ (л+1)(е)

1
2 (n + 2)

/ (л+2)0?) / (n+2)W f (n+1)(n) I
/ (л+1)(е) / (n+1)W /<л+1)(е) 1 ’

and consequently we have 

(4.4)
f (n+2Urj)
/ (B+1) (e)

s=f A / (и+1)(>?)
у(«+!)(£) >

where A is a positive constant not depending on e, t], or n. On the other hand, 
for Д  F it is known [10, Lemma 1] that

/ (л+1)0?)
/ (л+1)(е)

s  В, 1 — v — 1,

where В does not depend on e, i/, or n. This inequality, (4.4), and (4.3) now 
combine to imply the conclusion of Lemma 2. □

The proof of the next lemma is more complex than the proof of Lemma 2. 
Lemma 3 is of interest in its own right.

L emma 3. Let {Zj}"±l and {£;}"=о be the extreme points o f the Chebyshev 
polynomials Cn+1 and Cn, respectively (see (3.14), (3.21), and (3.26)). Then there 
exists a constant A not depending on n such that

(4.5) "Z Zj ^  A i W l  ln(n + 1), 1 S  fcsS n - 1 ,  n = 2 ,3 , 
j —k+1 z )  — t=k
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and

(4.6) 2  Zj+1 — A ^n +1 In(n +  1), 1 ^  к ^  n, n =  1 ,2 ,....
j = о zk~ íj

We prove only part (4.5) of Lemma 3. The proof of part (4.6) is similar.

Proof of (4.5). Case I. k=k f / 7 7  + lj. Here [[•] is the greatest integer function. 
For л sufficiently large, the left side of (4.5) may be written as

(4.7)
n + l ,  _ r
2

J = k + 1 Z j  —  L,k

[fn ^  + r] ^
j = k  + 1 z j  —  £k

+ z j ~ C j - 1 
Zj — Ck +

n +  l

2  _  ■
l' =  n +  l - [ f n  +  l ]

z J ~ £ j - 1 
Zj — Ck

Label the sums on the right side of equality (4.7) by Sk, S2, and S?l, respectively.
Since ——*’J~1 1 for j ^ k + l ,  Sx satisfies

Zj — Qk
(4.8) Sk s  [|/тГ+1] + 1-(/с + 1) + 1 «  [ /n  + l] fn + \.

For S2, \^n +  1 + 2 [у'т7 + l]. Therefore from (3.13) we have that

Z j - t j - 1 Z j - Z j - l Z j  —  Zj -  1
Z j - C k z j ~ z k  +1 Z j - Z { 1 — X+ l l

From (3.14) and the mean value theorem,

(4.10) zj -  zj-x  =  Isin dj\ -22 -

where -—j- 7r<0..<——л-n, and hence where
7 7 + 1  7 7 + 1

[V77+1 + 11 n ^ Q L _ b f n + I + l ] |
7 1 + 1  1 \ 77 +  1 /

Also for 77 +  1 + 2 ] ^ j ^ n — \y'n +  l],

(4.11) Z[y ^ i +i ' 77 +  1
, [ t f i+ T + i]  jwhere -------—-----л</7у< _ i - n, and hence where

7 7 + 1

(4.12)

7 7 + 1

— -----  n  <  Hj < ( l --------_ 1 ----- )  n.
7 7 + 1  l  ^ 7 7  +  1 J
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For *—  71 ’
f n + T  l l / n + \ )

(4.13) sin cp I sin ■
Vn+1

Applying (4.13), (4.12), (4.11), and (4.10) to (4.9) yields

(4.14) ZJ ~ 0 - 1
Zj-Ck

1

0 - [ y n T i + i ] ) sin-
J/n + l

ЦУЙТТ + 2] ^  л-ЦУи+ l] .
Utilizing (4.14) to bound S 2 gives

n-[y p i]  z - r  1
(4.15) S2 =  2  -  A  ----------„

7=[j5Tfí+í] ^  «  •
2

sin-
fn  + 1

I.+1-íl^+I+l] 1
2  71 = 1 /

sin ■ —
fn  + T

J =

1

7Гsin--------
Vn +  l

where и is sufficiently large and Ж is independent of n.
To estimate Ss, we recall that zj~ Z j- i  < i  

-
for j= k  + 1. Therefore

(4.16) zj  — ̂ j- 1П + 1
=  2 ___ т . _ гi=n+l-|y„+lj J

S  n + 2 —(n +  1)+  []/« + 1] =  [^n + l j  + l ^  Vn +  1 + 1.
Finally, inequalities (4.16), (4.15), and (4.8) combined to (4.7) imply the conclusion 
of Lemma 3 for Case I.

Case II. [У и +1 + l j  ^ k ^ n  — \^n  + 1 +2]. In this case we write the leftside 
of (4.5) as

(4.17) 2  '-Ч — = 2  J 2  J V 1.;=«=+! */-{* ;=<c+i */

Denote the terms on the right side of (4.17) by Sj and S2, respectively. 
Then it is clear that (4.16) serves as an upper bound for S2.

For Sl ,k^\_^n + 1 + l ]  and (3.13) imply that

(4.18)
n+flVn+l] z r n-flyinT] z, — z, ,

‘1 = 1+ 2  1+ 2  J J~1-j=k + 2 Zj — (,k j= k + 2  Z i  Zk+ 1
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Again using the mean value theorem and (3.14) we obtain

(4.19)
and

Z: — Zj_у =  |sin BA ■■ -П , —— n s  0 Ä —I—
1 J 1 1 Jln + 1 И +  1 1 n +  1

(4 -irw I • -  \ \ j  — (& +1) ] k+1.20) z j - z k+1 = |sm Hj\ [——  j- j n, —  7t <  nj n - [ / n  + l]
n + 1 •Л,

where k + 2 ^ j ^ n — [ /n  +  1 ]. But the inequality below (4.20) and & ё[/я+ 1  +  1] 
imply that

[ /^ + T + l]  +  l _ n +  l - [ / i i + I + l ] |71 < Hj <  ------------—--------- 7ГП + 1 n + 1
which in turn implies

(4.21) Ц -  я <  fij <  i l ---- _ 1— ] л.
/n + 1  l /n  + 1 J

We find that (4.21) is identical to (4.12). This observation (4.13), and (4.20) yield

(4.22) z j ~ z k  +1 — sin /n+T
[ j - ( k + 1)]

n + 1
n.

Using (4.22), (4.20), (4.19), and (4.18) produces

I П-Ц Ул +  l J
(4.23) S! ^  1 + 1

sm-
/n  + 1

J=^2 j — (fc+1)

=  1 +
sm-

1 » - ( |K n  +  l  +  l |  +  k) 1

2  l s i  +
j =1 7

/n  + 1
sin-

/п  + 1

In (n + 1) =

M /n  + 1 In (n +1),
where n is sufficiently large and M  is independent of n. Thus (4.5) is established 
for Case II.

Case III. n — [ / n + 1 + lJ s & S n — 1. In this case

(4.23)
n +  1 ,
^  Z J  +  1  b j  

j = k +1 z k ~ ~ C j
n + 1 (/c + l)+ l

S  n + 2 -(n  + [ /n  + l +  l]) = [ /n + l ] + 3  ^  M /n  +  1. 
Thus Lemma 3 (4.5) is proven. □
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SOME TYPICAL RESULTS ON BOUNDED 
BAIRE 1 FUNCTIONS

A. M. BRUCKNER (Santa Barbara) and G. PETRUSKA (Budapest)

0. Introduction. Notations

The word “typical” in the title refers to properties which hold for most of the 
Baire 1 functions in the sense of category. Results of such type were proved in [2], 
where the authors dealt with Darboux Baire 1 functions and some subclasses of 
those. We denote by si, A, StSS1, Ű81 the set of approximately continuous functions, 
derivatives, Darboux Baire 1 functions and Baire 1 functions, resp., all defined on 
[0, 1]. Taking the corresponding bounded classes bsi, bA, bSHS1, bdS1 one has the 
advantage, that all these are Banach spaces with norm ||/|| =  su p |/ | and these 
four spaces form a strictly increasing system of closed subspaces in each other. 
All of our results, however make sense in the unbounded cases as well.

For any function /  we denote by Cf , A f , R f  the set of continuity points, 
the set of approximate continuity points and the range of f  resp.

Lebesgue’s measure is denoted by Я and we repeatedly make use of the fact 
that an arbitrary Borel measure p (always supposed to be finite) on [0, 1] is (outer) 
regular: p(H )= inf {p(U), HczU, U open}.

The set of real numbers is denoted by R.

1. Level sets

In this section we study the typical properties of the level sets / _10>)0>€R). 
L emma 1.1. Let I be an open interval, and put

Я\ = 3 y i K ,c \ f - \ y )  z> /}.
I f  a sequence is (pointwise) convergent to f ,  then also f  is constant on an
everywhere dense subset o f I. In particular, i f  /Cá?1, then f^3S).

P roof. Since f n(ztM}, it is constant on a Gd set Hn everywhere dense in /

(л=1, ...). Hence H =  f] Hn is a Gs set everywhere dense in /, and the limit
П = 1

/  is obviously constant on H.
L emma 1.2. Let p be an arbitrary Borel measure on [0, 1]. For a given <5>0 

we put
K.Ö =  { / e « 1,3 y £ R ,  d i f - 1 O ')) S  s}.

I f  a sequence /„ € ^ ,< 5  is (pointwise) convergent to f ,  then /г(/_1(т)) —<5 for a suitable
R.
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326 A. M. BRUCKNER and G. PETRUSKA

Proof. By our assumption we can find yn such that for L„= f n~1(yn) we have 
n(Ln)^8 . Putting L=  P| ÍJ L„ we also have ц(Ь)шд. We show first that {y„}

JV =  1 n= N
contains a convergent subsequence. Fix x a£L, then x0dLn for infinitely many n, 
say, n=n1,n 2, __ Now we have

/(*o) =  lim f , ( x 0) = lim f„k(x0) = lim y„k
И-*-оо k-*oо "• fc-voo

because of x 0£L„k (k—\, ...). Denoting L* = P| |J  L„k we obtain again p(L*)^6  
and for any x£L*(zL N=ik=N

f i x )  = lim f„k(x) = lim y„k = f ( x 0).

That is, for y= /(x„) the level set / -1(y) satisfies / _1(j ) d I* , thus /г (/-1(у))ё
£/«(£*)£*.

Corollary 1.3. Let 38} and 38\<d be as in Lemmas 1.1 and 1.2, respectively. 
Then, 38} and 38\6 are uniformly closed classes. I f  F  is a uniformly closed sub­

family in 38l, then Fj = F  C\38} and F ^ ^ F O 3 8 } >d are also uniformly closed.
Proof. This is immediate from the preceding lemmas.

Lemma 1.4. Let F a 3 ix be uniformly closed, and # '+ g c # '  i f  g is a piece- 
wise linear continuous function. Then, for any given interval I, F ^F C ldS} is 
a uniformly closed and nowhere dense subset o f  F .

Proof. By Corollary 1.3, only the nowhere dense property of Fj has to be 
verified. Let fd F u  and e>0. Let g(x)= 0 outside of I, g(c)=s at the midpoint 
c of /, and g connects 0 and e linearly on both halves of 1. Then f+ g d F ,  
but f+ g ^ F j.  Indeed, /  takes a fixed value on a dense subset of I, therefore it 
takes the same value on its continuity points in I. This property can not hold 
for f+ g, because this sum has the same continuity points as / ,  and f+ g  is not 
con stant on Cf f]I.

Theorem 1.5. Let FaSIP- be a class as in Lemma 1.4. Then

Jzf — {fdF: f ~ i (y) is nowhere dense for every yd R} 

is an everywhere dense G6 subset o f F.
Proof. F \L ? = U F I , where /  ranges over the open intervals with rational 

endpoints. Thus the result follows from Lemma 1.4.
Corollary 1.6. For the elements f  o f a residual G6 in bsd, bA, b3(38x, b38x 

the level set f ~ x{y) is nowhere dense for every y£R.
Theorem 1.7. Let p be an arbitrary continuous Borel measure on [0, 1]. Then 

{fdbS#1: p ( f~ 1(y))=0 for every y£R} is a residual Gó in b38x.
Proof. We prove that b38\t6 is nowhere dense in bUS1. This and Corollary 1.3 

give the result. Since ЬЗЙ}  ̂ is closed, we have to show that it can not contain 
a ball. Let fdb38\>& and a>0. We can approximate /  by a gdbdS1 having finite
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range: y2, and ||/-g || ■ Let [0,1] be divided into N  equal

subintervals, where N  is large enough to ensure ц ( [ У 4 ] Н < * = 1 ...... * í>-
Now we slightly modify g so as to get a function h which takes any of its finitely

[k — l Ус 1— I . To this end we choose nN

different values 0<y(/, A) ( _ / = ! , A =  l, ..., N) all smaller than

in ( y > y  \ya- y ß\, ß *  «) •mm
A— 1 ALet N  ==x< — and g(x) = yj. Then we put h(x)= yj+ y(j,k ). Let x t and x2 

belong to different subintervals. If g(x1)Ti g(x2), then
|A(xi)-A (x2)| =  Ih O i)-  g fo ) +  g (*i) -  g(x2) + g2(x2) ~ h(x2)\ ^

S  |g(x1) -g (x 2) |- |A (x 1)-g (x 1) |- |A (x 2)-g(Y 2)| S  у  min \yr- y , \  > 0 .

If g(x1)= g(x2) = yj , then h(x1) -h (x 2) = y(j, k ) -y ( j ,  1)^0,  because of A^,'. 
Therefore, we have /i(A-1(y))<<5 for any y£ R, and by

IIf - Ц  = H/-glH-Hg-ft|l < y  + y  = £
we obtain that the г-ball around /  can not belong to b33\^s .

T heo rem  1.8. For any continuous Borel measure ji the set 
{fab^l1: g.(clf~1(y))=0 for every y£ R} 

is a residual subset in ЬЗЙ1.
We do not know that this set is a Gs or not.
P r o o f . The function h constructed in the proof of Theorem 1.7 has finite

ГА — 1 A 
l N  ’ Nrange and any of its level sets h_1(y) is a subset of a small interval

But then, this property also holds for any f^bdS1 with | | /— A|| -*=s if т т |у , —yj\,

Ух^У] \ To L/C rng h. Since such type of functions h form an everywhere open 
dense subset in ЫЯ1, we obtain immediately that

{/&>&: 3y, M c l / - 1^ ) ) ^ }
is nowhere dense in bdS1, and hence the result follows.

If we restrict ourselves to Lebesgue’s measure A, then we can extend Theorem 
1.7 (but not 1.8) to the subclasses bstf, bA, bSliM1. For the cases bsrf, bA we make 
use of a lemma of D. Preiss.
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Lemma 1.9 (D. Preiss, private communication). For any measurable f  and 
e>0 there exists gdbsd such that ||g||<£ and A((/+g)-1(j>))<£ for any yd R.

g

Proof. We consider all the numbers y —y lt ■■■,yn with ^ .( /“Ьт))—з " '(If
no such у  exists, we can choose g = 0.) We can find a finite system S  of mutually 
disjoint closed sets such that

(i) for Fd S  we have f c / _1(^ )  for some j ,  moreover each xd F is a point 
of density of f ^ i y j ) ;

(ii) A (F)<-|-for any FdS;

(iii) я [ (м  < J -
For each Fd. S  we choose a number c(F) with the properties

(iv) 0<c(F)<m jn[e, jb f t - F y l )
and

(v) c(F1)^ c (F 2) if F ^ F 2.
Applying a theorem of Zahorski ([3], Theorem 7) we can find gdbsd satisfying

(vi) g ( x ) =o  (*$ .U / -10т));
(vii) 0=ág(x)=s£ (xd[0, 1]);

(viii) g(x) = c(F) (xdFdS).
Consider now (f+ g )~ 1(y) for a given ydR. By (vi) we have

U

(f+ g ) -4 y ) = f - 1̂ ) l uL J=1

(Z + g ^ O o n f Ui / - 1(^ - ) \U 5 ]]u [( /+ g )-1(T)n US] =  ^ и я . и я з .

g

If  У^У] C/ =  l, ...,n ) then A ( /-1(y ) ) < j .  H y  = y j for some j  then Ях= 0 ,
g  g

thus Я(ЯХ)< — in any case. Я(Я2)-< —also holds by (iii). The level set ( f  +g)~1(y) 
can not intersect more than one closed set FdS. Indeed, if

/( x i )  + g(xi) = / ( x 2) +  g(x2), x1dF1, x 2d Fa, Fj tí F2,
then

/O i) - /(* 2 )  =  g(Xü)-gbi) =  c(F2) —c(Fj),
that is

0 <  \ f ( x 1) ~ f ( x 2)\ <  min \ y j - y kI,j^k

a contradiction, because f(.x1) = y j , f ( x 2)=yk for some j  and k. Thus by (ii) we
g

have А(Я3)<  — and the lemma is proved.
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Theorem 1.10. The set o f functions f  such that f  1(y) is a nowhere dense 
(Lebesgue) null set for all y f  R is a residual G} in any o f bsé, ЪЛ and bSdffl1.

Proof. Referring to Corollary 1.6 it remains to prove that f ~ x(y) is a null 
set for every y£ R for the elements of a residual Gs in bs/, bA, bStdS1, respectively. 
Applying Corollary 1.3, = By, A (/-1(y))^<5} is uniformly closed
in bA, ЬЗИЯ1. Thus it is enough to show that is nowhere dense.
In the cases &' = b$/,bA this follows immediately from Lemma 1.9. For !F=b2i!38x 
we need a different method, because the sum of a Darboux function and an approxi­
mately continuous function is not necessarily Darboux. Suppose that bS>SSxr\3S\tS 
contains the ball

S  =  {h^bQiäS1 : \ \h — й 0 | | < е } , h ^ b ^ t ^ 1 is fixed.
By Theorem 1.7 we can choose a function f£b@)x such that A (/_1(y))=0 (y£R)

g

and II/— h0| |< y . Now, according to Theorem 3 of [2] we can find g^b^äS1 such

that ||g—/II « 4  — and g —f  almost everywhere. Therefore

A fe-W ) =  A(/-*O0) = 0 0 * R )
and

ll̂ -Aoll S 1l«r—/IH-H/-A0II
that is g£S, a contradiction. Thus & T \0i3i is nowhere dense in all the three 
cases &=bsI,bA, b3>dSx and hence the result follows.

We remark that the typical behaviour of the closure of level sets has not been 
cleared up yet. In contrast to Corollary 1.3 the set { /:  A (cl/ '4 / ) )  = <5 for somey€R} 
is not uniformly closed in bsf, bA, Ы&381, b&x. This can be seen as follows. Let 
g denote the function of Lemma 2.2 (see below), and put

/.(* )  =
g(x),

mm

M  U ijj =1

( g ( 4  1 — , x€ Ij  (1 — j  S  n).

Then, f„€bst,fn-» f uniformly and / _1( 1 )= 0 , but cl ( /п_1(1))=э[0, 1 ] \ I J  Ik for
k = 1

и =  1 ,2 ,__ We can of course choose A [̂0, 1 ] \U  (5>0.

2. Continuity points

It is well known that Cf  is an everywhere dense Gd for any /€ á ? \ thus Cf  
is large in the sense of category. We show, that, on the other hand, it is typically 
small in the sense of measure.

Lemma 2.1. Let g be an arbitrary Borel measure on [0, 1] and <5 >0. The 
family

li(Cf ) ^  0}
is uniformly closed.
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P r o o f . Suppose that / „ - • - /  uniformly. We consider С =  П IJ Cfn.
JV = ln = W

For any x£C  we have x£.Cfn for infinitely many indices n, hence C a C f . Thus 
A(Cy)^/i.(C)Ä<5 and this proves / £ ^ >г.

L emma  2.2. Let In = (an, bn)—(cn—hn, cn+hn) be a sequence o f pairwise disjoint
open intervals in [0, 1] such that the open set H — IJ I„ is everywhere dense in [0,1].

n = l
Let g„ (n—1, ...) be the piecewise linear continuous function, for which

1, x = c„
gn(x) 0, 1 ,

x — c„ —~h„ or
c- + 7 * "

and g„ connects 0 and 1 linearly on |c„ — and c„+-—-A„j. Let

8= 2 Sn- ThenП= 1
(i) g I[„„.ад is continuous on [an, bn] (и =  1 ,...), Сд= Н  and g(x)~0 for x<{ H \

(ii) g is approximately continuous on [0,1].
P r o o f . For any л: there exists at most one n with g„(x)+0, thus the defini­

tion of g makes sense. Obviously g\ia„,b^—gn\ta,„b,̂ t hence it is continuous 
on [ű„,b„]. Therefore С9з Я .  For x§ H, g„(x)=0 (n= 1, ...), thisimplies g(x)=0; 
since H  is an everywhere dense open set, any point Я is the limit point of 
some subsequence of {c„}, thus Cg and this proves Cg=H. The approximate 
continuity is to be verified for x ^ H  only. We can suppose that every right hand 
side neighbourhood (x, x+ h ) meets infinitely many intervals /„ (otherwise x=a„ 
for some n and g is continuous from the right at a„). Let n=N  be the smallest 
index with /„ П (x, x + h) + 0 .  Then 1

1— X({t: x  <  t <  x+ h, g(t) >  0}) ё

И

2 ± K

2 2 h n 
2 2 

2 - K + - Kn V

2 2  K + ^ ± h v

if x  + h$H,  or x  + h d f ,  but ay < x + h ^ c v

if cv-----hy S  x + h ^  by

where the summation is always extended to the indices n such that Ina (x , x+h).
Ar Ar „ N — 1 v —1 N — 1 .Since n ^ N , v ^ N ,  2 ^ ———, ------s —tt— in both the above casesN N

-j~2({t: x  <  t <  x+ h , g(t) >  0}) N - l
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and we obtain lim appg(y)=0=g(A:), because A —0 implies N-+°°. Similar
I - l  + O

argument applies to the left hand side neighbourhoods (x—h,x) and hence the 
proof is complete.

Lemma 2.3. Let F —bsi, bA, bSJiM1, bäSx. In all cases the set IF* = {f£F:  
Cf  does not contain any open interval} is an everywhere dense G} in F .

Proof. Let F j—^ f^ F : Cf zoI) where I is a given open interval. It is trivial 
that F1 is uniformly closed and the complement F \ F ,  is everywhere dense in F. 
Let J  range over the open intervals with rational endpoints, then (J F j is a first

j
category F„ and hence the result follows.

Theorem 2.4. Let p be an arbitrary Borel measure on [0,1] and F=bsd, bA, 
bSTiS1, bdS1. Then { f£ F \  p(Cj-) = 0} is an everywhere dense G} in F .

Proof. By Lemma 2.1 the family FT) М ^ь is uniformly closed. We show 
that it is nowhere dense in F, that is F T J t can not contain a ball. If there 
were a ball in F T J t then, by Lemma 2.3, we could also suppose that it is cen­
tered around a function f£F*r\JHt,ts with radius e, say. Now we cover the every­
where dense set [0, l ] \ C r  by an open set H  suchthat p(C f C\H)<S. Let g denote
the function of Lemma 2.2 applied to H. Then h—f + ^ - g ^ F  and ||A— / | |S y < e .

Though we cannot generally add y g  to an element of bS(:W without destroying
the Darboux property, still we have now h £ F  because /  and g have no disconti­
nuity points in common (see [1], p. 9, property (6)).

Furthermore, g is discontinuous out of H, whereas /  is continuous there, 
and hence ChczCf C\H. This implies p that is a contradiction,
and the proof is complete.

3. The range

This section deals with the typical range. The full range / ( / )  on an interval 
I is to be studied only for because Darboux functions map intervals onto
intervals. However, the restricted range taken on Cf  or Af  is interesting for the 
subclasses as well.

Lemma 3.1. Let p be an arbitrary Borel measure and <5 >0. The set

= {/: n(c\Rf ) S  <5}

is a nowhere dense uniformly closed set in ЫЯ1.
Proof. Let /„€á#w,« and /„—/  uniformly. Suppose p(cí Rf) < ő. We choose 

the open set U such that cl Rf a U  and p(U)<S. Since cl Rf  is compact, we 
can choose U to be the union of finite number of intervals: C/ =  C/1U...UC/n. 
For each j = l , . . . , n ,  let Vj be an open interval such that clUjCzVj and
P ÍU  We put V=  U  Vj  and a=dist(cl U, [0, 1]\F). Then we fix k0

v = i  I  j = 1
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such that | | /* - / | |< £  for кшк0. We have now cl R/kc  V ( k ^ k 0) and hence 
/í(cl R fJ^p (V )< ő ,  a contradiction. Thus is closed. We know that the
functions with finite range are everywhere dense in bői1. It follows immediately, 
that if D is a given everywhere dense subset of R, then the family {fib.M' : 
Rf  finite, RfdD}  is also everywhere dense in bői1. If we put D = [y : /h{y}) = ()} 
then D is everywhere dense (D has countable complement). Applying the remark 
to this set D, we see that

{ ftb ő i1: p (cl Rf ) = 0} =э {febői1: Rf  finite, Rf  a  D)

is everywhere dense in bői1, thus the same holds for the complement of 3ill 6. 
That is, ői^ö is nowhere dense and the assertion is proved.

T heorem 3.2. Let p be an arbitrary Borel measure. Then

= {febŐS1: p(clRf ) =  0} 

is an everywhere dense Gs in bői1.
P roof. By bŐÍ1\Ő t=  IJ ^ il/n the result immediately follows from Lemma 3.1.

П = 1
We recall some results on f ( C f) and f ( A f ) with respect to the subclasses 

ő?=bső, ЬА, bStői1.
T heorem  3.3. Let ц be an arbitrary Borel measure. The family

{ / €  'a í( c 1 / ( C / ) ) = 0 }

is an everywhere dense G6 in both ŐF=bsd and bA.
For the case iF^bŐŐŐi1 an even stronger result holds:
T heorem 3.4. Let ц be an arbitrary Borel measure. The family 

{feb&ői1: /|(с1/(Л,))=0}

Is an everywhere dense Gd in b&ŐS1.
These results were stated and proved in [2] for the special case ц — Х. The 

general case can be proved without essential change of the original argument, thus 
we omit the proof here. Theorem 3.4 can not be extended to bA: it was recently 
proved by the second named author that f (A f ) = Rf  for any derivative f  that is, 
in this respect derivatives stand closer to approximate continuous functions than 
to Darboux Baire 1 functions.

The results of Theorems 3.2, 3.3, 3.4 would be trivial if the underlying sets were 
countable. This is not the case, as shown by the next theorem.

T heorem 3.5. Let ,¥=bsd, bA, bS>ői\ b3i\ Then the family 

{ /6#”: f{C  f) is o f power o f continuum) 

is an everywhere dense Gs set in SF.
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Proof. / (Cf) is an analytic set, therefore its power is either countable or of 
continuum. If f ( C f )={y1, ...} is a countable set, then by the category theorem 
there exist an index n and an open interval I  such that / ~ 1(у„)ПС/ =1ПС/ . 
Thus c l / -1(y„)=)/. Therefore Theorem 1.5 gives the result.

4. Problems

4.1. What are the typical properties of / i ( /_1(y)) in bsf, ЬА, Ы3381 for 
Borel measures /i?

4.2. What are the typical properties of A (c l/-1(y)) or /t(cl f ~ 1(y)) in the three 
subclasses considered?

4.3. Is it true, that there is a “large” set Y<zRf  such that / _1(j) is countable 
(finite or singleton) for typical /б # -, íF=bsf, bA, bSdffl1, ЫЯ1 and y€T?

4.4. How large is the Hausdorff measure of f ~ l (y), Cf , f ( C f ) for typical / ?
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ON MEASURES OF INTERSECTIVITY

I. Z. RÚZSA (Budapest)

0. Notations

If A, B, ... are sets of integers, A(x), B(x), ... is the corresponding counting 
function, d(A) the asymptotic density, d(A), d(A) the lower and upper density;

{A±B = a + b: a£A, bdB,}
nA = {па: adA}, A ± n  — {a±n: adA}

(n a number).

1. Introduction

A set A of positive integers is called (difference) intersective, if АГ\(В— B)?± 0  
whenever В has positive upper density. Here instead of upper density we might 
equally naturally write lower or asymptotic density; we are going to show that these 
definitions lead to the same concept, even quantitatively. This is used to show that 
intersectivity is a “finitary” property. We also show that the situation becomes more 
complicated if we intend to distinguish between intersective sets, or if we consider 
sums rather than differences. A denser set than the previously known ones will also 
be constructed whose differences do not contain any prime-minus-one (this is known 
to be intersective).

2, Measures of intersectivity

Write
(5л{A) = sup {d(B)\ AC\(B—B) = 0},

where the choice of В is restricted to sets having an asymptotic density. Remark 
that АГ\(В — B)= 0  is equivalent to ВГ\(В + а)= 0  for all adA. We can replace 
this by the weaker condition
(2.1) d ( i n ( 5  + a)) = 0 (ad A)
and thus define

S2(A) = sup {d(B)\ В satisfies (2.1)}.
So <?! is the smallest and <52 the biggest of the six possible definitions of “measure 
of intersectivity” that we get by combining lower, upper and asymptotic density 
and the above strict and weak disiointness conditions.

Put
D(A,x)  = тах { |Г |: f c [ U  (Г -Г )Г Ы  =  0} ,
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a finite version of these concepts. D(A, x) is obviously a subadditive function of x, 
thus there exists

(2 .2) S(A) = lim D(A, x ) . n f ^ x )
X

where, of course, x  runs over only positive integers.
Theorem 1. For every set A, ő1(A)=ő2(A)=ő(A).
Proof. <5x̂ <52 is obvious. To show ő2Sö  let В be a set satisfying (2.1) and 

fixán x. In (kx, (k+ l)x] В can have at most D(A, x) elements, with o(y) ex­
ceptions of k s y ,  thus d(B)^D(A, x)/x; taking first the limit in x  and then 
supremum in В we obtain the desired inequality.

Finally we have to show <SxSá; to this end we need some concepts and results 
from [2].

A set H  of finite sets of integers is called a homogeneous system, if for every 
S fH  all the subsets and translates of S  belong to H  as well. The counting func­
tion of a h. s. FI is defined by

H(x) =  max |ЛТ[1, x]\
and its density by

d(H)  = lim H(x)/x = inf H(x)/x.
Given our A, let H be the collection of all finite sets T  such that (T— Т)ПА = 0 .  
Then obviously

H(x) = D(A,x), d(H) — 6(A).
Now Theorem 4 of [2] asserts that for every homogeneous system H  there is a 
sequence of natural numbers В all whose finite subsets belong to H and such that 
d(B)=d(H).  Take this В for our H ; in this case the above properties become

(В-В)П А  =  0 ,  d(B) = 0{A)
as wanted. (As a by-product we learned that the supremum in the definition of 
áj is actually a maximum.)

Remark. <5j = <52 was essentially proved by Stewart and Tijdeman [4], Theorem 5.

3. Finitariness o f intersectivity

Here we show that if a set is intersective, it is because some of its finite 
subsets are already almost so.

Theorem 2. For every set A
0(A) = inf (0(Г): Т а  A, jZ’j <  o=>}.

Proof. Write АХ=АГ\[1, x]. Obviously д(Ах)Ш0(А) and
D(A, x) = D(AX, x) == xS(Ax)

by (2.2), thus
lim S(AX) ä  lim D(A, x)/x — ő(A).
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4. The case D(A, x ) =  o(x)
In case S(A)=0 vve can ask (i) how fast D(A, x)/x tends towards zero, (ii) how 

dense an infinite set В can be if (B—B )D A =  0 .  We shall see that, in contrast 
to the case ő(A)>0, these questions may have a totally different answer. Authors 
on these subjects have generally ignored the difference between (i) and (ii), though 
it quite possibly occurs also at “ordinary” sequences, cf. the next section.

T heorem  3. Let F be any positive-valued function on natural numbers such that 
F ( x ) /  oo but F (x)/x \ 0 as X— °°. There is a set A such that D(A, x) x  F(x), 
but there is no infinite В for which AC\(B — B ) = 0 .

(Recall that f x g  means that both f<cg and g<sc/.)
P r oof . Let n be a natural number, 2k\\ n. Weset nZA if

(4.1) 2kF(n) <  n.
First we show that an infinite difference set cannot avoid A. Suppose (B — B) f)A=  0  
and let bx<b2 be the first two elements of B, 2k\\ (b2~bl); let b be any other ele­
ment. For j  = 1 or 2 we have 2k+1f{b — bfi, thus by (4.1) 2kF(b — bj) ^b  — bj, 
v/hich by F(x)/x-+ 0 can have only a finite number of solutions.

Now we establish D(A, x)^F(x)/2.  Let 2kSx/F(x)-^2k+1 and
T = {n: n ^  x, n = 1 (mod 2k+1)}.

Then \T \^x /2k+1^F(x)/2 and if b,b'£T, then 2k+1\b — b' and

^  b~ b'
F(x) -  F ( b - b ' ) ’

which shows b —bfi A.
Finally we show D(A, x)^2F(x)+2.  Suppose

( T - T ) O A  = 0 ,  T  c  [1, x].
Let и be the minimal and v the maximal element of T. For an arbitrary b£T  
we know b — u$A, v—b$A.  Suppose first b—u ^ v —b. If 2*j|b—u, then 
2kF(b — u)^b  — u, i.e.

2k :r b - u  ^  (v-u)l2 
-  F{b — u) ~  F  ((г — m)/2) ’

This leaves for b — u at most

1+ (Р~?У2 s  \+F{(v-u)!2)

possibilities. The other half-interval can be estimated in the same way, thus we have 
obtained

IГ I g  2 + 2F((v-u)/2) == 2 + 2F(x).
R em ark . D(A, x)jx may not be monotonically decreasing, but it is almost so; 

namely subadditivity implies that for y>-x
D(A,y) ly^2D(A,x) /x .
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5. Variations on shifted primes 
Let

P + = { p + \ ,  p  prime}, P ~  =  { p — 1, p  prime}.

That P + and P ~  are intersective (other translates of the set of primes are 
evidently not) was proved by Sárközy [3]. He even proved

D { P ± , x) x(log log x)~2+E.
From below, Erdős and Sárközy [1] improved the trivial /)»• log x to

D ( P  ~, x) »  log x  log log x.
D ( P ±, x )  = 0 (xE) seems certain but hopeless; it would imply that the first prime 

p  =1 (mod k )  is <fc1+E. We are going to improve the lower bound.
T heorem  4 . a) There is a  s e t  В  such that

а д  =  ехр( !£ |1 +0(1)) _ ^ £ _

and
C B -£ )n (P +U P -)  -  0 .  

b) I f  A  = P + or A  =  P ~ ,  then

D ( A ,  x )  »  exp (log 2 + o(l)) .

P roof, a) Let p k denote the kth prime. First we construct auxiliary numbers 
rk with the properties

r* + i > 2 rk, rk > p 2k+ 1, rk = 0 (mod pkp2 ... p 2k- 2), 
rk = ~  1 (mod р 2к_ к), rk =  1 (mod p 2k).

If we always choose the smallest possible value for rk, then obviously

whence easily
P1 P2 ■■■ P2k — rk +1 — 2rfc +  P2fc +  PlP2 ••• РаЬ

— e(2+o(l))<tlogA:

thus there are ~(log x)/(2 log log x )  rk s up to x. Now let В  be the set of numbers 
of the form

2 s*rt, £, = 0 o r  1.

rk+1> 2rk guarantees that all sums of this form are distinct, hence

p ( b | i +0(1)) _ M i _

as wanted. Now let b, b'£B; we have to show that b—b'±  1 is not a prime. Let-

Ь = 2 £кгк, V  =  2 е*г*,
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and let j  be the first suffix for which Ej ̂  s'-. Then by the defining congruences
b — b' = Ej—s'j (mod p2J),

=  E j - E j  (mod P t j ^ ) ,

i.e. one of b—b'+ l and b — b'—l is divisible by p2J and the other by p2j-v  
Now if either of them is a prime, it can be only this one. But

b — b'—l £  E j 1 >  p2j
by assumption, thus this cannot happen either.

b) Consider P + ; P~  can be treated similarly. Again we define auxiliary 
numbers rl5 ...,rk, but now in dependence on x. Namely let

к =  (1 -  e) (log x)/log log x

and let Tj ( j  =  1,..., k) satisfy

O+i >  2о , rj =  1 (mod pj), rj = 0 (mod pJ+1pj+2... pk).

If again we choose the smallest possible rk, then

r1^ 6  =  P 1 P 2 — Pk  =  exp (l+o(l))/c log к

and o +1= 2 o  + 0 , whence by induction

rj ^  (2J- l)Q , Ek ^ ( 2 k - 1  ) ß < x
for x > x 0(e).

Define В as in a) and let again

ь =  2 eiri, b' =  2 ^ ri

be two different elements of B, b<b'. Let j  be now the suffix of the gEeatest dif­
ferent digit, i.e. Ej = 0, Ej=l. Then

b'—b —1 =  (r , - 1 )+  2  (£í -  £i) ri =  °  (m od Pj)- 
1=1

The value p} is excluded by

b ' - b - l  £ 0 - 1  £  rj — 1 £  P2 P3 ■■■ P k - 1  > p k ^ P j  

for k=s3. This concludes the proof.
R e m a r k . I have included this particular case because it is a “natural” sequence 

for which the phenomenon dealt with in the previous section likely occurs. At least 
with the present construction it seems inevitable that if we want to use the congruences 
“economically”, then we must construct our sequence in dependence on x; if we 
want to know which of b and b' is the greater, we need the last different digit, 
and the smaller ones must not spoil it.

In our constructions n=b' — b— 1 was not only composite but always had 
a prime divisor «dog n. I can show that under this stronger condition we obtained 
(logarithmically) the correct order of magnitude.
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6. A note on sum-interscctivity

So far we have considered only the “difference-intersective” property; there 
are analogous problems for sums. Given a set A, consider the sets В such that 
AD (B+B)— 0  and put

<tx(A) =  sup 3(2?), аг(А) = sup d(B), a3 (A) — sup d (B).
We may also define

S(A, x) =  max {|7’|: (Т+Т)Г\А = 0 ,  7 c [ l ,x ]}
and put

&i(A) =  lim sup S(A, x)/x, <t5(A) =  lim inf S(A, x)/x.
Unlike the case of differences, these are in general five different numbers. E.g. let

A = U [10МЫ0*1- 1].
t=i

In this case <т1 =  0.87, (т3—0, <г4 — 0.89, <75=0.45. I do not know the exact value of 
a2 but 39/99 ̂ cx2<  0.45 (I think the lower bound is correct). Obviously we have 
always

03 — 02 S  cr4 ,

and I am quite sure that this is the only connection between them. By varying the 
above construction one can show that these quantities really induce five different 
concepts of sum-intersectivity. Erdős and Sárközy [1] chose ax — 0 for this purpose; 
I think none of them is more natural than the others.

To contrast Theorem 2 we may note that the omission or inclusion of a finite 
number of elements does not affect the sum-intersective properties (nor does it even 
modify any of ax, ..., a3).
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EQUIVALENT PROBLEMS IN THE CALCULUS OF 
VARIATIONS WHOSE FUNDAMENTAL FUNCTIONS 

INVOLVE SECOND-ORDER DERIVATIVES

MAGDALEN SZ. KIRKOVITS (Sopron)

1. Introduction

Let F(x‘, x', x‘) and F*(x‘, x‘, x ‘) denote the fundamental functions of two 
л-dimensional variational problems, where x ‘(t) are of class C4 and F, F* are 
of class C 3 in their 3n variables.

It is well-known that the two variational problems are said to be equivalent in 
the sense of Carathéodory [1], if their respective fundamental functions differ by 
a total derivative that is (H. Rund [4] page 204)

(1.1) F*(x‘, x‘, x ‘) = F(x\ x ‘, (S  =  s (x> ■*))•
The Euler—Lagrange equations are

(1.2) *i(F) = 0 and é’i(F*) = 0,

where the operator e; denotes

(1.3) 8^.= di Ó _  d _  3 
dx‘ ’ 0i'~  ()xl ’ ' dx‘ '

If (1.1) holds, then obviously Si(F*) = Si(F). However, if a solution of the Euler— 
Lagrange equations of a variational problem is a solution of another one, too, it 
does not necessarily imply that the two problems are equivalent in the terminology 
of Carathéodory.

In this paper we furnish a discussion of the case, when the following relations
hold
(1.4) Si{^F*(x> x, x)) =  /.(x, x, x) S\(F(x, x , x)), 2(x, x, x) ^  0.

The proportionality function X is the same for each of these n equations and 
it is dependent not only on positional coordinates as proved by A. Moor [2], but 
on their first and second derivatives x‘ and x‘, too. Our considerations are in some 
degree analogous to those of H. Rund [3], but it will be supposed that the funda­
mental functions depend on x‘, too.

In Section 2 we shall prove our fundamental result that if relation (1.4) holds 
identically, further X satisfies certain conditions (see Theorem 1), then both funda­
mental functions are necessarily linear in x*.

In Section 3 we are going to show that the function X could be reduced to 
a constant under further conditions (2.10), (2.13) in which Ак?±д'кА.

Finally we shall examine a special case, when our problem reduces to the Finsler 
case which was investigated by H. Rund in [3].
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2. The form of the fundamental functions F and F*

Theorem 1. I f  F (x ,x ,x ) and F*(x,x,x) denote the fundamental functions 
o f a pair o f variational problems and the relations (1.4) hold, where the function X (x, x, x)
is such that X^O and - ^ ^ 0 ,  then the functions F and F* are necessarily linear
in xk.

Proof. (1.4) has the explicit form

If we calculate the derivatives with respect to t, we get an expression of the form

(2.2) is an identity if and only if the coefficients Pw (x, x, x) (a = 0 ,1,2, 3) 
vanish which yield the following conditions

Because of (2.3) and (2.4), respectively, the first as well as the second term on the 
left-hand side of (2.8) are identically zero, thus (2.8) reduces to:

(2.3)
(2.4)
(2.5)

p $  ■= X K d y  F '-X d rftd -jF  =  0,
P£> ■= 9?9L F *-ffi% F *-X W 9iF -9 i% F )+

and

(2.7) dTd'fdj F*xj +d'fd'fd) F*xJ—X (d'f д'й djFxj + д?д'к'д) Fx1) = 0

which could be written in the following form

(2.9)

Since by supposition we obtain

(2 . 10) F(x, x, x) = Ak(x, x)xk + В (x, x).

Acta Mathematica Hungarica 43, 1984



EQUIVALENT PROBLEMS IN THE CALCULUS OF VARIATIONS 343

Secondly, since Xa O for any value of its variables, the relation (1.4) is also true 
in the following form:
(2.11) <f;(F) = A~4.(F*).

In this case evidently the same conditions are fulfilled for the coefficients of (x k, 
xJxk and xk. Thus we can find an identity similar to (2.9) for l “1 and F*:

И A _1
(2. 12) =  o

dX~land since - ' ^0 , consequently we also have
(2.13) F*(x, x, x) =  A t(x, x)xk + B*(x, x).
Q. e. d.

3. The form of the function X

Let us suppose that (2.10) and (2.13) are satisfied, that is F and F* are linear 
in x \ Xa O |it is not supposed in the following that Let these expressions
be substituted in (2.2), from which it follows that

(3.1) P\f (x, x, x)xk + Pj3) (x, x, x) =  0.

In order that (3.1) hold identically, PfP and Pf3) have to vanish necessarily for 
arbitrary values of their variables; so we get on account of (2.5), (2.6), (2.10) and (2.13)

(3.2) P<?> := d'kA f-d lA t-X (x ,  x, x) (АкА,-д}Ак) =  0,

(3.3) P,(3) := (dtd'jAf-d\dtA])xJxk + (diAt+dkA t +d-kd jA fxJ-d }d jA tx j +

+d-kdj A tx J-d\d-kB*)xk+dkdj A tx Jxk+diB *-d idkB*xk-

— X{x, x, x)[(d'kd'jAi — d'id'kAJ)x j xk + (diAk+dkAi+d’kdjAixJ —

-d \  djAkxJ+d‘kdJAix J -d ’id‘kB)xk+dkdjAixJxk+diB - d ‘idkBxk] = 0.

Let us differentiate (3.2) with respect to xJ. Since A t and Ak are independent 
of x‘, it follows that
(3.4) (d 'jX m A .-d lA J  = 0.
From this we have
(3.5) д-jX = 0,
or
(3.6) d’kAt-d}Ak =  0.

First we examine the case, when X is independent of xJ.
Theorem 2. I f  the fundamental functions F and F* are linear in xk and 

AkA(l‘kA, then the function X in (3.1) must be constant.
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Proof. If AkAd'kA, then from (3.4) we have d"X=0, consequently X is 
independent of xJ. Because of (3.2) the coefficient of xk in (3.1) is
(3.7) Pg> := d-kAt-d}A*k -X (x ,  х Ж А ; - д } А к) =  0.
Furthermore, on account of (3.3) Pfs> is a polynomial of x‘ and it vanishes identi­
cally, that is P,!3) has the form

(3.8) Pjs) := P\}1 (x, x)xJxk + P ^  (x, x)xk+ Р\ъ) (x, x) = 0.

We have Pfjk = Pß] and by (3.3) it follows:

(3.8) is an identity in ( a , x ,  x )  if and only if P $ , Pjp and P)5) identically vanish; 
thus we get
(3.12) (a) P\}1 = 0, (b) PjP = 0, (c) = 0.
If we differentiate (3.7) with respect to x J then
(3.13) W jAf-d]d)A*k = (о) X)(okAi-?riAk) + X (c)k д ) А -  ЭЩ Ak).
If we substitute the right-hand side of (3.13) in the first term of (3.12) (a) we have 
after multiplication by 2:

(3.9)

djdkA r-d}d lA j  +  (d}X)(dkAi~d}Ak)-X(djdkAi-d:d-kAJ) =  0 .

The skew-symmetric part in i and к of the last identity gives

We substitute the term Xd[kA^ from (3.7), and so we get

(3.15) а д л Г - М ) - ^ } ( & л , - з ; А )  =  о
which could be written in the form

(3.16) = 0.

Because of (3.7) this identity reduces to

(3.17) (djXXdiAt-dlA,) = 0.
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Since Ak^d'kA the second factor does not vanish, consequently 0}A=0, thus 
A is independent of xJ, too.

Furthermore let us construct the skew-symmetric part in i and к of(3.12)(b) 
and (3.10), respectively. After division by 3/2 we get
(3.18) [K d jA f-d ld jA Z -H xm djA i-d ld jA b fixJ  =  0.
This relation can be written in the following form :
(3.19) { д ^ А Г - д ^ - Ц х Х д ^ - ^ А ^  + ̂ Ш А ^ А ^  = 0.
Because of (3.7) we also get

(3.20) -^ (% Л (- $ Л )  =  0.

From the condition Ak7±d'kA it follows that

(3.21)
thus A=const. Q. e. d.

Remark. The case A=const. has been also discussed by A. Moor ([2], §3). 
In his discussion the equality A= const. was not a direct consequence of the identity 
S'i(F*) — X(x)Si(F), but was stated as a separate condition. In this way he obtained 
for F* the form:

XF+d*S 
dt '

Furthermore we examine the case (3.6). Then Ak=d‘kA and from (3.2) Ak=d‘k A* 
is also satisfied, so
(3.22) F* (x, x, x) = dkA* (x, x) xk + B* (x, x) 
and
(3.23) F(x, x, x) = ()’kA (x, x )x k + B(x, x).

Let (3.22) and (3.23) be substituted in (1.4), then it follows that
(3.24)

(dkdiA*+d\dkA*+d\d'kdj A*xi -d \dkB*)xk+diB*-d\dkB*xk+d\dkdj A*xi xk-  

-  X(x,x,x){(dkdiA +д\дк A +d\d\djAxj -d \dkB)xk+diB-d\dkBxk+d\dkd]Axi xk} = 0,

and this corresponds to (1.4).
Finally we shall consider the following special case: Ак = дкА(х), Ак~дкА*(х). 

Because of (3.23)

(3.25) F(x, x, x) = B(x, x ) + ^ ^ ,

so the extremals of the two fundamental integrals jF (x, x, x)dt and JB(x, x)dt 
are identical, since the addition of an exact differential to the integrand obviously cannot 
affect any extremals.
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Furthermore, if 2 = 2(x, x) and Ак=д"лА(х), Ak =d‘kA*(x) then from (3.24) 
follows directly
(3.26) &i(B*) =  A(x, x)é?i(B),
therefore our equivalent problem reduces to that case which was examined by 
H. Rund in [3].
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S Y N T O P O G E N O U S  S P A C E S  W IT H  P R E O R D E R . I 
(C O N V E X IT Y )

K. MATOLCSY (Debrecen)

The present paper is a member of a sequence of notices dealing with syntopo- 
genous spaces equipped with a preorder. Starting out from the analogous properties 
of topological ([11]), proximity ([14]) and uniform ([11], [12]) ordered spaces, this 
direction of the research was taken the initiative by Burgess—Fitzpatrick ([1]—[3]). 
The examinations of this publication connect with the results of these authors, and 
study two general types of convexity of preordered syntopogenous spaces.

I am very grateful to Professor Á. Császár for this valuable advices.

1. Increasing and decreasing spaces

A preorder ^  on a set £  is a reflexive and transitive relation on E, the pair 
(E, S )  is called preordered space. The graph of the preorder = is the set G( —) 
defined by

G(==) =  {(x, y)£E xE : x  S  y}.
A mapping /  of the preordered space (E, S )  into a preordered space (E \ ^ ')  
is said to be preorder preserving (inversing), if x S y  implies f(x )  s '/ ( y )  {fi}’) ̂  f ( x )) 
for every x, ydE. The product of the preordered spaces (Eh ш .) ( /c /^  0 )  is a pre­
ordered space (E, ^ ) ,  where E  =  X C , and (x,)S(y;) iff x;^ ;y; for each /£/.

igr
A preordered syntopogenous space is a triplet (E, £E,-&) consisting of a set E, 

a syntopogenous structure У  (see [5]) and a preorder ä  0n E.
Defining, for any <65'”, the set

G(<) =  {(x, y)£E xE : x < E -y ) ,
we obtain the graph

G(SE)= n{G (<):
of the preorder generated by У  ([1], 3.1).

A preordered syntopogenous space (E, =) (or the syntopogenous structure
S? on (E, s=)) will be called increasing (decreasing) iff, for G =  G (s),

G c G ( y )  (G-1 c  G(Sf)).
(Instead of the term “increasing” in [1]—[3] SP was said to be “ s-inclusive” .) 

(1.1) Theorem.

(1.1.1) A syntopogenous structure coarser than an increasing (decreasing) syntopo­
genous structure is also increasing (decreasing).
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(1.1.2) The syntopogenous structure ST is increasing (decreasing) iff so is each of 
the structures STP, ITb, ST1, STtp and ST,h.

(1.1.3) ST is increasing iff STC is decreasing.
(1.1.4) Let f  be a preorder preserving mapping o f a preordered space (E, Ш) into 

the preordered syntopogenous space (E \ ST', s '). I f  the latter space is increasing 
(decreasing), then (E, f ~ x{ST'), s )  is also increasing (decreasing).

(1.1.5) I f  under the remaining conditions o f  (1.1.4) f  is preorder inversing, then 
( E , f - \S T '\  s )  is decreasing (increasing).

(1.1.6) The supremum o f any number o f increasing (decreasing) syntopogenous 
structures is also increasing (decreasing).

(1.1.7) The product o f any number o f increasing (decreasing) preordered syntopogenous 
spaces is also increasing (decreasing).

P r o o f . (1.1.1)—(1.1.3) is obvious by [1], 3.2.
(1.1.4) . Suppose that (E',6T',-s') is increasing. If x, y£E, x < E —y  for 

-= = / _1(<')> where <ffIT', then f(x )< .'E '—f(y )  (see [5], (6.1)), therefore 
f(x )  f l f ( y ) ,  hence хЩу. This shows that G (S )c G ( f~ 1(IT'j). If (E',ST', ^ ')  
is decreasing, the proof is similar.

(1.1.5) is analogous to (1.1.4).
(1.1.6) : Put IT =  V  ITU where is an increasing syntopogenous structure on

ier
the preordered space (E , S )  for any /£/. Then f fK lT  implies G(IT)czG{ITi) 
for every f f l ,  so that G(IT)<z П G(ff) (cf. [1], 3.2). Conversely, if (x, y) $ G{IT),

an
n

then x < E —у  for some <С У . Putting -=(U -=/)«, where ^ f f f f j ,  if f  I
j=г

( l ^ j ^ n ) ,  we obtain x ^ E —y  for some index j ,  so that (x, y)(fG(If.), therefore 
П < 7 (^ )с С (^ ). In view of G ( S ) c G ^ )  ( /á ) ,  from here G ( ^ ) c f |  G (^)=
i £ I  i £ I
= G(£T) follows. The decreasing case is similar.

(1.1.7) : The projections of the product onto its components are preorder 
preserving, hence (1.1.4) and (1.1.6) can be applied (cf. [5], (11.4)). |

In a preordered space (E, S )  a set AczE  is said to be increasing (decreasing) 
iff x£A  and x S y  (ycSx) imply у в A. The smallest increasing (decreasing) set 
containing an arbitrary XczE  is i{X)= {y£E: x ^ y ,  x£X ) (d(X)= { y IE : y ^ x ,  
x£X)).

Let us denote by < ' (<") the biperfect topogenous order generated by the 
system of all increasing (decreasing) sets of (E, sä), and put =  {<'} and £TS =
= {«="} (cf. [5], (2.1)). Then we have:

(1.2) Theorem (cf. [1], 3.5).

(1.2.1) ólff (TTff) is an increasing (decreasing) biperfect topogenous structure on 
(E, á ) ,  and aU%—I£^.

(1.2.2) A syntopogenous structure IT is increasing (decreasing) on (E, S )  iff 
£T<WS (IT<LTf).

P r oof . By [1], 3.5 generates that is G{^)=GffUff). A set AczE  is 
increasing iff E —A is decreasing, therefore al/ff=£T^, and from (1.1.3) it follows 
that üfg is decreasing. If IT is increasing (decreasing), then < IIT , A<B  implies

Acta Mathematica Hungarica 43, 1984



SYNTOPOGENOUS SPACES WITH PREORDER. I 349

i(A)czB (d(A)czB), hence A < B  (A ~="B), so that Sf < aU~i ( if < i f f ) .  The converse 
statement follows from (1.2.1) and (1.1.1). |

(1.3) R emarks. For the “classical” topological structures we have the following 
connections (see also [1], [2], [9], [10], [13], [14], and [11], p. 58).

Let (E, if, S )  be a preordered syntopogenous space, and let t, S and Ш 
denote the classical topology, the quasi-proximity and the quasi-uniformity as­
sociated with i f tp, i f '  and i f b, respectively. Then
(1.3.1) G(if) = {(x, y)£ExE: xÉy1} =  {(*, y)£EXE: {x}<5{y}} =  П{С/: Uí*U}. 
The following statements are equivalent:
(1.3.2) (E, if, ^ )  is increasing (decreasing).
(1.3.3) Every т-open set is increasing (decreasing).
(1.3.4) Every т-closed set is decreasing (increasing).
(1.3.5) x ^ y  ( x ^ y )  implies x£yT.
(1.3.6) A, B cE , i(A)f)d(B)X  0  (or d(A)C\i(B)X 0 )  implies AÖB.
(1.3.7) x ^ y  ( x ^ y )  implies {x} ő {^}.
(1.3.8) x ^ y ( x ^ y )  implies (x, y)(LU for any |

(1.4) Example. Let us consider the syntopogenous structure J  on the naturally 
ordered real line ( R .s )  ( see [5], (7.12)). Then (R, f ,  ==) is decreasing, and 
(R, f c, S ) is increasing, g

(1.5) Lemma (cf. [5], ch. 12). Let (p be a functional family on the preordered 
space (E, S ) consisting o f preorder preserving (inversing) functions. Then (E,ifv , ё )  
is decreasing (increasing).

Proof. Let us now denote by the order of the real line. If (x, y)$G(if9), 
then x< V}EE —y  for some g=>0, which means that /(x) + 6S ,/(y ) for a suitable 
/€<?• f ( y ) ’érf(x)  implies x ^ y  (x£ y ) , so that G (S )_1cG (^ ,) (G(t£)<zG(S%)). |

(1.6) Theorem. The preordered syntopogenous space (E, i f ,= )  is decreasing 
(increasing) iff each i f f , f)-continuous real function is preorder preserving (in- 
versing).

Proof. Suppose that (E ,if, ё )  is decreasing and /  is an (ff, ,/)-continuous 
function. If f(x)-0rf(y) for some x, y£E, then f ( y )  <eR —/(x ) with a suitable 
e> 0 . In this case y f~ 1(<c)E —x, consequently (y, x )^G (f~ 1(^))ZDG(if)T>G( ^ ) _1 
by f ~ \ J ) < i f .  Thus хф у, i.e. /  is preorder preserving. Conversely, assume 
that every ( i f , J (-continuous function is preorder preserving. Then there is an 
ordering structure Ф on E such that if^ifq, (see [5], (12.37)). Ф implies 
that /  is (if, ./(-continuous, and because of our condition it is preorder preserving. 
H enceg , is decreasing on (E, Ш) for each <р£Ф, and by (1.1.6) so is the structure 

~<у>ф= у  . The other statement is analogous, g

In [2], Burgess—Fitzpatrick observed that, for any preordered syntopogenous 
space (E ,if, S ),

i f u =  V {У”'. (E, i f ' , ^ )  is increasing and Sf* < if}
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is the finest of all increasing, and

ST1 = V {ST': (E, ST', ==) is decreasing and ST' <ST)

is the finest of all decreasing syntopogenous structures coarser than ST. They will 
be called the upper and lower syntopogenous structures of (E, ST, g ). We have the 
following generalization of [2], 3.1 and 3.2 for arbitrary ordinary operations ([5], 
p. 74):

(1.7) Theorem. Let k be an ordinary operation such that STk <  STtb for any 
syntopogenous structure ST. Then, for each preordered syntopogenous space (E, ST, ^  ), 
we have STuk<STku and STlk<STkl. I f  ST ~STk, then STu~SSuk and STl~ST,k.

Proof. STu<ST implies STuk<,STk. By (1.1.2) STu,b is increasing, therefore 
from STuk <  STu,b andfrom (1.1.1) we get that STuk is also increasing, thus STuk <.STku. 
If ST ~STk, then STuk <STku ̂ ST", on the other hand STu<STuk, thus STu~STuk. 
The case of 1 is similar. J

(1.8) Theorem (cf. [2], 3.1). For any preordered syntopogenous space (E, ST, s.), 
we have STIc ~Sfcu and STuc~STcl.

Proof. STlc<,STcu and STUC <STcl by [2], 3.1. Let us apply these inequalities 
for ST'=STC. Then STCU= ST'*=ST'UCC <  ST'clc= STcclc= STXc, and similarly STcX=
__ C f ' l __ C f ' l c c  ^  у ? ' c u e ___ C fc c u c __ c f u c  gj

(1.9) Theorem. For any preordered syntopogenous space (E, ST, á ) ,  STtu~STut 
and STtx~STlt.

Proof. Assume ST=STtut. There exists a totally bounded syntopogenous 
structure ST0 on E  such that ST^ST  (see [5], (19.38)). ST is increasing on (E, ё ) , 
thus so is ST0, too (cf. (1.1.1)). Since ST* is topogenous, ST— STtut~ STtu by (1.7). 
From this ST^ST^KST1, hence owing to [5], (19.39) STÜ<.ST. But this means 
ST0<STU, hence ST,u^ST^<£Tut. The inverse inequality can be found in (1.7). For 
1 the proof is analogous. |

(1.10) Example. For k—p or ь г с р к и ~ с р и к  an(j c p k i ^ c p i k  cannot be always 
true. In fact, we give an example for a symmetrical topogenous structure ST on 
the naturally ordered real line (R, S ) suchthat, for k= p or b, STku—aUs ,STkX—S£̂ i 
(see (1.2)), but yruk = £Tlk is equal to the indiscrete syntopogenous structure <PR 
on R (see [5], p. 86), which is not finer than and STs .

Put, for a given natural number n,

n ] U [ n ,  +  ° ° ) ,

and define, for A, i c R ,  A < („)B iff AczB  and АГ\Нп?± 0  implies H„czB. Then 
S T  —{<(„,: n£N} is a symmetrical syntopology on R (in fact, -=(n)U -<(m)C <(*), 
where A: =  max {и, m), and -=(„)C <<„)), consequently ST^ST1 is a symmetrical 
topogenous structure. For any x€R there exists N such that x$H„, and in 
this case {x}<(„){x}, thus S T P — Q)R  is the discrete syntopogenous structure of R, 
S T b = S T p b = Ó ) R  is also true, and from (1.2) it follows that S T ku= Q S f = al l ^  and 
S T k l= % = S T s .
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For the determination of 9~u, let us consider an increasing syntopogenous 
structure if '< 3 T  on (R, ^ ) . Put < -fif ', < 'C  < í3 and A < B . Dis­
regarding the trivial case of A=  0 ,  suppose A < [ C . From (1.2.1) i(A)<^C 
and i(D)czB. For some n£N we have C < (n)D, hence 0#г(у1)П Я„сСП Я„ 
implies H„aD. But in this case R = i(H„)c i(D)aB, that is B=  R. This shows 
< '= 0 R, hence i f ' —QR, thus $~p=bR. The proof of d~‘=CR is very 
similar. As &R is biperfect, we have J 'uk=0R=&~lk for k= p or b. g

In the following theorem another construction of if"  and i f 1 will be given 
with the help of ordering structures defined on (E, i f ,  =)■ First of all it is convenient 
to formulate a lemma based upon the results of ch. 12 of [5]. The definition of the 
used notions can be found in [5] (p. 158, 160, 161, 165 and 167).

(1.11) L em m a . For an arbitrary syntopogenous space (E, if)  the ordering
structure Ф consisting o f all (if, J)-continuous ordering families is saturated, and 
we have U ^ ,=  {<v>£: (р£Ф, e>0}.

<р (.ф

P roof. Assume <рг, cp2, ..., (рп£Ф. Then ifVl< if  by [5], (12.33). Putting 
<P=[<Pi,<p2, • ••,<?„], from [5], (12.21) we get 5 ^ ~ V  ifVl< if, thus from [5], (12.33)

i=l
q>£ Ф issues, hence Ф is saturated. In view of [5], (12.10) Ф = Ф°, therefore 
£f0~  U К  by [5], (12.27). Finally because of [5], (12.35)—(12.37) i f  ~£ГФ holds. |

<р£ф

(1.12) T heo rem . Let (E ,if ,  Ш) be a preordered syntopogenous space. Then 
the set Ф'(Ф") o f all (if, У}-continuous ordering families consisting o f preorder preserv­
ing (inversing) functions is a saturated ordering structure, and Sfl~if0f i f u~ i f l>).

P ro o f . If ср£Ф', then ifv is decreasing by (1.5), and owing to [5], (12.33) 
we have if^K if. Thus if9< i f l, consequently ip is ( i f1, «/^-continuous. On the 
other hand, if <p is ( i f1, ^-continuous, then any /€  (p is ( i f1, ^-continuous, 
hence it is preorder preserving by (1.6). Further i f l<, i f  implies that <p is (if, Jf )- 
continuous. Summing up, Ф' is identical with the ordering structure of all ( i f 1, j y  
continuous ordering families, hence (1.11) can be applied. For Ф" the proof is 
analogous, g

2. Two general types of convexity

In a preordered space (E, ^ )  a subset C is said to be convex iff x, yiC , 
z£E, x S z ^ y  imply z£C. The smallest convex set containing an arbitrary subset 
X  of E is c(X)={z£E: хШ г^у  for some x, j^T}. We have c(X) = i(X)f)d(X).

Let us now consider the family
Sc — {<x c : А' с  С с  E, C is convex}

of elementary topogenous orders (see [5], p. 42), and let “ be an arbitrary ele­
mentary operation ([5], p. 69).

The preordered syntopogenous space (E, if, =) will be called weakly °-convex 
iff, for any < ii f ,  there exists a family $  a  Sc suchthat
(2.1) {<} <  S ta <  if .
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On the other hand, (E, i f ,  will be said to be “-convex iff

(2.2)

(For a = \p  or b the latter definition is similar (but not equivalent) to that of 
Burgess—Fitzpatrick [2].) We shall use the term “(weakly) “-convex” for a synto- 
pogenous structure on a preordered space, too.

(2.3) L e m m a . I f  (E ,if, ^ )  is (weakly) “-convex, then i f  ~ i f “.
P roof. i f  <  i f “ is always true. If (E, i f , ё )  is weakly “-convex, then from

(2.1) {<“}<<?'““=<?'“<  .9“ follows for any < £ i f  (with a suitable thus
i f “ <if. If the space is “-convex, then У “~ (У “ УУ')Ш,= ( ^ “ V У ) “~ ^  |

(2.4) L em m a  (cf. [2], p. 21). The preordered syntopogenous space (E, i f ,= )  
is “-convex iff i f  ̂  (if У iff)“, where i f  (iff) is an increasing (decreasing) syntopo­
genous structure on (E, S).

Proof. The necessity is obvious. Conversely, if this condition is fulfilled by 
if, then ifx< i f u and if,L< i f l (in fact, ift<  (ifxy  i f f ) < ( i f ^  i f f f  < i f  for /=  1, 2), 
therefore i f  ~ ( i f  Miff)“< ( i f u \ ! i f l)“< i f “. But Sfa~ ( i f  \ i f f ) ““= ( i fx \if.f)“~ i f ,  so 
that ( i fuV i f 1)“- i f .  g

(2.5) L em m a . I f  the preordered syntopogenous space (E ,Sf, =) is (weakly) 
“-convex, and “' is an elementary operation such that ““' is also an elementary opera­
tion, then (E, ST“', g )  is (weakly) ““'-convex.

P roof. If SczSc satisfies (2.1), then {<“' } < ,if“' is also true. Analo­
gously, if i f  ~ ( i f “\ i i f 1)“, then i f *  ~ ( i f “\ i f 1)““' (cf. (2.4)). I

(2.6) T h e o r e m . Let (E ,if, S )  be a (weakly) “-convex preordered syntopogenous 
space. Then (E, i f '“, ^ )  is also (weakly) “-convex.

P roof. If (E, i f ,  =) is weakly “-convex, then we can choose a family S< c  Sc 
for every <€«9^ such that

{ ^ } < S ' “ < £ f .

Putting S — U {<?<: < €^} , we get i f  < U {<?“ : < i i f } < i f ,  so that i f ta= S ' “ 
by [5], (8.49). In view of it issues from this that i f ta is weakly “-convex.

If (E, if, Ш) is “-convex, then from [5], (8.50), (8.101) it follows that i f ta=  
= ( i f “\ j i f l)“ta= ( i f “\ l i f l)ta~ ( i f utV i f l')“~ ( i f tu\ f i f ,l)a (see (1.9)). |

(2.7) T h e o r e m . Let {if: Ц Iy= 0}beafam ily o f  (weakly) “-convex syntopogenous
structures on the preordered space (E ,’S). Then (V  Hi)“ is also (weakly) “-convex

iil
on (E, S).

Proof. Let i f  be weakly “-convex on (E, ^ ) .  If i f = { f f i f f f ,  and < 6 .9“
i€I

is arbitrary, then for a natural number n

- ( Н - Г i/€/> 1 —7 — и).
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Put <$= U where the families SjC.Sc are chosen in accordance with {-<y}<
;=i

<Sf<Sf\} í° r 1 = j= n . Then S c S c, further

Sta = ( (J S'fj ~  J Ű S 'fJ  = S',

hence

{ < } < Г <  ( Ü
\ j = l  /

< r ,
i.e. Sf is in fact weakly “-convex.

Let Ofi be “-convex on (E, s )  for any i£I, and put <S^=(V ^ Y -  Suppose
I a

SSX= у  and V  # '•  Then Sfx is increasing, 5^ is decreasing on (E, s )  by
i d  i £ I

(1.1.6). Applying [5], (8.99) and (8.97), we obtain

Sf ~  (V  (5 f V # ') “)“ ~  (5£ V ̂ 2)°,
i t  I

so that 5^ is “-convex by (2.4). g
(2.8) C o rolla ry . “-convex preordered syntopogenous space is weakly

“-convex.
P r o o f . Let (E, Of, g )  be an “-convex space and .9} (5Q be an increasing 

(decreasing) syntopogenous structure on (E, ^ )  such that V.%)“. If
<C-9i (<$2) and < '€ ^ 1  (5Q are such that «= C < '2, then implies Л <'£> <T?,
and we can find an increasing (decreasing) set C in (E, S )  for which DczCczB  
(see (1.2)). Then A c 'C , hence S —{-^x x \X-=!C,C  is increasing (decreasing)} 
is a family of elementary topogenous orders such that SczSc (increasing or de­
creasing sets are convex), and {-=}<<f'< {<'}. This means that ZTX and ^  are 
weakly ‘-convex, consequently so is £fx\£ f2, too (see (2.7)). Finally Sf ~(«9J V SSff 
is weakly “-convex by (2.5). |

(2.9) T heorem . Let f  be a preorder preserving mapping o f the preordered space 
(E, ^ )  into a (weakly) “-convex preordered syntopogenous space ^').
Then (E, f ~ x(ß”), ё )  is also (weakly) “-convex.

P r o o f . Assume that (E ',£T ',^ ')  is weakly “-convex. If then there
exists a family S 'a S 'c suchthat {< } < S na <У”. Because of [5], (6.19) we have

f ~ x{S') = -^x,c€&}-

If C is convex in (E', ^'), then / -1(C) is also convex in (E, ^ ) ,  therefore 
f~ x(S')czSc. From here by f - 1(S'),a= f - 1(S,ta), we get { /“1( 0 } < / _1(<Л'а<
< f~ \s r  ')•

Let be “-convex. T h e n / - 1( ^ /) ~ / _1((^’,“V ^ ,') ° )= /_1(< ,̂“V
V ^ ’")“= ( / _1(áí>/“) V / -1(.5i’,i))a (see [5], (9.10)). Since f ~ x(.&"u) is increasing, 

f ~ l (.9"1) is decreasing on (E, S )  by (1.1.4), from (2.4) it follows that / _1(<9") 
is “-convex on (E , S ). j£
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(2.10) Theorem. Suppose that (Eh if, S;) is a (weakly) “-convex preordered
syntopogenous space for idl?± 0 .  Put L = X  Et, i f  =  (X  >5?)“ and let = be the product

HI h i
preorder on E. Then (E, Of, aiso (weakly) “-convex.

Proof. The projections pr, : £ —£j are preorder preserving, therefore (2.9) 
and (2.7) can be applied. |

Let us recall that an elementary operation “ is said to be symmetrical iff c“= “c 
(cf. [5], (8.1), (8.2)).

(2.11) Theorem (for “= ‘ see [1], 4.2). Let “ be a symmetrical elementary opera­
tion. Then (E, if ,  =) is “-convex iff so is [E, i f c, ä ). jn this case (E ,ifsa, =H) 
is also “-convex.

Proof. У ~ (^ " У У ')“ implies i f c^  { if“ V -IT1)“0 = i f f“ у  i f lf “= { if“c V i f lc)“ ~  
~ ( i f cl Vi f cu)“= (<TCU V ST01)“ (see (1.8) and [5], (8.102)).

If (E ,if, ^ )  is “-convex, then because of i f sa~ { if  V £fc)a (2.7) gives that i f ““ 
is “-convex. I

(2.12) Theorem. Let (E, i f , ^ )  be a symmetrical preordered syntopogenous 
space. Then the following statements are equivalent:
(2.12.1) i f  is “-convex on (E, =).
(2.12.2) i f  ~ if f“, where if, is increasing on (E, ^ ) .
(2.12.3) i f  ~ i f f“, where if„ is decreasing on (E, ^ ).

Proof. (2.12. l)=r>(2.12.2): By (1.8) i f  ~ ( i f u i f l)“~ ( i fu у  ^
(2.12.2) ~*(2.12.1): If i f  ~ i f f“, where if0 is increasing on (E , ^ ) ,  then i f f  

is decreasing, and i f  ~ i f f“~ (#„ Vi f f )“, hence i f  is “-convex by (2.4).
(2.12.2) <=^>(2.12.3) by (1.1.3) and s= cs. g

3. Weakly convex and locally convex spaces

In this section we study the corollaries of the general theory of weakly “-convex 
spaces in the cases of “= l, p or b.

(3.1) Lemma. The preordered syntopogenous space (E, if, S )  is weakly ‘-convex
m m

iff for every < i i f  there exists < f i i f  such that A < В implies J C U 4 U Q C 5 ,
i = l  i =  l

where m is a suitable natural number, X, <iCt, and C, is convex in (E, Ш) for 
each l ^ i ^ m .

P roof. Suppose that (E, i f ,= )  is weakly ‘-convex, and put < iif .  There 
exists SczSc and -=j£ if  such that {< }< <УГ <  {-=x}- Disregarding the trivial 
cases of A = 0  or B=E, form A-=B

nt ni m n.
A c  u n Xij,  U n c tJ c  B,

i =  1 j  =  1 i = l  j = l
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where Cy is convex and Zy^qCy (1 =г =m, 1 ё у  =«,) by [5], (5.54). Then
nt m m

Cj= П Cy is convex, and with Z f=  П Zy we have A d  (J Z ;, U C,dB,
j  = l  j  = l  i = l i=l

further Xt C;, because is topogenous.
Conversely, if is chosen for <^ST in accordance with the condition,

then the family
<̂ =  {<jriC:C  is convex and Z ^ C }

(once more by [5], (5.54)) has the properties <S d S c and { * = } < ^ '< { < i} . g

(3.2) Lemma. The preordered syntopological space (E, SS, m) is weakly p-convex 
iff, for each <S.ST, there exists <XSST such that x£ E ,x< B  imply x< xC dB, 
where C is a suitable convex set in (E, S).

P roof. Assume that (E, ST, ^ )  is weakly ^-convex, and choose
<16^  suchthat (<}<<?‘p< {<1} for some £d& c. This means < C < £ C < i ,  
where <  — (U<̂ )9. Put x < ß . Then x< 0B is also true, consequently

X€ U П L|y, U П Су C В, Zy C;j,i—1 J=1 i=l J=1

where Cy is convex (1 S i^ m ,  1 ̂ ]=п,). Since, for at least one i, x£ P| Zy,
y=i

"I
we obtain that with the notation C =  p| Cy the set C is convex and x ^ l C dB.

j = i
Conversely, suppose <-̂ ST, and let us choose <ff.ST for <  in accordance 

with the condition. Then considering the family
& =  { c : C is convex and Z  ^ C } ,

we have
<  C (U s y  C (u<f)?p C -? p =

that is {<}<<РР<.5Р, so that (£", ST, =) is weakly p-convex. |
(3.3) Theorem. Лиу weakly b-convex space is weakly p-convex.
P roof. If (E, =) is a weakly ^-convex preordered syntopogenous space,

then S T ~ S T b by (2.3). For an arbitrary let us consider £ d £ c  and -T £ S T

such that with the notation < 0 =  ( U <?)“*, <  C <0 C finally put </bC ^i£ST.
implies x<oB, which means x< 0E —y  for any y£E —B. Because of qb= b 

there exists <xy,cff<° so that x£X y< C yd E —y. Then С =  П {Cy: y£E —B) 
is convex, and by C <1 we have x<xC dB . On the basis of (3.2) this gives 
that ST is ^-convex on (E, Ш). g

(3.4) Theorem. Let (E, ST, s )  be a preordered biperfect syntopological space 
and aU be the quasi-uniformity associated with ST. (E, S T ,^ S ) is weakly p-convex iff
(3.4.1) for every U£_°U there exists UffW such that

c(U1(x)) d  U(x) for any x£E.
I f  ST is symmetrical (i.e. 41 is a uniformity), then (3.4.1) is equivalent to
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(3.4.2) for every IKfU there exists U f aU such that

(x, y)£Ux, x  = z = у imply (x, z)e U.

P r o o f . Let (E, if, Ш) be weakly ^-convex and U iaU. For <  =  <L, there 
exists an order satisfying the condition of (3.2). Put U1= U <1. Then
y^U (x) means x < E —y, thus x ^ C c E —y  for some convex C. We have 
U1(x)c:C, therefore c(U fx))tzC , hence у$.с(ил(x)). Conversely, suppose that
(3.4.1) is satisfied by °U. Then, for an arbitrary <  6 if, let us choose U f all 
corresponding to (3.4.1) with U = U<. Put ■<l = -cVl. x < /i means U(x)<zB, 
but because of (3.4.1) the convex set C =c{U1[x)) has the property х -с ^ Э Д с  
(~C<zU(x)(zB, therefore i f  is weakly p-convex by (3.2).

It is obvious that (3.4.1)=>(3.4.2). Now assume that % is a uniformity satisfying
(3.4.2) . For U4*11 find U fW  suchthat U 'oU 'aU , for U' by (3.4.2),
finally consider with the property t/jof/jc: t/ 'П  U". Then zdc^Ufx))
implies «6 U fx), vd U fx), u ^ z ^ v .  (u,v)£U" and (3.4.2) give (u , z ) £ U (x, w)€ 
£ f /iC i/ ' is also true, hence (x, z)i U, that is c{U1{x))c:U(x). |

(3.5) E xam ples. A preordered topological space is weakly ^-convex iff it is 
associated with a Nachbin’s locally convex “classical” topology (see (3.2) and [11], 
p. 26; cf. also [3], 3.6).

In [7], Fedorchuk studied proximity relations 8 on a linearly ordered set E, for
m

which A8B implies Ac: |J  Ot(cE—B, where Ox, 0 2, ..., Om are closed intervals.
i=1

This property is similar to that of the proximity relation associated with a weakly 
•-convex symmetrical topogenous structure (cf. (3.1)).

In [4], Carruth investigated ordered metric spaces with the condition that 
x i z < y  implies g(x, z)<  g>(x, y). The uniformity of such a space satisfies (3.4.2), 
therefore the associated symmetrical syntopology is weakly ^-convex. |

In [3], Burgess—Fitzpatrick introduced the notion of a locally convex pre­
ordered syntopogenous space (E, if, ^ )  as follows ([3], 3.1):

(i) for each < i^if there exist - f £ i f  and A tzE X E  such that G(<)czAc: 
c G (< ) , and A(x) is convex for every x£E;

(ii) for < 6 ^  there is - f f i f  suchthat x<Z? implies x-f'C < "B  for a suit­
able convex set C.

This definition can be essentially simplified.
(3.6) L em m a . For an arbitrary preordered syntopogenous space (E , i f ,= )  

the implication (ii)==>(i) always holds. The space in question is locally convex iff, 
for each < i i f ,  there is < i£ if  such that x-<B implies x < jC c ß  for a convex 
set C.

P r o o f . Suppose (ii) for (£, if, S ). Define AczEX E  as follows: (x,y)£A  
iff y iC  for every convex set C such that x -<"C. One can show that G(-=")<cAc  
c G (< )  and A(x) is convex for x£E. In fact, (x, y)^G (<) means x < E —y, 
therefore x<-"Cc.E—y  for a convex set C. Since y$C, (x, y)$A. If (x,y)$A, 
then there exists a convex set C such that x<"C, and y$C. Then x ^ f ’E —y, 
thus (x, y)^G(<"). Finally, if y, z£A(x) and y S u ^ z ,  then for each convex set

Acta Mathematica Hungarica 43, 1984



SYNTOPOGENOUS SPACES WITH PREORDER. I 357

C czE ,x^"C  implies y, z£C, consequently u£C, but this yields (x, u)£A, that 
is u£A(x).

Passing over to our second statement, let us remark that (ii) is obviously stronger 
than the present condition. Conversely, if <65^, and with <  C -=/2,
further is chosen for ■<’ so that

x-=SBa -> x < jC c ß 0, where C is convex,
finally if < 'U < iC  < "€ ^ , then x < B  implies x  ~='B0 < В . From this x ^ C c :B 0, 
so that x<"C<"B, where C is convex. |

Comparing (3.6) with (3.2) we obtain a characterization of locally convex 
spaces by weakly convex spaces.

(3.7) T heorem . A preordered syntopogenous space (E, ST, S ) is locally convex 
iff (E, ST", ^ )  is weakly "-convex. |

(3.8) C oro lla ry . A preordered syntopogenous space (E, ST, s )  is locally 
convex iff so is (E, ST", ~ ). |

4. Convex spaces

Let us observe that a preordered syntopogenous space (E, ST, ш) is convex 
(in the sense of [2]) iff it is - or "- or ^-convex. Now we can describe the fundamental 
properties of a larger class of preordered syntopogenous spaces containing every 
convex space (cf. [2], 4.2, 4.3, 4.6, and [1], 4.2, 5.2, 6.2, 7.6).

(4.1) T heorem . Let (E, i f , —) be a preordered syntopogenous space such that 
ST~STk, where k—a or k=ta for an elementary operation “, which fulfils < “C 
for every semi-topogenous order < .  Then
(4.1.1) (E,ST, ^ )  is “-convex iff there exist syntopogenous structures STx = STf and

ST2=STf such that STX is increasing (decreasing) on (E, ^ ) , and ST ~
~ W V S ® k.

(4.1.2) I f  ST is symmetrical, then (E, ST, ^  ) is “-convex iff ST ~STfk for an increasing 
or decreasing syntopogenous structure ST0=ST0k on (E, =).

(4.1.3) In the case o f IT —STta the symbol = can be written instead o f  ~ .
P roof . (4.1.1): The sufficiency of the condition is clear even in the case of 

k = ,a (see (2.4), (2.5), (2.6) and [5], (8.101)). Conversely, if (E, OS’, ^ )  is “-convex, 
then "ST~STk~(ST“\ISTl)“k={ST“VSTlf=(STukMSTlkf  (see [5], (8.50), (8.99) and 
(8.100)). Put STx—STuk and ST2 — STlk. k is an ordinary operation, for which STk<ST,b 
(cf. [5], (8.23), (8.26)), thus from (1.7) ST^ST“ and ST2~STl, so that STX is increasing 
and ST2 is decreasing. Finally from (Kf) of [5], p. 74: STx=STf and ST2=STk.

(4.1.2): Suppose that the condition is satisfied by ST. For k= a ST is “-convex 
by (2.12). For k — ta we have ST ~STfa=STfia (cf. [5], (8.51)), thus we can refer 
to (2.12) and (1.1.2). Conversely, let (E, =) be "-convex and ST ̂ STff e.g.
for an increasing £T0 (see (2.12)). Then ST ~STfi <  Sfusa < STsa = ST“^ST  (see (2.3)), 
therefore ST ̂ cpk^cpusak= cpusk gy tjje train 0f thought followed in the proof 
of (4.1.1), from (1.7) ST“~ST“k can be obtained, thus STx=STuk is increasing, STx=STf 
and ST~STusk~STuksk=STxsk.
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(4.1.3) is clear, g
We can complete the above theorem as follows:
(4.2) Corollary (cf. (3.3)). Any b-convex space is p-convex.
P roof. If (E, if, s ) i s  ^-convex, then i f ~ i f b by (2.3). Because of (4.1.1) 

i f  ~(<Ŝ  4  if.i)b . f i f , where ifx (,fi.) is an increasing (decreasing) biperfect
syntopology on (E, S )  (see [5], (8.102)). g

(4.3) E xam ple. We show an easy example for a locally convex but non convex 
topology. Let (R, if, ^ )  be the naturally ordered and topologized real line. Then

G = {0 ,R }U {K c R: V is .Г-open, 0$F}
is the system of the open sets for another topology ST' on R that is obviously 
locally convex. Suppose x ,y , z d  R and 0 Then the open interval (x,z) 
is a .^"'-neighbourhood of y. If i f '  is convex, then у6/ГШ с(х, z), where 1(D) 
is an increasing (decreasing) ^"'-open set (cf. e.g. [2], p. 21). y£D  implies 0£D, 
but in view of that the only .^"'-neighbourhood of 0 is R itself, we have D =  R. 
Thus I a (x ,z ) ,  which is impossible, g

R em ark . Convex classical structures were studied in [9]—[14]. Their connections 
with convex syntopogenous spaces were cleared by Burgess—Fitzpatrick in [ 1 ]—[2]. |

In order to show a remarkable categorical property of “-convex spaces, let us 
consider the following lemma:

(4.4) L emma. Let “ be an elementary operation and (E, if, =) be a preordered 
syntopogenous space with i f ~ i f a. Then (if" V i f 1)“ is the finest o f all “-convex 
syntopogenous structures on (E , S )  coarser than if.

P roof. ( i fus  i f 1)“ is in fact “-convex by (2.4). i f " < i f  and i f 1 < i f  imply 
(ST“ V i f 1)“ < i f “ ~  if. Let ifi be another “-convex syntopogenous structure on (E, S) 
such that f i < i f . Then i f y < i f u and i f l < i f l, consequently f i^ ( i f iu) V-fil)“< 
< ( i f “M if1)“. §

Let us recall that in the theory of the categories a full subcategory В of the 
category A is said to be (epi) reflective in A iff for any object Ad A there exists 
an object RdВ with an (epi)morphism r: A-+R of A such that whenever B f В 
and / : A-*B is a morphism of A, there is a unique morphism g: R—B of В for 
which f —gor. R is called the (epi) reflection of A in В with the (epi)reflector r.

The preordered syntopogenous spaces (as objects) and the preorder preserving 
continuous mappings (as morphisms) form a category denoted by Ps. For an 
elementary operation “ let Ps(a) be the subcategory of Ps consisting of those 
preordered syntopogenous spaces (E , if, á )  and their morphisms, for which 
i f ~ i f “. Let us denote by C(a) the subcategory of the “-convex preordered synto­
pogenous spaces in P s(a) (cf. (2.3)).

(4.5) Theorem. C(a) is an epireflective subcategory o f P s(“k

P roof. C(a) is a full subcategory of Ps(n), i.e. every morphism in Ps(a) 
between the objects of C(a) is a morphism of C(a). Suppose (E, i f ,  ^ )£ P s(a), 
and put if*  — (if  "V i f 1)“. We prove that (E, i f* , S )  is the epireflection of
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( E , i f , ^ )  in C(a), and the corresponding epireflector is the identity mapping 
of E. In fact, (E, if*, ^ )€ O a), and idE: (E, i f ,  « ) —(E, if* , s )  is an epi- 
morphism of Ps(“> by (4.4). If (E ',9 ", зГ )€0“>, and f : (E, if, ^ )-~ (E ',if', S ')  
is a morphism of Ps(<0, then there exists a unique mapping g: E-*E' such that 
f='goiáE (namely f= g ). g~1(if')  =  f ~ l( if ')  is “-convex, and it is coarser than if, 
hence (see (2.9) and (4.4)). Thus g: (E, if* , S ) - ( £ ',  i f ' ,  s ')
is a morphism of Ps(“;. g

An arbitrary preordered syntopogenous space (E, if, S )  will be called sym- 
metrizable iff there exists a symmetrical ‘-convex syntopogenous structure Zf0 on 
(E, S ) such that ifü< i f  < ,iff. This is a generalization of the notion of a sym- 
metrizable syntopological space introduced by Császár [6] (cf. [8]). (in fact, let us 
consider a syntopology i f  on the set E equipped with the trivial preorder = . 
Then every syntopogenous structure on (E, = )  is both increasing and decreasing, 
consequently it is ‘-convex. Thus (E, if, =) is symmetrizable iff if^< if < i f f , 
i . e . i f ^ i f f  for an arbitrary symmetrical syntopogenous structure £fa on E, which 
is equivalent to that i f  is a symmetrizable syntopology.)

(4.6) E xample. Let (R, f f , =)  be the preordered symmetrical topogenous
space of (1.10). Then (R, 9~v, S ) is symmetrizable, but (R, 3f, s )  is not. In
(1.10) we showed that 2ГР=0>-Л, 2Гри=°и^ and .Tpl=i f ^ . Let us now observe that 
i^ = (^ s is a symmetrical '-convex structure on (R, S ) such that
,Tp=ifnp. On the other hand, if if,( is an ‘-convex syntopogenous structure on 
(R, s ) ,  for which if^<3T, then if^<if"=<9R and i f f i< ^ l=<SR (see (1.10)), 
thus i f f~ i f fu Wiffi = 0R implies that 3 f< iffp = 0R is impossible. §

(4.7) Lemma.
(4.7.1) Any symmetrizable preordered syntopological space is p-convex.
(4.7.2) Any '- or p-convex symmetrical preordered syntopogenous space is symmet­

rizable.
P r oof . (4.1.7): If (£, if, s )  is symmetrizable and i f  = i f p, then, for a suitable 

'-convex syntopogenous structure if0 on (E, S ) ,  ifn< if  < i f f  implies i f f  < i f p — 
—if < i f f ,  so that i f ~ i f f ,  and from (2.5) we get that i f  is ^-convex.

(4.7.2): If (E ,if, =) is symmetrical and '-convex, then it is trivially sym­
metrizable. If it is symmetrical and p-convex, then on the basis of (2.12.2) Zf ~ i f f p, 
where .% is increasing, consequently i f f  is ‘-convex on (E, S ). В

We show that the notion of a symmetrizable preordered syntopogenous space 
is a generalization of that of Nachbin’s uniformizable topological ordered space. 
(In the following theorem we use the notation Ж = J sb of [5].)

(4.8) Theorem (cf. [11], pp. 52—53). The preordered syntopogenous space
(E, i f ,= )  is symmetrizable iff <£Zf implies the existence o f  an (if, Ж)-continuous 
functional family <p on E, for which i f  V, then there are functions f  g€_q>
such that f  is preorder preserving, g is preorder imersing, f(E ), g(£)c:[0, 1], 
f(x)= g(x) = 0 and max {f(y), g(y)}= 1 for y iE - V .

In this case denoting by Ф the set o f all (if. J s)-continuous ordering families 
consisting o f preorder preserving functions, we have i f f  <  i f  < iffp. Furthermore, 
i f f  is the finest of all '-convex symmetrical syntopogenous structures on (E , S )  
coarser than if. I f  i f  ~  i f p, then instead o f 9* one can write Ж.
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For the sake of the verification of the theorem let us mention the following 
simple fact:

(4.9) L em m a . Let f  be a real function on E  and c be a constant. Then, for 
the function g = c—f, and for any e>0, we have g~1(<e)=  / -1(<8)c.

P r oof . For A ,B c E , Ag~1(<t)B iff there exists /?£R such that Ac: 
c g -1((— °°,p]) and g -1(( — °°, p+e))cB. This is equivalent to £ - Л с / _1((-«>, 
c - p - e ]) and / _1( ( - c - p ) ) c E - A  (cf. [5], p. 157). g

P roof o f  the  T heorem . Let (E, if, ^ )  be symmetrizable. Then £f0s < i f  <.%sp 
for a decreasing syntopogenous structure if0 on (E, ё )  by (2.12). Suppose < ii f ,  
and put <  C <op for a suitable In view of [5], (12.41) we can find an
(Sf0, .//continuous functional family (p0 on E  suchthat A < 0B implies f ( E ) c  
c[0, 1], f(A )=  {0} and f ( E —B )—{ 1} for some /£<p0. By (1.6) the elements of 
<p0 are preorder preserving. Further denote ф0~  {1 —/ :  f£(p0}. фа is { i f f , J)-  
continuous by (4.9), consequently the family <p = <p„ Uф0 is { i f f  ./'/continuous, 
and because of i f f < i f  it is {if, ./'/continuous. Now assume V. Then ;c<gpF, 
that is .v<5F. With the help of [5], (3.44) it is easy to verify that sets B, B 'c E  can 
be found such that x<0B, x< c0B ' and B H B 'c V .  Because of the choice of cp0 
there are f,f'£<p0 for which f{E ),f'{E )c [0 , 1], f(x) = 0, f ( E —B)=  {1}, further 
f ' ( E —B')= {0} and / '( * )=  1. Let us consider the function g=  1 —/ ' .  Then 
/ ,  g€<p, /  is preorder preserving, g is preorder inversing, furtherm ore/^), g {E )c  
c[0, 1] and /(A')=g(x) = 0. If y£E —V, then y£E —B implies f(y )=  1, or 
y£ E —B' implies g{y)= 1, so that max {f(y), g (j;)}—1 is also true.

Conversely, let the condition be satisfied by i f ,  and let Ф denote the ordering 
structure described in the theorem {<f> f  0 ,  since it contains any family <p consisting 
of constant functions). Every ср£Ф is { if, ./'/continuous, hence so is the family 
— (p = {—/:/€<?}, too. By (4.9) we have i f f= i f - (p. Since . /<  . / s, these families 
are {if, //continuous, so that if,p< i f  and i f-  ,p < if. From here i f f ^ i f ^ i f f ^  
- L f ^ y - v K i f ,  and ^ = ( V  V (see [5], (8.102)). By (1.5), (1.1.6)

<р€Ф ' (р£Ф
and (2.12.3) i f f  is symmetrical and ‘-convex.

After this we show that i f  < i f fp. In fact, for a given < i i f , let q> be the func­
tional family mentioned in the condition. For each e>0 choose an order -=(е)£i f  
with
(* ) / - 4 < й с < (е)

for each f£<p. Denote by ф the family of all bounded, preorder preserving real 
functions/, which have the property (*) for every e>0. Then following the train 
of thought to be found under the formula (12.38) of [5], p. 168, one can easily verify 
that ф is an {if, ./'/continuous ordering family, hence ф<Е. Ф. Now suppose 
x< V . Then there are f,g£(p  such that /  (g) is preorder preserving (inversing), 
f ( x )  = g{x) = 0 and max (f{y), g(/)}—1 for y £ E -V .  Lemma (4.9) and [5],
(6.8) give that f  = 1 —g fulfils (* ) iff so does g, therefore f , f ' k ф. Put 
В = / - ! ( ( - °°, 1)) and B' =  g_1((-oo, 1)). Then x f ~ \ ^ ) B  and '

E - B '  = f -'{{— , 0 ] ) / '- 1(< i) / , - 1( ( - ~ .  1))с£-лг, 

that is x/'/_1(< 1)cB,. This shows x< \AB C \B 'cV . From here -= C < PC
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thus sr<  V ^ sp< (  V K sp)p=( V V ) ”=( V ^ ) sp-^>sp (cf. [5],
<р£Ф <р£Ф <р£Ф <рбФ

(8.99) and (8.102)).
Further let ^  be a symmetrical '-convex syntopogenous structure on (E, S ) 

suchthat iftí< if .  Suppose < € ^ ' ,  and let (p be an (5^, ^-continuous ordering 
family consisting of preorder preserving functions on (E, S ) ,  for which <  C < (p,s 
for some e>0 (see (1.12) and (1.11)). Since Sf0 is symmetrical, (p is (ifu, J s)- 
continuous, and by ifü< i f  it is ( i f , ./'(-continuous. We have (р£Ф, hence 
Sf0l<■%. £f0 is '-convex, thus by (1.8) ift. ^ i f f \  .S') /~ i f f  V if„ — ifIs< i f i , so that 
if0< iff.

Finally, if i f  ̂  i f p and if cp is an (if, ./^-continuous functional family, then 
it is ( ifp, J sp)-, i.e. (if, ^-continuous. Conversely, if cp is (if, ^f)-continuous, 
then by J s <  Ж  we get its ( i f , ^-continuity. |

5. Convexity o f compact and totally bounded spaces

It is an immediate consequence of (2.5) and (2.6) that if a preordered synto­
pogenous space ( E , i f , ^ )  is (weakly)'-convex, then (E, i f p, S f  and (E, i f b, Ж) 
are (weakly) p-convex (see also (3.3) and (4.2)), (E,£f‘, ~ )  is (weakly) ‘-convex, 
consequently (E ,Sftp, ^ )  and (E, i f <b, Ж) are (weakly) p-convex, too. The 
inverse statements are not always true.

(5.1) E xam ples. On the naturally ordered real line (R, ^ )  i f f—J sb is ^-convex 
but it is not weakly '-convex. Ж ,p is p-convex, but Ж ‘ is not weakly ‘-convex.

In fact, J s is'-convex by (1.4) and (2.12), thus № = J sp is p-convex. Ж'р = 
— J stp (see [5], p. 89), so that Ж,р is p-convex. Finally put Ж ‘={<}. Then, for 
the set N of the natural numbers and for B=  (J (n—1/2, n + 1/2), we have N <B,

n€N
m

but N<= (J C idB  (where the sets C, are convex) is impossible, therefore Ж'
i = 1

(and a fortiori Ж) is not weakly '-convex by (3.1) and (2.6). |
(5.2) T heo rem . A compact symmetrical preordered syntopogenous space 

(E, if, ~ ) is weakly '-convex, provided (E, i f p, ё )  is weakly p-convex.
P r oof . Let <  be an arbitrary element of if, and < f i f ,  -= C <o • For 

<0 let us choose and order <x£if in accordance with (3.7) and (3.6), further 
suppose < iG < |,  where - ^ f i f . If A < B , then v4<0F < 02? for some VczE, 
thus x i  V implies x< rCx(zB  for a suitable convex set Cx . Let HxczE be defined 
so that Hx-z2Cx. Because of the inequality E —V~=0E —A, from the system 
{Hx, E —A :x fV }  we can choose a finite subsystem {HXl, ..., HXm, E — A} which 
covers E. Then

m m
A c  U  HXi, U  CXI с  B, HXl ^  Cxt ( 1  ^  i s i  m ) ,

i = l  i = 1

therefore (E , i f , s )  is weakly'-convex by (3.1). |
I can prove the corresponding statement for convex spaces only under an additio­

nal condition, and I do not know whether this condition is necessary or not (cf.
(1.10)).
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(5.3) L em m a . Let (E ,if, S )  be a compact symmetrical preordered syntopoge- 
nous space such that SfuP^SfPu ami Sfl"~ S fpl. I f  (E, i f ”, is "-convex, then 
(E ,if, S ) is '-convex.

P roof. S f"~ (if"“ \ / i f" 1)" ~ (S fu" v  £fl")" = (£fu \ S f 1)". Since the structure
i f u\! i f 1 js ajso compact by i f u,4  i f 1 < i f , from Lemma 8 of [6] it follows that 
i f < i f u\ i f l, i.e. i f ~ i f “\ i f l. I

The condition of the lemma is satisfied by any compact symmetrical preordered 
syntopological space (see (1.7)), but since these spaces are totally bounded ([5],
(19.19)), we can state more than (5.3):

(5.4) T h eo r em . For a totally bounded preordered syntopogenous space (E, i f ,= )  
the following statements are equivalent:
(5.3.1) (E ,if, ==) is (weakly) '-convex.
(5.4.2) (E, i f ,  S )  is (weakly) "-convex.
(5.4.3) (E, i f ' ,  S )  is (weakly) '-convex.

Proof. (5.4.1 b>(5.4.2) by (2.5) and [5], (19.13).
(5.4.2) ~>(5.4.1): Suppose that (E, i f , ^ )  is weakly ^-convex. In view of

i f~ i f " ,  for let us choose an order < .,fif  in accordance with (3.2), finally
assume < éuif. If A < B , then there is a convex set Cx with r < (C jC S
for every x£A. Suppose x < 2t f < 2Cx. Let ф (< 2) denote the system of those 
sets P cE , for which X<..fY, X O P  f - 0  imply PczY  (see [5], p. 220). By [5], 
(19.17) a finite subsystem sß '  of Ф (<2) covers E. Assume that Pl ,.. . ,P n are 
themembersof Sß' intersecting A. Then, for any index 1 = tj^n, we have PjCzHx , 
where Xj is a suitable element of A. Thus

A c  Ű Pj, [J Cx jc  В and Pj <2 CXJ (1 S j S  n),
J=1 j =i

hence (E, if, s=) is weakly '-convex by (3.1).
Let IE, if, s ) be p-convex. Owing to if"  V i f 1 <  i f ,  the structure if"  V i f 1 

is also totally bounded, therefore i f  ~ ( i f uV i f 1)" ~SPUV i f 1, that is (j4,,if, ^ )  is 
‘-convex (see [5], (19.6) and (19.13)).

(5.4.1 )=>(5.4.3) by (2.6).
(5.4.3) ~>(5.4.1): Let (E, i f ' , ^ ) be weakly '-convex. Then, for < ^ i f , 

there exists a finite system ©—{SV, ..., 5’,,} of the subsets of E  and < f i f  such 
that A<B  implies AczS^^SjC iB  for suitable sets St, Sj^Q. In this case one 
can find an order < ij£ if and a natural number mtJ, for which

mij mij

SiC. u x y , u Cl /cSj ,  X f ^ j C j j
k = 1 * = 1

and C‘kj is convex (1 ^ k S m ^ ) .  Then < 0 satisfies the condition given in (3.1), 
therefore (E ,i f , S )  is weakly ‘-convex.

Let (E,£f‘, S )  be ‘-convex. Then i f '~ i f 'u\ i f tl~ i f " ' \ iS f" ~ ( i f“S i f f  (see
(1.9) and [5], (8.101)). Since i f  is totally bounded, we have i f  < i f uV i f 1 by [5], 
(19.39), that is i f  ~ i f uV i f 1, hence (E , i f , S ) i s ‘-convex. |
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(5.5) Corollary. Let (E, f f , S )  be a compact symmetrical preordered synto- 
pological space. I f  (E, ,99Ip, is weakly p-convex, then (Е,&, = ) is weakly 
'-convex.

Proof. (E , i f ' ,  á )  is weakly ‘-convex by (5.2). SE is totally bounded, therefore 
(E,£E, ё )  is also weakly '-convex. |
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NOTE TO “ON BUNDLE-LIKE CONFORM DEFORMATION 
OF A RIEMANNIAN SUBMERSION”*

P. T. NAGY (Szeged)

The fourth equation of (13) is

Щ = <Pv~̂ 2 ("•)•••

The transformation of the forms tp* by the change of the bundles Om{P) 
and 0 M(Pe) is calculated in the formulas (11). Thus instead of (14) we have (p* +  (pi = 
=0 and we get the following correct equations in Theorem 2:

</>? =  iA2+yexp Z  Aßacet,

Фу = Y exp [ у  e) Z  Ayab°b+ - j  2 (Tyaß- ea8y)0ß,

Фс =  - - jex p  (y  ej Z  A*cböb- J  Z ( T*Cß9cöß)eß,

Ф у  =  cp'y + \ z  ( Q y Ö *ß - Qa ö } ) 0ß .

1 ß

C orolla ry . The fundamental tensors Ä  and f  o f the submersion { Pe , n , M }  
have the form

Ä f b = exp (y  e) Af b , Ty% = Tyaß-Q aöß.
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