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# APPLICATION OF THE DIFFERENCE METHOD TO THE GEOMETRICALLY NONLINEAR DIRECTOR THEORY OF BEAMS 

CZIBERE, B.*

(Received: 20 May 1992)


#### Abstract

A geometrically nonlinear theory is presented for the plane bending of straight beams with the finite difference energy method. According to the straight line hypothesis the beam is described with two position vector components and two director components; the strains are formed by the dot products of these vectors. The determination of the difference operators is based on the least square method. Using the principle of minimum potential energy, a system of nonlinear algebraic equations is obtained which is solved by the Newton-Raphson iterative method.


## 1. Introduction

A large deflection analysis of elastic, flexible frame structures is introduced by $/ 1 /, / 2 /$. The purpose of the present paper is to demonstrate an energy method to analyze a beam undergoing finite displacements and rotations. The finite difference method is suitable to solve linear problems of continuum mechanics (see $/ 3 /$ ), but in the nonlinear case, the procedure does not prove to be convergent. On using the finite difference energy method, unlike the finite difference method, the difference operators are inserted into the integral equations; consequently the convergence becomes much quicker and convergence may be attained in nonlinear problems too. During the analysis we restrict ourselves to plane bending of elastic, straight beams with constant thickness in the undeformed configuration.

In accordance with the straight line hypothesis (see /4/, /5/, /6/) the geometry of the beam is described with the aid of the position vector of the middle line and the so-called director assigned to every point of the middle line. The position vector is kinematically independent of the direc-
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Fig. 1. The geometry of the beam
tor, so we have four degrees of freedom. The director in the undeformed configuration is identical to the unit normal vector of the middle line, and the change of its length represents the change in the thickness of the beam under loading.

Let $\underline{r}$ denote the position vector and $\underline{d}$ the director. The reference and the actual position vectors of a point outside the middle line of the beam lying in the ( $\underline{e}_{1}, \underline{e}_{2}$ ) plane (Fig. 1) are as follows:

$$
\begin{align*}
& \underline{R}^{*}(x, \eta)=\underline{R}(x)+\eta \underline{n}, \\
& \underline{r}^{*}(x, \eta)=\underline{r}(X)+\eta \underline{n}, \quad-\frac{k}{2} \leq \eta \leq \frac{k}{2}, \tag{1}
\end{align*}
$$

where $x, n=$ Lagrangian coordinates,
ㅍ = unit normal vector,
$k=$ original thickness of the beam.

The above-mentioned director theory extends the Bernoulli theory to the following features:

- the shear strain is under consideration,
- the thickness of the beam can change under loading.


## 2. Strains and stress resultants

The components of the Green strain tensor ( $\underset{\underline{\varepsilon}}{\underline{\varepsilon}}$ ) in accordance with the director theory (cf. /7/) are formed by dot products as follows:

$$
\begin{align*}
\varepsilon_{11}= & \varepsilon_{D}+\eta \cdot k, \\
& \varepsilon_{D}=\frac{1}{2}\left(\underline{r^{\prime}} \cdot \underline{r}^{\prime}-1\right),  \tag{2.1}\\
& \kappa=\underline{r}^{\prime} \cdot \underline{d}^{\prime},  \tag{2.2}\\
\varepsilon_{12}= & \frac{1}{2} \underline{r}^{\prime} \cdot \underline{d},  \tag{2.3}\\
\varepsilon_{22}= & \frac{1}{2}(\underline{d} \cdot \underline{d}-1), \tag{2.4}
\end{align*}
$$

where $\varepsilon_{D}, k, \varepsilon_{12}$ and $\varepsilon_{22}$ represent the extension, the bending strain, the shear strain, and the thickness strain, $\underline{I^{\prime}}$ and $\underline{d}$ denote the derivatives of the vectors $\underline{r}$ and $\underline{d}$ with respect to $X$. We assume the contribution of the $2 n d$ Piola--Kirchhoff stresses, analogously to the strains in accordance with equations (2.1-2.4):

$$
\begin{align*}
& \sigma_{11}(x, n)=\sigma_{D}(x)+n \sigma_{k}(x), \\
& \sigma_{12}(x, n)=\sigma_{12}(x), \\
& \sigma_{22}(x, n)=\sigma_{22}(x) . \tag{3}
\end{align*}
$$

The virtual internal work is

$$
\begin{equation*}
\delta A^{i}=\int_{X=0}^{\ell} \int_{(A)} \sigma_{i j} \cdot \delta \varepsilon_{i j} d A d X . \tag{4}
\end{equation*}
$$

On substituting equations (2.1-2.4), (3) into (4), we obtain

$$
\begin{align*}
\delta A^{i} & =\int_{x=0}^{l} \int_{(A)}\left[\left(\sigma_{D}+\eta \cdot \sigma_{k}\right)\left(\delta \varepsilon_{D}+\eta \cdot \delta k\right)+2 \sigma_{12} \cdot \delta \varepsilon_{12}+\sigma_{22} \cdot \delta \varepsilon_{22}\right] d A d x= \\
& =\int_{x=0}^{l}\left[N \cdot \delta \varepsilon_{D}+M \cdot \delta K+2 Q \cdot \delta \varepsilon_{12}+T \cdot \delta \varepsilon_{22}\right] d x, \tag{5}
\end{align*}
$$

where $\mathrm{N}, \mathrm{M}, \mathrm{Q}$ and T represent the stress resultants as normal force, bending moment, shear force, and transversal normal force, respectively. In the case of elastic material, on employing Hooke's law in the plane stress state version (cf. /8/),

$$
\begin{equation*}
\underline{\underline{\sigma}}=2 G\left[\underline{\underline{\varepsilon}}+\frac{\nu}{1-\nu} \varepsilon^{*} \cdot \underline{\underline{E}}_{2}\right], \tag{6}
\end{equation*}
$$

we get the following formulas for the stress resultants:

$$
\begin{align*}
& N=A \frac{2 G}{1-\nu}\left(\varepsilon_{D}+\nu \cdot \varepsilon_{22}\right), \\
& M=I E_{\kappa}, \\
& Q=2 A G \varepsilon_{12}, \\
& T=A \frac{2 G}{1-\nu}\left(\nu \cdot \varepsilon_{D}+\varepsilon_{22}\right), \tag{7}
\end{align*}
$$

```
where E = modulus of elasticity in tension,
    G = modulus of elasticity in shear,
    v = Poisson's ratio,
    E
    \varepsilon
    A = area,
    I = moment of inertia.
```


## 3. The finite difference representation

In addition to its quick convergence, a further advantage of the energy method is that we need to substitute only first-order derivatives into our formulas. Thus the main problem now is how to calculate the first derivative. Since we require its square, the well-known central difference operators introduced in /9/ cannot be employed. In order to determine the dot products of the derivatives of the director and the position vector in equations (2.1-2.4), we employ the least square minimum method, as presented in the following sections.

For our finite difference discretisation, let us consider an equidistant mesh with step width h. All derivative quantities are approximated


Fig. 2. Finite difference discretisation
by the application of three nodal points. Let us introduce a local co-ordinate system with the co-ordinate $\tilde{x}$ (Fig. 2). Assume that both components of the position vector and the director are quadratic in $\tilde{x}$ :

$$
\begin{align*}
& r_{i}(\tilde{x})=r_{i 2}+\frac{r_{i 3}-r_{i 1}}{2} \tilde{x}+\frac{r_{i 3}-2 r_{i 2}+r_{i 1}}{2} \tilde{x}^{2}, \\
& d_{i}(\tilde{x})=d_{i 2}+\frac{d_{i 3}-d_{i 1}}{2} \tilde{x}+\frac{d_{i 3}-2 d_{i 2}+d_{i 1}}{2} \tilde{x}^{2}, \tag{8}
\end{align*}
$$

where $r_{i k}, d_{i k}(i=1,2 ; k=1,2,3)$ are the values of the position vector and the director in the $k$-th nodal point.

The derivatives of formulas (8) with respect to $x$ are

$$
\begin{align*}
& \frac{\partial r_{i}(\tilde{x})}{\partial x}=r_{i}^{\prime}(\tilde{x})=\frac{1}{h}\left(\frac{r_{i 3}-r_{i 1}}{2}+\left(r_{i 3}-2 r_{i 2}+r_{i 1}\right) \tilde{x}\right), \\
& \frac{\partial d_{i}(\tilde{x})}{\partial x}=d_{i}^{\prime}(\tilde{x})=\frac{1}{h}\left[\frac{d_{i 3}-d_{i 1}}{2}+\left(d_{i 3}-2 d_{i 2}+d_{i 1}\right) \tilde{x}\right) . \tag{9}
\end{align*}
$$

3.1. Approximation of the extensional, bending, and shear strains

We need to approximate the strains defined by (2.1-2.4) so that they satisfy certain conditions following from the beam theory (e.g. by pure bending the director remains perpendicular to the tangent of the deformed middle line, that is $\varepsilon_{12}=0$, etc.).

### 3.1.1. Approximation at internal mesh points

In order to satisfy the conditions mentioned above, we assume that in the neighborhood of an internal point, $\varepsilon_{D}(\tilde{x})$ and $\kappa(\tilde{x})$ are linear functions and $\varepsilon_{12}(\tilde{x})$ is constant. According to the least square method we have to minimize the three formulas as follows:

$$
\begin{align*}
& \rho_{\varepsilon D}=\int_{-1}^{1}\left[c_{01}+c_{11} \tilde{x}-\underline{r}^{\prime}(\tilde{x}) \cdot \underline{r}^{\prime}(\tilde{x})\right]^{2} d \tilde{x} \\
& \rho_{k}=\int_{-1}^{1}\left[c_{02}+c_{12} \tilde{x}-\underline{r}^{\prime}(\tilde{x}) \cdot \underline{d}^{\prime}(\tilde{x})\right]^{2} d \tilde{x} \\
& \rho_{\varepsilon 12}=\int_{-1}^{1}\left[c_{03}-\underline{r}^{\prime}(\tilde{x}) \cdot \underline{d}(\tilde{x})\right]^{2} d \tilde{x} \tag{10}
\end{align*}
$$

Computing the integral expressions for the parameters $\mathrm{c}_{01}-\mathrm{c}_{03}$ listed below:

$$
\begin{aligned}
& c_{01}=\frac{1}{2} \int_{-1}^{1} \underline{r}^{\prime}(\tilde{x}) \cdot \underline{r}^{\prime}(\tilde{x}) d \tilde{x}, \quad c_{11}=\frac{3}{2} \int_{-1}^{1} \tilde{x} \cdot \underline{r}^{\prime}(\tilde{x}) \cdot \underline{r}^{\prime}(\tilde{x}) d \tilde{x}, \\
& c_{02}=\frac{1}{2} \int_{-1}^{1} \underline{r}^{\prime}(\tilde{x}) \cdot \underline{d}^{\prime}(\tilde{x}) d \tilde{x}, \quad c_{12}=\frac{3}{2} \int_{-1}^{1} \tilde{x} \cdot \underline{r}^{\prime}(\tilde{x}) \cdot \underline{d}^{\prime}(\tilde{x}) d \tilde{x}, \\
& c_{03}=\frac{1}{2} \int_{-1}^{1} \underline{r}^{\prime}(\tilde{x}) \cdot \underline{d}^{\prime}(\tilde{x}) d \tilde{x},
\end{aligned}
$$

the following difference operators are obtained:

$$
\begin{align*}
& / \mathrm{STl} /=\frac{1}{12 \mathrm{~h}^{2}} \begin{array}{|r|r|r|}
\hline 7 & -8 & 1 \\
\hline-8 & 16 & -8 \\
\hline 1 & -8 & 7 \\
\hline
\end{array}, \quad / \mathrm{ST} 2 /=\frac{1}{\mathrm{~h}^{2}} \begin{array}{|r|r|r|r|}
\hline-1 & 1 & 1 \\
\hline 1 & 0 & -1 \\
\hline 0 & -1 & 1 \\
\hline
\end{array} \\
& / \mathrm{ST} 3 /=\frac{1}{12 h} \begin{array}{|r|r|r|}
\hline-3 & 4 & 1 \\
\hline-4 & 0 & 4 \\
\hline 1 & -4 & 3 \\
\hline
\end{array} . \tag{11}
\end{align*}
$$

Further, with the aid of these difference operators, handling them as matrices, the strains can be calculated as follows:

$$
\begin{align*}
& \varepsilon_{D}=\frac{1}{2}\left[r_{i k} \cdot / S T 1 /{ }_{j k} \cdot r_{i j}+r_{i k} \cdot / S T 2 /{ }_{j k} \cdot r_{i j} \cdot \tilde{x}-1\right]=\varepsilon_{D}^{0}+\varepsilon_{D}^{1} \cdot \tilde{x}, \\
& \kappa=r_{i k} \cdot / S T 1 / /_{j k} \cdot d_{i j}+r_{i k} \cdot / S T 2 / j k \cdot d_{i j} \cdot \tilde{x}=\kappa^{0}+{ }_{k} 1 \cdot \tilde{x}, \\
& \varepsilon_{12}=\frac{1}{2} r_{i k} \cdot / S T 3 /{ }_{j k} \cdot d_{i j}, \quad(i=1,2 ; \quad j, k=1,2,3) . \tag{12}
\end{align*}
$$

### 3.1.2. Approximation at boundary_points

In order to satisfy the conditions mentioned in section 3.1, we assume that in the neighborhood of a boundary point the extensional, bending, and shear strains are constant; consequently in this case the three functions to minimize are

$$
\begin{align*}
& \rho_{\varepsilon D}=\int_{a}^{b}\left[c_{01}-\underline{r}^{\prime}(\tilde{x}) \cdot \underline{r}^{\prime}(\tilde{x})\right]^{2} d \tilde{x}, \\
& \rho_{k}=\int_{a}^{b}\left[c_{02}-\underline{r}^{\prime}(\tilde{x}) \cdot \underline{d}^{\prime}(\tilde{x})\right]^{2} d \tilde{x}, \\
& \rho_{\varepsilon 12}=\int_{a}^{b}\left[c_{03}-\underline{r}^{\prime}(\tilde{x}) \cdot \underline{d}(\tilde{x})\right]^{2} d \tilde{x}, \tag{13}
\end{align*}
$$

where we integrate from $a=-1$ to $b=0$ at the left-hand side boundary point and from $a=0$ to $b=1$ at the right-hand side boundary point (see Fig. 2). We obtain the difference operators as in section 3.1.1.:

- left-hand side boundary point:

$$
\text { /ST1/ = } \frac{1}{12 \mathrm{~h}^{2}} \begin{array}{|r|r|r|}
\hline 13 & -14 & 1  \tag{14.1}\\
\hline-14 & 16 & -2 \\
\hline 1 & -2 & 1 \\
\hline
\end{array}, \quad / \mathrm{ST3} /=\frac{1}{12 \mathrm{~h}} \begin{array}{|r|r|r|}
\hline-6 & 7 & -1 \\
\hline-7 & 6 & 1 \\
\hline 1 & -1 & 0 \\
\hline
\end{array},
$$

- right-hand side boundary point:

$$
\text { /ST1/ }=\frac{1}{12 h^{2}} \begin{array}{|r|r|r|}
\hline 1 & -2 & 1  \tag{14.2}\\
\hline-2 & 16 & -14 \\
\hline 1 & -14 & 13 \\
\hline
\end{array}, \quad / \mathrm{ST3} /=\frac{1}{12 h} \begin{array}{|r|r|r|}
\hline 0 & 1 & -1 \\
\hline-1 & -6 & 7 \\
\hline 1 & -7 & 6 \\
\hline
\end{array} .
$$

The strains are expressed by

$$
\begin{align*}
& \varepsilon_{D}=\frac{1}{2}\left[r_{i k} \cdot / S T 1 /{ }_{j k} \cdot r_{i j}-1\right]=\varepsilon_{D}^{0}, \\
& k=r_{i k} \cdot / S T 1 /{ }_{j k} \cdot d_{i j}=k^{0}, \\
& \varepsilon_{12}=\frac{1}{2} r_{i k} \cdot / S T 3 /{ }_{j k} \cdot d_{i j}, \quad(i=1,2 ; \quad j, k=1,2,3) . \tag{15}
\end{align*}
$$

### 3.2. Approximation of the thickness strain

Assuming, that the $\underline{d} \cdot \underline{d}$ dot product is quadratic in $\tilde{x}$, the following formulas are obtained:
a) internal points:

$$
\begin{equation*}
\underline{d} \cdot \underline{d}=d_{i 2}^{2}+\frac{d_{i 3}^{2}-d_{i 1}^{2}}{2} \tilde{x}+\left(d_{i 3}^{2}-2 d_{i 2}^{2}+d_{i 1}^{2}\right) \frac{\tilde{x}^{2}}{2}, \tag{16.1}
\end{equation*}
$$

b) left-hand side boundary point:

$$
\begin{equation*}
\underline{d} \cdot \underline{d}=d_{i 1}^{2}+\frac{-d_{i 3}^{2}+4 d_{i 2}^{2}-3 d_{i 1}^{2}}{2} \tilde{x}+\left(d_{i 3}^{2}-2 d_{i 2}^{2}+d_{i 1}^{2}\right) \frac{\tilde{x}^{2}}{2} \tag{16.2}
\end{equation*}
$$

c) right-hand side boundary point:

$$
\begin{equation*}
\underline{d} \cdot \underline{d}=d_{i 3}^{2}+\frac{d_{i 1}^{2}-4 d_{i 2}^{2}+3 d_{i 3}^{2}}{2} \tilde{x}+\left(d_{i 3}^{2}-2 d_{i 2}^{2}+d_{i 1}^{2}\right) \frac{\tilde{x}^{2}}{2} \tag{16.3}
\end{equation*}
$$

(the origin of the local co-ordinate system is taken at the respective nodal point; i = 1,2).

We approximate $\varepsilon_{22}(\tilde{x})$ in the neighborhood of each point with a linear function. The six new difference operators obtained analogously to the method employed in 3.1.1. and 3.1.2. are listed below:
a) internal points:

$$
\text { /ST4/ }=\frac{1}{6} \begin{array}{|l|l|l|}
\hline 1 & 0 & 0  \tag{17.1}\\
\hline 0 & 4 & 0 \\
\hline 0 & 0 & 1 \\
\hline
\end{array}, \quad \text { /ST5/ }=\frac{1}{2} \begin{array}{|r|r|r|}
\hline-1 & 0 & 0 \\
\hline 0 & 0 & 0 \\
\hline 0 & 0 & 1 \\
\hline
\end{array},
$$

b) left-hand side boundary point:

$$
\text { /ST4/ = } \frac{1}{12} \begin{array}{|r|r|r|}
\hline 11 & 0 & 0  \tag{17.2}\\
\hline 0 & 2 & 0 \\
\hline 0 & 0 & -1 \\
\hline
\end{array}, \quad \text { STT5/ }=\begin{array}{|r|r|r|}
\hline-1 & 0 & 0 \\
\hline 0 & 1 & 0 \\
\hline 0 & 0 & 0 \\
\hline
\end{array},
$$

c) right-hand side boundary point

$$
\text { /ST4/ }=\frac{1}{12} \begin{array}{|r|r|r|}
\hline-1 & 0 & 0  \tag{17.3}\\
\hline 0 & 2 & 0 \\
\hline 0 & 0 & 11 \\
\hline
\end{array} \quad / \text { ST5/ }=\begin{array}{|r|r|r|}
\hline 0 & 0 & 0 \\
\hline 0 & -1 & 0 \\
\hline 0 & 0 & 1 \\
\hline
\end{array}
$$

Using these matrices, we get that the thickness strain is

$$
\begin{align*}
& \varepsilon_{22}=\frac{1}{2}\left[d_{i k} \cdot / S T 4 /_{j k} \cdot d_{i j}+d_{i k} \cdot / S T 5 / j k \cdot d_{i j} \cdot \tilde{x}-1\right]=\varepsilon_{22}^{0}+\varepsilon_{22}^{1} \cdot \tilde{x}, \\
& (i=1,2 ; \quad j, k=1,2,3) . \tag{18}
\end{align*}
$$

## 4. Application of the principle of minimum potential energy

The strain energy in the neighborhood of a nodal point can be expressed as:

$$
\begin{align*}
W^{E} & =\frac{1}{2} \int_{a}^{b}\left\{A \frac{2 G}{1-v}\left[\left(\varepsilon_{D}^{0}+\tilde{x} \varepsilon_{D}^{1}\right)^{2}+2 \nu\left(\varepsilon_{D}^{0}+\tilde{x} \varepsilon_{D}^{1}\right)\left(\varepsilon_{22}^{0}+\tilde{x} \varepsilon_{22}^{1}\right)+\left(\varepsilon_{22}^{0}+\tilde{x} \varepsilon_{22}^{1}\right)^{2}\right]+\right. \\
& \left.+E I\left(k^{0}+\tilde{x}_{k}^{1}\right)^{2}+4 A G\left(\varepsilon_{12}\right)^{2}\right\} h d \tilde{x} ; \tag{19}
\end{align*}
$$

here the interval of the integral is
a) for internal mesh points: from $a=-\frac{1}{2}$ to $b=\frac{1}{2}$;


Fig. 3. Integral intervals by computing the strain energy
b) for left-hand side boundary points: from $a=0$ to $b=\frac{1}{2}$;
c) for right-hand side boundary points: from $a=-\frac{1}{2}$ to $b=0$ (see Fig. 3).

On substituting the formulas (12), (15) and (18) into the integral expression (19), and carrying out the integration, we obtain the strain energy in the following form:

$$
\begin{equation*}
W^{E}=\frac{1}{2} \underline{\varepsilon} \cdot \underline{\underline{A}} \cdot \underline{\varepsilon} \tag{20}
\end{equation*}
$$

where the vector $\underline{\varepsilon}$ has 7 discrete strain components:

$$
\underline{\varepsilon}=\left[\varepsilon_{D}^{0} \varepsilon_{D}^{1} \kappa_{\kappa}^{0} \kappa^{1} \varepsilon_{12} \varepsilon_{22}^{0} \varepsilon_{22}^{1}\right]
$$

and $\underset{A}{A}$ denotes the work matrix independent of the strains.
The tangential stiffness matrix with reference to three nodal points is

$$
\begin{align*}
& / S^{E} / i j=\frac{\partial^{2} W^{E}}{\partial x_{i}^{E} \partial x_{j}^{E}}=\frac{\partial \varepsilon_{k}}{\partial x_{i}^{E} \partial x_{j}^{E}} \cdot A_{k n} \cdot \varepsilon_{n}+\frac{\partial \varepsilon_{k}}{\partial x_{i}^{E}} \cdot A_{k n} \cdot \frac{\partial \varepsilon_{n}}{\partial x_{j}^{E}}, \\
& (i, j=1,2,3 ; \quad k, n=1,2, \ldots, 7), \tag{21}
\end{align*}
$$

where $\underline{x}^{E}=\left[\begin{array}{lllllllllll}r_{11} & r_{21} & d_{11} & d_{21} & r_{12} & r_{22} & d_{12} & d_{22} & r_{13} & r_{23} & d_{13} \\ d_{23}\end{array}\right]$.
The total potential energy is defined by

$$
\begin{equation*}
\Pi=W-A^{a} \tag{22}
\end{equation*}
$$

where $W=\Sigma\left(W^{E}\right)$ denotes the strain energy of the beam and $A^{\text {a }}$ represents the external work.

In accordance with the principle of minimum potential energy one can write

$$
\begin{equation*}
\delta \pi=\left(\frac{\partial W}{\partial \underline{x}}-\frac{\partial A^{a}}{\partial \underline{x}}\right) \delta \underline{x}=0, \tag{23}
\end{equation*}
$$

where $\underline{x}=\left[r_{i n}, d_{i n}\right],(i=1,2 ; n=1,2, \ldots, n p)$, and $n p$ is the number of the nodal points.

On applying the energy principle, a following system of nonlinear equations is obtained:

$$
\begin{equation*}
\underline{G}(\underline{x})=\frac{\partial W}{\partial \underline{x}}-\frac{A^{a}}{\partial \underline{x}}=\underline{F}-\underline{p}^{a}=0 \tag{24}
\end{equation*}
$$

which we can easily solve by the Newton--Raphson iterative method:

$$
\begin{equation*}
\underline{\underline{S}}\left(\underline{x}^{k}\right) \cdot\left(\underline{x}^{k}-\underline{x}^{k+1}\right)=\underline{F}\left(\underline{x}^{k}\right)-\underline{p}^{a}, \tag{25}
\end{equation*}
$$

where $\underline{\underline{S}}$ is the global tangential stiffness matrix

$$
\underline{S}=\left[\frac{\partial^{2} W}{\partial x_{i} \partial x_{j}}\right], \quad(i, j=1,2)
$$

## 5. Numerical results

The show the effectiveness of the procedure introduced above, some numerical examples are presented in this section. We will study a clamped beam, loaded at its free end by a concentrated and step-by-step increasable load.

### 5.1. Determination of the Eulerian critical buckling load

In this problem our calculation is based on the fact that on gradually increasing the pressing load, the determinant of the system of equations changes signs at the critical load. By increasing the number of the nodal points, the procedure converges to the exact solution, as it is shown in Table 1.

Table 1. Critical buckling load: The error of the calculation (The length-to-thickness ratio is $1 / 100$ )

| Nodal points | 5 | 7 | 9 | 11 | 15 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Error $/ \% /$ | 3.8 | 1.72 | 0.96 | 0.61 | 0.31 |

5.2. Determination of the curved shapes of a beam with a pressing load

Figure 4 shows a cantilever beam loaded by step-by-step increased pressing load. The procedure is started by the Eulerian critical load and, in addition, a small transversal load (of magnitude $1 / 1000$ of the critical


Fig. 4. Cantilever beam with step-by-step increased pressing load

Table 2. Cantilever beam with a step-by-step increased pressing load (P). Summary of the solutions. The results correspond to the deflection at the end of the beam (w)

| Load step | $P / P_{\text {crit }}$ | $w / \ell$ <br> Numeric. res. | $w / \ell$ <br> Analytic. res. | Error $/ \% /$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1.015 | -0.2223 | -0.220 | 1.04 |
| 2 | 1.063 | -0.4227 | -0.420 | 0.64 |
| 3 | 1.152 | -0.5948 | -0.593 | 0.30 |
| 4 | 1.293 | -0.7196 | -0.719 | 0.08 |
| 5 | 1.518 | -0.7917 | -0.792 | -0.04 |
| 6 | 1.884 | -0.8032 | -0.803 | 0.02 |
| 7 | 2.541 | -0.7504 | -0.750 | 0.05 |
| 8 | 4.029 | -0.6245 | -0.625 | 0.08 |
| 9 | 9.116 | -0.4212 | -0.421 | 0.05 |

load) is applied only at the first step of iteration. The length-to-thickness ratio is $1 / 100$ and 31 nodal points are employed. The numerical results and the analytical results presented in /10/ are compared in Table 2.

### 5.3. Large deflection analysis of a cantilever beam

A cantilever beam loaded by step-by-step increased transversal load is analyzed. Figure 5 shows the deformed shapes of the beam by five load steps. The numerical results presented in /11/ are compared in Table 3.


Fig. 5. Cantilever beam with a transversal load

Table 3. Cantilever beam with a transversal load. Summary of the solution. The coordinates ( $r_{1}, r_{2}$ ) correspond to the end of the beam

| Load step | Numerical results |  | Analytical results |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{r}_{1} / \ell$ | $\mathrm{r}_{2} / \ell$ | $\mathrm{r}_{1} / \ell$ | $\mathrm{r}_{2} / \ell$ |
| 1 | 0.87014 | -0.44873 | 0.87155 | -0.44561 |
| 2 | 0.79840 | -0.54715 | 0.80028 | -0.54367 |
| 3 | 0.71097 | -0.63774 | 0.71318 | -0.63401 |
| 4 | 0.60578 | -0.72071 | 0.60818 | -0.71669 |
| 5 | 0.47384 | -0.79966 | 0.47639 | -0.79483 |

### 5.4. Bending to a full circle

The deformed shape of a cantilever beam loaded by a moment at its end is a circular arc. On increasing the load in 10 increment steps to reach the bending moment required to form a full circle and using 21 nodal points, the solution is obtained with 10 iterations in each load step. Figure 6 shows the deformed shapes of the beam at every second load increment.


Fig. 6. Bending to a full circle: the deformed shapes of the beam

### 5.5. Investigation of the effect of the shear strain

As the last example we restrict ourselves to the linear analysis of a cantilever beam, loaded at its free end by a transversal load (P). In this linear case, in consideration of the shear strain, the deflection at the end of the beam is (see /12/)

$$
w^{\text {whole }}=w^{\text {Kirchh }}+w^{\text {shear }}
$$

where $w^{\text {Kirchh }}=\frac{P \ell^{3}}{3 I E}, \quad w^{\text {shear }}=\frac{6}{5} \cdot \frac{P \ell}{A G}$.

Table 4 shows the analytical and the numerical results in case of different lenath-to-thickness ratio.

Table 4. The effect of the shear strain by a cantilever beam. The results correspond to the deflection at the end of the beam ( w ).
( $w^{\text {whole }}=w^{\text {Kirchh }}+w^{\text {shear }}$ )

| Length-to- <br> thickness <br> ratio | Analytical results |  |  | Numerical results <br> $w^{\text {whole }} / \ell$ |
| :---: | :---: | :--- | :--- | :--- |
|  | $w^{\text {Kirchh } / \ell}$ | $w^{\text {shear } / \ell}$ | $w^{\text {whole } / \ell}$ |  |
| $1 / 100$ | 0.16 | 0.0000128 | 0.1600128 | 0.1607520 |
| $5 / 100$ | 0.16 | 0.00032 | 0.16032 | 0.1614289 |
| $10 / 100$ | 0.16 | 0.00128 | 0.16128 | 0.1625419 |
| $15 / 100$ | 0.16 | 0.00288 | 0.16288 | 0.1660984 |
| $20 / 100$ | 0.16 | 0.00512 | 0.16512 |  |

These five examples show that our results obtained by the above numerical method are in good agreement with those obtained analytically.
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#### Abstract

The first Hungarian network-level PMS relies on Markov matrices. The system can be used for the calculation of the funds needed at various condition levels, for the regional distribution of given amounts of financial means at the minimization of national economy costs and for the determination of the economic and the technical consequences of subsequent modifications in the funds distribution.


## 1. Introduction

It can be observed all over the world that the financial means available for highway purposes are more and more behind the actual needs. Although a growing share of these funds is used for maintenance and preservation tasks, even these financial means decrease continually in several countries - among others, in Hungary - lately. This fact, naturally, influences the actual national roads policy, our aim can only be the deceleration of the general condition deterioration.

That is why the optimal distribution and allocation of rather limited financial means have become even more important than before. In the latest years, a significant development could be seen in the actual method of the allocation of highway funds between counties (highway directorates). The former simple procedure relying upon normative values that were functions of road length, pavement type and, slightly, of traffic size were gradually substituted by methods utilizing information about the actual pavement condition. Recently the need has emerged that this funds allocation should be made as objective and reliable as possible. This intention was declared also

[^2]by the professional managing authorities. As objective preconditions of this development it can be mentioned the availability of the necessary data (insufficient quantity and accuracy) as well as of the appropriate computer technical background necessary for data retrieval, processing and the elaboration of allocation model.

Thus, the development of the first Hungarian network-level PMS has been performed among the above circumstances.

## 2. Scope of the task, network-level and project-level PMS

The research work presented here aimed at the compilation of the first version of the mathematical model of the Hungarian network-level PMS /1/, more precisely its first version was to be established.

The model relies upon the available information on the highway network, traffic, pavement structure, cost etc. The main influencing technicaleconomic factors were realistically considered and, at the same time, the limitations of available information were also taken into account. Compared with the preceding methods, the establishment of optimization system can be seemed as a significant step forward although several necessary future development directions can already be pointed out /2-4/.

The model had to have the following main functions: determination of the necessary amount of funds ensuring a given future pavement condition, as well a reliable regional allocation at given limitation of available financial means. When establishing the model, the sometimes controversary requirements of high scientific level and of the easy practical applicability were also considered having a direct effect on the complexity and the size of the mathematical model, as well as on the approximations and negligences applied.

In 1988 an expert team under the supervision of the Highway Department of Ministry of Transport investigated the preconditions for the development of the first Hungarian PMS, its possible time-table and the expected research expenditures. Relying on the actual situation, it was concluded that the creation of the first working version of the project-level PMS in Hungary needed still several-year intensive research activities, while the elaboration of the first Hungarian variant of network-level PMS appeared to be realistic during 1989-1990 /11/.

According to the investigations performed so far, for the projectlevel variant the adaptation of the HDM-III model of World Bank seems to be the most suitable, however, it also needs still great efforts. Anyway, it would be absolutely advantageous to apply the procedure of World Bank because of the existing and the future financial relationships with this institution.

The network-level system should be established prior to the other one not only because of the fact that the distribution of the financial means between various regions (counties) preceeds even logically the optimal ranking of actual condition improving interventions from technical-economic point of view -- that is, the elaboration of a project-level PMS - but it should be preferred as a consequence of following reasons:

- the deficiencies and the eventual limited reliability of the existing relevant do not hinder in such extent the elaboration of the network-level PMS as that of the project-level PMS since in the former case mean values and even only partly homogeneous data sets can be used,
-- for the creation of the network-level PMS there is already an existing method that can serve as a starting point of the new system, -- even the first version of the project-level PMS can only be proper-
ly be operated if major organisation changes of several institutions (e.g. highway directorates, design and construction firms) are carried out; however, this rather time-consuming and complex series of measures is not needed for the network-level variant.
Thus, the Institute for Transport Sciences (KTI) elaborated -- on behalf of National Highway Directorate the mathematical model of first Hungarian network-level PMS in 1989-1990.

The system developed deals only with the maintenance-operation funds excluding e.g. the institutional costs, the winter maintenance and traffic engineering expenditures.

Several preliminary research reports have been made in the theme /2--6/. The final report /7/ summarizes the whole system and the results obtained.

The model features and the application areas will be dealt with subsequently. The computer and mathematical aspects -- carried out by the mathematicians dr. András BAKÓ and dr. Tamás SZÁNTAI - are presented in another article /1/.

## 3. Selection of the model

### 3.1. Preliminary investigations

The development of the network-level model needed various preliminary investigations.

The decision about the pavement types to be included in the system was considered as one of the first tasks. For this purpose the distribution of the whole national highway network area according to pavement types was analyzed. (Instead of the length, the area was preferred here because the intervention costs in the model can be related only $\mathrm{m}^{2}$; thus, area ratios were applied in the system.)

The funds distribution in 1990 considered several parameters that were usually conform with the engineering judgement. However, in the lack of an appropriate model, their coincidence could not have been investigated and the possibility of the optimization did not exist.

For the model only three main intervention alternatives (routine maintenance, surface dressing and asphalt overlay) were chosen. It can be mentioned here that the maximum number of parameters applied is strongly limited by the need of manageability of the matrix which the model relies on.

Among the traffic parameters, AADT and N (number of 100 kN axle loads passing daily) were taken into consideration. Although the actual heavy axle load has a direct connection with the bearing capacity loss of pavement structure the parameter AADT was preferred partly because of its being more widely known than the other one and partly because some other pavement deterioration forms -- not only the loss of bearing capacity -- should be considered in this complex investigation.

### 3.2. Selected methodology

For the solution of the task outlined a methodology realistically taking into account realistically both the possibilities and the constraints had to be chosen.

The following "existing possibilities" are highlighted here:
-- the available road data sets,
-- former Hungarian funds distribution experience,
-- presentation of similar foreign systems,
-- set of mathematical means for the treatment of this problem,

- the goal-oriented expert team including experienced highway engineers and mathematicians.
The following objective difficulties and constraints of the establishment of the model can be mentioned:
-- the rather limited time available for the elaboration of model,
- only a part of the huge information mass of the country-wide suitability rating initiated in 1979 is available for the data processing prior to the compilation of model,
-- a certain share of the data available has not sufficient accuracy because e.g. the existing data base does not contain the consequences of the recent changes in the kilometrage of highways,
- the use of the time series is more or less disadvantageously influenced by the fact that the condition parameters were often evaluated in various time-points using different methods and, in some cases, the results of these procedures have no correlation between each other,
-- no domestic relationships are available between pavement condition and vehicle operating costs, although they would definitely help the determination of a well-founded optimum criteria,
-- there are still no reliable methods for the determination of the optimum ratio between development and maintenance funds, for the forecast of operation costs and for the well-established estimation of institutional costs, thus, the exact assumption of the funds limit for the model encounters difficulties even if the total amount of Road Funds is known.
Taking into account all of these aspects, the Markov-type transition probability matrix was chosen from among several methods published in the literature. One of the reasons was that it is rather clear, besides it does not need long time series as a precondition. For the sake of the practical applicability only limited numbers of condition variations, pavement types, traffic volumes and intervention variants were taken for the compilation of the model.


## 4. Markov-type transition probability matrix

The Markov-type transition probability matrix - in case of a certain pavement type, traffic size and intervention strategy - supplies in the
model the distribution of the probabilities of the transition of a given condition variant to another one or of its remaining in the same variant. during a certain period (e.g. 1 year).

Hereafter the choice of the variables of the matrix, the determination of various condition variants, the establishment of matrix elements and, finally, the interpretation of matrix will be dealt with.

### 4.1. Matrix variables

The variables of matrix are: pavement type, traffic volume, intervention variants. Subsequently the background of the selection of actual variants applied in the system will be presented.

As pavement types, asphalt concrete and asphalt macadam pavements were chosen. (In the first group all of the rolled asphalt types, while in the other one the coated chippings, mixed and impregnated asphalt macadams are included.) It was also considered that the rest of the highway network -- rigid and unpaved sections - have deterioration characteristics basically different from those of the two selected flexible pavement groups.

The following procedure is recommended for the funds distribution in the case of roads with non-asphalt pavements:
(a) The categories "surface dressing and oiled macadam pavement" - with a total length of some $6000 \mathrm{~km} / 8 /$ - are considered as asphalt macadam pavements. This decision can be explained by the fact that "surface dressing" means here a surface treatment on water-bound macadam pavements and the deterioration features of these pavements are not very unlike to the asphalt macadam pavements because of technological reasons.
(b) The situation is similar in the case of water-bound macadam pavements (total length: only 116 km ), so, for the sake of simplicity, they can be classed among the asphalt macadams in the distribution procedure of funds.
(c) The cement concrete, stone and paving brick pavements as well as the unpaved (earth) roads have technological features and, consequently, a deterioration process basically different from those of the asphalt pavements and so, they cannot be ranked to the same class. That is why a separate share of funds should be ensured for them.
(d) As the first step of funds distribution, a given amount of money should be separated for the rigid (cement concrete, stone and paving brick pavements). It should be achieved that the funds ratio of these pavements should be similar to that of the asphalt pavements.

As a consequence, the actual values of last year or of the 2 last years but one should be used, that is the amount of funds and the percentage used for the maintenance and operation of both road types. This percentage will be considered when the separation of certain part of the total national funds for these pavement types is decided.

For the characterization of low, medium and high traffic, following classes were chosen here: 0-3000 pcu/day, 3001-8000 pcu/day and min. 8001 pcu/day.

The following three intervention variants were preferred: routine maintenance -- surface dressing - asphalt overlay. (It should be noted that several foreign PMS apply also the variant "do nothing", as well. It was decided, however, to apply in our system only the variant "routine maintenance" even in the case of slightest intervention variant when the necessary routine maintenance activities have to be performed after the initiation of first cracks and pot-holes. It cannot be accepted that the pavement would be "left alone" without any maintenance.)

Taking into account the afore-mentioned facts, theoretically $2 \times 3 \times 3=18$ matrices should be made; two of them (surface dressing above 8000 pcu/day both pavement types), however, were excluded because of technological reasons. So, the elaboration of 16 matrices was aimed at. (It should be emphasized that the asphalt macadam pavements above 8000 pcu/day traffic are rather rare; so, in a later development phase also these two matrices can be excluded. In the first version, however, they were still included.)

### 4.2. Determination of the condition variants in the matrix

The rows and the columns of Markov transition probability matrices are formed by pavement condition variants. Of the condition notes supplied by the country-wide highway suitability surveys, those are utilized for this calculation on one hand, of which sufficient data were available with even-
tual time series, on the other hand, which were considered of basic importance from the view-point of the deterioration process. So, the following pavement condition parameters were selected:

- pavement structure bearing capacity note,
- longitudinal unevenness note,
- pavement surface quality note.

We are convinced that the ranking of these condition parameters into 5 quality classes is of sufficient accuracy for the intervention decisions. (It can be noted that in the United Kingdom only 3-grade and in the former GDR 4-grade evaluation has been used recently.)

The quality levels of various parameters are:

- Bearing capacity

1 good
2 sufficient
3 fair
4 at the end of planned life
5 after the end of planned life

- Longitudinal unevenness using Bump Integrator by visual evaluation
1 good 1 good

2 sufficient
3 fair 3 fair
4 insufficient
5 unbearable 5 poor

- surface quality

1 good
2 sufficient
3 fair
4 insufficient
5 unbearable

For the sake of the uniformity, a 3-grade evaluation was selected for the pavement longitudinal unevenness. So, theoretically $5 \times 5 \times 3=75$ condition variants would be available. For the mathematical solvability of the problem and for the approximation to the practical conditions, however, the number of condition variants had to be by all means reduced.

That is why the condition data of the national highway network in 5 counties were evaluated. As a result, the actual condition variants not

Table 1. Condition variant groups of Markov-type transition matrices

| Number | Condition variants |
| :--- | :--- |
| 1. | 111 |
| 2. | 112 |
| 3. | $113+114+115$ |
| 4. | $131+132+151$ |
| 5. | $133+152$ |
| 6. | $134+135$ |
| 7. | $153+154+155$ |
| 8. | 211 |
| 9. | $212+25$ |
| 10. | 213 |
| 11. | $231+251$ |
| 12. | $232+252$ |
| 13. | $233+214$ |
| 14. | $234+215+235+253+254+255$ |
| 15. | 311 |
| 16. | $312+331$ |
| 17. | $313+314$ |
| 18. | $332+351$ |
| 19. | $333+352+353$ |
| 20. | $334+315+335$ |
| 21. | $355+354$ |
| 22. | 411 |
| 23. | 412 |
| 24. | $413+414$ |
| 25. | $432+431$ |
| 26. | 433 |
| 27. | $434+415+435$ |
| 28. | $452+451$ |
| 29. | 453 |
| 30. | 454 |
| 31. | 455 |
| 32. | 511 |
| 33. | 512 |
| 34. | 513 |
| 35. | $514+515$ |
| 36. | $532+531+551$ |
| 37. | $533+552$ |
| 38. | $534+535$ |
| 39. | 553 |
| 40. | 554 |
| 41. | 555 |
|  |  |

Legend: 135 condition variant of a pavement with bearing capacity note $1+$ pavement unevenness note $3+$ surface quality note 5
exceeding 2.5 km in the sample selected, that is not exceeding approximately 10.0 km in the whole national highway network were determined. (An example for the condition variants: 135 means the simultaneous occurrence of bearing capacity note 1, longitudinal unevenness note 3 and surface quality note 5.) This relatively rare condition variant was not considered as a separate one but it was united with a similar (sufficiently frequent) condition variant. After this calculation, the 41 condition variants presented in Table 1 were considered in the model.

### 4.3. Calculation of matrix elements

Each element of the matrix - that is the decimal probability of the transition of a certain condition variant to another one in one year, in case of a given pavement type, traffic volume size and intervention strategy - is calculated on the basis of the results gained by the processing of actual domestic data or, in lack of them, by interpolation.

The available highway network and pavement structural data set was processed using the following method. First the changings of the condition variants in 1984 and in 1989 were determined for some 2500 road sections with various length where no overlay or surface dressing was made during the investigation period. This processing that was performed taking into consideration the pavement and traffic categories already mentioned, supplied the distribution of condition variants after 5 years in percentage. (E.g. in the case of asphalt concrete pavements with an AADT of 3000-8000 pcu/day and with condition variant 111: 89\% remains in the same category, $6 \%$ deteriorates to the category 112 and $5 \%$ to 211 after 5 years.) These percentage changings were divided by 5 in order to relate them to 1 year. The calculation was made in each variant if min. 5 km total length was available. These percentage distributions -- after dividing by 100 and rounding off - became the matrix elements. Where no actual data were available interpolation (or sometimes extrapolation) was done. In case of surface dressing and asphalt overlay the condition notes before and after the intervention were compared in order to obtain information about the typical condition changing.

A row-vector situated under the matrix is connected with it. Every element of this vector means the unit cost for $1 \mathrm{~m}^{2}$ at the given intervention type performed on the section that has a condition variant specified above the appropriate column of the matrix. This unit cost is identic in the whole country.

### 4.4. The interpretation of the matrix

Any of the 16 matrices has a size of $41 \times 41$. According to the condition variants presented in Table 2, using their numbering, the matrix has the following structure. (Horizontally the condition variants of first year - the basic situation --, while vertically the expected condition distribution of second year can be found.)
E.g. the symbol $a_{23}$ in the matrix means the probability of the transition of a pavement with condition variant 2 to condition variant 3 in the next year (at the pavement type, the traffic volume and the intervention strategy of the matrix in question). If the probability is $20 \%$, the value of $\mathrm{a}_{23}$ is 0.20 .

The sum of each column is 1.0 because all ( $100 \%$ ) of the sections characterized by any condition variant will get into one of the condition variants next year.

Obviously, after only routine maintenance the matrix elements can be found on the diagonal or under it, according to the general deterioration. At the same time, surface dressing especially asphalt overlay pushes the

Table 2. The structure of a Markov transition probability matrix


elements that are different from 0 into the upper part of the matrix as a consequence of the general condition improvement. (Naturally, some elements can be found on the diagonal in this case, too.)

Figure 1 presents, as an example, a matrix used for asphalt concrete pavements.

### 4.5. Intervention unit costs

The unit costs of various intervention types (only routine maintenance, surface dressing, asphalt overlay) that can be found as row-vectors under the matrices, constitute an important part of the model.

Related to this problem, two questions arise: the actual series value of intervention costs belonging to a given matrix and its 41 starting condition variants, as well as the decision about the use of country-wide unified or regional costs.

For the first question, it is evident that the interventions needed to repair the various condition variants have different prices:

- in the case of routine maintenance activities (it includes potholing, crack filling, fine patching and repair on a large area) it can gradually increase from $0 \mathrm{t} / \mathrm{km}$ to $10 \mathrm{t} / \mathrm{km}$,
- in the case of surface dressing a double dressing is considered if the original condition is relatively poor (between about the condition variants 25 and 41).
- the thickness of new overlay increases from the minimum 3 cm up to 10 cm together with the condition deterioration.

The decision about the country-wide unified unit costs was preceded by a detailed preliminary investigation. First the important unit costs (single and double surface dressing, 3 cm asphalt overlay) were collected - by the help of a phone inquiry - in various Highway Directorates with the following results.
(a) Single surface dressing unit costs: min. $20 \mathrm{HUF} / \mathrm{m}^{2}$
max. $35 \mathrm{HUF} / \mathrm{m}^{2}$
mean value: $27 \mathrm{HUF} / \mathrm{m}^{2}$
standard
deviation: $5 \mathrm{HUF} / \mathrm{m}^{2}$
(b) Double surface dressing
unit costs: min. $34 \mathrm{HUF} / \mathrm{m}^{2}$
max. $60 \mathrm{HUF} / \mathrm{m}^{2}$
mean value: $43 \mathrm{HUF} / \mathrm{m}^{2}$
standard
deviation: $8 \mathrm{HUF} / \mathrm{m}^{2}$
(c) 3 cm new asphalt overlay
unit costs: min. $160 \mathrm{HUF} / \mathrm{m}^{2}$
max. $275 \mathrm{HUF} / \mathrm{m}^{2}$
mean value: $202 \mathrm{HUF} / \mathrm{m}^{2}$
standard
deviation: $27 \mathrm{HUF} / \mathrm{m}^{2}$.
Although the variation coefficient of the unit costs is between 0.13 and 0.18 (that is rather high), the order of the unit costs in various Highway Directorates is not comform at all with the regional geological conditions. No regularity can be observed according to which the regions with some quarries and/or sufficient local aggregates would have the lowest intervention unit costs.

Three main reasons explained our decision about the application of country-wide unified average unit costs:

- the regional unit costs are influenced by several parameters that should not be included in the system,
-- the realistic regional unit costs would be disadvantageous in the funds distribution for the Highway Directorates that maintain their network economically,
- the use of several unit costs would complicate considerably the "funds need determination" part of the model.


### 4.6. Intervention shares on asphalt concrete and asphalt macadam pavements

The shares of interventions (here only surface dressing and asphalt overlay) on both pavement types should also be included into the model as a constraint.

Before deciding about this constraint, the shares of these pavement types in various traffic classes were investigated, with the following results:

|  | A-C | D-E |
| :--- | :--- | :---: |
| traffic classes |  |  |
| asphalt concrete pavement | $11 \%$ | $38 \%$ |
| asphalt macadam pavement | $33 \%$ | - |

The percentage values relate to the total area of national highway network.

If a relatively high weighing factor were contributed to asphalt concrete pavements, some important asphalt macadam pavement would get into a disadvantageous situation. A similar result would be obtained if a strong weighing were done as a function of traffic size. Instead, it was decided that the traffic, the pavement type and condition were simultaneously considered at the weighing procedure.

Thus, in the initial phase the total areas of "poor quality" asphalt concrete and asphalt macadam pavements were calculated separately and the shares of them were considered as prescribed shares of interventions. However, it is important to emphasize that the "poor quality" was interpreted differently for asphalt concretes as for asphalt macadams.

In the case of asphalt concrete pavements:

- 0-3000 pcu/day: sections with a condition variant containing at least a note 5,
- 3001-8000 pcu/day: sections with a condition variant containing also a note 5 or 4,
- min. 8001 pcu/day: sections with a condition variant containing also a note 5 or 4
were taken into account in the calculation.

In the case of asphalt macadam pavements:

- 0-3000 pcu/day: sections with a condition variant containing at least a note 5,
- 3001-8000 pcu/day: sections with a condition variant containing at least a note 5 ,
- min. 8001 pcu/day: sections with a condition variant containing also a note 5 or 4
were taken into account in the calculation.

The shares of these two areas became the prescribed area shares of major condition improving interventions.

## 5. Application areas

The network-level PMS-model can be used primarily for the solution of three tasks:

- determination of the necessary funds need for ensuring a given condition level, at a certain optimum criteria,
- regional and functional distribution of a certain amount of money, under constraints and a given optimum criteria,
- evaluation of the technical and the economic effect of subsequent funds distribution modification.


## 6. Determination of necessary funds

### 6.1. Basic principles

Also the maintenance funds need can be determined by the help of 16 Markov-type transition probability matrices and of the connected intervention unit costs.

Evidently, the actual funds need relates to a desired condition level. In the practice, it means usually one of the following:

- minimisation of the shares of some "good" condition variants and/or
- maximisation of the shares of some "poor" condition variants or
- the former condition distribution is required also in the future,
- various constraints are selected for certain pavement types and traffic alternatives.
In a general case, the shares of various condition variants can be maximised, minimised, fixed or not regulated at all.


### 6.2. Some trial run experiences

The practical applicability of the mentioned principles was investigated by several trial runs and the evaluation of their results.

In a trial run, the following constraints were assumed as future conditions: the area shares of the sections of condition variants 6, 14, 20, 21, 27-41 (see Table 1) should not decrease after the intervention. The shares of the other condition variants were not limited at all. Because of the relatively few condition constraints the total funds need is only
$2.08 \cdot 10^{9}$ HUF ( 610 million HUF for routine maintenance, 646 million HUF for surface dressing and 826 million HUF for asphalt overlay). If the shares of areas undergoing an intervention are considered, the following results can be obtained: new asphalt overlay on $1.2 \%$, surface dressing on $11.0 \%$, routine maintenance (mainly patching) on $87.8 \%$.

Then another trial run was performed when the influence of the increase of constraints on the funds need and the actual shares within the need was investigated. In this case, besides the constraints mentioned before (upper limitation of "poor" condition variants), it was also specified that the area shares of the "good" condition variants - variants 1, 2, 4 and 8 according to Table 1 - should not decrease.

The following areea shares resulted:

> 111.7 million $\mathrm{m}^{2}(73.0 \%)$ routine maintenance
> 8.2 million $\mathrm{m}^{2}(5.4 \%)$ surface dressing 32.8 million $\mathrm{m}^{2}(21.6 \%)$ asphalt overlay
> Total: 152.7 million $\mathrm{m}^{2}$

The cost shares resulted:
422 million HUF ( $2.8 \%$ ) routine maintenance
264 million HUF (1.7\%) surface dressing
14410 million HUF ( $95.5 \%$ ) asphalt overlay
Total: 15096 million HUF

When evaluating the above results, it is striking that the attempt to preserve the shares of the sections of almost perfect condition needs a rather high extra cost. The former 2000 million HUF increased here by $650 \%$. It is interesting to observe that the share of asphalt overlay considerably grows. In the first version, only $1.2 \%$ of the total area needed an overlay, while it grew to $21.6 \%$ after the increase of constraints. (This change can be taken as the transformation of the former 90-year strengthening life cycle into one under 5 years according to the new alternative. It should be emphasized, however, here that nowadays an extremely deteriorated general condition prevails and so, if following this strategy, after few years it will not be necessary to intervene on one-fifth of the network.)

## 7. Funds distribution

### 7.1. Basic principles

In practice it occurs frequently that certain financial means should be divided for various purposes and regions.

In this case, the minimisation of a value proportional to the vehicle operating costs is considered as object function while the traffic and the pavement type constraints are also taken into account. It is a good question why not the sum of the vehicle operating costs and the intervention costs -- that is approximately the national economy expenditures - shall be maximised. At present this aim cannot be attained because we have no information on the actual vehicle operating costs and these absolute data would be needed for accomplishing the summation with the absolute values of intervention costs. As long as only relative values connected with the vehicle operating costs $/ 10$ / are used in the lack of more accurate data, only the minimization of one of these parameters can be selected as an object function. For this purpose, the vehicle operating costs, as the more significant one on national economy level, are chosen.

Before the optimisation the calculation already mentioned should be done according to which the shares of necessary interventions on asphalt concrete and asphalt macadam pavements - separately for surface dressings and asphalt overlays are given as a preliminary constraint.

The first step of the distribution of funds is the country-wide distribution of available financial means according to intervention categories, pavement types, condition variants and traffic sizes.

After having done this optimisation from the point of view of traffic operating costs, the regional distribution follows. This time no more weighing is needed, the distribution is made simply according to the area shares of sections with given characteristics (AADT, pavement type, condition variant) in various counties.

The selected object function is the minimisation of following sum:

$$
\sum_{i=1}^{41}, A_{i} \cdot A A D T_{i}^{a} \cdot H_{i}, \quad \text { where }
$$

$A_{i}$ - specific vehicle operating cost parameter as a function of i-th condition variant and the relative share of heavy traffic (Fig. 2),

| Pavement condition and type |  |  |  |  | In case of " n " |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| very <br> good | good | fair | poor | very poor |  | fuel c | factor |  |
| $A B$ |  |  |  |  | 1.00 | 1.00 | 1.00 | 1.00 |
| AM | $A B$ |  |  |  | 1.05 | 1.04 | 1.04 | 1.04 |
|  | AM | $A B$ |  |  | 1.08 | 1.06 | 1.06 | 1.04 |
|  |  | AM | AB |  | 1.21 | 1.19 | 1.16 | 1.14 |
|  |  |  | AM | $A B$ | 1.26 | 1.24 | 1.21 | 1.19 |
|  |  |  |  | AM | 1.40 | 1.37 | 1.35 | 1.32 |

[^3]Fig. 2. Extra fuel cost factors of roads with various pavement types and heavy traffic ratios
$A A D T_{i}{ }^{a}$ - annual average daily traffic weighed by the road area of $i$-th condition variant (pcu/day),
$\mathrm{H}_{\mathrm{i}} \quad$ - total length of sections in i-th condition variant.
This sum of products can be calculated, naturally, also before the intervention and so, the effect of various condition improving intervention strategies on the vehicle operating costs can be evaluated. (Increase? Decrease? To what extent?)

For the use of Fig. 2, the classification of 41 condition variants into five groups shown in the figure is needed. The three condition note variations were put into classes as follows:
-- "very good condition": if the sum of three condition notes is maximum 6,

- "good condition": if the sum of three condition notes is between 7 and 9 , and none of them is note 5 ,
-- "medium condition": if the sum of three condition notes is between 10 and 12 as well as none of them is note 5,
- "poor condition": only one of the condition notes is 5,
-- "very poor condition": two or three of the condition notes are 5.
The value "a", the ratio of vehicles with heavy axle loads and all motor vehicles, is to be calculated by putting into the numerator the sum of camions, trailers, busses and heavy trucks.

Taking into account the afore-mentioned facts, the product $A_{i} \cdot A A D T_{i}{ }^{a} \cdot L_{i}$ is calculated for each condition-pavement type-traffic variant. These products are summarized for every variant in order to obtain the parameter $K_{k}$ of the initial condition of the network that is proportional to the vehicle operating costs.

The areas of the various condition-pavement type-traffic variants change after the distribution of the available funds because a slight percentage of the network receives an overlay, a higher share a surface dressing while only routine maintenance is carried out on the majority of the total area.

For a new condition distribution, naturally, the parameter $\mathrm{K}_{1}$ proportional to the actual vehicle operating costs can be calculated following the same principles. (The first element of the product is unchanged, the second one can be considered constant while the third one, usually, changes. As a consequence, the total sum of products will also be different.)

As a part of this computerised model, the optimal variant with lowest $\mathrm{K}_{1}$ value /l/ can be determined using linear programming.

The $K_{1}$ value of optimal variant can exceed the former $K_{k}$ value, proving that the available financial means are not sufficient for the preservation of the original condition level. While if $K_{k}$ is below $K_{k}$, then, fortunately, a more favourable situation than the former one can be attained.

Afterwards the regional (county) funds allocation means only a simple proportioning where the funds shares of various condition-pavement typetraffic variants are divided among the counties according to the shares of the total area of their highway sections with given parameters in the entire national area.

### 7.2. Experience of some trial runs

Owing to the fact that the value of the funds ( $7.0 \cdot 10^{9}$ HUF) assumed in the first trial run is above the presently realistic level, for the further variants the funds assumed were gradually reduced, that is $6 \cdot 10^{9}$ HUF, then $5 \cdot 10^{9}$ HUF, then $4 \cdot 10^{9}$ HUF and, finally, $3 \cdot 10^{9}$ HUF were distributed.

Our main direction of investigation was how the actual funds level influences the shares of three intervention types. Figure 3 informs about the changing of the shares used for routine maintenance, surface dressing


Fig. 3. Relationship between the quantity of funds and the shares of intervention types
and new asphalt overlay in the allocation according to this model as a function of available funds.

The following main results were obtained:

- in case of the allocation of $3.0 \cdot 10^{9}$ HUF funds only one-third of the financial means was used for asphalt overlays, the highest share is spent for surface dressings,
- increasing of funds, the financial means allocated to asphalt overlay considerably grow while the shares of other two intervention types, evidently, decrease;
- among the areas of various intervention types not so high percentage changes can be observed since the unit costs of routine maintenance and surface dressing gradually decrease accordingly, as - together with the increase of total funds - asphalt overlay is applied on the worst sections that obtained earlier only patching or surface dressing.
Figure 4 analyses how the funds increased by $1.0 \cdot 10^{9}$ HUF steps influence the vehicle operating costs (or the parameter proportionate to them). There is a definite tendency that the "savings" (reduced fuel costs) are smaller and smaller as the total funds grow. This statement is, naturally, not surprising at all, because the extra funds permit to repair not only the very poor but also the less bad sections. In the latter case, evidently, a lower fuel costs reduction can be attained by the interventions.


Fig. 4. The savings in the parameter proportional to fuel costs resulting from additional $10^{9}$ HUF funds, at various initial funds levels
8. Evaluation of the consequences of subsequent modification in the funds distribution

It was a frequent case (and presumably it will be also in the future) that not the optimum funds distribution is implemented. (The reasons can be, among others, the consideration of local aspects, the need of the concentration of financial means, the necessity of an internal regrouping of money.) It is a just claim to evaluate the technical and the economic consequences of such modification.

The technical consequence is the resulting condition distribution of the network concerned. It can be easily obtained using the appropriate Markov transition probability matrices and forecasting the conditions in the following year according to the changed intervention spectrum.

The economic consequence can be evaluated by the calculation of total vehicle operating costs (or the parameter proportional to them). The determination of this sum of products, after the changed intervention alternative, makes it possible to estimate the losses in national economy costs
caused by the new decisions. (An improvement cannot be attained because the optimum variant was originally developed.)

## 9. The significance of the model

The significance of the first Hungarian network-level PMS-model can be summarized as follows:

- the determination and the distribution of maintenance-operation funds are carried out here considering several influencing factors,
- at the optimization not only the poor but all condition data of network are taken into account,
- the distribution of funds is done excluding the local subjective parameters,
- as the last step, some other aspects can be applied in the system,
- the system can readily be developed further.

Table 3. Organizational indices in various counties

|  | Patching | $\begin{array}{c}\text { Surface } \\ \text { dressing } \\ \text { (cut-back) }\end{array}$ | $\begin{array}{c}\text { Surface } \\ \text { dressing } \\ \text { (emulsion) }\end{array}$ | $\begin{array}{c}\text { Asphalt concrete } \\ \text { type AB-12 (3 cm) }\end{array}$ |
| :--- | :---: | :---: | :---: | :---: |
| County | $\begin{array}{l}\text { regional }\end{array}$ |  |  |  |
| parameters |  |  |  |  |$]$

The regional unit costs cannot be directly used partly because of the lack of accurate post-calculating data, partly as a consequence of the necessity for the limitation of the computer model size to ensure its manageability. Since the experts of Highway Directorates have already emphasized repeatedly the advantages of the use of regional unit costs, the following intermediate solution can be suggested. The primary regional distribution of funds should be performed using country-wide unified cost values, then the actual county intervention area shares are determined, by the help of the pricing (organisational) parameters /9/ shown in Table 3. This modification can be carried out by norming preserving, evidently, the sum of the country-wide funds to be distributed.
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#### Abstract

As follows from the nature of the phenomenon, the determination of the behaviour of viscoelastic structures in the environment of the loss of stability involves numerical problems such as the multivaluedness of the solution, the infinity of the derivative and case of the internal parameter, the singularity of the solution. Numerical methods to eliminate these problems are presented in this paper.


## Introduction

The stability problems of viscoelastic structures can be divided into two major groups.

One of them includes the cases where the inertia of the structure is taken into consideration. The other includes the cases where the inertia of the mass of the structure is neglected.

The cases falling within the first group are hardly discussed in the literature and the present work is not intended either to discuss the cases where the inertia of the structure is taken into consideration. However, presentation of a simple structure of inertial mass seems to be still reasonable to make the investigation neglecting the inertia of the mass more understandable.

A three-hinged structure consisting of two rods made of Maxwellian fluid with the mass of the structure concentrated at the upper hinge is illustrated in Fig. 1. In Fig. 2 a continuous line shows the vertical dis-

[^4]

Fig. 1


Fig. 2
placement of the upper point of the structure as a function of time. As far as is known today, no distinctions can be made between the stable and unstable states of motion of the structure, unless the inertia of the mass of the structure is neglected.

However, if the inertia of the mass of the structure is neglected, then a viscoelastic structure will loose its stability, by the definition, when the first time derivative of the co-ordinates of motion of the structure tends towards infinite. It was discovered by Hult (1962). The connection of this definition and the potential energy has been discovered /Ijjas (1982)/. In this case the structure shown in Fig. la can be replaced by the structure shown in Fig. lb. However, the curve describing the behaviour of the structure splits into two parts (shown by the broken lines in Fig. 2). The curve in the upper part of the figure "bends back" as a function of time, the point associated with the vertical tangent being the displacement point corresponding to the critical time (where the structure looses its stability). The broken line in the lower part of the figure describes the behaviour of the structure after snapdown. The section of the upper curve before critical time and the section of the lower curve after critical time can only be interpreted physically. The vertical straight line between the two curve sections, which is the tangent of the upper curve was constructed.

It follows from the previous part that problems would obviously developed in the process of solution of the differential equations describing the behaviour of the viscoelastic structures in the environment of the loss of stability if the inertia of the mass of the structures was neglected. Namely, a method using derivatives in the course of solution cannot be used to solve differential equation if the derivatives getting to be infinite. This paper is intended to present an algorithm by means of which this numerical problem can be avoided.

To simplify the problem, the differential equation describing the behaviour of the investigated structure can be solved in a closed form. The behaviour of the structure shown in Fig. lb has also been investigated by Huang (1967) and Szalai (1989).

## Description of the behaviour of Mises' viscoelastic structure

The equation describing the behaviour of the structure shown in Fig. lb will be derived in detail for clear understanding. The strain of one of the rods as a function of the rise of the structure is:

$$
\begin{equation*}
\Delta=s-s_{0}=\frac{L}{2}\left[\left(\frac{h^{2}}{L}\right)^{2}-\left(\frac{h_{0}}{L}\right)^{2}\right] \tag{1}
\end{equation*}
$$

provided that $h_{0}<L$. Namely, in this case the following approximations can be assumed:

$$
\begin{align*}
& s=\sqrt{L^{2}+h^{2}} \approx L\left[1+\frac{1}{2}\left(\frac{h}{L}\right)^{2}\right]  \tag{2}\\
& s_{0}=\sqrt{L^{2}+h_{0}^{2}} \approx L\left[1+\frac{1}{2}\left(\frac{h_{0}}{L}\right)^{2}\right] . \tag{3}
\end{align*}
$$

Based on the above approximations, the force acting in a rod is

$$
\begin{equation*}
F=-\frac{P L}{2 h} . \tag{4}
\end{equation*}
$$

In equations (1)-(4), $h$ is the rise of the structure that is the function of time. If the rods are made of Maxwellian fluid, their constitutive equation will be:

$$
\begin{equation*}
k b \dot{\Delta}=k F+b \dot{F}, \tag{5}
\end{equation*}
$$

where $k$ is the coefficient of the spring and $b$ is the viscosity coefficient of the dashpot. (The dot is the symbol of derivation with respect to time.)

Taking into account equations (1) and (4), the derivatives with respect to time of the compressive strain and compressive force working in the $\operatorname{rod}(P=$ constant! $)$ are

$$
\begin{equation*}
\Delta=\frac{h}{L} \dot{h} ; \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{F}=\frac{P L}{2 h^{2}} \dot{h}, \tag{7}
\end{equation*}
$$

respectively.
If equations (4), (6) and (7) are substituted into equation (5), the following relationship will be obtained after suitable arrangement:

$$
\begin{equation*}
\left.\dot{h}=\frac{1}{\frac{\mathrm{~b}}{\mathrm{k}}\left[\frac{1}{h}-\frac{2 \mathrm{kh}}{} \mathrm{PL}^{2}\right.}\right] \tag{8}
\end{equation*}
$$

This is a differential equation with separable variables, and can be integrated in closed form.

Taking into account that after elastic deformation the height of the middle of the structure is $h=h_{0}$ at time $t_{0}=0$, the result of the integration will be:

$$
\begin{equation*}
\frac{b}{k}\left[\ln \left[\frac{h}{h_{0}}\right]-\frac{2}{3}\left[h^{3}-h_{0}^{3}\right]\right]=t . \tag{9}
\end{equation*}
$$

The value of $h_{0}$, that is the height of the middle of the structure after the elastic ("creepless") deformation just after the application of the load, is obtained from the following equation:

$$
\begin{equation*}
h_{0}^{3}-h_{0 g}^{2} h_{0}+\frac{P L^{2}}{k}=0 \tag{10}
\end{equation*}
$$

where $h_{o g}$ is the height of the middle of the structure before the application of the load.

The $\mathrm{h}-\mathrm{t}$ relation that can be obtained from equation (9) has been plotted in Fig. 3, but its parameters are different from those in Fig. 2.

The parameters of the function can be seen in the figure. If a numerical method including derivatives was used to solve the differential equation describing the behaviour of the structure, this process would certainly fail near the point where the structure looses its stability. Therefore, use of the process describing below is recommended.

An algorithm, preferably a fourth-order Runge--Kutta method shall be used to start with the solution of the differential equation. (For description of the Runge--Kutta method see any textbook dealing with numerical methods, e.g. the book of Stiefel (1970).) Practically, we have to begin by trial and error to presume the length of the intervals of the independent variable. Those are the first steps of the Runge-Kutta method, unless some preliminary estimate of the loss of stability is available. Checking procedures have been built into the process of solution. Thus we investigated the ratio of the values of the solution belonging to the subsequent intervals, and the length of the steps of the solution was corrected accordingly. The variation of the derivative was investigated too. This protection served on the one hand to control the running of the program and, on the other hand, to get the best approximation of the critical time. Then the solution was developed into Taylor series, using the arc length as the independent


Fig. 3
variable. This was a very useful method, because in this case, no calculation of the mixed derivatives is necessary even in case of more variables /Bronstein and Semendiaev (1987)/.

The arc length, on which the Taylor series was developed, was chosen so that the ratio of the independent co-ordinates (the time) of the first and last basic point was within $2 \%$.

A numerical derivation formula was used to generate the coefficient of the Taylor series.

The numerical derivatives can be determined only on the basis of nonequidistant points in this case. Although the derivation of the appropriate formulae is theoretically not difficult, it is a time-consuming job. Formulae of derivatives based on equidistant points are available in the literature and these were employed to check the derivation. Although formulae for numerical derivatives based on six equidistant points is found in the literature /Bickley (1941)/, its accuracy is better only in the case of the first and third derivative as compared with the numerical derivation formulae based on five equidistant points. These formulae would deprive us of a


Fig. 4
solution of closed form serving for the determination of the critical time too.

Namely, a closed form solution can be obtained for the determination of the extreme value of the arch length-time (that is the critical time). In this case the critical time is the root of the cubic equation that has to be found.

This process has been applied to investigate not only the structure presented above but in case of some similar structures discussed elsewhere /Ijjas (1991)/. The analytical solution describing the behaviour of these structures is known too.

The structure investigated is illustrated schematically in Fig. 4. The structure consists of two parts. The rod denoted by $A B$, was made of Max-wellian-fluid in one case while being a Dischinger model in the other case. Both models consist of a linear spring and a dashpot connected in series. In case of the Maxwellian fluid, the dashpot is a Newtonian fluid, while in case of the Dischinger mode $\perp$ it was an ageing material. The rod denoted by $B C$ was infinitely rigid in both cases.

In case of Maxwellian-fluid, the analytical solution describing the behaviour of the structure /Ijjas (1991)/ is:

$$
\begin{equation*}
\frac{\mathrm{b}}{\mathrm{k}}\left[\frac{\mathrm{~kL}}{\mathrm{P}}\left(\cos \theta-\ln \tan \frac{\theta}{2}\right)-\ln \tan \theta\right]_{\theta_{0}}^{\theta}=\mathrm{t}, \tag{11}
\end{equation*}
$$

where $b$ and $k$ are material constants, $t$ is the time while the meaning of $P$ and $L$ can be understood from the figure.

In case of Dischinger model, the equation describing the behaviour of the structure is

$$
\begin{equation*}
-\frac{1}{\lambda} \ln \left\{1-\frac{1}{\phi_{\max }}\left[\left(\frac{k L}{P} \cos \theta+\ln \tan \frac{\theta}{2}\right)-\ln \tan \theta\right)\right] \theta_{0}^{\theta}=t \tag{12}
\end{equation*}
$$

where $\lambda$ and $\phi_{\text {max }}$ are additional material constants.
Our experience gained in the course of the investigations is summed up below.

The accuracy of the critical time obtained by means of the numerical method described above lay within $2 \%$ in every case, certainly because the Taylor series was started "near" the critical time. However, a practical criterion cannot be specified for this "nearness". In can only be recommended to work by trial and error.

The investigations showed too that the deformation that belonged to the critical time and was given as a function of the arc length deviated from the correct value by a large amount using this method. In some cases the accuracy lay within $1 \%$ but e.g. in case of Mieses' structure discussed earlier, the expansion resulted in a difference of almost $50 \%$ in the value of the height of the middle of the structure that belonged to the critical time as compared with the analytical value.
E.g. the analytical solution for the structure presented at the beginning of this work resulted in a value of 0.562942548 s for the critical time and in a value of 0.069336127 m for the height of the structure while in case of Taylor series, the value of the critical time lay at 0.570701265 s (within $2 \%$ ) and the value of the height of the structure associated with the critical time 0.047418857 m (a difference of approximately $50 \%$ ). The considerable deviation can be attributed to the fact that at the time of the loss of stability, the first derivative with respect to time is infinite.

So we start the Runge--Kutta process in the knowledge of critical time again. That process was stopped near the critical time where the accuracy of nearness was determined in advance. The values of deformation so obtained was accepted as the values of deformation that belongs to the critical time. In every case, the solutions so obtained lay always near the values obtained for the deformation that belongs to the critical time in the analytical solution, the deviation lying within $5 \%$.

In case of the structure presented at the beginning of this paper, a value of 0.072579485 m was obtained in this way for the height of the middle of the structure that belongs to the critical time. The difference as compared with the analytical value lying within $5 \%$.

## Generalization of the process for the multivariable case

If the behaviour of the structure is described by a differential equation system, each of the different independent variables will describe the motion of a point of the system of finite degree of freedom. Obviously, the displacement-time relationships giving the behaviour of every single point can be handled independently and the Taylor expansion as a function of the arc length can be developed for each relationship of this type independently whereas the critical time can be estimated in a way similar to that described above. Namely, in case of expansion according to the arc length, the Taylor series contains no mixed derivatives.

Otherwise, in case of one independent variable, the solution can be carried out directly by means of the Runge--Kutta method or some other method after changing the variables that is, no use of the Taylor series is necessary. In the example presented, we used the Taylor series only because of generalization at a later date.

## Determination of the change in the internal parameter

The deformation characteristics of viscoelastic structures consist of two components such as elastic (instantaneous) deformation and viscous (slow) deformation. Structures consisting of springs and dashpots have been used to model the viscoelastic materials, where the springs simulated the elastic component while the dashpots the viscous component.

In the course of the investigation of viscoelastic structures, e.g. if we want to determine the potential energy of the structure, determination of the change in the internal parameter(s) as a function of time may be necessary. In our example, the movement of the dashpot can be determined in the following way:

On the basis of Biot's work /Biot (1955)/, the "quasi" equilibrium equation of the structure shown in Fig. 1 is

$$
\begin{equation*}
-\frac{P L}{2 h}-k\left(\Delta-\Delta_{d}\right)=0 \tag{13}
\end{equation*}
$$

where $\Delta_{d}$ is the parameter describing the movement of the dashpot of the Maxwellian model. The differential equation giving the relationship between the total deformation belonging to equation (13) and the movement of the dashpot is

$$
\begin{equation*}
b \frac{d \Delta_{d}}{d t}=k\left(\Delta-\Delta_{d}\right) . \tag{14}
\end{equation*}
$$

The $\Delta_{d}$ can be expressed from equation (14) while $\Delta$ can be given as a function of $h$ (see equation (1)). Thus, the following equation is obtained for $\Delta_{d}$ as a function of $h$ :

$$
\begin{equation*}
\Delta_{d}=\frac{1}{2}\left[\frac{\mathrm{PL}}{\mathrm{kh}}+\frac{\mathrm{h}^{2}-\mathrm{h}_{\mathrm{og}}^{2}}{\mathrm{~L}}\right] . \tag{15}
\end{equation*}
$$

Since the relationship between $h$ and $t$ is known (see formula (9)), the relationship between $\Delta_{d}$ and $t$ becomes known too as was illustrated in Fig. 5. There is an interval of $t$ where two values of dependent variables belong to one independent variable as seen in the Figure. The function is singular at the time of the loss of stability (denoted by $C$ in the figure).

However, the method outlined above, suited to provide useful information about the change in internal parameter $\Delta_{d}$ as a function of time, can be used only if the number of the external and internal parameters is identical. Namely, in this case, there exists a unique solution of the system of equations similar to equation (13), as a function of $\Delta$ or of the appropriate external parameters. If it is needed to produce this function as a solution of equation (14), it is quite obvious what kind of numerical problems should be solved.

Since we have proved /Ijjas (1991)/ that $d \Delta_{d} / d h=0$ holds at the instant of the loss of stability, the following process can be recommended. Let both sides of equation (14) be multiplied by $\mathrm{dt} / \mathrm{dh}$. Thus h will be the independent variable of this equation. Differential quotient $\mathrm{dt} / \mathrm{dh}$ can be determined from equation (8), while $\Delta_{d}$ can be obtained as a function of $h$ by means of the usual numerical methods.

Accordingly, taking equation (1) or (8) into consideration, equation (14) can be written as


Fig. 5

$$
\begin{equation*}
\frac{d \Delta_{d}}{d h}=\left[\frac{1}{h}-\frac{2 k h^{2}}{P L^{2}}\right]\left[\frac{h^{2}-h_{o g}^{2}}{2 L}-\Delta_{d}\right] \tag{16}
\end{equation*}
$$

The differential equation so obtained can be solved without any difficulty and the relationship between $\Delta_{d}$ and $t$ can be determined by means of the calculated values if necessary. In Fig. 6, the solution of equation (14), that belongs to the initial values $h=0.191078609$ and $\Delta_{d}=0$, is illustrated. If it is needed to determine the relationship between $\Delta_{d}$ and $t$, the change of the height of the middle of the structure (h) as a function of time ( $t$ ) can be obtained from the solution of equation (8) while the relationship between $\Delta_{d}$ and $h$ can be obtained from the solution of equation (16). If these relationships are known, the relationship between $t$ and $\Delta_{d}$, can be given which is of course identical with that presented in Fig. 3, obtained by means of equations (16) and (9).

## Generalization of the process

For the purpose of generalization, let the equation describing the behaviour of the viscoelastic structure /Biot (1955)/ be written as:


Fig. 6

$$
\begin{equation*}
\frac{\partial V}{\partial q i}+\frac{\partial D}{\partial \dot{q}_{i}}=0 \tag{17}
\end{equation*}
$$

where V - is the potential energy of the loaded structure,
D - is the dissipation function,
$\mathrm{q}_{\mathrm{i}}$ - is the parameter describing the behaviour of the system.
The quadratic form $D$ is a function of the time derivatives of the internal parameters. Since a quadratic form can be transformed into a sum of squares by suitable co-ordinate transformation, the system of equations (17) can be written so that the time derivative of only one internal parameter appears in one equation. In this case, any equation containing the time derivative of the internal parameter can be multiplied by the reciprocal of the time derivative of the appropriate external parameter. Now the internal parameters appears in the differential equation(s) as the derivative with respect to the appropriate external parameter. Differential expressions like e.g. the right side of equation (8) can be written in place of the reciprocals of the derivatives of the external parameters appearing in the equation(s) elsewhere because of the multiplication. That means that the different derivatives with respect to time are expressed from the linear differential equations describing the change in the external parameters and substituted into the equation(s) in the way described above. In this way, a
differential equation system corresponding to equation (16), depending on the internal parameters exclusively, is obtained.

## Summary

As follows from the nature of the phenomenon, numerical problems arise in the way of solving the differential equation describing the behaviour of viscoelastic structures in the environment of the loss of stability. Such problems are the multivaluedness of the solution, the infinity of the derivative and, in case of internal parameters, the singularity of the solution. In this paper, methods to eliminate these problems are recommended. Expansion according to the arc length has been used to eliminate the multivaluedness of the solution in the environment of the loss of stability in the course of determination of the relation determining the displacement of the structure. Also, a process to improve the accuracy has been recommended because, dissimilarly to the acceptable accuracy of the critical time obtained by means of the process, the deviation of the value of the deformation that belongs to the critical time is considerable compared with the exact value.

The singularity of the relation describing the internal parameter as a function of time can be eliminated by determining first the internal parameter as a function of the appropriate displacement (external parameter) of the structure. If the relationship between the internal and external parameter is known then the relationship between the internal parameter and the time can be easily determined according to the method presented earlier. The problem of singularity is avoided using that indirect way of solution.

## APPENDIX

The following formulae can be used to determine the derivatives of a function, based on five non-equidistant points:

$$
\begin{align*}
& \frac{d t}{d s}=\frac{A_{1}}{N_{1}} t_{1}+\frac{B_{1}}{N_{2}} t_{2}+\frac{C_{1}}{N_{3}} t_{3}+\frac{D_{1}}{N_{4}} t_{4}+\frac{E_{1}}{N_{5}} t_{5} ;  \tag{A.1}\\
& \frac{d^{2} t}{d s^{2}}=\frac{A_{2}}{N_{1}} t_{1}+\frac{B_{2}}{N_{2}} t_{2}+\frac{C_{2}}{N_{3}} t_{3}+\frac{D_{2}}{N_{4}} t_{4}+\frac{E_{2}}{N_{5}} t_{5} ;  \tag{A.2}\\
& \frac{d^{3} t}{d s^{3}}=\frac{A_{3}}{N_{1}} t_{1}+\frac{B_{3}}{N_{2}} t_{2}+\frac{C_{3}}{N_{3}} t_{3}+\frac{D_{3}}{N_{4}} t_{4}+\frac{E_{3}}{N_{5}} t_{5} ;  \tag{A.3}\\
& \frac{d^{4} t}{d s^{4}}=\frac{A_{4}}{N_{1}} t_{1}+\frac{B_{4}}{N_{2}} t_{2}+\frac{C_{4}}{N_{3}} t_{3}+\frac{D_{4}}{N_{4}} t_{4}+\frac{E_{4}}{N_{5}} t_{5} ;  \tag{A.4}\\
& N_{1}=\left(s_{0}-s_{1}\right)\left(s_{0}-s_{2}\right)\left(s_{0}-s_{3}\right)\left(s_{0}-s_{4}\right) ;  \tag{A.5}\\
& N_{2}=\left(s_{1}-s_{0}\right)\left(s_{1}-s_{2}\right)\left(s_{1}-s_{3}\right)\left(s_{1}-s_{4}\right) ;  \tag{A.6}\\
& N_{3}=\left(s_{2}-s_{0}\right)\left(s_{2}-s_{1}\right)\left(s_{2}-s_{3}\right)\left(s_{2}-s_{4}\right) ;  \tag{A.7}\\
& N_{4}=\left(s_{3}-s_{0}\right)\left(s_{3}-s_{1}\right)\left(s_{3}-s_{2}\right)\left(s_{3}-s_{4}\right) ;  \tag{A.8}\\
& N_{5}=\left(s_{4}-s_{0}\right)\left(s_{4}-s_{1}\right)\left(s_{4}-s_{2}\right)\left(s_{4}-s_{3}\right) ;  \tag{A.9}\\
& A_{1}=\left(s_{2}-s_{1}\right)\left(s_{2}-s_{3}\right)\left(s_{2}-s_{4}\right) ;  \tag{A.10}\\
& B_{1}=\left(s_{2}-s_{0}\right)\left(s_{2}-s_{3}\right)\left(s_{2}-s_{4}\right) ;  \tag{A.11}\\
& C_{1}=\left(s_{2}-s_{1}\right)\left(s_{2}-s_{3}\right)\left(s_{2}-s_{4}\right)+ \\
& \quad\left(s_{2}-s_{0}\right)\left(s_{2}-s_{3}\right)\left(s_{2}-s_{4}\right)+ \\
& \quad\left(s_{2}-s_{0}\right)\left(s_{2}-s_{0}\right)\left(s_{2}-s_{1}\right)\left(s_{2}-s_{2}-s_{4}\right)\left(s_{4}\right) ; \\
& \quad\left(s_{2}-s_{2}-s_{3}\right)\left(s_{2}-s_{1}\right)\left(s_{2}-s_{3}\right) ;  \tag{A.12}\\
& \tag{A.13}
\end{align*}
$$

$$
\begin{align*}
B_{2}= & 2 /\left(s_{2}-s_{3}\right)\left(s_{2}-s_{4}\right)+\left(s_{2}-s_{0}\right)\left(s_{2}-s_{4}\right)+ \\
& \left(s_{2}-s_{0}\right)\left(s_{2}-s_{3}\right) / ;
\end{aligned} \quad \begin{aligned}
& C_{2}= 2 /\left(s_{2}-s_{0}\right)\left(s_{2}-s_{1}\right)+\left(s_{2}-s_{0}\right)\left(s_{2}-s_{3}\right)+  \tag{A.16}\\
&\left(s_{2}-s_{0}\right)\left(s_{2}-s_{4}\right)+\left(s_{2}-s_{1}\right)\left(s_{2}-s_{3}\right)+ \\
&\left(s_{2}-s_{1}\right)\left(s_{2}-s_{4}\right)+\left(s_{2}-s_{3}\right)\left(s_{2}-s_{4}\right) / ; \\
& D_{2}= 2 /\left(s_{2}-s_{0}\right)\left(s_{2}-s_{1}\right)+\left(s_{2}-s_{0}\right)\left(s_{2}-s_{4}\right)+  \tag{A.17}\\
& \quad\left(s_{2}-s_{1}\right)\left(s_{2}-s_{4}\right) / ; \\
& E_{2}= 2 /\left(s_{2}-s_{0}\right)\left(s_{2}-s_{1}\right)+\left(s_{2}-s_{0}\right)\left(s_{2}-s_{3}\right)+  \tag{A.18}\\
& \quad\left(s_{2}-s_{1}\right)\left(s_{2}-s_{3}\right) / ; \\
& A_{3}=6 /\left(s_{2}-s_{1}\right)+\left(s_{2}-s_{3}\right)+\left(s_{2}-s_{4}\right) / ;  \tag{A.19}\\
& B_{3}=6 /\left(s_{2}-s_{0}\right)+\left(s_{2}-s_{3}\right)+\left(s_{2}-s_{4}\right) / ;  \tag{A.20}\\
& C_{3}= 6 /\left(s_{2}-s_{0}\right)+\left(s_{2}-s_{1}\right)+\left(s_{2}-s_{4}\right)+\left(s_{2}-s_{3}\right) / ;  \tag{A.21}\\
& D_{3}= 6 /\left(s_{2}-s_{0}\right)+\left(s_{2}-s_{1}\right)+\left(s_{2}-s_{4}\right) / ;  \tag{A.22}\\
& E_{3}= 6 /\left(s_{2}-s_{0}\right)+\left(s_{2}-s_{1}\right)+\left(s_{2}-s_{3}\right) / ;  \tag{A.23}\\
& A_{4}= B_{4}=C_{4}=D_{4}=E_{4}=24 . \tag{A.24}
\end{align*}
$$

The above formulae can be produced by derivation of the Lagrangian interpolation polynomial /Stiefel (1970)/. To determine the derivatives based on non-equidistant points, an algorithm can be worked out on the basis of Holnapy's method /Holnapy (1974)/ as well. The formulae for the time derivatives according to arc length can be applied accordingly to the derivatives of other variables according to arc length.
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#### Abstract

In this paper, it is shown that if the two-dimensional Rankine half body of focal length $\mu$ (distance between the line source and the stagnation point) obtained by superposing a uniform flow over a line source, is kept in a rectangular channel of width equal to the maximum width of the half body ( $2 \Pi \mu$ at infinity), the rate of flow in the intervening space acting as a sharp crested notch is very nearly a linear function of the head above the channel bed, for flows above a minimum base height and is valid for a short distance of $5 \mu$ above the bed. The range of linear relationship between discharge and the head can be considerably improved by increasing the width of the channel (equal to increasing the width of the weir uniformly throughout) by $0.4 \mu$ (for symmetrical weirs), so that for all flows above a depth of $2 \mu$ above the crest, the discharge is proportional to the head measured above a reference plane or datum, situated at $0.47 \mu$ above the crest, in the range $2 \leq h / \mu \leq 40$ within a maximum error of $\pm 0.5 \%$. The significant feature of the weir is that it is not a compound weir, and the entire weir is defined by one equation (unlike Sutro and other linear weirs) a portion of it above the crest acting as its own base. Experiments with 3 weirs having $2 \Pi_{\mu} \mu=10,30$, $40 \mathrm{~cm} /$ base width of the weir $=(2 \Pi \mu+0.4 \mu) /$ confirms the theory by giving a constant average coefficient of discharge of $0.61,0.64$ and 0.66 respectively for the 3 weirs.


## 1. Introduction

The study of proportional weirs or notches (used synonymously) is not only of interest in the study of fundamental hydraulics, but also because of its relevance to several engineering problems. The recent interest in proportional weirs is stimulated by the concept of reference plane or datum in the design of weirs $/ 6 /$. It has been well established that weirs which pass a discharge $Q \alpha H^{n}$, where $H=$ head causing flow, for $n<3 / 2$, can be designed only with bases /8/. They are classified under 'Compensating weirs'.

[^5]The linear proportional weirs for which $n=1$ is one such case. The earliest attempt to this problem was made by Stout /15/ and later modified by Sutro /3, 2/. Recent works on linear proportional weirs include those of Keshava Murthy and Pillai /8/, Rao and Bhukari /11/, Sreenivasulu and Raghavendran /14/, Fonck /5/. The linear proportional weirs are of considerable applications in several fields. As simple discharge measuring devices in Hydraulic Engineering and irrigation; as dosing devices in Chemical Engineering; as outlet weirs in grit chambers (sedimentation tanks) to maintain constant average velocity irrespective of flow fluctuations in discharge /1, 9, 4/. The several designs and their applications have been highlighted and discussed in earlier publications. However, in all the previous solutions, the weir consisted of a base over which a designed complimentary weir is fitted, the two being defined by different equations. In this paper, we discuss a novel weir using the Rankine half body, the significant feature of which is that the entire weir is defined by one single equation, a portion of the weir above the crest acting as the base. This accidentally serves as an example of a self basing weir /10/. The rate of flow in this weir for flows above a depth, is proportional to the head measured above a reference plane, within an allowable error of $\pm 0.5 \%$. We treat this problem as a theoretical problem in hydraulics, leaving aside the detailed experimental work required for standardization and subsequent field use to another study. The experiments conducted have the limited objective of just checking the theory.

## 2. Rankine half body - quadratix of Hippias

A uniform flow defined by $w=U Z$ superposed on a line source defined by $w=m l n Z$ results in the flow, whose velocity potential is given by $/ 13 /$.

$$
\begin{equation*}
\phi=\text { URCos } \theta+m \ln R . \tag{1}
\end{equation*}
$$

The streamline $\psi=0$ is given by

$$
R=\frac{m}{u} \frac{0}{\operatorname{Sin} O}=\frac{\mu 0}{\operatorname{Sin} O} \text { (say) }
$$

ог

$$
\begin{equation*}
y=\mu 0 \tag{2}
\end{equation*}
$$



Fig. 1. Rankine half body weir

The vertical distance, $y$, of any point, $P$, on this curve, from the $x$-axis is proportional to the angle, $\theta$, made by the radial line through the source and the point $P$ with the $x$-axis. This curve is well known in analytical geometry as the 'Quadratrix of the Hippias' /12/, known commonly to Engineers as the Rankine half body. The curve is shown in Fig. 1 and the co-ordinates ( $x, y$ ) of the points on the curve are given in Table 1 (columns 2 and 3). The distance between the stagnation point and the source, called the focal length is $\mu$. The thickness of the body at the point of source is $\pi \mu$ and the maximum thickness (at $\infty$ ) is twice this thickness. The curve is easily drawn by the Rankine's graphical method /13/.

## 3. Modified Rankine half body weir - discharge equation

If the Rankine half body of focal length $\mu$ is placed in a channel of width equal to the maximum width of the half body $=2 \pi \mu$ (Fig. la), we get a weir shape as shown in Fig. lb. The co-ordinates of the point on the weir are given in Table 1 (columns 2 and 4). The discharge through this weir is equal to

$$
\begin{equation*}
q=2 C_{d} \sqrt{2 g} \int_{0}^{h} \sqrt{h-x}(\pi \mu-y) d x \tag{3}
\end{equation*}
$$

where $y$ is defined by Eq. (2), $C_{d}$ is the coefficient of discharge (approximately equal to 0.6 ) assumed to be constant which is valid for sharp crested weirs and streamlined flows. Equation (3) can be written as

$$
\begin{equation*}
q=2 C_{d} \sqrt{2 g} \int_{0}^{h} \sqrt{h-x}(\pi, \mu) d x-2 C_{d} \sqrt{2 g} \int_{0}^{h} \sqrt{h-x} y d x=I_{1}-I_{2}, \tag{4}
\end{equation*}
$$

where

$$
\begin{align*}
& I_{1}=k \int_{0}^{h} \sqrt{h-x}(\pi \mu) d x  \tag{4a}\\
& I_{2}=k \int_{0}^{h} \sqrt{h-x} y d x \tag{4b}
\end{align*}
$$

and

$$
\mathrm{K}_{\mathrm{g}}=2 \mathrm{C}_{d} \sqrt{2 g} .
$$

It can be easily evaluated (as for a rectangular weir) and is found to be

$$
\begin{equation*}
I_{1}=\frac{4}{3} C_{d} \sqrt{2 g}\left(\frac{h}{\mu}\right)^{3 / 2} \pi \mu^{5 / 2}=\frac{2}{3} k(h / \mu)^{3 / 2} \pi \mu^{5 / 2} . \tag{5}
\end{equation*}
$$

As $y=\mu \theta, x=\mu\left(1-\frac{\theta}{\tan \theta}\right)$ and $d y=\mu d \theta$, substituting in Eq. (4b),

$$
\begin{equation*}
I_{2}=\frac{2}{3} K \int_{0}^{\beta}\left(\frac{\theta}{\tan \theta}-\frac{\beta}{\tan }\right)^{3 / 2} \mu^{5 / 2} d \theta . \tag{6}
\end{equation*}
$$

Hence

$$
\begin{equation*}
q=I_{1}-I_{2}=K_{1} \mu^{5 / 2}\left[\left(1-\frac{\beta}{\tan }\right)^{3 / 2} \pi-\int_{0}^{\beta}\left(\frac{\theta}{\tan \theta}-\frac{\beta}{\tan \beta}\right)^{3 / 2} d \theta\right] \tag{7}
\end{equation*}
$$

where

$$
K_{1}=\frac{2}{3} K=\frac{4}{3} c_{d} \sqrt{2 g} .
$$

## 4. Numerical integration

As the direct integration of Eq. (7) is not possible, numerical integration is resorted to, to get discharge values for the head h. Numerical integration has been performed using 'Simpson's rule'. The Horizon 3 computer is employed. The step size taken in numerical integration is $1 / 1000$ of a radian which is found to yield results with sufficient accuracy.

## 5. Addition of vertical slot

A graph of non-dimensional discharge $Q\left(=q / k \mu^{5 / 2}\right)$ versus the nondimensional head $H(=h / \mu)$ for the modified weir (Fig. lb) is shown in Fig. 2. It is seen that for flows $H \geq 2$, the rate of flow is nearly a linear



Fig. 3. Modified Rankine half body weir
function of the head for a depth of flow up to 5, i.e. for the limited range $2 \leq h / u \leq 5$. However, an addition of a small vertical slot to the weir, amounting to increasing the width of the weir throughout (or increasing the width of the channel in Fig. la) by $0.2 \mu, 0.4 \mu, 0.6 \mu$ (for symmetrical weirs) improves the linear relationship between $Q$ and $H$ considerably. The theoretical discharge in the modified Rankine weir with the addition of a vertical slot of width $n \mu$ (symmetrical) is given by

$$
\begin{align*}
& q=\frac{2}{3}(n \mu) C_{d} \sqrt{2 g} h^{3 / 2}+2 C_{d} \sqrt{2 g} \int_{0}^{h} \sqrt{h-x}(\pi \mu-y) d x \\
& Q_{t}=\frac{2}{3} k(\pi \mu) h^{3 / 2}+\frac{2}{3}(\pi \mu) k h^{3 / 2}-I_{2} \tag{8}
\end{align*}
$$



Fig. 4. Percentage variation of theoretical discharges with H

Table 1. Co-ordinates of the points on the Rankine half body (Fig. 1), modified Rankine half body (Fig. 3) and K-R weir (Fig. 4)

| $\begin{aligned} & \text { Sl } \\ & \text { No } \end{aligned}$ | $\frac{x}{\mu}$ | $\frac{Y_{1}}{\mu}$ | $\frac{\gamma_{2}}{\mu}$ | $\frac{Y_{3}}{\mu}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 3 | 4 | 5 |
| 1 | 0 | 0.000 | 3.142 | 3.342 |
| 2 | 0.1 | 0.542 | 2.599 | 2.799 |
| 3 | 0.2 | 0.759 | 2.382 | 2.582 |
| 4 | 0.3 | 0.921 | 2.221 | 2.421 |
| 5 | 0.4 | 1.053 | 2.089 | 2.289 |
| 6 | 0.5 | 1.166 | 1.976 | 2.176 |
| 7 | 0.6 | 1.264 | 1.877 | 2.077 |
| 8 | 0.7 | 1.353 | 1.789 | 1.989 |
| 9 | 0.8 | 1.432 | 1.710 | 1.910 |
| 10 | 0.9 | 1.504 | 1.637 | 1.837 |
| 11 | 1.0 | 1.571 | 1.571 | 1.771 |
| 12 | 1.5 | 1.837 | 1.305 | 1.505 |
| 13 | 2.0 | 2.029 | 1.113 | 1.313 |
| 14 | 2.5 | 2.175 | 0.967 | 1.167 |
| 15 | 3.0 | 2.289 | 1.053 | 0.253 |
| 16 | 3.5 | 2.381 | 0.761 | 0.961 |
| 17 | 4.0 | 2.456 | 0.686 | 0.886 |
| 18 | 4.5 | 2.518 | 0.624 | 0.824 |
| 19 | 5.0 | 2.570 | 0.571 | 0.771 |
| 20 | 6.0 | 2.654 | 0.488 | 0.688 |
| 21 | 7.0 | 2.716 | 0.425 | 0.625 |
| 22 | 8.0 | 2.765 | 0.376 | 0.576 |
| 23 | 9.0 | 2.804 | 0.337 | 0.537 |
| 24 | 10.0 | 2.836 | 0.305 | 0.505 |
| 25 | 11.0 | 2.863 | 0.279 | 0.479 |
| 26 | 12.0 | 2.885 | 0.257 | 0.457 |
| 27 | 13.0 | 2.904 | 0.237 | 0.437 |
| 28 | 14.0 | 2.921 | 0.221 | 0.421 |
| 29 | 15.0 | 2.935 | 0.207 | 0.407 |
| 30 | 16.0 | 2.948 | 0.194 | 0.394 |
| 31 | 17.0 | 2.959 | 0.183 | 0.383 |
| 32 | 18.0 | 2.969 | 0.173 | 0.373 |
| 33 | 19.0 | 2.978 | 0.164 | 0.364 |
| 34 | 20.0 | 2.986 | 0.156 | 0.356 |
| 35 | 21.0 | 2.993 | 0.149 | 0.349 |
| 36 | 22.0 | 3.000 | 0.142 | 0.342 |
| 37 | 23.0 | 3.006 | 0.136 | 0.336 |
| 38 | 24.0 | 3.011 | 0.130 | 0.330 |
| 39 | 25.0 | 3.017 | 0.125 | 0.325 |
| 40 | 26.0 | 3.021 | 0.120 | 0.320 |
| 41 | 27.0 | 3.026 | 0.116 | 0.316 |
| 42 | 28.0 | 3.032 | 0.112 | 0.312 |
| 43 | 29.0 | 3.034 | 0.108 | 0.308 |
| 44 | 30.0 | 3.037 | 0.104 | 0.304 |
| 45 | 31.0 | 3.041 | 0.101 | 0.301 |
| 46 | 32.0 | 3.044 | 0.098 | 0.298 |
| 47 | 33.0 | 3.047 | 0.095 | 0.295 |

Table 1 (cont.)

| 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| 48 | 34.0 | 3.049 | 0.092 | 0.292 |
| 49 | 35.0 | 3.052 | 0.090 | 0.290 |
| 50 | 36.0 | 3.055 | 0.087 | 0.287 |
| 51 | 37.0 | 3.057 | 0.085 | 0.285 |
| 52 | 38.0 | 3.059 | 0.082 | 0.282 |
| 53 | 39.0 | 3.061 | 0.080 | 3.261 |
| 54 | 40.0 | 3.063 | 0.078 | 3.263 |

$Y_{1}=$ half breadth of the Rankine half body (Fig. 1)
$Y_{2}=$ half breadth of the modified Rankine half body (Fig. 3)
$Y_{3}=$ half breadth of the K-R weir (Fig. 4)
$Y_{1}+Y_{2}=\frac{\Pi \mu}{2}, \gamma_{3}=\gamma_{2}+0.2 \mu$
which is seen as Eq. (4) with an additional term, due to the discharge in the vertical slot. Figure 2 shows the plot of the theoretical discharge vs. head for 3 values of $n$, viz., $n=0.2,0.4$ and 0.6 .

It is seen that the addition of the vertical slot helps in extending the linear relationship of $Q$ and $H$ beyond $H=2$. The addition of $0.4 \mu$ slot (for symmetrical weirs) results in an optimum design giving the linear relationship valid to a depth of $H=40$. The correlation coefficient for the straight line fit (for the range $2 \leq H \leq 40$ ) is found to be maximum for an addition of $0.4 \mu$ strip (symmetrical weir). In this range, the discharge is proportional to the head measured above a reference plane situated at $0.47 \mu$ above the crest. The weir is shown in Fig. 4 and the co-ordinates of the points on the curve are given in Table 1 (columns 2 and 5). The linear relationship between $Q$ and $H$ for $n=0.4$ is given by.

$$
\begin{equation*}
Q_{S}=4.97 C_{d} \sqrt{2 g} \mu^{5 / 2}\left(\frac{h}{\mu}-0.47\right), 2 \leq \frac{h}{\mu} \leq 40 . \tag{9}
\end{equation*}
$$

The values of $Q_{T}$ with $n=0.4$ obtained form Eq. (8) and $Q_{S}$ form Eq. (9) are compared as percentage difference, i.e. $\left(Q_{T}-Q_{S}\right) / Q_{T} \%$ with $H$ is shown in Fig. 4. It can be seen that for the range $2 \leq H \leq 40$, the maximum percentage deviation is only $\pm 0.5 \%$.

Thus it is confirmed form the above theoretical considerations that Modified Rankine half body weir can be used effectively as a linear proportional weir for a sufficiently high range of heads, ie. $2 \leq H \leq 40$ with an accuracy of theoretical discharge of $100 \pm 0.5 \%$.



Fig. 6. Side view of flow through modified Rankine half body weir, showing nappe

## 6. Experiments

Experiments were conducted on 3 weirs shown in Fig. 4 having $2 \pi \mu=10$, 30 , and 40 cm (width of the weir $=/(2 \pi+0.4) \mu /$. The experimental details are shown in Figs 5 and 6 . The weirs were cut in $1 / 4^{\prime \prime}(6 \mathrm{~mm})$ mild steel plates. The boundary of the weir was carefully marked on the plate by a scratch awl. The opening was then cut roughly by a band saw machine and then accurately filed to the required shape. The weir had a sharp edge of $1 / 6^{\prime \prime}$ ( 1.5 mm ) with a $45^{\circ}$ chamfer. The weir was fixed at the end of a rectangular channel 63 ft . long ( 19.2 mm ), $3^{\prime} 11 \mathrm{l} / 4^{\prime \prime}$ wide ( 1.2 m ) and $3^{\prime} 7 \mathrm{l} / 4^{\prime \prime}$ ( 1.1 mm ) deep with its crest $1^{\prime}(0.3 \mathrm{~m})$ above the channel bed. The water was fed through a head tank measuring $7.41 / 2^{\prime \prime} \times 7^{\prime} 41 / 2^{\prime \prime} \times 5^{\prime} 107 / 8^{\prime \prime}$ (2.25 m $\times 2.25$ $\mathrm{m} \times 1.8 \mathrm{~m}$ ) to which water was supplied by two pumps, having combined maximum capacity of 200 l.p.s ( 7 cusecs). The head over the weir was measured in a


Fig. 7. Experimental verification of modified rankine half body as a linear proportional weir
stilling well situated 6 m from the weir with an electronic point gauge having a least count of $1 / 1000^{\prime}(0.3 \mathrm{~mm})$. The volume of water collected was measured in a tank measuring $14^{\prime} 10^{\prime \prime} \times 14^{\prime} 10^{\prime \prime} \times 4^{\prime} 11{ }^{\prime \prime}(4.52 \mathrm{~m} \times 4.52 \mathrm{~m} \times 1.5$ m) through readings in a perspex tube of $3 / 4^{\prime \prime}(20 \mathrm{~mm})$ ID connected to the tank at the bottom at one end. The rate of flow was determined by finding the time taken for the water level to rise from one indicator fixed in the perspex tube to another fixed exactly at a distance of 50 cm . The indicators were connected to the leads of an electronic timer through a start and stop mechanism. The time to collect the fixed volume of water was recorded to an


Fig. 8. Experimental variation of $C_{d}$ with $H$
accuracy of 0.001 sec for each discharge. Each experiment was repeated twice to ensure accuracy. At least 30 min were allowed between two experiments to allow water level to stabilize. The experimental results of the non-dimensional discharge $q / K \mu^{5 / 2}$ against the non-dimensional head $h / \mu$ are shown in Fig. 7 for the 3 weirs.

## 7. Experimental results and discussion

It is evident from Fig. 7, for the 3 weirs that for flows $h / \mu \geq 2$, the discharge has a linear relationship with the head measured above the datum or reference plane situated at $0.47 \mu$ above the crest, which relationship exists to a depth of up to $40 \mu$, within an error of $\pm 0.5 \%$ beyond which the discharge-head relationship deviates from the linear relationship. From Fig. 8, it is seen that $C_{d}$ is constant for each weir within the limits of experimental errors. However, the average value of $C_{d}$ varies from 0.61 to 0.66 for the 3 weirs tested. It is not possible to generalize the nature of variation of $C_{d}$ with the dimensions of the weir with the limited experiments conducted.

## 8. Conclusions

It is shown that the Rankine half body shape (Quadratrix of Hippias) obtained by superposing a uniform flow over a line source can be effectively used as a measuring notch. The flow in the intervening shape obtained by placing a Rankine half body of focal length $\mu$ in a channel having its width equal to the maximum width of the half body, i.e. $2 \mathrm{\pi} \mu(\mathrm{at} \infty$ ) produces a flow having a linear relationship with the head, for flows above a minimum head, to a small of depth of up to $5 \mu$. The addition of a small vertical slot of width varying from $0.2 \mu$ to $0.6 \mu$ (equivalent to increasing the width of the weir uniformly throughout) is found to have a beneficial effect on the linearity of the discharge - head relationship. Further it is found that the addition of $0.4 \mu$ slot (for symmetrical weirs) has the optimum effect, in that the discharge is proportional to the head measured above a reference plane situated at $0.47 \mu$ above the crest, for all flows above a depth of flow $2 \mu$ and is valid up to $40 \mu$, i.e. in the range $2 \leq h / \mu \leq 40$, within an error of $\pm 0.5 \%$. The experiments conducted on weirs testify the theory by
giving a constant average coefficient of discharge $C_{d}$ for each weir. The weir should prove useful as a simple discharge measuring device, which can be designed as a high discharge coefficient weir, and also as an outlet weir for grit chambers (sedimentation tanks) of rectangular sections to maintain constant average velocity for different flows.
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# DETERMINATION OF THE SHEAR CENTER AND SHEAR FACTORS OF beam cross sections using the finite element method 

PÁCZELT, I.*

(Received: 4 September 1992)

This work deals with the determination of the shear center and shear factors of a cross section consisting of a homogeneous isotropic material in each subdomain. Bernoulli's hypothesis has been adopted to calculate the bending stress while a stress function determined by means of the finite element method, using variation principles, has been introduced to calculate the stress resulting from shear. Numerical examples are presented to illustrate the efficiency of the method recommended.

## 1. Fundamental relationships, stress states

### 1.1. Bending stress

Let a prismatic beam be investigated. Let the longitudinal axis of the beam passing through the center of gravity of the cross section be denoted by $z$ while the axes of the cross section, perpendicular to each other, by $x$ and $y$. Assume axes $x$ and $y$ are of arbitrary orientation and axes $x, y, z$ constitute a right-twisted system. Let the unit vectors pointing towards the mentioned axes be denoted by $\underline{e}_{x}, \underline{e}_{y}, \underline{e}_{z}$.

Let the tensor of second order moments in the center of gravity be denoted by $I_{s}$. Now, with the neutral line of the cross section denoted by $\underline{a}$ (see Fig. 1), the bending moment vector is

$$
\begin{equation*}
\underline{M}=\int_{A} \underline{R} \times(\underline{a} \times \underline{R}) d A=\underline{I}_{S} \cdot \underline{a} \tag{1}
\end{equation*}
$$

that is

$$
\begin{equation*}
\underline{a}=\underline{I}_{S}^{-1} \cdot \underline{M} \tag{2}
\end{equation*}
$$
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Fig. 1. Axes $x, y$ in the center of gravity of the cross section, position vector $\underline{R}=x \underline{e}_{x}+y \underline{e}_{y}$, vector $\underline{a}$ identifying the neutral line


Fig. 2. Principal axes 1 and 2 of the cross section, $\alpha$-angle to principal axes
where

$$
\begin{aligned}
& \underline{I}_{S}=\left[\begin{array}{cc}
I_{x} & -I_{x y} \\
-I_{y x} & I_{y}
\end{array}\right], \\
& \underline{I}_{S}^{-1}=\frac{1}{I_{x} I_{y}-I_{x y}^{2}}\left[\begin{array}{ll}
I_{y} & I_{x y} \\
I_{x y} & I_{x}
\end{array}\right]
\end{aligned}
$$



Fig. 3. Shear forces $V_{x}, V_{y}$ and/or $F_{1}, F_{2}$


Fig. 4. Shear stresses in the $x, y$ system: $\tau_{x z}, \tau_{y z}$; shear stresses in the 1,2 system: ${ }^{\top}{ }_{1 z},{ }^{\top}{ }_{2 z}$
$I_{x}, I_{y}$ the second order moment calculated for axes $x$ and $y$, respectively,
$I_{x y}$ the second order moment calculated for the pair of axes,

$$
\left(I_{x}=\int_{A} y^{2} d A, I_{y}=\int_{A} x^{2} d A, I_{x y}=\int_{A}^{0} x y d A\right)
$$

The principal axes of the cross section being set by vectors $\underline{e}_{1}$ and $\underline{e}_{2}$ (Fig. 2).

Normal bending stress:

$$
\begin{equation*}
\sigma_{2}=(\underline{a} \times \underline{R}) \cdot \underline{e}_{z}=-\underline{e}_{z} \cdot\left(\underline{R} \times \underline{I}_{S}^{-1} \cdot \underline{M}\right) . \tag{4}
\end{equation*}
$$

Let forces $V_{x}, V_{y}$ pointing towards axes $x$ and $y$ act upon the beam at point $z=\ell$ (Fig. 3). Now bending moment

$$
\begin{equation*}
\underline{M}=M_{x} \underline{e}_{x}+M_{y} \underline{e}_{y} \tag{5}
\end{equation*}
$$

arises in section $z$, where

$$
\begin{equation*}
M_{x}=-(l-z) v_{y}, M_{y}=(l-z) v_{x} . \tag{6a,b}
\end{equation*}
$$

From (4), by use of (5)-(6):

$$
\begin{equation*}
\sigma_{z}=-(l-z)\left(c_{x} \cdot x+c_{y} \cdot y\right), \tag{7}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{x}=\frac{I_{x} v_{x}-I_{x y} v_{y}}{I_{x} I_{y}-I_{x y}^{2}}  \tag{8a}\\
& c_{y}=\frac{I_{y} v_{y}-I_{x y} v_{x}}{I_{x} I_{y}-I_{x y}^{2}} \tag{8b}
\end{align*}
$$

### 1.2. Shear stress

As a result of shear forces $V_{x}$ and $V_{y}$, also a shear stress vector $\underline{\tau}=\tau_{x z} \underline{e}_{x}+\tau_{y z} \underline{e}_{y}$ arises in addition to bending stress $\sigma_{z}$ (Fig. 4). Since the beam is prismatic, $\underline{\tau}$ is independent of $z$ that is

$$
\begin{equation*}
\underline{\tau}=\underline{\tau}(x, y) \tag{9}
\end{equation*}
$$

Scalar equation

$$
\begin{equation*}
\frac{\partial \tau}{x z}+\frac{\partial \tau}{\partial x}+\frac{\partial \delta z}{\partial y}+\frac{\partial}{\partial z}=0 \tag{10}
\end{equation*}
$$

obtainable from equilibrium equation $\underline{\underline{T}} \cdot \nabla=\underline{0}$ can be satisfied in case of a homogeneous isotropic material by introducing stress function $\psi=\psi(x, y)$ provided we try to find the stress function co-ordinates in the form

$$
\begin{equation*}
\tau_{x z}=G \frac{\partial \psi}{\partial x}-\frac{1}{2(1+v)}\left(c_{x} x^{2}+c_{y} 2 v x y\right) \equiv G \frac{\partial \psi}{\partial x}-A(x, y) \tag{11a}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{y z}=G \frac{\partial \psi}{\partial y}-\frac{1}{2(1+v)}\left(c_{x} 2 v x y+c_{y} y^{2}\right) \equiv G \frac{\partial \psi}{\partial y}-B(x, y) \tag{11b}
\end{equation*}
$$

where G -- shear elasticity modulus,
$\nu$ - Poisson's number.
Introducing the tensor of material constants

$$
\mathrm{D}=\left[\begin{array}{ll}
\mathrm{G} & 0  \tag{12}\\
0 & \mathrm{G}
\end{array}\right]
$$

the shear stress will be

$$
\begin{equation*}
\underline{\tau}=\underline{D} \cdot \nabla \psi-\left[A(x, y) \underline{e}_{x}+B(x, y) \underline{e}_{y}\right] \equiv \underline{\underline{D}} \cdot \nabla \psi-\underline{C}(x, y) \text {. } \tag{13}
\end{equation*}
$$

Note that K. S. Surana uses the potential energy minimum principle by introducing warping function $\underset{( }{\Psi}(x, y)$ in his work $/ 4 /$, making use of the work of Mason and Hermann $/ 5 /$. The functional used is incomparably more complicated than that used by us.

### 1.3. Basic equation, boundary conditions, fitting conditions

Basic equation

$$
\begin{equation*}
(\nabla \cdot \underline{D} \cdot \nabla \psi)=0 \tag{14}
\end{equation*}
$$

applying to $\psi$ follows from equation (13) for $\tau$ according to equilibrium equation (10). Stress

$$
\begin{equation*}
\tau_{n}=\underline{e}_{z} \cdot \underline{\underline{T}} \cdot \underline{n}=\underline{\tau} \cdot \underline{n}=\underline{n} \cdot \underline{D} \cdot \nabla \psi-\underline{n} \cdot \underline{c} \tag{15}
\end{equation*}
$$

arises on the boundary of normal $\underline{n}$.
Dynamic fitting conditions

$$
\begin{equation*}
\tau_{\Pi}=0 \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{n}^{e}+\tau_{n}^{j}=0 \tag{17}
\end{equation*}
$$



Fig. 5. The case of multiply connected domain
can be written for boundaries $\Gamma_{0}$ and $\Gamma_{h}$ of the cross section and for the internal boundary between the domains, e.g. for boundary $\Gamma_{C}^{e j}$ of domains e and j, respectively (Fig. 5).

It is quite easy to make sure that the stresses according to (7) and (1la,b) satisfy the compatibility equations $/ 2,3 /$. (From among the six equations, it is only the two non-trivially satisfied equations given below that need to be investigated):

$$
\begin{aligned}
& 2 \frac{\partial^{2} \varepsilon_{x}}{\partial y \partial z}=\frac{\partial}{\partial x}\left(-\frac{\partial \gamma_{y z}}{\partial x}+\frac{\partial \gamma_{x z}}{\partial y}\right) \\
& 2 \frac{\partial^{2} \varepsilon y}{\partial z \partial x}=\frac{\partial}{\partial y}\left(-\frac{\partial \gamma z x}{\partial y}+\frac{\partial \gamma y z}{\partial x}\right) .
\end{aligned}
$$

Since

$$
\varepsilon_{x}=-\frac{\delta_{z}}{E} v=\varepsilon_{y} \quad \text { and } \quad \gamma_{y z}=\frac{\tau_{y z}}{G}, \quad \gamma_{z x}=\frac{\tau_{z x}}{G},
$$

the above statement is true also in this case. That means that the displacement field associated with the stress tensor field is compatible, it satisfies the continuity conditions. Therefore, the kinematic fitting condition will be automatically satisfied provided fields $\psi$ along the boundary of the subdomains are continuous. Thus this condition need not be prescribed.

### 1.4. Formulation of variation principles

### 1.4.1. Principle_1

The solution to the above boundary condition problem comes from the stationarity condition of functional

$$
\begin{equation*}
L_{1}=\frac{1}{2} \sum_{\mathrm{e}} \int_{A^{\mathrm{e}}} \nabla \psi \cdot \underline{D} \cdot \nabla \psi d A-\sum_{\mathrm{e}} \int_{\mathrm{e}} \int_{\mathrm{o}} \psi \underline{\mathrm{c}} \cdot \underline{\mathrm{n}} \mathrm{dr} \cdot \tag{18}
\end{equation*}
$$

That is, all the fields satisfying variation equation

$$
\begin{equation*}
\delta L_{1}=0 \tag{19a}
\end{equation*}
$$

correspond to actual fields. And indeed, considering the variation of $L_{1}$ according to fields $\psi^{\mathrm{e}}$ independent for each element (making use of the GaussOstrogradski theorem and requiring that the fields be continuous according to class $C^{0}$ along internal boundaries $\Gamma_{C}$ ), we obtain that

$$
\begin{align*}
& \delta L_{1}=\sum_{\mathrm{e}}\left(-\int_{A^{\mathrm{e}}} \delta \psi(\nabla \cdot \underline{\underline{D}} \cdot \nabla \psi) \mathrm{dA}+\int_{\Gamma_{\mathrm{O}}^{\mathrm{e}}} \delta \psi(\underline{\mathrm{n}} \cdot \underline{\underline{D}} \cdot \nabla \psi-\underline{\underline{n}} \cdot \underline{\mathrm{c}}) \mathrm{d} \Gamma^{j}\right)  \tag{19b}\\
& \left.\ldots+\int_{\Gamma_{\mathrm{C}}^{\mathrm{ej}}} \delta \psi\left[{\underline{n^{e}}}^{\mathrm{e}} \cdot \underline{\underline{D}}^{\mathrm{e}} \cdot \nabla \psi^{\mathrm{e}}-\underline{\underline{n}}^{\mathrm{e}} \cdot \underline{\mathrm{c}}^{\mathrm{e}}\right)+\left(\underline{n}^{j} \cdot \underline{\underline{D}}^{j} \cdot \nabla \psi^{j}-\underline{n}^{j} \cdot \underline{\mathrm{C}}^{j}\right)\right] d \Gamma+\ldots=0
\end{align*}
$$

where the vanishing of the different integrals results in basic equation (14), boundary condition (16) and dynamic fitting condition (17).

### 1.4.2. Principle_2

Suppose function $\psi$ used for approximation satisfies basic equation (14). Now the first surface integral of functional (18) can be transformed into line integral:

$$
\begin{aligned}
\int \nabla \psi \cdot \underline{\underline{D}} \cdot \nabla \psi d A & =\int(\nabla \psi \cdot \underline{\underline{D}} \cdot \nabla \psi) \mathrm{dA}-\int \psi(\nabla \cdot \underline{\underline{D}} \cdot \nabla \psi) \mathrm{dA}= \\
& =\int(\underline{\mathrm{D}} \cdot \underline{\underline{D}} \cdot \nabla \psi) \psi d \Gamma .
\end{aligned}
$$

The continuity of $\psi$ at the boundary of the elements can be controlled by means of multiplicator $\mu$ defined for the boundary of the element.

The functional resulting in the solution is

$$
\begin{align*}
L_{2} & =\frac{1}{2} \sum_{e} \int_{\Gamma} \psi(\underline{n} \cdot \underline{D} \cdot \nabla \psi) d \Gamma- \\
& -\sum_{e} \int_{\Gamma^{e}} \mu(\underline{n} \cdot \underline{\underline{D}} \cdot \nabla \psi) d \Gamma+\sum_{e} \int_{\Gamma^{e}} \mu \underline{C} \cdot \underline{n} d \Gamma . \tag{20a}
\end{align*}
$$

By means of the stationarity condition,

$$
\begin{aligned}
& \delta L_{2}=0=\sum_{e} \int_{\Gamma}(\psi-\mu) \underline{n} \cdot \underline{\underline{D}} \cdot \nabla \delta \psi d \Gamma \\
& \text { (the continuity of } \psi \text { ) } \\
& -\sum_{e} \int_{\left(\Gamma_{0}^{e}, \Gamma_{h}^{e}\right)} \delta, \mu(\underline{n} \cdot \underline{\underline{D}} \cdot \nabla \psi-\underline{\mathrm{c}} \cdot \underline{n}) d \Gamma \\
& \ldots-\int_{\Gamma_{c}^{e j}} \delta \mu\left[\left(\underline{n}^{e} \cdot \underline{\underline{D}}^{e} \cdot \nabla \psi^{e}-\underline{c}^{e} \cdot n^{e}\right)+\left(\underline{n}^{j} \cdot \underline{\underline{D}}^{j} \cdot \nabla \psi^{j}-\underline{c}^{j} \cdot \underline{n}^{j}\right)\right] d \Gamma-\ldots
\end{aligned}
$$

that is, also the dynamic boundary conditions and fitting conditions have been obtained. In case of a homogeneous isotropic material, $\underset{\underline{D}}{ }=G \underline{\underline{I}}, \underline{\underline{I}}$ being idemtensor.

### 1.5. Shear center

The resultant of stresses $\tau$ resulting from shear goes through the shear center $/ 3 /$. The moment for the center of gravity can be calculated in two different ways that is, on the basis of stresses $\mathfrak{I}$ or on the basis of the shear forces acting upon the cross section:

$$
\begin{equation*}
\underline{M}_{S}=\int_{A} \underline{R} \times \underline{I} d A=\underline{R}_{C} \times\left(V_{x} \underline{e}_{x}+V_{y} \underline{e}_{y}\right)=\underline{R}_{C} \times\left(F_{1} \underline{e}_{1}+F_{2} \underline{e}_{2}\right) \tag{21}
\end{equation*}
$$

where the position vector of the shear center is $\underline{R}_{c}=x_{c} \underline{e}_{x}+y_{c} \underline{e}_{y}=$ $=\xi_{x} \underline{e}_{1}+\eta_{c} \underline{e}_{2}$ (Fig. 6).


Fig. 6. Co-ordinates of shear center $C: x_{C}, y_{C}$ and/or $\xi_{C}, \eta_{C}$

From the above equation, scalar equation

$$
\int_{A}\left(x \tau_{y z}-y \tau_{x z}\right) d A=x_{C} V_{y}-y_{C} V_{x}=\xi_{C} F_{2}-\eta_{C} F_{1}
$$

is obtained.
Let the shear force defined as load $V=1, V_{y}=0$ ) (or $F_{1}=1, F_{2}=0$ ) be denoted by $\tau^{(1)}={ }_{\tau}^{(1)}{\underset{x z}{ }}_{(1)}^{e_{x}}+\tau^{(1)}{ }^{(1)} \underline{e}_{y}$ while that defined as load $V_{x}=0$, $V_{y}=1\left(\right.$ or $\left.F_{1}=0, F_{2}=1\right)$ by $\tau^{(2)}$.

Thus

$$
\left.\begin{array}{l}
{ }^{x_{C}} \\
\xi_{C}
\end{array}\right\}=\int_{A}\left(x \tau_{y z}^{(2)}-y{ }_{\tau_{x z}^{(2)}}^{(2)}\right) d A \quad\left\{\begin{array}{l}
V_{x}=0, V_{y}=1  \tag{22b}\\
F_{1}=0, F_{2}=1
\end{array}, \begin{array}{l}
y_{C} \\
\eta_{C}
\end{array}\right\}=-\int_{A}\left(x \tau_{y z}^{(1)}-y \tau_{x z}^{(1)}\right) d A \quad\left\{\begin{array}{l}
V_{x}=1, V_{y}=0 \\
F_{1}=1, F_{2}=0
\end{array}\right.
$$

where

$$
\begin{align*}
& x_{C}=\xi_{C} \cos \alpha-\eta_{C} \sin \alpha \\
& y_{C}=\xi_{C} \sin \alpha+\eta_{C} \cos \alpha . \tag{22c}
\end{align*}
$$

### 1.6. Shear factors

In the Timoshenko beam model, the cross section remains flat, its angular displacement being affected also by the shear strain /6/. To be flat means in this case that the value of the shear stress is constant which is, of course, not true in practice because the mantle of the beam is unloaded. A shear factor may be introduced so that the shear energies associated with the constant shear stress and the actual stress will be identical.

Let the case of the rectangle under shear, known from the theory of strength, be investigated as an example. We can write that, from force $F$ acting in the direction of $x$ (Fig. 7), the average value of the shear stress varies according to relationship

$$
\tau=\tau_{x z}=\frac{3}{2} \frac{F}{A}\left(1-\frac{x^{2}}{a^{2}}\right)
$$

where $A=2 a b$ is the surface of the rectangle, the shear stress of an approximately constant value being

$$
\tau_{0}=\frac{F}{A} .
$$

Writing the identity of the strain energies, we obtain that

$$
\frac{1}{2} \int \tau \gamma d V=\frac{1}{2} \int \frac{\tau^{2}}{G} d V=\frac{1}{2} \tilde{\kappa} \int \frac{\tau_{0}^{2}}{G} d V .
$$

Assuming a beam element of unit length in the direction of the axis, the integrals in question will be

$$
\int_{-a}^{a} \frac{b}{G}\left(\frac{3}{2} \frac{F}{A}\left(1-\frac{x^{2}}{a^{2}}\right)\right)^{2} d x=\tilde{\kappa}\left(\frac{F}{A}\right)^{2} \frac{1}{G} A
$$

resulting in a shear factor of $\tilde{\kappa}=6 / 5$.
Using a method of the theory of elasticity $/ 6 /$, relationship $\tilde{\kappa}=$ $=(12+11 \nu) /(10(1+v))$ can be used for calculation.

In the general case, the shear factors are defined in the direction of the principal axes of the cross section. Stress field $\underline{\tau}^{(1)}$ or $\underline{\tau}^{(2)}$ will


Fig. 7. Shear of the cross section of a rectangle
result from the shear force pointing in the direction of unit principal axis $F_{1}=1$ or $F_{2}=1$, respectively.

The identity of the strain energies is expressed by the following relationships where the strain energy associated with the shear boundary value problem is given on the right side while the value of energy associated with the approximate average stress, multiplied with shear factor $k_{p}$, on the left side:
by $F_{1}=1, F_{2}=0 \quad \frac{1}{2} \int_{A} \frac{\left(\tau_{x z}^{(1)}\right)^{2}+\left(\tau_{y z}^{(1)}\right)^{2}}{G} d A=\frac{1}{2} \tilde{\kappa}_{1} \int_{A} \frac{d A}{A^{2} G}$
$(23 a, b)$
by $F_{1}=0, F_{2}=1 \quad \frac{1}{2} \int_{A} \frac{(\tau x z)^{(2)}+(\tau y z)^{2}}{G} d A=\frac{1}{2} \tilde{\kappa}_{2} \int_{A} \frac{d A}{A^{2} G}$

When writing the boundary value problem, values

$$
\begin{equation*}
V_{x}=\cos \alpha, \quad V_{y}=\sin \alpha \tag{23c}
\end{equation*}
$$

shall be substituted for constants $c_{x}$ and $c_{y}(8 a, b)$, respectively from force $F_{1}=1$ acting in the direction of principal axis 1 while in case of force $F_{2}=1$ acting in the direction of principal axis 2,

$$
\begin{equation*}
V_{x}=-\sin \alpha, \quad V_{y}=\cos \alpha \tag{23d}
\end{equation*}
$$

In case of a composite cross section where $G$ is assumed to vary for each subdomain, the values can be simply determined by numerical integration of the integrals on the left side while summation of the integrals on the right side according to $1 / A^{2} \sum_{i} A^{i} / G_{i}$ (where $A_{i}, G_{i}-$ area and shear modulus of elasticity of the surface of the subdomain). The shear factors defined in the $x, y$ system can be calculated on the basis of formula (A.12) given in the Appendix, taking relationship $k_{p}=1 / \tilde{k}_{p}$ into consideration.

## 2. Use of the finite element method

### 2.1. Field approximation

The finite element method is used to approximate the fields that is,

$$
\begin{align*}
& \psi^{\mathrm{e}}=\underline{N}^{\mathrm{e}} \underline{\Psi}^{\mathrm{e}} \text { in case of principle } 1 \text { while } \\
& \psi^{\mathrm{e}}={\underset{\underline{\Psi}}{ } \mathrm{e}}_{\underline{\mathrm{e}}} \underline{\mathrm{e}}^{\mathrm{N}} \\
& \mu^{\mathrm{e}}=\underline{N}^{\mathrm{e}} \underline{q}^{\mathrm{e}} \text { in case of principle 2, } \tag{25}
\end{align*}
$$

where $N^{\mathrm{e}}, \stackrel{\Psi}{\underline{\mathrm{e}}}^{\mathrm{E}}$ - approximation matrices,
$\begin{array}{ll}\underline{\Psi}^{e} & - \text { vector of the nodal values of function } \psi, \\ \underline{a}^{e} & - \text { vector of constants, } \\ \underline{q}^{e} & - \text { vector of the nodal values of } \mu .\end{array}$
Approximating the gradient in functional (18) in the form

$$
\nabla \psi^{e}=\left[\begin{array}{l}
B_{x}  \tag{25}\\
B_{y}
\end{array}\right]^{\mathrm{e}} \underline{\psi}^{e}=\underline{\underline{B}}^{\mathrm{e}} \underline{\Psi}^{\mathrm{e}}, \quad \nabla \psi^{\mathrm{e}}=\left[\begin{array}{l}
W_{x} \\
W_{y}
\end{array}\right] \underline{a}^{\mathrm{e}}=\underline{\underline{W}}^{\mathrm{e}} \underline{\underline{a}}^{\mathrm{e}}
$$

where

$$
\underline{B}_{=x}^{\mathrm{e}}=\frac{\partial \underline{\underline{N}}^{\mathrm{e}}}{\partial x}, \quad \underline{B}_{y}^{\mathrm{e}}=\frac{\partial \underline{N}^{\mathrm{e}}}{\partial y}, \quad \underline{W}_{x}^{\mathrm{e}}=\frac{\partial \Psi_{\underline{e}}^{\mathrm{e}}}{\partial x}, \quad \quad \underline{W}_{y}^{\mathrm{e}}=\frac{\partial \Psi^{\mathrm{E}}}{\partial y},
$$

the functional to be minimized will be

$$
\begin{align*}
L_{1} & =\frac{1}{2} \sum_{\mathrm{e}} \underline{\psi}^{\mathrm{eT}} \int_{A^{e}} \underline{\underline{B}}^{\mathrm{eT}} \underline{\underline{D}}^{\mathrm{e}} \underline{\underline{B}}^{\mathrm{e}} d \mathrm{~A} \underline{\psi}^{\mathrm{e}}-\sum_{\mathrm{e}} \underline{\psi}^{\mathrm{eT}} \int_{\Gamma^{\mathrm{e}}} \underline{\underline{N}}^{\mathrm{eT}}(\underline{\mathrm{c}} \cdot \underline{n}) \mathrm{dr}= \\
& =\frac{1}{2} \sum_{\mathrm{e}} \underline{\psi}^{\mathrm{eT}}\left(\underline{K}^{\mathrm{e}} \underline{\psi}^{\mathrm{e}}-2 \underline{f}^{\mathrm{e}}\right)=\frac{1}{2} \underline{\psi}^{T} \underset{=}{\mathrm{K}} \underline{\psi}-\underline{\psi}^{\top} \underline{f} \tag{26a}
\end{align*}
$$

on the one hand, while

$$
\begin{align*}
& L_{2}=\frac{1}{2} \sum_{\mathrm{e}} \underline{a}^{\mathrm{eT}} \int_{\Gamma} \underline{\Psi}^{\mathrm{e}}{ }^{\mathrm{T}} \underline{n}^{\mathrm{eT}} \underline{\underline{D}}^{\mathrm{e}} \underline{\underline{W}}^{\mathrm{e}} d \Gamma \underline{a}^{\mathrm{e}}-\sum_{\mathrm{e}} \underline{q}^{\mathrm{eT}} \int_{\Gamma} \underline{N}^{\mathrm{N} T}\left(\underline{n}^{\mathrm{eT}} \underline{\underline{D}}^{\mathrm{e}} \underline{\underline{W}}^{\mathrm{e}}\right) d \Gamma \underline{a}^{\mathrm{e}}+ \\
& +\sum_{e} \underline{q}^{e T} \int_{\Gamma} \underline{N}^{e T}(\underline{c} \cdot \underline{n}) d \Gamma=\frac{1}{2} \sum_{e} \underline{a}^{e T} \underline{\underline{S}}^{e} \underline{a}^{e}-\sum_{e} \underline{q}^{e T} \underline{v}^{e T} \underline{a}^{e}+\sum_{e} q^{e T} \underline{f}^{e} \tag{26b}
\end{align*}
$$

on the other hand.
Here ${\underset{K}{k}}^{e}-$ stiffness matrix of element $e$ ( $\underline{K}$ being the stiffness matrix of the system),
$\underline{f}^{e}$ - load vector of element e ( $\underline{f}$ being the load vector of the system), that is

$$
\begin{align*}
& \underline{\underline{K}}^{\mathrm{e}}=\int_{A^{\mathrm{e}}} \underline{\underline{B}}^{\mathrm{eT}} \underline{\underline{D}}^{\mathrm{e}} \underline{\underline{B}}^{\mathrm{e}} \mathrm{dA}, \quad \underline{\underline{D}}^{\mathrm{e}}=\left[\begin{array}{ll}
\mathrm{G} & 0 \\
0 & G
\end{array}\right]^{\mathrm{e}}  \tag{27}\\
& \underline{\underline{S}}^{\mathrm{e}}=\frac{1}{2} \int_{\Gamma^{\mathrm{e}}}\left(\underline{\underline{\Psi}}^{\mathrm{eT}} \underline{n}^{\mathrm{eT}} \underline{\underline{D}}^{\mathrm{e}} \underline{\underline{W}}^{\mathrm{e}}+\underline{\underline{W}}^{\mathrm{eT}} \underline{\underline{D}}^{\mathrm{e}} \underline{n}^{\mathrm{e}} \underline{\underline{\Psi}}^{\mathrm{e}}\right) d \Gamma, \underline{\underline{V}}^{\mathrm{eT}}=\int_{\Gamma^{\mathrm{e}}} \underline{\underline{N}}^{\mathrm{eT}} \underline{\eta}^{\mathrm{eT}} \underline{\underline{D}}^{\mathrm{e}} \underline{\underline{W}}^{\mathrm{e}} d \Gamma \\
& \underline{n}^{e \top}=\left[n_{x}, n_{y}\right]^{e} \\
& \underline{\underline{f}}^{\mathrm{e}}=\int_{\Gamma} \frac{1}{2(1+v)} \underline{N}^{\top}\left(c_{x} x^{2}+c_{y} 2 v x y\right) \underline{e}_{x} \cdot \underline{n} d r \\
& +\int_{\Gamma} \frac{1}{2(1+v)} \underline{N}^{\top}\left(c_{x} 2 v x y+c_{y} y^{2}\right) \underline{e}_{-y} \cdot \underline{n} d \Gamma . \tag{28}
\end{align*}
$$

In case of isoparametric elements, normal $\underline{n}$ in (28) can be determined in the usual way.


Fig. 8. Isoparametric element

Consider the isoparametric element with 8 nodes, illustrated schematically in Fig. 8. Let the local co-ordinate system be denoted by $\xi, \eta$. Now the tangent vector of boundary $\eta^{\boldsymbol{k}}=1$ is

$$
\underline{t}=\frac{\partial \underline{r}}{\partial \xi}=\frac{\partial \underline{r}}{\partial x} \frac{\partial x}{\partial \xi}+\frac{\partial \underline{r}}{\partial y} \frac{\partial y}{\partial \xi}=\frac{e}{-x} \frac{\partial x}{\partial \xi}+\underline{e}_{y} \frac{\partial y}{\partial \xi}
$$

Since relationship

$$
x=\sum_{i} N_{i}(\xi, n) x_{i} \quad(x \longleftrightarrow y)
$$

( $x_{i}, y_{i}$ being nodal co-ordinates, $N_{i}$ shape function) applies to mapping between systems $(x, y)$ and $(\xi, \eta)$.

Along boundary 3 in question,

$$
\begin{equation*}
\underline{n}={\underset{e}{e}}_{z} \times \frac{t}{|\underline{t}|}=\left(-e_{-} \times \sum_{i} \frac{\partial N_{i}}{\partial \xi} y_{i}+e_{-y} \sum_{i} \frac{\partial N_{i}}{\partial \xi} x_{i}\right) \frac{t}{|\underline{t}|} . \tag{29a}
\end{equation*}
$$

Then, in a similar way, the normals along the other boundaries can be simply produced:
Side 1:

$$
\begin{equation*}
\underline{n}=\frac{1}{|\underline{b}|}\left(\left.\underline{e} x \sum_{i} \frac{\partial N_{i}}{\partial \xi}\right|_{n=-1} y_{i}-\underline{e}_{y} \sum_{i}^{\left.\frac{\partial N_{i}}{\partial \xi}\right|_{n=-1}} x_{i}\right) \tag{29b}
\end{equation*}
$$

Side 2:

$$
\begin{equation*}
\underline{n}=\frac{1}{|\underline{b}|}\left(\left.\underline{e}_{x} \sum_{i} \frac{\partial N_{i}}{\partial \eta}\right|_{\xi=1} y_{i}-\left.\underline{e}_{y} \sum_{i} \frac{\partial N_{i}}{\partial \eta}\right|_{\xi=1} x_{i}\right) \tag{29c}
\end{equation*}
$$

Side 3:

$$
\begin{equation*}
\underline{n}=\frac{1}{|\underline{b}|}\left(-\left.\underline{e}_{x} \sum_{i} \frac{\partial N_{i}}{\partial \eta}\right|_{\xi=-1} y_{i}+\left.\underline{e}_{y} \sum_{i} \frac{\partial N_{i}}{\partial n}\right|_{\xi=-1} x_{i}\right) \tag{29d}
\end{equation*}
$$

where $\underline{b}$ stands for the absolute value of the vector in parantheses in expression n, e.g.

$$
|\underline{b}|=\sqrt{\left(\sum_{i} \frac{\partial N_{i}}{\partial \eta} y_{i}\right)^{2}+\left(\sum_{i} \frac{\partial N_{i}}{\partial n} x_{i}\right)^{2}}
$$

on side 2.

### 2.2. The equation system to be solved

2.2.1. In case of $L_{1}$, equation system

$$
\begin{equation*}
\frac{\partial L_{1}}{\partial \underline{\psi}}=\underline{0}=\underline{\underline{k}} \underline{\Psi}-\underline{f} \tag{30}
\end{equation*}
$$

is obtained, whence nodal vector $\underline{\psi}$ can be determined.
2.2.2. In case of $\mathrm{L}_{2}$

$$
\begin{align*}
& \delta L_{2}=\sum_{\mathrm{e}} \delta \underline{a}^{\mathrm{eT}} \frac{\partial \underline{L}_{2}}{\partial \underline{a}^{\mathrm{e}}}+\sum_{\mathrm{e}} \delta \underline{q}^{\mathrm{eT}} \frac{\partial \underline{L}_{2}}{\partial q^{\mathrm{e}}}=0,  \tag{31}\\
& \frac{\partial L_{2}}{\partial \underline{q}^{\mathrm{e}}}=\underline{0}=\underline{\underline{S}}^{\mathrm{e}} \underline{a}^{\mathrm{e}}-\underline{\underline{v}}^{\mathrm{e}} \underline{q}^{\mathrm{e}},  \tag{32}\\
& \underline{\underline{a}}^{\mathrm{e}}=\left(\underline{\underline{S}}^{\mathrm{e}}\right)^{-1} \underline{\underline{v}}^{\mathrm{e}} \underline{\underline{q}}^{\mathrm{e}} \equiv \underline{\underline{Z}}^{\mathrm{e}} \underline{q}^{\mathrm{e}} \tag{33}
\end{align*}
$$

follows from ${ }^{e}$ which is independent for each element, because $L_{2}$ is a function of $L_{2}\left(\underline{a}^{\bar{e}}, \underline{q}^{\mathrm{e}}\right)$.

Substituting (33) into (26b),

$$
L_{2}=\frac{1}{2} \sum_{e} \underline{q}^{e T} \underline{\underline{v}}^{e \top}\left(\underline{\underline{s}}^{\mathrm{e}}\right)^{-1} \underline{\underline{v}}^{\mathrm{e}} \underline{q}^{\mathrm{e}}-\sum_{\mathrm{e}} \underline{q}^{\mathrm{eT}} \underline{\underline{v}}^{e \top}\left(\underline{\underline{s}}^{\mathrm{e}}\right)^{-1} \underline{\underline{v}}^{\mathrm{e}} \underline{q}^{\mathrm{e}}+\sum_{\mathrm{e}} \underline{g}^{e^{\top}} \underline{f}^{\mathrm{e}}
$$

that is

$$
\begin{equation*}
L_{2}=-\frac{1}{2} \sum_{e} \underline{q}^{e \top} \underline{Q}^{\mathrm{e}} \underline{q}^{\mathrm{e}}+\sum_{\mathrm{e}} \underline{q}^{\mathrm{eT}} \underline{\mathrm{f}}^{\mathrm{e}}=-\frac{1}{2} \underline{\underline{q}}^{\top} \underline{\underline{Q} q}+\underline{q}^{\top} \underline{f} \tag{34}
\end{equation*}
$$

where

$$
\underline{\underline{Q}}^{\mathrm{e}}=\underline{\underline{v}}^{\mathrm{e}}{ }^{\mathrm{T}}\left(\underline{\underline{S}}^{\mathrm{e}}\right)^{-1} \underline{\underline{v}}^{\mathrm{e}},
$$

Q - stiffness matrix of the system,
g - nodal vector of the multiplicator field of the system.
Equation system

$$
\underline{\underline{Q}} \mathrm{~g}=\underline{\mathrm{f}}
$$

is obtained from the maximum of $L_{2}$, from which $q$, then nodal multiplicator vector $q^{e}$ of element $e$ and, on the basis of (33), the vector of constants $\underline{a}^{e}$ can be determined. This latter being available, field $\psi^{e}$ and then, by means of (13), tangential stress £ can be calculated.

## 3. Use of FEM-3D finite-element program system

On the basis of variation principle l, eight or six nodal isoparametric finite elements have been built into the FEM-3D finite element program system /7/.

The program shall be run twice to solve the problems. First the torsional rigidity and other characteristics of the cross section are determined on the basis of $/ 8 /$.

In the knowledge of the directions of the principal axes, the second running can take place. Because of determination of the shear factor, loads $F_{1}=1$ and $F_{2}=1$ shall be adjusted to determine the co-ordinates of the shear center. When the program runs for the second time, nodal vector $\Psi$ shall be determined first from the equation system (30) assigned to the shear boundary value problem, using the load vector of the element calculated according to (28) where constants $c_{x}$ and $c_{y}$ are obtained from (8a,b) by


Fig. 9. Beam cross section, coarse and fine division in finite elements /a) Geometrical dimensions; b) Coarse: NUMNP $=80$, NUMEL $=19$; c) Fine: NUMNP $=330$, NUMEL $=94 /$

## Table 1

Task 1

| Cross section characteristic | $\begin{gathered} \text { SURANA } \\ \text { NUMNP }=80 \\ \text { NUMEL }=19 \end{gathered}$ | $$ |  |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
|  |  | $\begin{aligned} & \text { NUMMP }=80 \\ & \text { NUMEL }=19 \end{aligned}$ | $\begin{aligned} & \text { NUMNP }=333 \\ & \text { NUMEL }=94 \end{aligned}$ |
| Surface |  | 39 |  |
| ```Center of gravity co-ordinates x ys``` |  | $\begin{aligned} & 2.51282 \\ & 3.8744 \end{aligned}$ |  |
| ```Second-order moments I I I``` |  | $\begin{aligned} & 215.09 \\ & 91.2436 \\ & -6.94822 \end{aligned}$ |  |
| Polar angle of principal axis $\alpha$ (degrees) <br> $\mathrm{I}_{1}$ <br> $\mathrm{I}_{2}$ |  | $\begin{gathered} 3.20134 \\ 215.478 \\ 90.8544 \end{gathered}$ |  |
| ```Shear center ``` | $\begin{aligned} & 1.75122 \\ & 3.8784 \end{aligned}$ | $\begin{aligned} & 1.178 \\ & 3.876 \end{aligned}$ | $\begin{aligned} & 1.736 \\ & 3.876 \end{aligned}$ |
| $\begin{aligned} & \text { Shear factors } \\ & \tilde{\mathcal{K}}_{1} \\ & \tilde{\kappa}_{2}^{1} \end{aligned}$ | - | $\begin{aligned} & 1.257 \\ & 1.492 \end{aligned}$ | $\begin{aligned} & 1.257 \\ & 1.500 \end{aligned}$ |
| $\begin{aligned} & \tilde{\sim}_{\underset{\kappa}{\kappa}}^{x} \\ & \tilde{\tilde{\kappa}}_{x y} \end{aligned}$ | $\begin{array}{r} 1.19959 \\ 1.48019 \\ -0.00577 \end{array}$ | $\begin{gathered} 1.258 \\ 1.491 \\ -0.1303 \end{gathered}$ | $\begin{array}{r} 1.258 \\ 1.499 \\ -0.013 \end{array}$ |
| $\begin{aligned} & I_{C} \text { (torsional rigidity) } \\ & I_{\omega} \text { (sectorial moment of inertia) } \end{aligned}$ | $146.45$ | $\begin{aligned} & 146.11 \\ & 317.3 \end{aligned}$ | $\begin{aligned} & 145.03 \\ & 306.8 \end{aligned}$ |

means of $(23 c, d)$, then, from $(22 a, b)$, co-ordinates $\xi_{c}$, ${ }^{\eta_{c}}$ of the shear centre, from $(23 a, b)$, the value of the shear factors associated with principal axes $\tilde{\kappa}_{1}$ and $\tilde{\kappa}_{2}$ and finally, on the basis of formula (A.12) in the Appendix, the values $\left(\kappa_{~}=1 / \tilde{k}\right) \kappa_{x}, \kappa_{x y}, k_{y}$ shall be calculated.

Of course, the program is also capable of displaying graphically the values $\tau_{x z}, \tau_{y z}, \sigma_{r e d}$ of the stressed state resulting from shear.

Table 2
Task 2

| Cross section characteristics | SURANA | coarse $\begin{aligned} & \text { NUMNP }=69 \\ & \text { NUMEL }=14 \end{aligned}$ | $\begin{gathered} \text { Author's } \\ \text { fine } \\ \text { resolution } \\ \text { NUMNP }=221 \\ \text { NUMEL }=56 \end{gathered}$ | fine $\begin{aligned} & \text { NUMNP }=603 \\ & \text { NUMEL }=168 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| Surface |  | 7.0 |  |  |
| ```Center of gravity co-ordinates x ys``` |  | $\begin{aligned} & 2.7143 \\ & 0.75 \end{aligned}$ |  |  |
| $\begin{aligned} & \text { Second-order moments } \\ & I_{x} \\ & I_{y} \\ & I_{x y} \end{aligned}$ |  | $\begin{aligned} & 1.6458 \\ & 21.762 \\ & 0 \end{aligned}$ |  |  |
| Polar angle of principal axis $\alpha$ (degrees) <br> $\mathrm{I}_{1}$ <br> $\mathrm{I}_{2}$ |  | $\begin{aligned} & 0 \\ & 1.6458 \\ & 21.762 \end{aligned}$ |  |  |
| ```Shear center X yC``` | $\begin{gathered} -0.03638 \\ 0.75 \end{gathered}$ | $\begin{aligned} & -0.05678 \\ & 0.75 \end{aligned}$ | $\begin{aligned} & -0.06637 \\ & 0.75 \end{aligned}$ | $\begin{aligned} & 0.03589 \\ & 0.75 \end{aligned}$ |
| $\begin{aligned} & \text { Shear factors } \\ & \tilde{\tilde{\kappa}}_{1} \\ & \tilde{\kappa}_{2}^{1} \end{aligned}$ | $\begin{array}{r} 1.269 \\ 19.385 \end{array}$ | $\begin{gathered} 1.297 \\ 19.48 \end{gathered}$ | $\begin{gathered} 1.303 \\ 19.58 \end{gathered}$ | $\begin{gathered} 1.304 \\ 19.52 \end{gathered}$ |
| $\begin{aligned} & \tilde{\kappa}_{x} \\ & \tilde{\kappa}_{y} \\ & \tilde{\kappa}_{x y} \end{aligned}$ | $\begin{gathered} 1.269 \\ 19.385 \\ 0 \end{gathered}$ | $\begin{gathered} 1.297 \\ 19.48 \\ 0 \end{gathered}$ | $\begin{gathered} 1.303 \\ 29.58 \\ 0 \end{gathered}$ | $\begin{gathered} 1.304 \\ 19.52 \\ 0 \end{gathered}$ |
| $I_{C}$ (torsional rigidity) $I_{\omega}$ (sectorial moment of inertia) | $1.6643$ | $\begin{aligned} & 1.6166 \\ & 5.223 \end{aligned}$ | $\begin{aligned} & 1.606 \\ & 5.258 \end{aligned}$ | $\begin{aligned} & 1.6031 \\ & 5.278 \end{aligned}$ |

## 4. Numerical examples

Presented below are some numerical examples to illustrate what has been said above.

### 4.1. Example 1

The cross section taken from /4/ is illustrated, together with the distribution of the finite elements, in Fig. 9. NUMEL is the number of elements while NUMNP the number of nodal points.

Material characteristics: $E=29 \cdot 10^{4} \mathrm{lb} /$ inch, $v=0.22$.

Table 3
Task 3

| Cross section characteristics | Thin section <br> /Ponomariov, Vol. 2/ | Author's resolution $\begin{aligned} & \text { NUMNP }=437 \\ & \text { NUMEL }=108 \end{aligned}$ |
| :---: | :---: | :---: |
| Surface | 780 | 780 |
| Center of gravity co-ordinates $\begin{aligned} & x_{S} \\ & y_{S} \end{aligned}$ |  | $\begin{gathered} 22.65 \\ 0 \end{gathered}$ |
| ```Second-order moments I I I``` | $0.1234 \cdot 10^{7}$ | $\begin{aligned} & 0.1235 \cdot 10^{7} \\ & 0.3520 \cdot 10^{6} \end{aligned}$ |
|  | $0$ | $\begin{gathered} 0 \\ 0.1235 \cdot 10^{7} \\ 0.3520 \cdot 10^{6} \end{gathered}$ |
| ```Shear center x yc``` | $\begin{gathered} -31.2 \\ 0 \end{gathered}$ | $\begin{gathered} -29.65 \\ 0 \end{gathered}$ |
| $\begin{aligned} & \text { Shear factors } \\ & \tilde{\kappa}_{1} \\ & \tilde{\kappa}_{2}^{1} \end{aligned}$ |  | $\begin{aligned} & 3.50 \\ & 3.828 \end{aligned}$ |
| $\begin{aligned} & \tilde{\mathcal{K}}_{x} \\ & {\underset{\sim}{k}}_{y} \\ & \tilde{\kappa}_{x y} \end{aligned}$ |  | $\begin{aligned} & 3.50 \\ & 3.828 \\ & 0 \end{aligned}$ |
| $\mathrm{I}_{\mathrm{C}}$ (torsional rigidity) <br> $I_{\omega}$ (sectorial moment of inertia) | $\begin{gathered} 2340 \\ 0.1355 \cdot 10^{10} \end{gathered}$ | $\begin{gathered} 2353 \\ 0.1355 \cdot 10^{10} \end{gathered}$ |

Table 4

|  |  | $x_{C}$ | $\tilde{\kappa}_{\dot{x}}$ | $\tilde{\kappa}_{y}$ |
| :--- | :--- | :--- | :--- | :--- |
| $v$ | 0.25 | -0.06637 | 1.303 | 19.58 |
|  | 0.30 | -0.08292 | 1.303 | 19.62 |
|  | 0.35 | -0.09824 | 1.303 | 19.66 |
|  | 0.40 | -0.1125 | 1.303 | 19.70 |
|  | 0.45 | -0.1257 | 1.303 | 19.75 |

Fig. 10. Example 2: Beam cross section, division in finite elements /a) Geometrical dimensions; b) Coarse: $N U M N P=69$, NUMEL $=14$; c) Author's fine 1: NUMNP $=221$, NUMEL $=56$; d) Author's fine 2: NUMNP $=603$, NUMEL $=168 /$
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Fig. 10

### 4.2. Example 2

The values determined by Surana /4/ for the characteristics of the cross section of a beam, illustrated in Fig. 10, are tabulated in Table 2. Material characteristics: $E=30.50^{4} \mathrm{lb} /$ inch $^{2}, \nu=0.25$.

Table 4 permits the effect of Poisson's number $v$ to be studied.

(b)

(c)

(d)

Fig. 11. Thin-walled open section /a) Geometry in case of the Vlasov theory; b) Distortion function $\omega_{\text {, }}$ c) Geometry in case of the finite element model, d) Finite element mesh/


Fig. 12. Example 3: Stresses $\tau_{x z}$ and $\tau_{y z}$ along the boundary, arising as a result of load $V_{x}=1$ of direction $x / a$ ) min./max. values: $-6.064 \cdot 10^{-5} / 3.6921 \cdot 10^{-3} \mathrm{~N} / \mathrm{mm}^{2}$, b) min./max. values: $-2.745 \cdot 10^{-3} / 2.7453 \cdot 10^{-3} \mathrm{~N} / \mathrm{mm}^{2} /$


Fig. 13. Example 3: Stresses $\tau_{x z}, \tau_{y z}$ and/or $\sigma_{\text {red }}$ along the boundary, arising as a result of load $V_{y}=1$ of direction $y / a$ ) min./max. values: $-2.688 \cdot 10^{-3} / 2.6889 \cdot 10^{-3} \mathrm{~N} / \mathrm{mm}^{2}$; b) min./max. values: $-6.332 \cdot 10^{-4} / 3.8945 \cdot 10^{-3} \mathrm{~N} / \mathrm{mm}^{2}$; c) min./max. values: $9.7068 \cdot 10^{-6} / 6.7455 \cdot 10^{-3} \mathrm{~N} / \mathrm{mm}^{2} /$

### 4.3. Example 3

A thin-walled beam cross section is illustrated in Fig. 11. Material characteristics: $E=2 \cdot 10^{5} \mathrm{MPa}, \nu=0.3$. Table 3 also shows the results of calculation for the cross section shown in Fig. 11, based on the Vlasov theory.

Figure 12 shows tangential stresses $\tau_{x z}$ and $\tau_{y z}$, resulting from unit load of direction $x$, along the boundary of the cross section. As clearly seen, the value of stress $\tau_{x z}$ lies by two orders of magnitude below the maximum value, that is, the stress arising in the corners is practically zего.

The same stresses but in association with the shear force of direction y are illustrated in Fig. 13.

Figure 13c shows stress $\sigma_{\text {red }}$. The value of the reduced stress arising in the corners lies by three orders of magnitude below the maximum value, a good approximation indeed.

### 4.4. Example 4

Consider the shear factor of a square cross section as a function of Poisson number $v$.

Cowper /6/ determined a value of

$$
\kappa=\frac{10(1+v)}{12+11 \nu}=\frac{1}{\widetilde{\kappa}}
$$

in his work.
The values we have obtained on the basis of energetic considerations for a square with 8 nodal points ( $8 \times 8$ elements) are tabulated in Table 5. As seen, the difference lies below $4 \%$.

### 4.5. Example 5

$8 \times 16$ elements have been assumed in the rectangle shown in Table 6. The Table includes shear factors $k_{p}$ depending on $\nu$. According to Cowper,

$$
\tilde{\kappa}_{x}=\tilde{\kappa}_{y}=1 / \tilde{\kappa}_{\text {COWPER }}
$$

while, according to the definition of $\tilde{\kappa}_{p}$ we used,

Table 5. Shear factor of the square

| $\nu$ | KCowper $/ 6 /$ <br> COWPER $=\frac{10(1+\nu)}{12+11 \nu}$ | $8 \times 8$ elements <br> NUMNP $=225$ <br> NUMEL $=64$ <br> $\kappa=1 / \tilde{\kappa}$ | $\kappa$ <br> $\kappa_{\text {COWPER }} 100 \%$ <br> 0.2 |
| :--- | :---: | :---: | :---: |
| 0.25 | 0.845094 | 0.83056 | 98.28 |
| 0.3 | 0.847457 | 0.82919 | 94.84 |
| 0.35 | 0.84968 | 0.82850 | 97.50 |
| 0.4 | 0.85172 | 0.82713 | 97.11 |
| 0.45 | 0.85368 | 0.82576 | 96.73 |

Table 6

| (16) |  |  | $\begin{aligned} & E=2 \cdot 10^{5} \mathrm{Mpa} \\ & A=2 \cdot 10^{4} \mathrm{~mm}^{2} \\ & I_{x}=0.666 \cdot 10^{8} \mathrm{~mm}^{4} \\ & I_{y}=0.166 \cdot 10^{8} \mathrm{~mm}^{4} \\ & I_{C}=0.4574 \cdot 10^{8} \mathrm{~mm}^{4} \\ & I_{\omega}=0.2033 \cdot 10^{11} \mathrm{~mm}^{6} \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $8 \cdot 16$ elements NUMNP $=433$ <br> NUMEL $=128$ |  |  | $\tilde{k}_{x}$ | $\tilde{k}_{y}$ |
| $v$ |  | 0.20 | 1.239 | 1.200 |
|  |  | 0.25 | 1.256 | 1.200 |
|  |  | 0.30 | 1.275 | 1.201 |
|  |  | 0.35 | 1.294 | 1.201 |
|  |  | 0.40 | 1.315 | 1.201 |
|  |  | 0.45 | 1.335 | 1.201 |

$$
\tilde{k}_{x} \neq \tilde{k}_{y}
$$

In the range of $0.2 \leq . \leq 0.45$ assumed in the example,

$$
\vartheta=\frac{\frac{1}{\overline{\kappa_{x}^{x}}}-{ }^{\kappa} \text { COWPER }}{{ }^{{ }^{\kappa} \text { COWPER }}}
$$

varies between 0.124 and 0.198 .


Fig. 14. Geometry of a composite cross section


Fig. 15. Geometry of a composite cross section divided in finite elements

### 4.6. Example 6

Finally, let the values of the shear factors of a composite cross section be determined.

Material characteristics of the cross section illustrated in Fig. 14: Domain 1: $\quad E=2.14 \cdot 10^{5} \mathrm{MPa}, \quad \nu=0.3$. Domain 2: $\quad E=5.8 \cdot 10^{5} \mathrm{MPa}, \quad v=0.3$.

With the division of finite elements according to Fig. 15:

$$
\tilde{\kappa}_{x}=1.243 \quad \tilde{\kappa}_{y}=1.241
$$

Other geometrical characteristics of the cross section:

$$
\begin{aligned}
A & =0.20292 \cdot 10^{5} \mathrm{~mm}^{2} \\
I_{x} & =0.48175 \cdot 10^{8} \mathrm{~mm}^{4} \\
I_{y} & =0.71215 \cdot 10^{8} \mathrm{~mm}^{4} \\
I_{C} & =0.13153 \cdot 10^{14} \mathrm{~N} \cdot \mathrm{~mm}^{2} \\
I_{\omega} & =0.9295 \cdot 10^{15} \mathrm{~N} \cdot \mathrm{~mm}^{4}
\end{aligned}
$$

In case of an identical material $\left(E=2.14 \cdot 10^{15}\right)$,

$$
\tilde{k}_{x}=1.853, \quad \tilde{\kappa}_{y}=1.697,
$$

furthermore,
or

$$
\begin{aligned}
& I_{C}=0.90237 \cdot 10^{13} \mathrm{~N} \cdot \mathrm{~mm}^{2}, \\
& I_{\omega}=0.1927 \cdot 10^{16} \mathrm{~N} \cdot \mathrm{~mm}^{4}, \\
& I_{C} / G=I_{C} / 0.8231 \cdot 10^{5}=0.10939 \cdot 10^{9} \mathrm{~mm}^{4}, \\
& I_{\omega} / E=I_{\omega} / 2.14 \cdot 10^{5}=0.9006 \cdot 10^{10} \mathrm{~mm}^{6},
\end{aligned}
$$

where

$$
G=E / 2(1+v) .
$$

## 5. Conclusions

The finite element model presented is a rather efficient method to clear the geometrical characteristics of the beam cross section in two steps. In the first step, the conventional geometrical characteristics such as surface, most important moments of inertia, St. Venant's torsional rigidity $I_{C}$ and/or the second-order moment associated with warping are determined while in the second step -- in the knowledge of the principal axes of the cross section - the co-ordinates of the shear center and/or shear factor $\tilde{k}_{p}$ are calculated by means of the variation principle described in this work. Presented in Appendix are the variation principle based on the total potential energy associated with the Timoshenko beam model which takes the shear strain into consideration, as well as the calculations to obtain the equilibrium equations and dynamic boundary conditions.
pÁCZELT, I.
The calculation based on the first variation principle seems to be more expedient than that based on the second variation principle because in the first case, the stiffness matrix and the load vector can be produced in a simpler way.

## APPENDIX

## Total potential energy of the beam

Let $x$ and $y$ be the axes falling within the cross section going through the center of gravity of the cross section while $z$ the centreline of the beam. Material characteristics of the beam: Young modulus E and/or shear modulus of elasticity G. Displacements of the points of the beam result from angular displacements $\phi_{x}$ and $\phi_{y}$ of the beam cross section around axes $x$ and $y$. Assume the cross section remains flat also after deformation that is,

$$
\begin{equation*}
w=\phi_{x} y-\phi_{y} x=\phi_{\xi} \eta-\phi_{\eta} \xi . \tag{A.1}
\end{equation*}
$$

Let the displacement of the point of the beam in directions $x$ and $y$ be denoted by $u$ and $v$, respectively. The principal axes of the cross section are straights 1 and 2 , the displacements in these directions are $u$ and $v$ while the angular displacements of the cross section $\phi_{\xi}$ and $\phi_{\eta}$, respectively (Fig. A.1).


Fig. A.1. Co-ordinate systems, displacement co-ordinates, angular displacement co-ordinates

The specific elongation in the direction of axis $z$ is

$$
\begin{equation*}
\varepsilon_{z}=\frac{d w}{d z}=w^{\prime}=\phi_{x^{\prime}}^{\prime} y-\phi_{y^{\prime}}^{\prime} x \tag{A.2}
\end{equation*}
$$

while the angular distortion

$$
\begin{align*}
& r_{1 z}=\frac{\partial \tilde{u}}{\partial z}+\frac{\partial w}{\partial \xi}=\tilde{u}^{\prime}-\phi_{\eta}  \tag{A.3}\\
& r_{2 z}=\frac{\partial \tilde{v}}{\partial z}+\frac{\partial w}{\partial \eta}=\tilde{v}^{\prime}+\phi_{\xi} . \tag{A.4}
\end{align*}
$$

Acting along axis $z$ of the beam are loads $p_{x}$ and $p_{y}$ and/or moment $m_{x}$ and $m_{y}$ distributed among lines $x$ and $y$, respectively.

The concentrated moments and forces are $M_{x}, M_{y}$ and $F_{x}, F_{y}$ in the direction of $x$ and $y$, respectively.

The following transformation relationships apply:

$$
\begin{align*}
& \tilde{u}=u \cos \alpha+v \sin \alpha  \tag{A.5}\\
& \tilde{v}=-u \sin \alpha+v \cos \alpha \\
& \phi_{\xi}=\phi_{X} \cos \alpha+\phi_{y} \sin \alpha  \tag{A.6}\\
& \phi_{\xi}=-\phi_{X} \sin \alpha+\phi_{y} \cos \alpha .
\end{align*}
$$

Total potential energy:

$$
\begin{equation*}
\pi_{p}=U_{\text {bending }}+U_{\text {shear }}-W \text {, } \tag{A.7}
\end{equation*}
$$

where the strain energy resulting from bending is

$$
\begin{align*}
U_{\text {bending }} & =\frac{1}{2} \iint_{L A} E\left(w^{\prime}\right)^{2} d A d z= \\
& =\frac{1}{2} \int_{L} E\left(I_{x} \phi_{x}^{\prime 2}+I_{y} \phi_{y}^{\prime 2}-2 I_{x y} \phi_{x}^{\prime} \phi_{y}^{\prime}\right) d z \tag{A.8}
\end{align*}
$$

that resulting from shear

$$
\begin{equation*}
U_{\text {shear }}=\frac{1}{2} \int_{L} G A\left(\kappa_{1} \gamma_{1 z}^{2}+\kappa_{2} r_{2 z}^{2}\right) d z \tag{A.9}
\end{equation*}
$$

where $k_{1}=1 / \tilde{k}_{1}, k_{2}=1 / \tilde{k}_{2}$ being shear shape factors in directions 1 and 2 , respectively (for definition of $\kappa_{1}, \tilde{k}_{2}$ see $/ 23 a, b /$ ),
$A$ is the surface of the cross section while $I_{x}, I_{y}, I_{x y}$ are secondorder moments.

Work of the system of external forces:

$$
\begin{align*}
W & =\int_{L}\left(p_{x} u+p_{y} v\right) d z+\int_{L}\left(m_{x} \phi_{x}+m_{y} \phi_{y}\right) d z+  \tag{A.10}\\
& +\left.\left[M_{x} \phi_{x}+F_{x} u\right]\right|_{0} ^{L}+\left.\left[M_{y} \phi_{y}+F_{y} v\right]\right|_{o} ^{L}
\end{align*}
$$

Thus, considering the variation of fields $u, v, \phi_{x}, \phi_{y}$ in $\pi_{p}$ independently of each other, we use the product integration rule to obtain

$$
\begin{align*}
& \delta \Pi_{p}=0=-\int_{L}\left[\delta \phi_{x} \delta \phi_{y}\right]\left(E\left[\begin{array}{cc}
I_{x} & -I_{x y} \\
-I_{x y} & I_{y}
\end{array}\right]\left[\begin{array}{c}
\phi_{x}^{\prime \prime} \\
\phi_{y}^{\prime \prime}
\end{array}\right]-\left[\begin{array}{c}
F_{y} \\
-F_{x}
\end{array}\right]+\left[\begin{array}{c}
m_{x} \\
m_{y}
\end{array}\right]\right) d z- \\
& -\int_{L}\left[\begin{array}{ll}
\delta u v & \delta v
\end{array}\right]\left(G A\left[\begin{array}{cc}
k_{x} & k_{x y} \\
k_{y x} & k_{y}
\end{array}\right]\left[\begin{array}{c}
u^{\prime \prime}-\phi_{y}^{\prime} \\
v^{\prime \prime}+\phi_{x}^{\prime}
\end{array}\right]+\left[\begin{array}{l}
p_{x} \\
p_{y}
\end{array}\right]\right) d z+ \\
& +\left\{\left[\begin{array}{ll}
\delta \phi_{x} & \delta \phi_{y}
\end{array}\right]\left(E\left[\begin{array}{cc}
I_{x} & -I_{x y} \\
-I_{y x} & I_{y}
\end{array}\right]\left[\begin{array}{c}
\phi_{y}^{\prime} \\
\phi_{y}^{\prime}
\end{array}\right]-\left[\begin{array}{c}
M_{x} \\
M_{y}
\end{array}\right]\right)\right\}_{0}^{L}+ \\
& +\left\{\left.\left[\delta u \quad \delta v \underset{]}{ }\left(G A\left[\begin{array}{cc}
k_{x} & k_{x y} \\
k_{x y} & k_{y}
\end{array}\right]\left[\begin{array}{cc}
u^{\prime} & -\phi_{y} \\
v^{\prime} & +\phi_{x}
\end{array}\right]-\left[\begin{array}{c}
F_{x} \\
F_{y}
\end{array}\right]\right)\right\}\right|_{0} ^{L}\right. \tag{A.11}
\end{align*}
$$

where

$$
\begin{align*}
& k_{x}=k_{1} \cos ^{2} \alpha+k_{2} \sin ^{2} \alpha \\
& k_{y}=k_{1} \sin ^{2} \alpha+k_{2} \cos ^{2} \alpha  \tag{A.12}\\
& k_{x y}=k_{y x}=\left(k_{1}-k_{2}\right) / 2 \sin 2 \alpha
\end{align*}
$$

Introducing tensors

$$
I_{S}=\left[\begin{array}{cc}
I_{x} & -I_{x y} \\
-I_{y x} & I_{y}
\end{array}\right], \quad \stackrel{\kappa}{=}=\left[\begin{array}{cc}
\kappa_{x} & { }^{k_{x y}} \\
\kappa_{y x} & { }_{y y}
\end{array}\right]
$$

and vectors

$$
\underline{\phi}=\left[\begin{array}{l}
\phi_{x} \\
\phi_{y}
\end{array}\right], \quad \underline{m}=\left[\begin{array}{l}
m_{x} \\
m_{y}
\end{array}\right], \quad \underline{Q}=\left[\begin{array}{l}
p_{x} \\
p_{y}
\end{array}\right], \quad \underline{u}=\left[\begin{array}{l}
u \\
v
\end{array}\right], \quad \underline{M}=\left[\begin{array}{l}
M_{x} \\
M_{y}
\end{array}\right], \quad \underline{F}=\left[\begin{array}{c}
F_{x} \\
F_{y}
\end{array}\right]
$$

relationships

$$
\underline{F}=G A \stackrel{k}{=}\left[\begin{array}{c}
u^{\prime}-\phi_{y}  \tag{A.13}\\
v^{\prime}+\phi_{x}
\end{array}\right]
$$

and

$$
\begin{equation*}
M=E \underline{\underline{I}}_{5} \cdot \underline{\phi}^{\prime} ; \phi^{\prime}=1 / E \underline{\underline{I}}^{-1} \cdot \underline{M} \tag{A.14}
\end{equation*}
$$

or, as a result of the vanishing of the integrals, equilibrium equations

$$
E \underline{\underline{I}}_{S} \underline{\phi}^{\prime \prime}+\left[\begin{array}{c}
-F_{y}  \tag{A.15}\\
F_{x}
\end{array}\right]=-\underline{m} ; \quad\left(\underline{M}^{\prime}+\underline{e}_{z} \times \underline{F}+\underline{m}=\underline{0}\right)
$$

and

$$
G A \stackrel{k}{=} \cdot\left[\begin{array}{c}
u^{\prime \prime}-\phi_{y}^{\prime}  \tag{A.16}\\
v^{\prime \prime}+\phi_{x}^{\prime}
\end{array}\right]=-\underline{p} ; \quad\left(\underline{F}^{\prime}+\underline{p}=\underline{0}\right)
$$

are obtained from the variation equation according to (A.11) for the internal forces and moments, respectively while from (A.16),
that is

$$
\begin{align*}
& \underline{u}^{\prime \prime}=-\frac{1}{G A} \underline{k}^{-1} \cdot \underline{p}-\frac{1}{E}\left(\underline{e}_{z} \times \underline{\underline{I}}_{s}^{-1}\right) \cdot \underline{M} \\
& \underline{u}^{\prime \prime}=\frac{1}{G A} \stackrel{K}{K}_{=}^{-1} \cdot \underline{F}^{\prime}-\frac{1}{E}\left(\underline{e}_{z} \times \underline{\underline{I}}_{S}^{-1}\right) \cdot \underline{M}, \tag{A.17}
\end{align*}
$$

where the first term of the right side carries the effects of shear strain.

## REFERENCES

1. Theory of Strength (in Hungarian). Panel of the Department of Mechanics, NME (Technical University of Miskolc), Tankönyvkiadó, Budapest 1977
2. Béda, Gy. - Kozák, I. - Verhás, J.: Continuum Mechanics (in Hungarian). Mũszaki Könyvkiadó, Budapest 1987
3. Béda, Gy. - Kozák, I.: Mechanics of elastic bodies (in Hungarian). Müszaki Könyvkiadó, Budapest 1987
4. Surana, K. S.: Isoparametric elements for cross-sectional properties and stress analysis of beams. Int. J. Mech. Eng., 14 (1979), 475-497
5. Mason, W. E. - Hermann, L. R.: Elastic shear analysis of general prismatic beams. J. Eng. mech. Division, EM4 (August 1968), 965-983
6. Cowper, G. R.: The shear coefficient in Timoshenko's beam theory. J. of Applied Mechanics, Vol. 33, No. 2 (June 1966)
7. Páczelt, I. - Szabó, T.: FEM-3D substructural finite element program system in education and research (in Hungarian). MicroCAD'91 Conference on Applied Computer Engineering, Miskolc (Hungary), February 26-March 2, 1991, Vol. 1, VIII/66-72
8. Páczelt, I. - Szabó, T.: Estimation of torsional rigidity by means of the finite element method. Acta Technica 104/1-3 (1991/92)

Dulácska, E. (ed.): Soil settlement effects on buildings. Akadémiai Kiadó, Budapest, 1992
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- it should not fail,
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In Section 4 computerized calculation methods are presented under the title of mathematical procedures. In computations for composite structures the stiffness of the soil must be modelled. The possible systems for modelling is suggested in this Section. During the last decade the finite element method has been used extensively to solve various foundation problems.

In Section 5 approximative calculation methods are recommended for practice. These approximative methods are also used for the determination of basic data for the more sophisticated computer analyses. This Section therefore deals with different approximative methods which can be efficiently used for the analysis of either the whole structure or individual structural elements. Accuracy is of secondary importance when we establish an approximate procedure.

Case histories are described in Section 6 and various guiding tables and three computer programs are presented in Section 7.

The reader may utilize each Section in itself, since for someone who wants to perform a quick approximative calculation, there is no need to study basic mathematical approaches, or to delve into computer techniques.
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# MODIFIED DUGDALE MODEL FOR TWO COLLINEAR CRACKS <br> WITH A UNIFIED PLASTIC ZONE 

R. R. BHARGAVA* - S. C. AGRAWAL**

(Received: 2 May 1995)


#### Abstract

Crack opening displacement and plastic zone size are determined or two collinear, equal, symmetrical cracks contained in an infinite homogeneous and elastic-plastic matrix. The matrix is subjected to remotely applied Mode I type loading. The cracks faces thus open forming plastic zones ahead of crack tips. The cohesive linearly varying stress distribution is then applied to arrest the plastic zones developed. Closed form solution, based on Dugdale model solution, is obtained using principal of superposition and complex variable technique. Results obtained are used to study relation between load required for crack closure, yield stress, plastic zone size, crack opening displacement and crack length.


## 1. Introduction

The elastic analysis of stress distribution in vicinity of a crack using complex variable was given by Muskhelishvili /l/. Using Muskhelishvili technique Dugdale /2/ proposed a 'strip yield model' giving elastic-plastic analysis for determining plastic zone size ahead of crack tips. The effect of partial closure on stress intensity factor of a Griffith crack opened by a parabolic distribution was investigated by Burniston and Gurley /3/. A photo-elastic studies for determination of plastic zone size ahead of a crack tip contained in a thin sheet under uniaxial loading has been carried out by Mishra and Parida /4/.

Harrop /5/ extended the Dugdale model for the case when plastic zones are subjected to cohesive parabolic stress distribution.

[^8]Stress field in an infinite plate, containing two collinear cracks, loaded at an arbitrary location was studied by Vialaton et al. /6/. Theocaris /7/ applied Dugdale model to determine plastic zone size developed in the case of two collinear and unequal cracks under opening mode conditions

The problem investigated in present paper is of an infinite, homogeneous, isotropic, elastic-perfectly plastic matrix containing two equal, collinear and symmetrically situated cracks. The matrix is subjected to Mode I type tension at infinity causing opening of crack faces forming plastic zones ahead of crack tips. Plastic zones develop at the interior crack tips get unified. A linearly varying cohesive stress distribution is applied over plastic zones to effect the cracks closure. Complex variable theory of elasticity has been used to obtain closed form expressions for plastic zone size and crack opening displacement.

## 2. Basic formula

For two-dimensional theory of elasticity using complex variable method /l/ Cartesian components of stresses $P_{i j}(i, j=x, y)$ and displacement components $u_{i}(i=x, y)$ may be expressed in terms of two complex potential functions $\phi(z)$ and $\Omega(z)$ as

$$
\begin{gather*}
P_{y y}-i P_{x y}=\phi(z)+\Omega(\bar{z})-(z-\bar{z}) \phi^{\prime}(z),  \tag{1}\\
2 \mu\left(u_{x, x}+i u_{y, x}\right)=k \phi(z)-\Omega(\bar{z})-(z-\bar{z}) \phi^{\prime}(z) . \tag{2}
\end{gather*}
$$

A bar indicates the complex conjugate operation. The dash signifies differentiation with respect to the argument while comma after function stands for partial differentiation with respect to subscript following it. Shear modulus is denoted by $\mu$. For plane strain $k=3-4 \nu$ and for generalised plane stress $k=(3-\nu) /(1+\nu)$, $\nu$ being Possion's ratio.

Dual problems of linear relationship are obtained using equation (1) when the rims of crack (s) are acted upon by stresses $\mathrm{P} \frac{+}{\mathrm{yy}}, \mathrm{P} \frac{+}{\mathrm{xy}}$ as

$$
\begin{align*}
& \phi^{+}(t)+\Omega^{-}(t)=P_{y y}^{+}-i P_{x y}^{+},  \tag{3}\\
& \phi^{-}(t)+\Omega^{+}(t)=P_{y y}^{-}-i P_{x y}^{-},
\end{align*}
$$

under the assumption $\lim _{y \rightarrow 0} y \phi^{\prime}(t+i y)=0$.

Supercripts + and - indicate the limiting values from positive y-plane and negative $y$-plane, respectively. Any point on crack, other then end points, is denoted by $t$.

The stresses intensity factor, $K_{I}$, at crack $\operatorname{tip} z=z_{1}$ may be calculated from

$$
\begin{equation*}
K_{I}=2 \sqrt{2 \pi} \lim _{z \rightarrow z_{1}}\left\{\left(z-z_{1}\right)^{1 / 2} \phi(z)\right\} \tag{5}
\end{equation*}
$$

## 3. The problem

An infinite, homogeneous, isotropic and elastic-perfectly plastic matrix is subjected to remotely applied uniaxial tension $\sigma_{\infty}$ in $y$-direction. The matrix contains two collinear equal cracks $L_{1}$ and $L_{2}$ occupying intervals /-b, -a/ and /a, b/, respectively (Fig. 1). The cracks $L_{1}$ and $L_{2}$ open on account of prescribed tension developing plastic zones ahead of cracks tips. It is assumed that plastic zones developed at the interior tips of cracks are unified. Interior plastic zone $\Gamma_{1}$ lies in /-a, a/ and exterior plastic zones $\Gamma_{2}: /-c,-b /$ and $\Gamma_{3}: / c, b /$, develop at exterior tips of the cracks $L_{1}$ and $L_{2}$. These plastic zones are, in turn, subjected to linearly varying cohesive stress distribution, toye, where $t$ is any point on the plastic zones and $\sigma_{y e}$ is yield point stress.


Fig. 1. Configuration

The problem is solved using superimposition of two component problems termed as (a) elastic problem and (b) plastic problem.

## (a) Elastic problem

An infinite, homogeneous, isotropic and elastic-perfectly plastic matrix contains a stress free straight crack $L$ : /-c, c/. The matrix is subjected to remotely applied uniform uniaxial tension $\sigma_{\infty}$ in $y$-direction. The complex potential $\phi_{e}(z)$ for this may be written as in/l/

$$
\begin{equation*}
\phi_{e}(z)=0.5 \sigma_{\infty} z\left(z^{2}-c^{2}\right)^{-1 / 2} . \tag{6}
\end{equation*}
$$

Opening mode stress intensity factor $K_{\text {Ie }}$ is calculated using equation (5) substituting value of $\phi_{e}(z)$ from equation (6) and may be written as

$$
\begin{equation*}
\mathrm{K}_{\mathrm{Ie}}=0.5 \sigma_{\infty} \sqrt{\mathrm{C} / 2} . \tag{7}
\end{equation*}
$$

## (b) Plastic problem

A stress free infinite, homogeneous, isotropic and elastic-perfectly plastic matrix contains two symmetrically situated cracks $L_{1}$ : /-b, -a/ and $L_{2}$ : /a, b/. Interior plastic zone $\Gamma_{1}$ occupies /-a, a/ and exterior plastic zones $\mathrm{r}_{2}$ and $\mathrm{r}_{3}$ occupy /-c, $-\mathrm{b} /$ and $/ \mathrm{b}, \mathrm{c} /$ ligaments ahead of crack tips -b and b , respectively. Boundary conditions of problem are
(i) No stress are acting at infinite boundary.
(ii) Cohesive stress distribution, to ye, acting on rims of each of the plastic zones $\Gamma_{1}, \Gamma_{2}$ and $\Gamma_{3}$, respectively. Any point on plastic zones is denoted by $t$.
And
(iii) Rims of the cracks $L_{1}$ and $L_{2}$ are stress free.

Dual Hilbert problems obtained using boundary conditions (ii) and (iii) applied on extended crack (= the actual crack $u$ relevant plastic zone) may be written as follows:

$$
\begin{align*}
& \phi_{p}^{+}(t)+\Omega_{p}^{-}(t)=t \sigma_{\text {ye }} \\
& \phi_{p}^{-}(t)+\Omega_{p}^{+}(t)=t \sigma_{y e} \tag{8}
\end{align*}
$$

The subscript $p$ refers that potentials refer to plastic problem. Using Muskhelishvili /l/ complex variable technique the complex potential $\phi_{p}(z)$ of interest may be given by
$\phi(z)=\frac{\sigma_{y e}}{\pi i}\left[\begin{array}{l}\frac{1}{x(z)}\left\{\begin{array}{l}\left.\frac{c^{2}\left(\begin{array}{l}\pi / 2+\sin ^{-1} a / c-\sin ^{-1} b / c-b / c \cos \sin ^{-1} b / c \\ 2 \\ +a / c \cos \sin ^{-1} a / c\end{array}\right.}{} \begin{array}{l}-z^{2}\left(\pi / 2-\sin ^{-1} b / c+\sin ^{-1} a / c\right)\end{array}\right\} \\ -z\left\{\tan ^{-1} \frac{z}{a} \sqrt{\frac{c^{2}-a^{2}}{z^{2}-c^{2}}}-\tan ^{-1} \frac{z}{b} \sqrt{\frac{c^{2}-b^{2}}{z^{2}-c^{2}}}\right\}\end{array}\right]\end{array}\right]$
Stress intensity factor $K_{I p}$ at the tip $z=c$ may be written using equations (9) and (5) as

$$
\begin{align*}
K_{I p}=\frac{\sigma_{y e}}{2 \pi} c \sqrt{c / 2}(\pi / 2 & +\sin ^{-1} a / c-\sin ^{-1} b / c+b / c \cos \sin ^{-1} b / c- \\
& \left.-a / c \cos \sin ^{-1} a / c\right) . \tag{10}
\end{align*}
$$

## 4. Plastic zone and crack opening displacement

Plastic zone size at the tip $z=c$ of crack $L_{2}$ determined from condition

$$
\begin{equation*}
\mathrm{K}_{\mathrm{Ie}}+\mathrm{K}_{\mathrm{Ip}}=0 \tag{11}
\end{equation*}
$$

Substituting values from equations (7) and (10) a non-linear relation for determining plastic zone is obtained in terms of $a, b, c, \sigma_{\infty} / \sigma_{y e}$.

Crack opening displacement at the crack tip $z=c$ is obtained from

$$
\begin{equation*}
u_{c}=\frac{4}{E} \operatorname{Im}\left[\int \phi(z) d z\right] \tag{12}
\end{equation*}
$$

where function $\phi(z)=\phi_{e}(z)+\phi_{p}(z)$ is obtained after the singular parts of $\phi_{e}(z)$ and $\phi_{p}(z)$ have balanced each other. Young's modulus is denoted by $E$ and Im // is imaginary part of the quantity in bracker. For present case it may be given by

$$
\begin{equation*}
u_{c}=\frac{2 \sigma_{y e}}{\pi E} c\left(\pi / 2+\sin ^{-1} a / c-\sin ^{-1} b / c\right)\left(b / c \sqrt{c^{2}-b^{2}}+c \sin ^{-1} b / c\right) . \tag{13}
\end{equation*}
$$

## 5. Example of applications

An illustrative numerical example is considered to study effect of crack length, inter crack distance, plastic zone size on the load ratio (load applied at infinity/yield stress) required for crack closure.

Figure 2 depicts variation of required load ratio as inter crack distance is increased. Crack length is taken unity. It is observed as cracks are moved apart, less load is required for plastic zone arrest. Studies also show that larger is plastic zone size more load is required for closure. Required load ratio is plotted against increasing crack lengths in Fig. 3. As expected, for larger crack lengths less load ratio is required for closing exterior plastic zones. Increase in plastic zone size does require more load for plastic zone arrest.

Crack opening displacement (COD) at exterior crack tip as interior distance between cracks increases is shown in Fig. 4. For the load ratio calculated above, variation of COD shows that bigger the size of plastic zone, crack opens more.


Fig. 2. Variation of load ratio versus inter crack distance


Fig. 3. Normalised load ratio versus crack length


Fig. 4. Normalised crack opening displacement variation against inter crack distance


Fig. 5. Normalised COD versus crack length

Behaviour of COD as crack length increase is depicted in Fig. 5. Crack opens more as the crack length increases, as expected.
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# FINITE MECHANISMS HAVE NO HIGHER-ORDER RIGIDITY* 

GÁSPÁR, ZS. ${ }^{* *}$-TARNAI, T..***

(Received: 25 November 1994)

In a paper, R. Connelly and H. Servatius showed an example of a non-rigid bar-and-joint assenbly which was third-order rigid by their definition. Seeing this obvious contradiction they concluded that the whole notion of higher-order rigidity is questionable. In this paper, using a definition of higher-order infinitesimal mechanism we will show a method by which this contradiction could be avoided.

## 1. Introduction

Connelly and Servatius /l/ have examined the finite mechanism shown in Fig. 1, and they have found it to be third-order rigid by their definition. We think it is a contradiction that a structure is finite mechanism and at the same time any-order rigid. So, one of the definitions ought to be changed. Tarnai $/ 6 /$ has given a definition for $n$ th-order infinitesimal mechanisms, and we know that an nth-order infinitesimal mechanism is $\underline{n+l s t-o r d e r ~ r i g i d ~ / 2 / . ~ U n f o r t u n a t e l y, ~ T a r n a i ' s ~ d e f i n i t i o n ~ i s ~ n o t ~ a ~ c o n s t r u c-~}$ tive one. But if a structure is shown to be minimum nth-order infinitesimal mechanism then it is sure that the structure cannot be nth-order rigid.

In Section 2 a method will be shown which is suitable to determine a one-parameter system of infinitesimal displacements of the joints for this structure where the elongations of the bars have no nth- or lower-order terms. We apply the method for $\underline{n}=6$, so the structure cannot be third-order rigid (nor even sixth-order rigid) according to Tarnai's definition.

[^9]

Fig. 1. The framework of Connelly and Servatius

## 2. Minimum 6th-order mechanism

First we recall the definition of $n t h-o r d e r ~ m e c h a n i s m ~ f o r m ~ / 6 / . ~ C o n-~$ sider a bar-and-joint assembly which contains $\underline{b}$ bars and consider a system $\gamma$ of infinitesimal displacements of the joints. Let us denote an infinitesimal displacement component of a characteristic joint - as a scalar parameter of motions -- by $\delta$ and the elongation of the bar $\underline{k}$ due to $\delta$ by $\underline{e}_{k \gamma^{*}}$ Let $\underline{e}_{k_{\gamma^{+}}}^{(i)}(0)$ denote the $\underline{i t h}$ one-sided derivative of $\underline{e}_{k \gamma^{-}}^{(\delta)}$ at point $\delta=0$.

DEFINITION. An assembly is an nth-order infinitesimal mechanism if $\underline{n}=\max _{\gamma} \min _{k}\left\{\underline{h} \mid \underline{e}_{k_{\gamma^{+}}^{(i)}}^{(0)}=0 \quad\right.$ for $\quad \underline{i}=1,2, \ldots, \underline{h} ;$ but $\left.\underline{e}_{k \gamma^{+}}^{(h+1)}(0) \neq 0\right\}$ $\underline{k} \in\{1,2, \ldots, \underline{b}\}, \gamma \in \Gamma$ where $r$ is a set of all the possible systems of infinitesimal motions.

Let us consider a 4-parameter change of the nodes where 4 bars have no elongation and the incline bars (the double triangles in Fig. 1 are replaced with incline bars rigid for bending but capable for elongation) remain straight (Fig. 2):

$$
\begin{gather*}
\mathbf{p}_{1}=\left[\begin{array}{c}
\sqrt{1-a^{2}} \\
1+a
\end{array}\right] ; \quad \mathbf{p}_{2}=\left[\begin{array}{c}
3-\sqrt{1-b^{2}} \\
b
\end{array}\right] ;  \tag{la}\\
\mathbf{p}_{3}=\left[\begin{array}{c}
6-\sqrt{1-c^{2}} \\
1+c
\end{array}\right] ; \quad \mathbf{p}_{4}=\left[\begin{array}{c}
3+\sqrt{1-d^{2}} \\
d
\end{array}\right] . \tag{lb}
\end{gather*}
$$

To show that the structure is minimum nth-order mechanism it is allowed to substitute the terms in form $\sqrt{1-x^{2}}$ by their n-jet (truncation of the


Fig. 2. Simplified model of the framework; displacements of the joints

MacLaurin series at degree nㅡㅇ because the elongation of four bars even in this way will not have nth- or lower-order terms.

We want to determine vertical displacement functions $\underline{b}(\underline{a}), \underline{c}(\underline{a})$, $\underline{d}(\underline{a})$ such that the first $\underline{n}$ derivatives of the elongation functions

$$
\begin{align*}
& e_{1}(a)=\left|p_{2}-p_{1}\right|-\sqrt{2} \\
& e_{2}(a)=\left|p_{4}-p_{3}\right|-\sqrt{2}  \tag{2}\\
& e_{3}(a)=\frac{1}{2}\left|p_{3}+p_{4}-p_{1}-p_{2}\right|-3
\end{align*}
$$

at the point $\underline{a}=0$ must be zero. Function $\underline{b}(\underline{a})$ is supposed to have the form

$$
\begin{equation*}
\mathrm{b}(\mathrm{a})=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{c}_{\mathrm{i}} \mathrm{a}^{\mathrm{i}} \tag{3}
\end{equation*}
$$

and the coefficients can be determined one by one from the conditions

$$
e_{1}^{(i)}(0)=0 \quad(i=1,2, \ldots, n)
$$

where the superscript denotes derivation with respect to $\underline{a}$. If $\underline{n}=6$ then

$$
\begin{equation*}
b=a+a^{2}+a^{3}+\frac{11}{4} a^{4}+\frac{25}{4} a^{5}+\frac{131}{8} a^{6} \tag{4}
\end{equation*}
$$

Because of symmetry of the structure, the relationship

$$
\begin{equation*}
d=c+c^{2}+c^{3}+\frac{11}{4} c^{4}+\frac{25}{4} c^{5}+\frac{131}{8} c^{6} \tag{5}
\end{equation*}
$$

also holds. Function $\underline{c}(\underline{a})$ is supposed to have the form

$$
\begin{equation*}
c(a)=a+\sum_{i=1}^{2 n-5} c_{i} a^{1+i / 2} \tag{6}
\end{equation*}
$$

Equations (4--6) are substituted into the function

$$
\left(p_{3}+p_{4}-p_{1}-p_{2}\right)^{\top}\left(p_{3}+p_{4}-p_{1}-p_{2}\right)
$$

and the coefficients $\underline{C}_{i}$ can be determined one by one from the conditions that all the coefficients of terms $a^{j / 2}(\underline{j} \leq 2 \underline{n})$. must be zero. If $\underline{n}=6$ then

$$
\begin{gather*}
c=a \pm \sqrt{6} a^{3 / 2}+\frac{9}{2} a^{2} \pm \frac{95 \sqrt{6}}{16} a^{5 / 2}+\frac{93}{2} a^{3} \pm \frac{35647 \sqrt{6}}{512} a^{7 / 2}+ \\
+\frac{5079}{8} a^{4} \pm \frac{24861661 \sqrt{6}}{24576} a^{9 / 2} . \tag{7}
\end{gather*}
$$

Depending on which sign is chosen for the terms with fractional exponent bar 3 will incline to the right or to the left.

In this way we have found a system of displacements of the joints where the first six derivatives of the elongation function of each of the bars, in the original position, are equal to zero. It means that the assembly in Fig. 1 is at least sixth-order infinitesimal mechanism, that is, it is at least seventh-order rigid, in contrast with Connelly and Servatius's findings. Using this technique one can continue the series expansion so that the first seven or more derivatives of the elongation functions vanish, that is, can show that the assembly is at least seventh- or higher-order infinitesimal mechanism.

## 3. Finite mechanism

We can go further and neglecting the visual way we can show also theoretically that the assembly is a finite mechanism. In this section we will use notation different from that in Section 2 (e.g., numbering the bars in Fig. 3 will be different from that in Fig. 2).

Let us consider bar $\underline{k}$ of an assembly joining joints $\underline{i}$ and $\mathfrak{j}$ (Fig. 3a), and denote its elongation by $\underline{e}_{k}$ such that

$$
e_{k}=/\left(x_{i}-x_{j}\right)^{2}-\left(y_{i}-y_{j}\right)^{2} / 1 / 2-l_{k}
$$

where $x_{i}, y_{i}, x_{j}, y_{j}$ are the Cartesian co-ordinates of joints $\underline{i}$ and $\underline{j}$, and $l_{k}$ is the length of bar $\underline{k}$; and let $\lambda_{k}$ denote force in bar $\underline{k}$.
(a)


Fig. 3. Notation (a) for a bar, (b) for the whole framework

Due to the classical theory of kinematics /4/ a bar-and-joint assembly, which can have at most one state of self-stress, is a finite mechanism if function $\Phi$ such that

$$
\Phi=\sum_{k=1}^{b} \lambda_{k} e_{k}
$$

has no extremum at the investigated position of the assembly. (Following Levi-Civita $/ 5 /$, Kuznetsov uses the theory of virtual displacements for such a problem /3/.) In fact, $e_{k}$ and $\lambda_{k}$ are constraint functions and Lagrange multiplayers, respectively, with the member constraint: $e_{k}=0(\underline{k}=1,2, \ldots, \underline{b})$; and $\Phi$ is a potential energy function.

The framework of Connelly and Servatius can be in a state of selfstress in the basic position with forces in bars:

$$
\begin{aligned}
& \lambda_{1}=\lambda_{1},=1, \\
& \lambda_{2}=\lambda_{2},=-1, \\
& \lambda_{3}=\lambda_{3},=\sqrt{2}, \\
& \lambda_{4}=\lambda_{4},=\sqrt{2}, \\
& \lambda_{5}=\lambda_{5},=-1, \\
& \lambda_{6}=\lambda_{6},=0, \\
& \lambda_{7}=\lambda_{7},=-1, \\
& \lambda_{8}=2 .
\end{aligned}
$$



Fig. 4. Motion of members of the framework

Here the subscripts refer to the labels denoting the bars in Fig. 3b.
In the basic position $\mathrm{e}_{\mathrm{k}}=0(\underline{k}=1,2, \ldots, \underline{b})$, consequently $\Phi=0$. Let us displace joint $\underline{B}$ parallel with axis $\underline{y}$ to point $\underline{B} \underline{"}^{\prime \prime}$ (Fig. 3b), but preserve all the other joints at their original place. In this case the length of bars 5, 6 and 7 will increase, the length of the other bars will not change. (An increase in the length of bar 6, however, does not play any role since this bar is inactive.) Let us denote, the common elongation of bars 5 and 7 by $\underline{e}$. Since $\underline{e}>0$ and $\lambda_{5}=\lambda_{7}=-1$ we have

$$
\Phi=\sum_{k=1}^{b} \lambda_{k} e_{k}=\lambda_{5} e+\lambda_{7} e=-2 e<0,
$$

that is, for any e the value of function $\Phi$ is negative.
Let us rotate the triangles composed of bars 2, 3, 4 and 2', 3', 4' about points $A$ and $A^{\prime}$, respectively, by angle $\alpha$ in opposite direction. (In Fig. 4 we have shown only the rotation of triangle 2, 3, 4.) In this case bars 5, 7 and 5', 7' remain at their original place, the lengths of bars 2, 3, 4 and $2^{\prime}, 3^{\prime}, 4^{\prime}$ do not change, bar 8 displaces, elongates but remains horizontal. Elongations of bars are as follows:

$$
\begin{gathered}
e_{1}=e_{1},=(3+2 \sin \alpha-2 \cos \alpha)^{1 / 2}-1, \\
e_{8}=1-\cos \alpha-\sin \alpha .
\end{gathered}
$$

So we have

$$
\Phi=\lambda_{1} e_{1}+\lambda_{1}, e_{1},+\lambda_{8} e_{8}=2\left[(3+2 \sin \alpha-2 \cos \alpha)^{1 / 2}-\cos \alpha-\sin \alpha\right] .
$$

For small value of $\alpha$ we obtain

$$
\Phi \approx \alpha^{2}>0
$$

that is, for small $\alpha$ the value of the function $\Phi$ is positive. Consequently, function $\Phi$ cannot have an extremum at the basic position of the assembly, therefore the assembly in Fig. 1 is a finite mechanism, that is, not rigid.

## 4. Conclusions

In spite of the fact that the assembly in the example has a cusp in the configuration space, it seems that the definition of nth-order infinitesimal mechanism in /6/ works, and we conjecture that the truncation technique with fractional exponents presented in this paper can be applied for any value of $\underline{n}$. If this conjecture is true then it follows that the assembly in Fig. 1 is at least an infinitesimal mechanism of infinite order. In this way the contradiction caused by Connelly and Servatius's definition of higher-order rigidity could be dissolved.
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# ON THE STABILITY OF VISCOELASTIC SYSTEMS WITH VISCOSITY COEFFICIENTS VARYING IN TIME 

IJJAS, GY.*

(Received: 1 March 1994)


#### Abstract

Some kind of structures show collapse in the presence of creep. This is called in the literature creep buckling. From the beginning of the sixties it is known that the creep buckling is essentially an elastic one. In the beginning of the eighties the author showed that the phenomenon of collapse in the course of creep corresponds to the singularity of the Hessian of the elastic potential function of the structure where the differentiation was made only with respect to the external parameters. The material investigated was linear viscoelastic with constant coefficients. This study extends this proof to the case of linear viscoelastic material with varying viscosity coefficients, analyse the influence of temperature.


## 1. Introduction

The stability of viscoelastic structures was probably firstly analysed by Freudenthal /1946/ who examined the stability of an Euler column made of viscoeolastic material. His result was improved by Kempner and Pohle /1953/. Hoff /1954/ examined an Euler column. The constitutive equation of the material of the column corresponded to the constitutive equation of a nonlinear dashpot. He obtained that the deformation co-ordinates (deflection) of the column tended to infinity during a finite time. He called that phenomenon creep buckling. Later Hult /1962/ analysed, among other structures, a simple von Mises truss and he showed that the rate of the deformation of the structure became infinite during finite time, but the deformation coordinates remained finite. This von Mises truss was made of Maxwell fluid. That means, he did not neglect the elastic behaviour of the material, as Hoff did, and concluded: "the sudden finite jump (of the structure) is ... the results of the simultaneous occurrance of elastic and creep deformation".

[^10]His example later was refined by Huang /1966/ who explicitly declared: "The buckling process is instantaneous and the response during buckling is elastic." However, he did not explain this declaration. Several authors examined the buckling behaviour of different structures in the sixties and seventies, taking into account or neglecting the elasticity of the materials. Some of them gave different criteria for the buckling of the structures in the course of creep, e.g. Samuelson /1969/ and Leipholtz /1975/, but perhaps the most important studies were published by Hayman /1978, 1980/. He was the first who was looking for the connection between the elastic equilibrium paths and the buckling of simple structures made of viscoelastic materials. He essentially supposed in his study that the buckling of structures showing creep behaviour is elastic buckling. The creep of the material produces only the deformation and stress state of the structure where buckling occurs.

Before continuing our discussion on the problem we should clarify the expression "stability". We can speak about the stability of motion or equilibrium. It is evident that a structure moves during creep. However if the inert mass of the structure is neglected, as usual, than the kinetic energy and the inertia of the structure is zero, as. in the case of equilibrium. On the other hand, the system cannot be considered to be in equilibrium, because in the course of creep the entropy of the system is changing. So its entropy cannot be maximum and, consequently, its potential energy cannot be minimum, which is the condition of stable equilibrium. (The definition of the potential energy can be found e.g. in the book of Brush and Almroth /1975/.) However, let us consider that the deformation parameters belong to two groups, external and internal. Their definition will be given later. The author has shown /Ijjas, 1982/ that if in the course of creep the rate of the external parameters become infinite, the Hessian of the potential function will be singular. The Hessian of the potential function contains derivatives with respect to the external parameters only. So we can speak about the stability of the structure in the sense that its potential is minimum in the space of the external parameters. The author presented its derivation in the case of viscoelastic materials with constant coefficients. In this study these results will be extended to the case of viscosity coefficients varying in time. The derivation will be based on the studies of Biot /1954/ and Schapery /1964/.

The fundamental equation of linear viscoelastic materials was set up by Biot who used the theorems of irreversible thermodynamics. Some details
of his derivation can be read in Schapery's study. Schapery pointed out that Biot's results are valid if the viscosity coefficients are not constants.

For the sake of uniform treatment the derivation of the constitutive law of linear viscoelastic materials from the thermodinamics will be given at the beginning.

## 2. The determination of entropy production

Let us consider a closed thermodynamic system whose volume is unity in a reference state and which has a prescribed constant temperature. We decompose the system into two subsystems: System I where the irreversible processes take place and System II constituted by a large heat reservoir at a constant temperature T (see Fig. 1). The whole system is insulated. System I is immersed into System II. The whole system is defined by $n$ state variables and either by temperature or by internal energy. Th $n$ state variables $q_{i}$ (degrees of freedom, generalized co-ordinates) are of a quite general nature. In our case they represent mechanical strains or deformation coordinates. Correlatively we assume that the system is under the action of generalised external forces denoted by $Q_{i}$ (conjugate to the variable $q_{i}$ ) such that $Q_{i} d_{i}$ represents the energy furnished to the system. These forces in our case are externally applied stresses or forces. No external forces are associated with the temperature variables. In this paper $q_{i}$ means both internal (hidden) and external co-ordinates. The hidden co-ordinates are defined by the condition that their conjugate (externally applied) forces are always zero (see e.g. the Eqs (28) of the structure in Fig. 3).


Fig. 1

The basic relationships of the thermodinamics are:

$$
\begin{gather*}
d \mathrm{dU}=\mathrm{dH}+\mathrm{dW},  \tag{la}\\
\mathrm{dS} \geq \frac{\mathrm{dH}}{\mathrm{dT}} \tag{1b}
\end{gather*}
$$

where $T$ is the absolute temperature, $S$ is the entropy and $U$ is the internal energy of the system. $W$ is the work done on the system, $H$ is the beat supplied to the system. The kinetic energy is neglected. The repeated indexes mean summation.

Equations (1) show that the entropy is a function of the internal energy and of the co-ordinates of mechanical motion. So the linear increment of the change of entropy is

$$
\begin{equation*}
d S=(\partial S / \partial U) q^{d U}+\left(\partial S / \partial q_{i}\right) U, q_{k} d q_{i}, \tag{2}
\end{equation*}
$$

where $q_{k}$ denotes all co-ordinates $q_{1}, \ldots, q_{n}$ exepting $q_{i}$. The indices $U$ and q or $\mathrm{q}_{k}$ mean that these co-ordinates are kept constant in the course of differentiation. (Here the bold $q$ means the vector of the $q_{k}$ co-ordinates.) Equation (2) is the linear member of a Taylor series of the entropy, where $U$ and $q_{k}$ are considered being independent co-ordinates, as defined above.

If the processes are very slow, the state is very near to equilibrium, so it is sufficient to take into account the linear part of entropy change. The structure behaves as if it were in equilibrium during the coursed creep, because the creep is a very slow motion and the inertia forces are negligible. The assumption of linear entropy changes is acceptable for engineering practice.

Let us examine the change of heat of Systems I and II. At first we should define the coefficients of Eq. (2). The coefficient of the first member of Eq. (2) is the partial derivative of the entropy with respect to the internal energy. In this case, all the other co-ordinates are kept constant because of the definition of the partial derivative. From the First Law of Thermodynamics the change of heat, dH , is

$$
\begin{equation*}
d H=d U-Q_{i} d q_{i} . \tag{3}
\end{equation*}
$$

If $d_{i}=0$, which is the case of the earlier mentioned partial derivative, there is only heat transfer. Since we are examining processes very near to equilibrium, the temperature difference in every increment has to be infinitesimal. So the incremental process is defined to be reversible, and
the Second Law of Thermodynamics has the form TdS $=d H$. Thus from Eq. (3) we have

$$
\begin{equation*}
d H=T d S=d U . \tag{4}
\end{equation*}
$$

In the case of $\mathrm{dq}_{\mathrm{i}}=0$ the form of Eq. (2) becomes

$$
\begin{equation*}
d S=(\partial S / \partial U)_{\mathbf{q}} d U, \tag{5}
\end{equation*}
$$

Multiplying both sides of Eq. (5) by $T$, the result is

$$
\begin{equation*}
T d S=T(\partial S / \partial U)_{\mathbf{q}} d U . \tag{6}
\end{equation*}
$$

Comparing Eq. (6) and Eq. (4), it is evident that

$$
\begin{equation*}
1=(\partial S / \partial U)_{q} \top \text {. } \tag{7}
\end{equation*}
$$

Multiplying Eq. (2) by $T$ and taking into account Eq. (7), Eq. (2) assumes the form

$$
\begin{equation*}
T d S=d U+T\left(\partial S / \partial q_{i}\right)_{U, q_{k}} d q_{i} . \tag{8}
\end{equation*}
$$

The form of Eq. (8) is the same as Eq. (3), so it is convenient to define the state function $Q_{i}^{(R)}$ as

$$
\begin{equation*}
Q_{i}^{(R)} \equiv-T\left(\partial S / \partial q_{i}\right) U, q_{k}, \tag{9}
\end{equation*}
$$

and call $Q_{i}^{(R)}$ a reversible force.
While the entropy change of the reservoir, which is reversible, is $d S_{\text {Reservoir }}=-d H / T$, where the negative sign stands for the entropy decrease (the heat loss) of the reservoir, the incremental entropy change dS' of the total system is

$$
\begin{equation*}
d S^{\prime}=d S+d S_{\text {Reservoir }}=d S-d H / T \tag{10}
\end{equation*}
$$

which is the entropy change due to irreversibility. This entropy change is readily evaluated for the system under consideration by subtracting Eq. (3) from Eq. (7) :

$$
\begin{equation*}
d S^{\prime}=(1 / T)\left(Q_{i}-Q_{i}^{(R)}\right) d q_{i} \tag{11}
\end{equation*}
$$

Dividing Eq. (11) by the time increment yields the expression for the rate at which the entropy of the whole system is produced

$$
\begin{equation*}
\dot{S}^{\prime}=(1 / T) X_{i} \dot{\mathrm{q}}_{\mathrm{i}}, \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
X_{i} \equiv Q_{i}-Q_{i}^{(R)} \tag{13}
\end{equation*}
$$

and the dot denotes differentiation with respect to time. $\dot{S}^{\prime}$ is termed the entropy production per unit volume and $X_{i}$ is the irreversible component of force applied to the co-ordinate $q_{i}$.

## 3. The constitutive law of linear viscoelastic materials

The important principle of Thermodynamics of Irreversible Processes, namely the Onsager's principle is now introduced, which can be stated as follows: If the entropy production is written in the form

$$
\begin{equation*}
\dot{S}^{\prime}=X_{i}^{\prime} \dot{\mathrm{Q}}_{i}, \tag{14}
\end{equation*}
$$

 rate or the rate of strain in mechanics), that is,

$$
\begin{equation*}
X_{i}^{\prime}=b_{i j}^{\prime} \dot{q}_{j}, \tag{15}
\end{equation*}
$$

and the matrix of coefficients $b_{i j}$ is symmetric. Equation (15) is, in fact, the constitutive law of the dashpot, e.g. the Newton liquid. However, bij is not necessarily a constant in order to apply Onsager's principle, it is only required that this matrix be a continuous function of state variables for the range of applicability of Eq. (15). Equation (15) can be written in the notations (12) and (13) by setting

$$
\begin{equation*}
x_{i}^{\prime}=(1 / T) x_{i} ; \quad b_{i j}^{\prime}=(1 / T) b_{i j} \tag{16}
\end{equation*}
$$

so we obtain the set of equations

$$
\begin{equation*}
Q_{i}^{(R)}+b_{i j} \dot{q}_{j}=Q_{i} \tag{17}
\end{equation*}
$$

A more useful form of these relations is obtained by using definition (9) to express $Q_{i}^{(R)}$ as a function of $q_{i}$ and $T$. To do so, we introduce the Helmholtz free energy $F$ which is defined as

$$
\begin{equation*}
F \equiv U-T S \tag{18}
\end{equation*}
$$

The Helmholtz free energy can be defined as the "useful work" that can be done by the system. (It is different from the Gibbs free energy. The Gibbs free energy can be defined as the the "total work" that can be done by the system. See Ramsay /1971/.) We have to note the natural variables of the Helmholtz free energy are among others the temperature and the deformation co-ordinates (see Callen /1960/).

Substitution of F into Eq. (8) yields

$$
\begin{equation*}
d F=-S d T+Q_{i}^{(R)} d q_{i}, \tag{19}
\end{equation*}
$$

which implies

$$
\begin{align*}
-S & =(\partial F / \partial T)_{\mathbf{q}},  \tag{20a}\\
Q^{(R)} & =\left(\partial F / \partial q_{i}\right)_{T, q_{k}} \tag{20b}
\end{align*}
$$

because $d F$ is a total differential. Using the identity (20b) permits to write Eq. (17) as

$$
\begin{equation*}
\left(\partial F / \partial q_{i}\right)_{T, q_{k}}+b_{i j} \dot{q}_{j}=Q_{i}, \tag{21}
\end{equation*}
$$

which is a set of $n$ equations of motion for $q_{i}$ under the action of prescribed forces $Q_{i}$ and temperature. This system of equations can be called as the constitutiv equations of the linear viscoelastic materials.

Equation (21) is general in the sense that we did not make any restriction on the free energy. If the system is in the neighbourhood of a reference state, the free energy can be expanded in a Taylor series, and powers higher than second order can be neglected. So we obtain
$F=\left(\frac{\partial F}{\partial T}\right)_{\Gamma} \theta+\left(\frac{\partial F}{\partial q_{j}}\right)_{\Gamma} q_{j}+\frac{1}{2}\left(\frac{\partial^{2} F}{\partial q_{i} \partial q_{j}}\right)_{\Gamma} q_{j} q_{i}+\left(\frac{\partial^{2} F}{\partial q_{j} \partial T}\right)_{\Gamma} \theta q_{j}+\frac{1}{2}\left(\frac{\partial^{2} F}{\partial T^{2}}\right)_{\Gamma} \theta^{2}$.

The expansion here was made according to the natural co-ordinates of the free energy. (The "natural co-ordinates" expression is used by Callen /1960/.)

Here $r$ means the reference state and $\theta=T-T_{r}$. If the temperature of the system is constant, i.e. $T=T_{\Gamma}$, and the reference state represents thermodynamic equilibrium, then we obtain

$$
\begin{equation*}
F=\frac{1}{2}\left(\frac{\partial^{2} F}{\partial q_{i} \partial q_{j}}\right) q_{i} q_{j} . \tag{23}
\end{equation*}
$$



Fig. 2
If we introduce the definition

$$
\begin{equation*}
\left(\partial^{2} F / \partial q_{i} \partial q_{j}\right) \equiv a_{i j} \equiv a_{j i}, \tag{24}
\end{equation*}
$$

then the expression of the free energy becomes

$$
\begin{equation*}
F=\frac{1}{2} a_{i j} q_{j} q_{i} \tag{25}
\end{equation*}
$$

So Eq. (21) can be written as

$$
\begin{equation*}
a_{i j} q_{j}+b_{i j} \dot{q}_{j}=Q_{i} \tag{26}
\end{equation*}
$$

Biot /1954/ called this equation "the fundamental equation of relaxation phenomena", while Schapery /1964/ called it "thermodynamic equation of molion". Let us employ Eq. (26) in the case of a very simple system, which consists of a spring and a dashpot connected in parallel (see Fig. 2). This is the so-called Kelvin model. In this case $i=1$ and $j=1$. $a_{11}$ means the spring constant, while $\mathrm{b}_{11}$ is the viscosity of the dashpot/Flügge, 1975/. If $a_{11}$ is equal to zero, then the model becomes a dashpot, while if $b_{11}$ is equal to zero, the model becomes a spring. Let us examine a more complicated model (Fig. 3). The constitutive equations of this system are


Fig. 3

$$
\begin{align*}
& k_{1} q_{1}+v_{1} \dot{q}_{1}+k_{2}\left(q_{1}-q_{2}\right)+k_{3}\left(q_{1}-q_{3}\right)=Q_{1}, \\
& -k_{2}\left(q_{1}-q_{2}\right)+v_{2} \dot{q}_{2}=0,  \tag{27}\\
& -k_{2}\left(q_{1}-q_{3}\right)+v_{3} \dot{q}_{3}=0 .
\end{align*}
$$

These equations express the equivalence of the external force and the resistance of the springs and the resistance of the springs and the corresponding dashpots. If Eqs (27) are rearranged, we obtain

$$
\begin{align*}
\left(k_{1}+k_{2}+k_{3}\right) q_{1}-k_{2} q_{2}-k_{3} a_{3}+v_{1} \dot{a}_{1} & =Q_{1} \\
-k_{2} a_{1}+k_{2} a_{2} & v_{2} \dot{q}_{1} \tag{28}
\end{align*}=0, ~=k_{3} a_{3}+v_{3} \dot{a}_{3}=0 .
$$

Taking into account the symbols of (26):

$$
\begin{array}{llll}
a_{11}=k_{1}+k_{2}+k_{3} & a_{12}=-k_{2} & a_{13}=-k_{3} & b_{11}=v_{1} \\
a_{12}=-k_{2} & a_{22}=k_{2} & a_{23}=0 & b_{22}=v_{2} \\
a_{13}=-k_{3} & a_{23}=0 & a_{33}=k_{3} & b_{33}=v_{3}
\end{array}
$$

The parameter $q_{1}$ is an external parameter, while $q_{2}$ and $q_{3}$ are internal parameters (hidden co-ordinates). The system in Fig. 3 has not an elastic response, due to the dashpot $v_{1}$.

## 4. A necessary condition for the stability of linear viscoelastic materials

Now we make the restriction that we shall examine only structures made of materials having elastic response. That means that the external parameters (more precisely the rate of external parameters, i.e. the strain rates) cannot have viscous coefficient different from zero. In this case the system of Eqs (21) can be written as

$$
\begin{array}{ll}
a_{i j} q_{j}=Q_{i} & i=1 \ldots k \\
a_{i j} q_{j}+b_{i j} \dot{q}_{j}=0 & i=k+1, \ldots, n \tag{29b}
\end{array}
$$

where $k$ is the number of external parameters. Now the viscosity parameters are the function of time.

The external forces usually are not conjugate to the external parameters. So we have to employ a transformation if we calculate the work of the external forces. If we restrict ourselves to conservative external forces, i.e. if the forces can be derived from the external work by differentiating with respect to conjugate co-ordinates, and the work of external forces is $W=\int P_{i} d f\left(q_{i}\right)$, the (29a) can be written as

$$
\begin{equation*}
\frac{\partial F}{\partial q_{i}}-\frac{\partial W}{\partial q_{i}}=0 \tag{30}
\end{equation*}
$$

taking into account that $a_{i j} q_{j}=\partial F / \partial q_{i}$.
If we use the notation $V=F-W$ then Eq. (30) becomes

$$
\begin{equation*}
\frac{\partial V}{\partial q_{i}}=0 . \quad i=1 \ldots k . \tag{31}
\end{equation*}
$$

Let us examine the stability of a structure made of viscoelastic materials with viscosity coefficient varying in time. In this case we have to determine the time when the rate of external parameters tends to infinity (critical time). That is when the structure collapses. To obtain the rate of external parameters is let us differentiate Eq. (31) with respect to time. That means

$$
\begin{equation*}
\frac{d}{d t}\left[\frac{\partial V}{\partial q_{i}}\right]=0 \tag{32}
\end{equation*}
$$

Where it was taken into account that

$$
\begin{equation*}
P_{i} d f\left(q_{i}\right)=\int p_{1} \frac{d f\left(q_{i}\right)}{d q_{i}} d q_{i} \tag{33a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d t}\left[\frac{\partial W}{\partial q_{i}}\right]=\frac{d}{d t}\left[P_{1} \frac{d f\left(q_{i}\right)}{d q_{i}}\right]=\dot{P}_{1} \frac{d f\left(q_{i}\right)}{d q_{i}}+P_{1} \frac{d^{2} f\left(q_{i}\right)}{d q_{i} d q_{j}}=\dot{p}_{1} \frac{d f\left(q_{i}\right)}{d q_{i}}+\frac{\partial^{2} W}{\partial q_{i} \partial q_{j}} q_{j} . \tag{33b}
\end{equation*}
$$

Let us separate the rate of the internal and external parameters in Eq. (32). So we have

$$
\left.\left.\frac{\partial^{2} V}{\partial q_{i} \partial q_{l}} \dot{q}_{1}+\frac{\partial^{2} V}{\partial q_{i} \partial q_{j}} \dot{q}_{j}+\dot{p}_{1} \frac{d f\left(q_{i}\right)}{d q_{i}}=0, \quad \begin{array}{l}
(i=1, \ldots, k)  \tag{34}\\
(1=1, \ldots, k) \\
(j
\end{array}\right)=k+1, \ldots, n\right)
$$

where $\dot{\mathrm{q}}_{1}$ means the rate of external parameters.

Equation (34) is a system of linear equations for $\dot{\mathrm{q}}_{1}$. The coefficient matrix of the system is the Hessian matrix of the potential energy. So if we wish to express $\dot{\mathrm{a}}_{1}$ as a solution of the system (34), then the determinant of the system is

$$
\begin{equation*}
\left|\frac{\partial^{2} V}{\partial q_{i} \partial q_{1}}\right| . \tag{35}
\end{equation*}
$$

One can obtain infinite value for $\dot{\mathrm{a}}_{1}$ if this determinant is zero.
If this determinant becomes zero, that is the coefficient matrix of the system for $\dot{\mathrm{q}}_{1}$, Eqs (34), becomes singular, that means that the Hessian of the system is singular or the minimum of the potential energy of the structure disappears in the space of external parameters. So one can conclude that the structure made of viscoelastic material loses its stability if the Hessian of the potential of the structure is singular. This criterion is very similar to the so called energy criterion of the equilibrium of elastic structures.

Let us take an example. We shall examine the structure in Fig. 4. The bar $A B$ of the structure is made of Dischinger material. The Dischinger model is a spring and a dashpot connected in line. The dashpot has a viscosity coefficient varying with time. (This is the so-called ageing.) The constitutive equation of bar $A B$ is

$$
\begin{equation*}
\frac{d q}{d t}=\frac{1}{k} \frac{d Q}{d t}+\frac{Q}{k} \frac{d \phi}{d t}, \tag{36}
\end{equation*}
$$

where q is the elongation, t is the time, Q is the component of the external force in the direction of $A B, k$ is the spring constant and

$$
\begin{equation*}
\phi=\phi_{\max }\left(1-e^{-\lambda t}\right), \tag{37}
\end{equation*}
$$

where $\phi_{\text {max }}$ and $\lambda$ are material constants.
The equation of equilibrium of the structure is

$$
\begin{equation*}
-Q L \cos \beta+P L \sin \beta=0, \tag{38}
\end{equation*}
$$

where $P$ is the external force, $\beta$ is the angle between the vertical and the BC line, and from geometrical consideration

$$
\begin{equation*}
q=q_{D}+q_{O g}=L \sin \beta, \tag{39}
\end{equation*}
$$

where $q_{D}$ is the elongation of the Dischinger model,
${ }^{q_{0 g}}$ is the distance of the points $A$ and $B$ just before loading (geometric imperfection).


Using (37), (38) and (39), we obtain from (36)

$$
\begin{equation*}
\frac{d \beta}{d t}=\frac{\lambda \phi_{\max } \sin \beta \cos \beta e^{-\lambda t}}{\frac{k L}{P} \cos ^{3} \beta-1} \tag{40}
\end{equation*}
$$

Let us calculate the potential energy of the system:

$$
\begin{equation*}
V=\frac{1}{2} k\left(q-q_{d}-q_{O g}\right)^{2}-p L\left[\sqrt{1-\left(\frac{q_{0 g}}{L}\right)^{2}}-\sqrt{1-\left(\frac{q}{L}\right)^{2}}\right] \tag{41}
\end{equation*}
$$

Here $q_{d}$ is the elongation of the dashpot (internal parameter).

Differentiating (41) with respect to $q$ the result is

$$
\begin{equation*}
\frac{\partial V}{\partial q}=k\left(q-q_{d}-q_{O g}\right)-p-\frac{q / L}{\sqrt{1-\left(\frac{q}{L}\right)^{2}}} . \tag{42}
\end{equation*}
$$

This expression will be used later.
Differentiating (41) two times with respect to $q$ and taking into account Eq. (39), we obtain

$$
\begin{gather*}
\frac{\partial^{2} V}{\partial q^{2}}=k-p \frac{\frac{1}{L}\left[1-\left(\frac{q}{l}\right)^{2}\right]^{\frac{1}{2}}-\frac{q}{L} \frac{1}{2}\left[1-\left(\frac{q}{L}\right)^{2}\right]^{-\frac{1}{2}}(-2) \frac{q}{L} \frac{1}{L}}{1-\left(\frac{q}{L}\right)^{2}}=k-\frac{p}{L\left[1-\left(\frac{\Delta}{L}\right)^{2}\right]^{\frac{3}{2}}}= \\
=\frac{k L \cos ^{3} \beta-P}{L \cos ^{3} \beta}=\frac{\frac{k L}{P} \cos ^{3} \beta-1}{\frac{L}{P} \cos ^{3} \beta} . \tag{43}
\end{gather*}
$$

Comparing the numerator of (43) and the denominator of (40), it can be seen that $d \beta / d t$ tends to infinity when the potential energy loses its minimum. This result is naturally, the consequence of the earlier proof.

It is worth to examine the behaviour the structure in Fig. 4 in more detail. Let us determine the rotation-time function in the case of the structure in Fig. 4. The variables in the Eq. (40) can be separated and after integration we obtain

$$
\begin{equation*}
t=-\frac{1}{\lambda} \ln \left\{1-\frac{1}{\phi_{\max }}\left[\frac{\mathrm{kL}}{\mathrm{P}} \cos \beta+\ln \frac{\left(\tan \frac{\beta}{2}\right)^{\frac{\mathrm{kL}}{\mathrm{P}}}}{\tan \beta}\right]_{\beta_{0}}^{\beta}\right\} . \tag{44}
\end{equation*}
$$

In Eq. (44), $\beta_{0}$ means the initial value of $\beta$. Two $\beta(t)$ functions are plotted in Fig. 5 for two different $\phi_{\max }$ values. If $\phi_{\max }=13$, then the $\beta(t)$ function tends to a horizontal asymptote, while if $\phi_{\max }=14$ then the $\beta(t)$ function has a vertical tangent, which gives the critical time. It is seen that the curve belonging to $\phi_{\max }=14$ "bends back". That means that the $\beta(t)$ curve has no physical meaning above $\beta_{\text {crit }}$, which is the point of loss of stability.


To be come more familiar with the phenomenon, let us consider Eq. (42). This equation can be directly established by taking into account the equilibrium equation of the structure and the physical equation of the spring. The right-hand side of this equation is equal to zero which is the conclusion of Eq. (21) or (26) of the derivation sketched. Expressing the load $P$ from this equation, a function of two variables is obtained. This function can be seen in Fig. 6 in the case of two different load levels. This figure shows that the phenomenon can be interpreted in the following way. If in the course of the process the creep stops before the load bearing capacity decreases below the load, the structure will not loose its stability (see Fig. 6b). On the other hand, if the creep continues beyond this point the structure will lose its stability (see Fig. 6a).

## 5. The effect of temperature

In this part we shall examine the case when $\mathrm{T}-\mathrm{T}_{\mathrm{r}}$ is not equal to zero. Let us change Eqs (30). If we take into consideration that $F \equiv U-T S$ and differentiate it with respect to $T$, we shall get

$$
\begin{equation*}
(\partial F / \partial T)_{\mathbf{q}}=(\partial U / \partial T)_{\mathbf{q}}-S-T(\partial S / \partial T)_{\mathbf{q}} . \tag{45}
\end{equation*}
$$



Fig. 6

Introducing (20a) into (45) the result is

$$
\begin{equation*}
(\partial U / \partial T)_{\mathbf{q}}=T(\partial S / \partial T)_{\mathbf{q}}=-T\left(\partial^{2} F / \partial T^{2}\right)_{\mathbf{q}} \tag{46}
\end{equation*}
$$

Now it will be proven that $(\partial U / \partial T)_{\mathbf{q}}=C_{\mathbf{q}}$, where $\mathrm{C}_{\mathbf{q}}$ is the heat capacity at constant volume. (The generalized co-ordinates are constant.)

Let us start with Eq. (3). In the case of constant volume

$$
\begin{equation*}
\mathrm{dH}=\mathrm{dU} . \tag{47}
\end{equation*}
$$

Because of the definition $\mathrm{C}_{\mathbf{q}}=\partial \mathrm{H} / \partial \mathrm{T}$, consequently

$$
\begin{equation*}
C_{\mathbf{q}}=\partial H / \partial T=\partial U / \partial T . \tag{48}
\end{equation*}
$$

Taking into account (46) we shall get

$$
\begin{equation*}
C_{q}=-T_{\Gamma}\left(\partial^{2} F / \partial T^{2}\right)_{\Gamma} \tag{49}
\end{equation*}
$$

where the subscript r means the reference state at which the heat capacity is given. If we take into account the definition

$$
\begin{equation*}
\left(\partial^{2} F / \partial q_{i} \partial T\right)_{\Gamma}=-\beta_{i} \tag{50}
\end{equation*}
$$

and Eq. (24), then Eq. (22) will have the form

$$
\begin{equation*}
F=-S_{\Gamma} \theta+\frac{1}{2} a_{i j} q_{i} q_{j}-\beta_{i} \theta q_{i}-\left(C_{q} / 2 T_{\Gamma}\right) \theta^{2} . \tag{51}
\end{equation*}
$$

If we repeat the derivation that has been shown in the fourth part, and take into consideration Eq. (51) for F, then Eqs (33) will have the form

$$
\begin{align*}
& \frac{\partial^{2} V}{\partial q_{i} \partial q_{l}} \dot{q}_{1}+\frac{\partial^{2} V}{\partial q_{i} \partial q_{j}} \dot{q}_{j}+\dot{p}_{1} \frac{d f\left(q_{i}\right)}{d q_{i}}-\beta_{i} \dot{\theta}=0 . \quad(i=1 \ldots k)  \tag{52}\\
& \text { ( } j=k+1 \ldots n \text { ) }
\end{align*}
$$

If we want to solve (52) for $\dot{\mathrm{q}}_{1}$ then the determinant of the system, as was in the case of Eqs (34), will be again $\left|\partial^{2} V /\left(\partial q_{i} \partial q_{1}\right)\right|$. $\dot{q}_{1}$ will tend to infinity if the determinant of the system is equal to zero, or the Hessian of the potential energy of the system is singular.

## 6. Summary

The stability of viscoelastic structures was analysed by several authors. Because of the neglection of the inert mass this phenomenon cannot be treated as the stability of motion. On the other hand, because of the increasing entropy in the course of creep, this is not identical to the problem of the stability of equilibrium. In the sixties it was recognized that the buckling phenomenon is actually an elastic one, but the connection of this phenomenon with the property of the points of the elastic potential
could not be found. Ijjas /1982/ showed the connection between the infinite rate of deformation and the critical point of the potential energy of the analysed system in the case of linear viscoelastic materials with constant material coefficients. In this paper this result is generalized for material coefficients varying with time. The influence of the temperature are examined too.
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#### Abstract

After preliminary theoretical studies, experiments have been run to investigate the buckling of edge beams of the hyperbolic paraboloid shell supported along the generatrices, with a view to make clear how does the edge beam loose its stability, taking the stiffening effect of the shell into consideration.

By changing the thickness of the edge beams gradually, the effect of flexural rigidity on the loss of stability of the shell interacting with the edge beam could be investigated.

It was found that in the geometrical domain investigated (i.e. in case of a shell relatively rigid as compared with the edge beam), neither shell buckling nor edge beam buckling (bifurcation) had taken place. Instead, a loss of stability by equilibrium limitation (divergence of equilibrium; snap-buckling) has occurred.

An empirical relationship has been set up to calculate the critical load.


## 1. Introduction

In shell construction, the hyperbolic paraboloid (hypar) shell supported along the generatices is one of the structures most frequently used. Studies of the simple buckling phenomenon of a hyperbolic paraboloid shell of linearly elastic material supported along the generatrices (hypar limited by straight generatrices), geometrically perfect, flat, isotropic (or orthotropic), rectangular or oblique, under uniformly distributed load in the ground plan, are considered to be a known field /1--4, 9--10, 12--13/.

However, the buckling of edge beams is a different question. The buckling of two-hinged edge beam has been studied theoretically by Dayaratnam and Gerstle $/ 1 /$ and our accurate calculations based on their approximate results as well as a method we have developed for the buckling of

[^11]the cantilever edge beam are presented in /7/. According to this method, the stiffening effect, acting as an "elastic foundation", of the shell interacting with the buckling edge beam to be relieved, was determined on the basis of $/ 5 /$.

Note that our solution in /5/ applies to a conservative system of forces while the shear force acting upon the edge beam is non-conservative because it follows the shape of the buckling edge beam (i.e. it is directionally not stable). At the same time, the directional stability of the shear force is relatively insignificant because of the flatness.

Leet /10/ was the first to run experiments to thoroughly investigate the buckling of the edge beams of the hyperbolic paraboloid shell supported along the generatrices. An evaluation of his results was also published by Gioncu /4/. In order to make clear the phenomena not investigated by Leet and as a continuation of our theoretical solution given in /7/, we have run experiments. By changing the thickness of the edge beam gradually, we have got suitable information about the effect of flexural rigidity EI (relating to the horizontal axis, cf. Fig. 20) of the edge beam on the loss of stability as well as on the extent of interaction between the shell and the edge beam.

It was investigated whether buckling (bifurcation) of the edge beam had taken place indeed at all. In the geometrical domain investigated (i.e. in case of a shell relatively rigid as compared with the edge beam), the loss of stability was found to result rather from equilibrium limitation than from bifurcation (divergence of equilibrium; snap-buckling).

Presented in this work are the experimental results obtained by Szittner, Kálló, Kaltenbach, Köröndi and Kristóf, described in detail in $/ 14 /$, together with the evaluation thereof as well as the conclusions drawn by us.

The reader's attention is directed to Section 4 describing the circumstances under which the experiments could have come about.

## 2. Description of the experiments

### 2.1. Experimental program

### 2.1.1._Support_conditions

The models are presented in Fig. l, the dimensions being given in mm in Figs 1 and 8. The edge beams of models 1-5 are cantilever edge beams supported at the low corners continuously along a length of about 45 mm in both directions by means of 2 M6 bolts and washers at each point, by clamping through the ribs (Fig. 2). In models 1 and 5, steel spacers were placed to transfer and/or distribute the clamping force of the bolts.

One of the two supports was a fixed support while the other support was diagonally slightly adjustable su that the adjustment of the geometry of the shell model would best simulate the geometry according to the plan.

The edge beams of model 6 were supported by means of pendulum props at the high corners (Fig. 3) while they were clamped in the way described above at the low corners.

### 2.1.2._Geometrical_data

Theoretical thickness of the plexiglass shell plate: $h=1.5 \mathrm{~mm}$. In the ground plan, the hyperbolic paraboloid shell supported along the generatrices is a square with a side length of $2 a=2 b=560 \mathrm{~mm}$ (Fig. 1), the theoretical rise of the hypar shell being $f=70 \mathrm{~mm}$.

In the ground plan, the outline dimension is $2 A=2 B=580 \mathrm{~mm}$ in case of each model.

The thickness of the rectangular edge beams is $b_{0}=10 \mathrm{~mm}$ in case of each model, the height varying as follows: $m_{1}=15 \mathrm{~mm}, m_{2}=12 \mathrm{~mm}, m_{3}=8 \mathrm{~mm}$, $m_{4}=4.5 \mathrm{~mm}, m_{5}=h=1.5 \mathrm{~mm}, m_{6}=m_{2}=12 \mathrm{~mm}$. In model 5 , the edge is not stiffened at all.

In this work, $w$ is used for the vertical displacements of the surface points (Figs 8 and 15--19). The geometrical imperfections $w_{0}$ of the above structure considered to be geometrically perfect are specified in /14/ (for the most important values see Figs 15, 16).



Fig. 2. Clamping fixture (Models 1-6)

### 2.1.3._Choice of the_material of the models

In planning for the program of the model experiments, first thing to do was to choose the appropriate material for the required geometrical parameters (thickness-span relation) to be used in the model experiments, taking the distorted surface geometry of the shell into consideration. The thinnest ( 1.5 mm ) plexiglass (monomethyl metacrylate) plate commercially available in Hungary for the time being was found to be suited for the purpose, among others because the plexiglass could be sticked with its own material relatively successfully and it can be formed at certain temperatures.

The elastic characteristics of the material were determined by means of tensile tests using tensile test bars cut away from the edge of the heattreated models. Two tensile test bars were used to determine the material characteristics, with 1 longitudinal and 1 transversal resistance strain gage (Kyowa, type KFC-5-C1-11) sticked on either surface of each specimen.

The average values of the results obtained for the modulus of elasticity ( $E$ ) and transverse contraction factor ( $\mu$ ) on the basis of 16 data for each are tabulated in Table I.


Fig. 3. Pendulum prop (Model 6)

Table I. Material characteristics

| $\sigma / \mathrm{Nmm}^{-2} /$ | $E / \mathrm{Nm}^{-2} /$ <br> Stress domain <br> elasticity of | $\mu /-/$ <br> Iransverse <br> contraction factor |
| :---: | :---: | :---: |
| $0-20$ | 3200 | 0.365 |

### 2.1.4. . Model_making

The plexiglass plate of a thickness of 1.5 mm was cut into six about $650 \times 650 \mathrm{~mm}$ squares. This pieces of plexiglass plate were used to produce the hyperbolic paraboloid shells of distorted surface. For this purpose that is, to form the surfaces, the heat-treating furnace used for optical stress
measurements by the Department of Mechanics, Faculty of Mechanical Engineering, Technical University of Budapest, was put at our disposal.

The template was made of pieces of a 630 mm long steel strip of a cross section of $0.8 \times 19 \mathrm{~mm}$ in accordance with the straight surface generatrices. A baseframe was made of full steel sections, with a frame of an inclination of $1: 4$, made of pieces cut out of a 10 mm thick steel plate, welded on it. Between the two pairs of opposite edges of the frame, there was a difference of 19 mm in height in compliance with the height of the steel strip. The 750 steel strips were arranged edgeways, side by side, on one of the two pairs of opposite edges of the approx. $600 \times 600 \mathrm{~mm}$ frame. The steel strips, properly pressed together and arranged, were welded together and then to the frame from below. The surface so obtained was smoothed to eliminate the 0.2 mm steps by means of a manual corner grinder: Fig. 4.

The template so produced was used to mould the plexiglass plate of a thickness of 1.5 mm . In doing so, the plexiglass plate was laid onto the template. Six layers of rubber plates of a thickness of 3 mm each were laid onto the plexiglass plate lying on the template, which, due to their own weight, were expected to help the plexiglass plate to take the shape of the template. The plexiglass plate which had experienced thus elastic defor-


Fig. 4. The template used
mation was then placed, together with the template and the rubber plates, in the heat-treating furnace heated to a temperature of $180^{\circ} \mathrm{C}$. This relatively high moulding temperature was required because at lower temperatures, a "freezing" of the correct shape could not have been achieved. The heattreatment took a time of 1 hour and the furnace, still closed, was allowed to cool for about 24 hours.

The shells so obtained were cut first to the originally planned size of 600 mm . However, it was found that because of deformation of the overhanging parts, more correct models could be obtained if 10 mm or 15 mm were cut away from the shells on every side. Since imperfections in geometry were still detectable after the edges had been cut away, the finished shells were heat-treated again, one by one, in the way described above.

The ground plan dimensions of the shells of models 1, 2, 3 and 6 are, in the last analysis, $570 \times 570 \mathrm{~mm}$ because these models have grooved edge beams. The edge beams of these models were made of plexiglass plate of a thickness of 10 mm with a groove of a width of 2 mm and a depth of 5 mm cut into the centre of one of the higher sides of the edge beam, designed to receive the shell. The shell plate fits into the groove of a width of 5 mm which corresponds to half of the edge beam width of $b_{o}=10 \mathrm{~mm}$. The shell so assembled and the edge beams have been sticked together by waste plexiglass dissolved in chloroform.

The ground plan dimensions of the shell of models 4 and 5 are $580 \times 580$ mm because the edge beam of model 4 has been produced by sticking plexiglass strips of a width of 10 mm and a thickness of 1.5 mm on the top and bottom surfaces while for model 5, no edge beam has been provided at all.

The finished model located on the steel baseframe is shown in Fig. 5.

### 2.1.5. Load

For the sake of an (approximately) uniform distribution of the load acțing upon the models, the load was transferred to the shells at $8 \times 8=64$ points located at a uniform spacing in both directions in the ground plan network. Holes of a diameter of 2 mm were bored at the loading points (network nodes) at right angles to the surface, through which as well as through the M2 washers located there the pair of cords connected to the first rocker element was led and then fixed by means of a mandrel.

Two-support distributing rockers were used for load distribution (Fig. 6). Altogether five rows of rockers were used, arranged one under the other and interconnected by cords; with a rocker element connected to the


Fig. 5. Model on the baseframe (Models 1-5)


Fig. 6. Rocker system


Fig. 7a. Load transfer to the rocker system (Models 1, 2, 3, 6)
loading fixture arranged among the elements of the sixth row. The first row of rockers included 32 while the second 16 elements, consisting of small aluminium beams of a cross section of $2 \times 12 \mathrm{~mm}$ and $2 \times 15 \mathrm{~mm}$, respectively, with a span length of 72.5 mm . The rocker elements with a span length of 145 mm of the third row of rockers were made of steel plate in case of models 1, 2, 3 and 6 while of aluminium plate in care of models 4 and 5 of reduced load. The fourth and fifth row of rockers as well as the sixth rocker element were made of steel in case of models $1,2,3$ and 6 while, with a view to reduce the base load, of wood in case of models 4 and 5 .

The length of the cords interconnecting the shell and the first row of rockers was determined so that a rearrangement of the network due to deformations would practically not be hindered.

In case of models 1, 2, 3 and 6, the load acting upon the upper steel plate was transferred to the rocker element in the sixth row through a pressure load cell (Fig. 7a). A 10 kN load cell was used, permitting the values of the weight to be recorded electronically with an accuracy of $0.2-0.5 \%(20-50 \mathrm{~N})$. The loading weights were placed on a rigid steel bar (Fig. 7b).

In case of models 4 and 5, load was applied to the rocker element in the sixth row simply by suspension, using a loading tray (Fig. 7c). The loading weights weighed in advance were placed in the tray.

In recording the values of load applied to the model, the weights used as well as the dead weight of the rocker system and of the model were taken into consideration.

When load was applied to the model, the first step was to apply a load corresponding to the sum of the dead weight of the model and the weight of the first four rows of the rocker system, called load 0 (zero), in every case. The next step was to add the sum of the weight of the fifth and sixth row of rockers, the loading tray and the load cell to load 0. This load is called load 1. In the subsequent steps, load 1 was considered to be the unloaded condition that is, the basis for comparison. For loading and/or relieving of the model, a hydraulic lifter was placed under the loading tray


Fig. 7b. Load transfer to the rocker system (Models 1, 2, 3, 6)


Fig. 7c. Load transfer to the rocker system (Models 4, 5)
(Fig. 7b), permitting not only the model to be loaded and relieved but also a complete destruction of the model to be avoided in case of a possible loss of stability of the model (with the distance between the top of the lifter and the bottom of the loading tray kept within $1-2 \mathrm{~mm}$ upon loading).

Between the different load steps, we have always returned to load 1 . As a result of this relief, also the effect of creep has become negligibly small.

### 2.2. Model measurements

Deflection and stress measurements were made under every load and whenever the model was unloaded.

### 2.2.1._Deflection measurements

Deflections of the model were measured by levelling by means of 21 levelling gages (Fig. 8) sticked on the upper surface of the model and on the outer edges of the edge beams. Two levelling stations were provided for every model experiment, using MOM Ni A-31 superior-quality levelling instruments for measurement. In accordance with the spacing of the levelling gages ( 5 mm ), the sensitivity of the measurements (minimum unit of measurements) was 0.05 mm . Because of the thickness of the line indicating the points as well as of the inclination of the levelling gages under load, the measuring error was somewhat higher but it still lay below 0.1 mm . To interrelate the two measuring instruments and/or the results of measurements, the saddle point (18) was measured by both instruments. The deflection (vertical displacement) was measured as the difference in height as compared with the initial load (load 0 according to 2.1.5.).


Fig. 8. Levelling points for deflection measurements. Arrangement of measuring strain gages (Models 2-6)

## $\underline{2} \cdot \underline{2} \cdot \underline{2} \cdot$ Stress measurements

In order to distinguish the normal stresses and bending stresses, a measuring rheostat was located on both the top and bottom surfaces of the shells and edge beams (Fig. 8).

Considering the state of uniaxial stress prevailing there, simple KFC-5-C1-11 measuring rheostats with a measuring base of 5 mm were used for the edge beams and free edges (model 5).

At points arranged coincidently with the axis of symmetry (which could therefore be characterized by known principal stress directions), two rosette type measuring elements (KFC-2-D2-11, measuring base: 2 mm ) were arranged at right angles to each other, their direction coinciding with the principal stress direction (with the axis of symmetry). Stresses $\sigma_{x}, \sigma_{y}$ were calculated on the basis of extensional strains $\varepsilon_{x}, \varepsilon_{y}$ measured, using the well-known relationships of the state of plane stress.

For Model 1, so-called three-dimensional rosettes (KFC-2-D4-11) arranged at angles of $3 \times 120^{\circ}$ at points of general position were used. These three-directional rosettes were used for Model 1 only. Namely, significant stresses had not been measured on the shell points but only on the edge beams of Model 1 and therefore, in case of Models 2--6, measuring elements have been located on all the four edge beams with a view to detect a possible asymmetric behaviour of the edge beams more accurately and thus threedirectional rosettes have not been used here.

A CMP 16 measurement center with digital display, produced by Hottinger, was used for extension measurements in application with an MG 32 measuring amplifier of a carrier frequency of 225 Hz , with DATCON measuring point transformers interposed. An AT 286 PC was used for data collection and processing.

To document the results of measurements, the extensional strains measured in the lower and upper extreme fibres, the extreme fibre stresses calculatable on the basis thereof as well as the normal and bending stress components determined on the basis of the extreme fibre stresses were tabulated /14/ for each point of measurement.

### 2.3. Results of the model experiments

2.3.1. Model 1

Some seconds after the last load step had been applied, the model collapsed and it broke into pieces (Fig. 9). The relationship between surface load $q$ and deflection $w_{18}$ of the shell center, determined in the course of the experiment, is diagrammatically illustrated in Figs 15--16.

### 2.3.2. Model 2

20-30 seconds after the last load step had been applied, the model sunk down and the load got up onto the hydraulic working cylinder. An absolutely elastic loss of stability has taken place, permitting Model 2 to be used later for construction of Model 6. See also Figs 15-16.


Fig. 9. Loss of stability of Model 1


Fig. 10. Loss of stability of Model 2

### 2.3.3. Model 3

A loss of stability similar to that in case of Model 2 has taken place as shown in Fig. 11. See also Fig. 16.

### 2.3.4. Model 4

The loss of stability took place shortly after the load had been applied and the model got up onto the hydraulic working cylinder. The state before destruction is shown in Fig. 12. Significant permanent deformations were measured after relief, suggesting that the model had experienced plastic deformation. See also Fig. 16.


Fig. 11. Loss of stability of Model 3


Fig. 12. Loss of stability of Model 4


Fig. 13. Loss of stability of Model 5


Fig. 14. Loss of stability of Model 6

### 2.3.5. Model 5

The perfectly unstiffened shell has lost stability after the significant deformation illustrated in Fig. 13 and the model got up onto the hydraulic unit. See also Fig. 16.

### 2.3.6. $\mathbf{6}$.Model 6

Figure 14 shows the model, also supported by pendulum props, at the instant before buckling. The model has got up onto the hydraulic press about 5 minutes after the last load step had been applied. A slight permanent deformation has been recorded after relief subsequent to the loss of stability. See also Fig. 15.


Fig. 15. Experimental equilibrium paths (Models 1, 2, 6)


Fig. 16. Experimental equilibrium paths
(Models 1-5)

### 2.3.7. Deflections_experienced by the edge_beams

Illustrated in Fig. 17 are the deflections of the edge beams experienced immediately before the loss of stability. Note that buckling of the edge beams has taken place antimetrically (like a frame) as compared with high corners 5 or 13 (Fig. 1) as also shown in Figs 10-14.

## 3. Evaluation, conclusions

On the basis of Figs 15--16, the experimental equilibrium paths obtained can be described by characteristic curve bl in Fig. 18.

### 3.1. On shell buckling

The classic linear critical, so-called Reissner--Ralston-load (bifurcation) of the shell can be calculated by means of the following wellknown relationship /9, 12, 13/.

$$
\begin{equation*}
\mathrm{q}_{\mathrm{Cr}, \mathrm{sh}}^{\operatorname{lin}}=\mathrm{kE} \frac{\mathrm{~h}^{2} \mathrm{f}^{2}}{\mathrm{a}^{4}}=\mathrm{kE} \frac{\rho^{2}}{\omega^{4}}, \tag{3.1}
\end{equation*}
$$



Fig. 17. Edge beam deflection curves


Fig. 18. Type of theoretical and experimental equilibrium paths
(al: load-deflection diagram of a geometrically perfect structure;
a2: same as al but for Leet's structures; bl: experimental load-deflection diagrams; b2: same as b1 but for Leet's structures)
where

$$
k=\frac{2}{\sqrt{3\left(1-\mu^{2}\right)}},
$$

$\mu$ being the transverse contraction factor.
Parameters $\rho$ and $\omega$ have been defined in Fig. 21. The subscript sh refers to shell buckling load. With the data of Fig. I and Table 1 ,

$$
\mathbf{q}_{\mathrm{Cr}, \mathrm{sh}}^{\mathrm{lin}}=7,11 \mathrm{kNm}^{-2}
$$

has been obtained.
Since this theoretical critical load is significant, a shell buckling (bifurcation) has not been expectable and, according to the experiments, it has not taken place either. In Fig. 18, section $P$ of curve b2 corresponds to the buckling of the geometrically imperfect shell. No buckling of this type was shown by curve bl.

Remember that in the experiments of Leet /10/, the shell experienced buckling at about $51-71 \%$ of the load calculatable by means of equation (3.1) because of the imperfection (initial waviness) $w_{0}$. Also this value is rather high in our case.

As is known, buckling of the shell takes place inextensional ( $\varepsilon_{x}=$ $=\varepsilon_{y}=0 ; \gamma_{x y} \neq 0$ ), in a plate-like way, with a stable symmetric point of bifurcation, that is the postbuckling diagram is rising. The physical explanation of this phenomenon is that in case of properly rigid edge beams, the fibres convex from above (compressed), buckling in small local waves of a large number, are so to say suspended by the fibres concave from above, like by a suspended roof /4, 9/. And this was shown indeed by the Leet models (Fig. 18, curve b2).

Using the data of the Leet shells ( $\mathrm{a}=406.4 \mathrm{~mm}$, $\mathrm{f}=101.6 \mathrm{~mm}, \mathrm{~h}=$ $=0.7747 \mathrm{~mm}, E=3,297 \cdot 10^{6} \mathrm{kNm}^{-2}, \mathrm{I}=5.549 \cdot 10^{-10} \mathrm{~m}^{4}$ ), a relatively small critical load,

$$
\mathrm{q}_{\mathrm{Cr}, \mathrm{sh}}^{\mathrm{lin}}=0,927 \mathrm{kNm}^{-2}
$$

can be calculated for the shell and a shell buckling has taken place indeed in the course of the experiments.

Note that in the investigations of Leet, the load at which shell buckling has taken place decreased continuously as the rigidity of the edge beam decreased. Accordingly, also equation (3.1) remains less and less valid as the edge beam looses its rigidity. Hence, the assumption that the critical load of the shell buckling in small local waves of a large number (in the direction of the arch under pressure) is independent of the boundary conditions (that is, the edges can be considered to be infinitely far from the


Fig. 19. Illustration to explain the reduction in load capacity (1 - theoretical foundation coefficient, 2 - actual foundation coefficient)


Fig. 20. Change in the upper critical load as a function of the radius of inertia of the edge beam
buckling wave) remains, below a certain value of edge beam rigidity, no longer valid. Of course, this is the more true the more we advance towards the shell of free edge.

### 3.2. Edge beam buckling

In /7/, the following approximate formula (where subscript e indicates the edge beam) has been introduced to investigate the buckling of edge beams (bifurcation phenomenon):

$$
\begin{equation*}
q_{C r, e}^{\operatorname{lin}}=E \frac{\rho}{\omega^{4}}\left(k_{1} \alpha+k_{2} \rho \sqrt{\alpha}\right) \tag{3.2}
\end{equation*}
$$

where, in case of two-hinged edge beams, $k_{1}=3.094$ and $k_{2}=1.391$ while in case of cantilever edge beams, $k_{1}=1.306$ and $k_{2}=1.035$.

For parameters $\alpha, \rho$ and $\omega$ see Fig. 21.
In the above relationship, the term proportional to $k_{1}$ stands for the critical load (Euler load) of the bar while the term proportional to $\mathrm{k}_{2}$ expresses the supporting effect, acting as an elastic foundation, of the shell interacting with the edge beam (for buckling of the bar on elastic foundation see /5/).

In the present case, the critical load of the edge beam according to (3.2) of models $1--3$ and 6 is about 2-6 times as much as the critical load of the shell according to (3.1). Thus an edge beam buckling (bifurcation) has not been expectable. This expectation has been confirmed by our experiments.

Note that an edge beam buckling has not been expected, among others, because the shear force acting upon the edge beam is directionally not stable, instead, it follows the geometry of the buckling edge beam that is, it is non-conservative and thus a static bifurcational critical load (Euler load) is not always acting upon the edge beam either. We think that while a static critical load always exists for the two-hinged bar (without elastic foundation) upon which non-conservative forces are acting, no static critical load but only dynamic critical load exists for the correspond-

$$
\mathrm{q}_{\mathrm{cr}}^{\mathrm{u}} \approx 0,09 \mathrm{E} \frac{\rho^{2} \sqrt{\alpha}}{\omega^{4}}
$$

6. 



Fig. 21. Approximate formula of the upper critical load
ing cantilever $/ 11 /$. This means that it is not the frequency but the amplitude that starts to increase beyond every limit. However, this would come about only if energy were fed which is not possible in case of a shell. On the other hand, according to the tables given in /11/, the dynamic bifurcation critical load of the unbedded cantilever under load, resulting from nonconservative forces, is about 5.2-fold as compared with the static critical load of the cantilever upon which conservative forces are acting. The tendency outlined will most likely prevail also in case of elastic foundation and thus a bifurcation buckling of the edge beam is not expectable. At the same time, the effect resulting from the change in direction of the shear forces is considerably reduced by the flatness.

Of course, either here or in the case according to para 3.1, it is not the theoretical ideal buckling (bifurcation) a priori excluded because of the presence of imperfection $w_{0}$ but the reduction in rigidity after curve section $P$ of the Leet diagram in Fig. 18 that fails to come about.

In the geometrical domain investigated, no buckling (bifurcation) of the edge beams /7/ was observed, certainly because of the relatively significant rigidity of the shell stiffening the edge beam. Values of the parameters in formula (3.2): $\alpha=0.0357-35.7, \rho=46.7, \omega=186.6$ (with $R / h=746.7$ ), see Fig. 21.

The theoretical load-deflection diagram of the appropriate, geometrically perfect structure ( $\mathrm{w}_{\mathrm{o}}=0$ ) is shown in Fig. 18 (curve al). To plot the diagram, different dash lines were used to indicate that this diagram has not been determined so far. The solution of the classic shell buckling (bifurcation) according to $/ 1,2,12,13 /$, based on the equilibrium path, is well-known (see expression (3.1) and there exist approximate methods /1, 7/ developed to investigate the buckling (bifurcation) of the edge beam interacting with the shell (see expression (3.2)).

A loss of stability by equilibrium limitation has taken place that is, the structure has got failed (divergence of equilibrium; snap-buckling) under the upper critical load corresponding to apex $u$ of the $q-w$ diagram.

The load capacity tends to decrease after apex u. In our view, the reason for this is that after a certain time, foundation coefficient c of the edge beam supported elastically by the shell starts decreasing as deflection w increases. The reduction in stiffness of the springs is illustrated by characteristic 2 in Fig. 19.

Leet /10/ has investigated models (with relatively soft shells as compared with the edge beam) where the flatter section of load-deflection
diagram $P$ after shell buckling corresponds to the fact that after shell buckling, the edge beam is much less stiffened by the shell. Values of the parameters (see Fig. 21) given in formula (3.2): $\alpha=18.4-110.0, \rho=$ $=131.2-151.0, \omega=524.6-608.9$ (with $R / h=1098-2433$ ). After all, the Leet edge beams have got failed either as a result of loss of stability by equilibrium limitation or they have broken before the limit point (horizontal tangent) was reached. Edge beam buckling (bifurcation) has not taken place at all.

### 3.3. Recommendations

On the basis of Figs 20 and 21 , an empirical approximate formula (see Fig. 21) was set up to calculate upper critical loads $q_{c r}^{u}$ (exponent u). The relationship corresponds to formula (3.2) (and also to formula (3.1)) set up in a similar way (using the same shell parameters but now in the form shown below):

$$
\begin{equation*}
q_{C r}^{u} \approx k_{u} E \frac{\rho^{2} \sqrt{x}}{\omega^{4}} \tag{3.3}
\end{equation*}
$$

where, for the cantilever edge beam,

$$
k_{u}=0.09 .
$$

Only experimental data are available for two-hinged edge beams (Model 6). On the basis thereof, $k_{u}=0.105$. Hence, the two-hinged edge beam is not much stronger than the cantilever edge beam, the difference being about $17 \%$. Concerning buckling (bifurcation), the buckling two-hinged edge beam was found to be by about $35-50 \%$ stronger than the cantilever edge beam in the geometrical domain ivestigated. As is well-known, this ratio will be 1.881/0.784 = 2.40 without elastic foundation.

As seen, zero critical load is associated with the beam without shell (unbedded beam) in formula (3.3). In the last analysis, to eliminate this deficiency, we recommend that Fig. 22 and/or formula (3.4) be used for design purposes. The equation of the two straights in Fig. 22 was produced by equating the measured values of upper critical loads $q_{c r}^{u}$ that can be read from Fig. 21 (or Figs 15 and 16) with the values of linear critical load calculatable on the basis of relationship (3.2) (reduction proportionally to the loads). The measured values of loads $\mathrm{q}_{\mathrm{Cr}}^{\mathrm{u}}$ amounted to about $7-14 \%$ of the


Fig. 22. Approximate design diagrams
values of linear critical loads according to equation (3.2) and also the coefficients of equation (3.2) were reduced accordingly.

After all, the formula of critical load that can be used for design purposes can be written, as follows:

$$
\begin{equation*}
\mathrm{q}_{\mathrm{Cr}}^{\mathrm{u}} \approx 0.20 \lambda_{\mathrm{Cr}} \mathrm{E} \frac{\rho \alpha}{\omega^{4}} \tag{3.4}
\end{equation*}
$$

where, for two-hinged edge beams,

$$
\lambda_{\mathrm{Cr}}=1.881+0.40 \frac{\mathrm{\rho}}{\sqrt{\alpha}},
$$

while for cantilever edge beams,

$$
\lambda_{c r}=0.784+0.36 \frac{\rho}{\sqrt{\alpha}} .
$$

For the sake of a continuous transition to constants $\underline{1.881}$ and $\underline{0.784}$ of the unbedded edge beam, the reduction indicated in Fig. 22 (two zero
points along the same vertical line) was used for Models 1 and $\underline{2}$ (and a similar reduction was also used in plotting the straight in Fig. 21). That is why the values of critical load calculatable by means of formula (3.4) are in general by about $15 \%$ lower than those obtained with (3.3). At the same time, formula (3.4) is advantageous in that it provides a continuous transition to the case of the unbedded bar.

Of course, the formula of the upper critical load $q_{\mathrm{Cr}}^{\mathrm{u}}$ should be in principle a function of geometrical imperfection $w_{0}$ as well. What we can say here is that in the present case, imperfection (initial waviness) $w_{0}$ corresponding to the load capacity diagrams was smaller than $15 \%$ of shell thickness $h$ (Figs 15--16). The values actually measured can be found in /14/.

When using the process described in $/ 9 /$, it is recommended that the properties of reinforced concrete (cracking, creep, plasticity, etc.) be taken into consideration.

One of our main objects has been to determine the change in critical load in case of a gradual reduction of flexural rigidity EI of the edge beam (Fig. 21) until the case of a shell with completely free edges is reached. In fact, relationship (3.4) complies with this object.
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# RELIABILITY OF ROD-TYPE SUPPORTING STRUCTURES 
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#### Abstract

The objective of this work is to estimate the probability of a possible destruction of rod-type supporting structures. Used for estimation are not the distribution density functions but the calculatable probability characteristics (expectable value, variance, obliquity). The stress resulting from load and the probability characteristics are assumed to be independent of each other and they are easy to calculate.


## 1. NOTATION

| R | load bearing capacity |
| :---: | :---: |
| S | stress resulting from load |
| Y | load capacity reserve |
| M | bending or twisting moment |
| Q | resultant force |
| g | permanent load |
| $p$ | effective load |
| $\sigma_{B}$ | normal fracture stress |
| ${ }^{\tau} \mathrm{B}$ | shear fracture stress |
| T | design life |
| t | time co-ordinate |
| W | cross-sectional quantity |
| A | cross-sectional area |
| V | cubage of the support |
| $\mathrm{k}=\mathrm{V} / \mathrm{V}_{\text {o }}$ | increase in cubage associated with the standard beam |
| L | length of beam |
| q | probability |
| $\lambda, ~ г \sigma_{1}$ | parameters of the probability distribution function |
| $\beta$ | factor expressing probability |
| $\alpha_{1}, \alpha_{2}, \alpha_{3}$ | parameters of the central moments of Weibull distribution |
| $\mu_{i}$ | ith-order central moment |
| S | variance |
| $v$ | relative variance |
| a | obliquity |
| $\nu$ | safety factor associated with the effective load |
| $\sigma(t)$ | reduction in normal stress |
| $v(t)$ | reduction in geometrical dimensions |
| $w(t)$ | reduction in cross-sectional quantity |
| $\alpha(t)$ | reduction resulting from permanent strength |

[^12]MISTÉth, E.

## 2. Introduction

The objective of this work is to estimate the probability of a possible destruction of rod-type supporting structures. Used for estimation are not the distribution density functions but the calculatable probability characteristics (expectable value, variance, obliquity). The stress resulting from load and the probability characteristics are assumed to be independent of each other and they are easy to calculate.

The probability of destruction of one single cross-section can be calculated by expression

$$
\begin{gather*}
P\{[R(t)-S(t)] \leq 0\}<q  \tag{1}\\
0<t \leq T
\end{gather*}
$$

In expression (1), $R(t)$ is the load capacity, $S(t)$ the stress resulting from loads, $T$ the design life and $q$ the probability of destruction. From expression (1), the load capacity and/or the cross-sectional quantity can be calculated at time $\mathrm{t}=0 / 6 /$.

$$
\bar{W}_{0}^{(R)}=B(T) \bar{W}_{0}^{(S)}
$$

where

$$
\begin{gather*}
B(T)=\frac{1+\beta \sqrt{\left[v_{R}(T)\right]^{2}+\left[v_{S}(T)\right]^{2}-\beta\left\{\left[v_{R}(T)\right]\left[v_{S}(T)\right]\right\}^{2}}}{\left\{1-\beta^{2}\left[v_{R}(T)\right]^{2}\right\}[\sigma(T)][\alpha(T)][w(T)]} \frac{\bar{S}(T)}{S_{0}}  \tag{2}\\
W_{0}^{(S)}=\frac{\bar{S}_{0}}{\bar{\sigma}_{\text {Bo }}}
\end{gather*}
$$

In expression (2), $W_{0}{ }^{(R)}$ is the load capacity at time $t=0, W^{(S)}(T)$ the cross-sectional quantity associated with stress Bo from the stress calculated with regard to the design life, $v_{R}(T)$ and $v_{S}(T)$ are the relative variance of the load capacity and the stress resulting from load at the end of the design life, respectively, $T$ is a numerical value depending on the distribution and expressing the possible destruction (e.g. = 3.09 for $1 \%$ in case of normal distribution), Bo is the expectable value of the fracture stress of the beam at $t=0$, ( $T$ ) is the fracture stress, $w(T)$ the cross-sectional quantity, ( $T$ ) being the reduction in strength with time.

## 3. Probability of destruction of lattice girders

The above calculations apply to one single cross-section only. The question is how the probability of destruction of a beam can be determined. Before giving an answer of general validity to the question, let first an example be investigated.

Consider a lattice girder with every chord of it subjected to total load (Fig. 1). For the time being, let the latticing network be left out of consideration. In this case, if $q^{\prime}$ is the probability of destruction of one single chord of the lattice girder and $m$ is the number of chords, the probability of destruction of the lattice girder will be

$$
\begin{equation*}
P=1-\left(1-q^{\prime}\right)^{m} \sim \mathrm{mq}^{\prime} \tag{3}
\end{equation*}
$$

if

$$
\mathrm{mq}^{\prime}<0.15 .
$$

If the probability of destruction is not equal for every rod and if also the latticing network is taken into consideration, then we can say that under a certain load, destruction of the lattice girder will take place if one of the elements of the latticing network or one of the upper chords or one of the lower chords becomes destroyed. This means that there is a disjunctive relation between the lattice girder elements and thus, if the number of lattice elements in the lattice girder is $N$, the probability of destruction of the lattice girder will be

$$
\begin{equation*}
q_{k}=1-\prod_{i=1}^{N}\left(1-q_{i}\right) \sim \sum_{i=1}^{N} q_{i} \tag{4}
\end{equation*}
$$

if

$$
\mathrm{q}_{\mathrm{i}} \leq 10^{-3} .
$$



Fig. 1. Lattice girder

Now $p_{k}$ can be calculated for every one of the different loads (of number $\ell$ ) and the probability of destruction of the lattice girder, denoted by $q$, will be given by the maximum value from among the values of $p_{k}$ calculated for every one of the loads of number:

$$
\begin{equation*}
\mathrm{q}=\max \mathrm{p}_{\mathrm{k} \ell} \tag{5}
\end{equation*}
$$

The above calculation is correct. What remains to be answered is how the probability of destruction of the beam can be calculated in case of compact bent beams.

## 4. Probability of destruction of a beam of plastic material under normal stress condition

Consider a beam of a standard cross-section of $A_{0}$ and a standard length of $L_{0}$ as illustrated in Fig. 2, with permanent moment $M$ acting upon both ends. As a result of moment $M$, an extreme-fibre stress of a magnitude of $\sigma=M / J_{x} y_{\max }$ arises along length $L_{o}$ of the beam. To be determined is the probability of destruction of the beam. In case of beams of plastic material, the distribution of the fracture stress is a Pearson III distribution, the density function being /4/

$$
\begin{array}{ll}
f_{1}\left(\sigma_{B^{\prime}}\right)=\frac{\lambda_{1} \Gamma_{1}}{\Gamma\left(\Gamma_{1}\right)}\left(\sigma_{B^{\prime}}-\sigma_{1}\right)^{\Gamma_{1}-1} \exp \left[-\lambda_{1}\left(\sigma_{B^{\prime}}-\sigma_{1}\right)\right] \\
& \text { if } \quad \sigma_{B} \geq \sigma_{1}  \tag{6}\\
f_{1}\left(\sigma_{B^{\prime}}\right)=0 & \text { if } \quad \sigma_{B} \leq \sigma_{1} .
\end{array}
$$



Fig. 2. Standard size beam

Probability characteristics:

$$
\begin{array}{ll}
\text { Expectable value: } & \bar{\sigma}_{B^{\prime}}=\mu_{1}^{\prime}=\sigma_{1}+r_{1} / \lambda_{1} \\
\text { Mean square deviation: } & s_{B}^{2}=\mu_{2}^{\prime}=\frac{r_{1}}{\lambda_{1}^{2}}  \tag{7}\\
\text { Obliquity: } & a_{B^{\prime}}=2 / \sqrt{r_{1}}>0
\end{array}
$$

On the basis of expression (7), an arbitrary probability value $\left[\left(\sigma_{B^{\prime}}\right)\right]_{q}$ of the fracture stress can be written as

$$
\begin{align*}
{\left[\sigma_{B}\right]_{\mathrm{Q}} } & =\bar{\sigma}_{B^{\prime}}-\beta \mathbf{S}_{B^{\prime}}  \tag{8}\\
\beta & =\beta\left(a_{B^{\prime}}, q\right) .
\end{align*}
$$

A table is available $/ 6 /$ where the values of $\beta$ in expression (8) are tabulated as a function of $\mathrm{a}_{\mathrm{B}}$ ' and q .

If the cross-section of the beam under the above load is "A" and its length is $L_{o}$, then the density function of the fracture stress will be

$$
f_{2}\left(\sigma_{B^{\prime \prime}}\right)=\frac{\left(\frac{A}{A_{0}} \lambda_{1}\right)^{\left(\frac{A}{A_{0}} \Gamma_{2}\right)}}{\Gamma\left(\frac{A}{A_{0}} \Gamma_{2}\right)}\left(\sigma_{B^{\prime \prime}}-\sigma_{2}\right)\left(\frac{A}{A_{0}} \Gamma_{2}\right)-1 \cdot \exp \left[-\left(\frac{A}{A_{0}} \lambda_{2}\right)\left(\sigma_{B^{\prime \prime}}-\sigma_{2}\right)\right]
$$

if

$$
\begin{gathered}
\sigma_{\mathrm{B}^{\prime \prime}} \geq \sigma_{2} \\
\mathrm{f}_{2}\left(\sigma_{\mathrm{B}^{\prime \prime}}\right)=0
\end{gathered}
$$

if

$$
\sigma_{B^{\prime \prime}}<\sigma_{2}
$$

Probability characteristics:

$$
\begin{array}{ll}
\text { Expectable value: } & \bar{\sigma}_{B^{\prime \prime}}=\mu_{i}^{\prime \prime}=\sigma_{2}+\frac{r_{2}}{\lambda_{2}}=\mu_{1}^{\prime} \\
\text { Mean square devitation: } & s_{B^{\prime \prime}}^{2}=\mu_{2}^{\prime \prime}=\frac{r_{2}}{\lambda_{2}} \frac{A_{0}}{A}=\mu_{2}^{\prime} \frac{A_{0}}{A}  \tag{10}\\
\text { Obliquity: } & a_{B^{\prime \prime}}=\frac{2}{\sqrt{r_{1}}} \sqrt{\frac{A_{0}}{A}}=a_{B^{\prime}} \cdot \sqrt{\frac{A_{0}}{A}}>0
\end{array}
$$

On the basis of expression (1), an arbitraty probability value $\left(\sigma_{\mathrm{B}}\right)_{\mathrm{q}}$ of the fracture stress can be written as

$$
\begin{gather*}
{\left[\left(\bar{\sigma}_{B^{\prime \prime}}\right)\right]_{\mathrm{q}}=\bar{\sigma}_{\mathrm{B}^{\prime \prime}}-\beta \sqrt{A_{\mathrm{o}} / A} \mathrm{~S}_{\mathrm{B}^{\prime \prime}}^{\prime}}  \tag{11}\\
\beta=\beta(a, q)
\end{gather*}
$$

According to expression (11), $\left(\sigma_{\mathrm{B}^{\prime \prime}}\right)_{\mathrm{q}}>\left(\sigma_{\mathrm{B}}\right)_{\mathrm{q}} \cdot$

The next question is how the probability of destruction of a beam of an arbitrary cross-section $A$ but of a length of $L=n L_{0}$ can be calculated. The subsequent sections of length $L_{0}$ are assumed to be independent of each other; the length of sections $L_{0}$ has to be determined experimentally $/ 1 /$. According to the experiments, for round steels, length $L_{o}$ that is the length of the independent sections is 70 to 80 times as much as the diameter. In this case

$$
\begin{equation*}
q^{[\mathrm{L}]}=\mathrm{nq}^{[\mathrm{Lo}]} . \tag{12}
\end{equation*}
$$

According to expression (12), the probability of destruction of a beam $n$ times as long is $n$ times as much.

## 5. Probability of destruction of a beam of brittle material under normal stress conditions

Consider a beam of standard size, $V_{0}=A_{0} L_{0}$, according to Fig. 2 but now the beam is assumed to be of brittle material ( $a \leq 0$ ). The distribution of the fracture stress is a Weibull /8/ (II lower extremal) distribution. The distribution function is

$$
\begin{align*}
& F_{3}\left(\sigma_{B \prime \prime}\right)=1-\exp \left\{-\left[\lambda_{3}\left(\sigma_{B \prime \prime}-\sigma_{3}\right)\right]^{r_{3}}\right\} \\
& F_{3}\left(\sigma_{B^{\prime \prime \prime}}\right)=0 \text { if } \begin{aligned}
\sigma_{B}{ }^{\prime \prime} & \geq \sigma_{3} \\
\sigma_{B^{\prime \prime}} & <\sigma_{3}
\end{aligned} \tag{13}
\end{align*}
$$

Probability characteristics:

$$
\begin{array}{ll}
\text { Expectable value: } & \bar{\sigma}_{\mathrm{B} \prime \prime}=\sigma_{3}+\alpha_{1} / \lambda_{3}=\mu_{1}^{\prime \prime} \\
\text { Mean square deviation: } & \left(s_{\mathrm{B} \prime \prime}\right)^{2}=\mu_{2}^{\prime \prime}=\alpha_{2} / \lambda_{3}^{2}  \tag{14}\\
\text { Obliquity: } & \mathrm{a}_{\mathrm{B} \prime \prime}=\alpha_{3} /\left[\alpha_{2}\right]^{3 / 2}<0
\end{array}
$$

where

$$
\begin{align*}
& \alpha_{1}=\pi\left(\frac{1}{r_{3}}\right) \\
& \alpha_{2}=\pi\left(\frac{2}{r_{3}}\right)-\pi^{2}\left(\frac{1}{r_{3}}\right)  \tag{15}\\
& \alpha_{3}=\pi\left(\frac{3}{r_{3}}\right)-3 \pi\left(\frac{2}{r_{3}}\right) \cdot \pi\left(\frac{1}{r_{3}}\right)+2 \pi^{3}\left(\frac{1}{r_{3}}\right)
\end{align*}
$$

and $\Pi(Z)=Z$ ! is the Gauss function.
The values of expression (15) are found in Tables /6/.
On the basis of expression (14), if

$$
q=(100-100 / n) \%,
$$

an arbitrary value $\left(\sigma_{\mathrm{B}} \mid \prime\right)_{\mathrm{q}}$ of the fracture stress will be

$$
\begin{equation*}
\left(\sigma_{B " \prime}\right)_{q}=\sigma_{3}+1 / \lambda_{3} \sqrt[\Gamma_{3}]{n-\Delta} \tag{16}
\end{equation*}
$$

where $\lim \Delta=1 / 2$.


If the size of the beam is $V=A L$ and $V / V_{0}=k$, then the distribution function will be

$$
\begin{array}{cc}
F_{4}\left(\sigma_{B} I V\right)=1-\exp \{ & -k\left[\lambda_{3}\left(\sigma_{B} I V-\sigma_{3}\right)\right]^{\left.\Gamma_{3}\right\}} \\
& \text { if } \sigma_{B} I V \geq \sigma_{3} \\
F_{4}\left(\sigma_{B} I V\right)=0 & \text { if } \sigma_{B} I V<\sigma_{3} .
\end{array}
$$

Probability characteristics:

$$
\text { Expectable value: } \bar{\sigma}_{\mathrm{B} I V}=\sigma_{3}+\frac{\alpha_{1}}{\lambda_{3} \sqrt[\Gamma_{3}]{k}}<\bar{\sigma}_{B \prime \prime}
$$

Mean square deviation: $\mu_{2}=\left(s_{B} I V\right)^{2}=\frac{\alpha_{2}}{\lambda_{3}^{2} \Gamma_{3} \sqrt{k^{2}}}=\left(s_{B^{\prime \prime \prime}}\right)^{2} \sqrt[\Gamma_{3}]{\frac{1}{k^{2}}}<\left(s_{B}{ }^{\prime \prime}\right)^{2}$
Obliquity: $\quad a_{B} I V=\frac{\alpha_{3}}{\alpha_{2} 3 / 2}=a_{B^{\prime \prime \prime}}$

On the basis of expression (17), if $q=(100-100 / n) \%$, an arbitrary probability value $\left(\sigma_{B} I V\right)_{q}$ of the fracture stress can be written as

$$
\begin{equation*}
\left(\sigma_{B} I V\right)_{q}=\sigma_{3}+\frac{1}{\lambda_{3} \sqrt[r_{3}]{k(n-\Delta)}} \tag{18}
\end{equation*}
$$

where $\lim \Delta=1 / 2$.
$\cap \rightarrow \infty$
6. Probability of destruction of a rod of constant crosssection under shear stress conditions

A twisting moment $M$ is acting upon either end of the rod of tubular cross-section and of a length of $L_{o}$ illustrated in Fig. 3, the two moments being of opposite sense as compared with each other. As a result of load, shear stress $\tau=M / J_{p} r_{\text {max }}$ is prevailing at every point of the periphery of the tube. To be determined is the probability of destruction of the beam or the value of $\tau_{B}$ associated with a certain probability. Assume that rods of plastic or brittle material can be investigated from the point of view of shear stress as well. In this case, their distribution and/or density function will comply with what has been said about normal stress conditions in Sections 4 and 5 accordingly. In case of rods of plastic material with cross-section $A$ and length $L_{o}$, the Pearson III density function of the fracture stress will be, provided the rod has a standard cross-section, the following:


Fig. 3. Standard size tubular beam

$$
\begin{align*}
& f_{5}\left(\tau_{B}\right)=\frac{\left(\frac{A}{A_{0}} \lambda_{5}\right)^{\left(\frac{A}{A_{0}} r_{5}\right)}}{\Gamma\left(\frac{A}{A_{0}} r_{5}\right)}\left(\tau_{B}-\tau_{1}\right)\left(\frac{A}{A_{0}} r_{5}-1\right) \cdot \exp \left[-\left(\frac{A}{A_{0}} \lambda_{5}\right)\left(\tau_{B}-\tau_{1}\right)\right] \\
& f_{5}\left(\tau_{B}\right)=0 \quad \text { if } \tau_{B} \geq \tau_{1}, \tag{19}
\end{align*}
$$

Probability characteristics:

$$
\begin{array}{ll}
\text { Expectable value: } & \bar{\tau}_{B^{\prime}}=\mu_{1}^{\prime}=\Gamma_{5} / \lambda_{5}+\tau_{1} \\
\text { Mean square deviation: } & s_{\tau B^{\prime}}^{2}=\mu_{2}^{\prime}=\frac{\Gamma_{5}}{\lambda_{5}^{2}} \frac{A_{0}}{A}=\mu_{2} \frac{A_{0}}{A}  \tag{20}\\
\text { Obliquity: } & a_{B^{\prime}}=\frac{2}{\sqrt{\Gamma_{5}}} \sqrt{\frac{A_{0}}{A}}=a_{B} \sqrt{\frac{A_{0}}{A}}
\end{array}
$$

On the basis of expression (20), an arbitrary probability value $\left(\tau_{\mathrm{B}}\right)_{\mathrm{q}}$ of the shear fracture stress can be written as

$$
\begin{align*}
\left(\tau_{B}\right)_{Q} & =\bar{\tau}_{B^{\prime}}-\beta \sqrt{A_{0} / A} S_{\tau_{B}}  \tag{21}\\
\beta & =\beta\left(a_{B^{\prime}}, q\right)
\end{align*}
$$

If the length of the rod is $L=n L_{0}$, the probability of destruction will be $n$ times as much.

Consider now the case of brittle material ( $a \leq 0$ ) and assume that all what has been said in Section 5 also applies to shear stress. Then, if the volume of the rod is $V=A L$ and the standard volume $V / V_{0}=k$ and $V_{0}=A_{0} L_{0}$, the Weibull distribution function of the fracture stress will be

$$
\begin{align*}
& F_{6}\left(\tau_{B}\right)=1-\exp \left\{-k\left[\lambda_{6}\left(\tau_{B}-\tau_{6}\right)\right]^{\Gamma_{6}}\right\} \\
&  \tag{22}\\
& \text { if } \tau_{B} \geq \tau_{6} \\
& F_{6}\left(\tau_{B}\right)=0
\end{align*} \quad \text { if } \tau_{B}<\tau_{2} . ~ l
$$

Probability characteristics:

$$
\begin{array}{ll}
\text { Expectable value: } & \tau_{B^{\prime \prime}}=\tau_{6}+\frac{\alpha_{1}}{\lambda_{6} \sqrt[\Gamma_{6}]{k}} \\
\text { Mean square deviation: } & \left(s_{\tau B^{\prime \prime}}\right)^{2}=\mu^{\prime \prime}{ }_{2}=\frac{\alpha_{2}}{\lambda_{6}^{2} \Gamma_{6} \sqrt{k^{2}}} \\
\text { Obliquity: } & a_{B^{\prime \prime}}=\frac{\alpha_{3}}{\sqrt{\alpha_{2}^{3}}},
\end{array}
$$

if

$$
(q=(100-100 / n) \%,
$$

an arbitrary probability value of the shear fracture stress can be written as

$$
\begin{equation*}
\left[\tau_{B^{\prime \prime}}\right]_{q}=\tau_{2}+\frac{1}{\lambda_{6} \sqrt[r_{6}]{k(n-\Delta)}} \tag{24}
\end{equation*}
$$

where $\lim \Delta=1 / 2$
$\Pi \rightarrow \infty$.

The values of $\alpha_{i}(i=1,2,3)$ can be calculated similarly to the values of $\alpha_{i}$ is Section 5. Since no Hungarian experimental data for shear are available, the experimental results obtained for normal stress can be used in numerical calculations but the normal stress values must be multiplied with $1 / \sqrt{3}=0.577$. This factor is based on the Huber--Mises fracture theory.

## 7. Probability of destruction of statically defined beams of plastic material

The probability of destruction as a result of load varies from crosssection to cross-section in case of the beam of variable cross-section illustrated in Fig. 4. To be determined is the probability of destruction of the beam.

In case of a beam of plastic material and variable cross-section, the beam shall be divided in sections corresponding to 10 to 15 times the height of the beam (a rapid change in cross-section always being a section boundary)

## I



Fig. 4. Beam of variable cross-section
and the probability of destruction shall be determined for each section independently. This means that the probability characteristic of the fracture stress shall be determined for the material and dimensions of the beam according to expression (10). Of course, the expectable value and the value of mean square deviation are to be understood at the end of the design life. With these values, expression (10) will become for the ith section

$$
\begin{align*}
& \bar{\sigma}_{B}^{(i)}(T)=\sigma_{B O}^{(i)} \sigma(T) \alpha(T) \\
& {\left[s_{B}^{(i)}(T)\right]^{2}=s^{(\sigma)}(T)\left[s_{B O}^{(i)}\right]^{2} \frac{A_{0}}{A_{(i)}}}  \tag{25}\\
& a_{B}(T)=a_{B O}^{(i)} \sqrt{\frac{A_{0}}{A_{(i)}}}
\end{align*}
$$

To be calculated now are the cross-sectional quantity and the probability characteristics at the end of the design life for the ith section:

$$
\begin{align*}
& \bar{w}^{(i)}(T)=\bar{W}_{0}^{(i)} w(T) \\
& {\left[s_{(i)}^{(W)}(T)\right]^{2}=\left[s_{0}^{(W)}\right]_{(i)}^{2} s^{(u)}(T)} \tag{26}
\end{align*}
$$

At the end of the design life, the load capacity and its probability characteristics are

$$
\begin{gathered}
\bar{R}^{(i)}(T)=\sigma_{B}^{(i)}(T) \cdot \bar{W}^{(i)}(T) \\
{\left[{ }_{S_{(i)}^{(R)}(T)}^{(T)}\right]^{2}=\left[\bar{\sigma}_{B}^{(i)}(T) \cdot s_{(i)}^{(W)}(T)\right]^{2}+\left[\bar{W}^{(i)}(T) s_{(i)}^{(\sigma)}(T)\right]^{2}+\left[s_{(i)}^{(\sigma)}(T) \cdot s_{(i)}^{(W)}(T)\right]_{(27)}^{2}} \\
a_{(i)}^{(R)}(T)=a_{(i)}^{(\sigma)}(T)\left[\bar{W}_{(i)}(T) \frac{s_{(i)}^{(\sigma)}(T)}{s_{(i)}^{(R)}(T)}\right]^{3}+a_{(i)}^{(W)}(T)\left[\bar{\sigma}_{B}^{(i)}(T) \frac{s_{(i)}^{(W)}(T)}{S_{(i)}^{(R)}(T)}\right]^{3}
\end{gathered}
$$

Expressions $\sigma(T), \alpha(T), w(T), s^{(\alpha)}(T), s^{(\sigma)}(T)$, and $s^{(w)}(T)$ are found in /7/.

The stress resulting from load along the ith section and its probability characteristics are

$$
\bar{S}^{(i)}(T), \quad S_{(i)}^{(S)}(T), \quad a_{(i)}^{(S)}(T)
$$

Accordingly, the strength calculation reserve of the ith section and its probability characteristics will be

$$
\begin{gather*}
\bar{Y}^{(i)}(T)=\bar{R}^{(i)}(T)-\bar{S}^{(i)}(T) \\
{\left[S_{(i)}^{Y}(T)\right]^{2}=\left[S_{(i)}^{(R)}(T)\right]^{2}+\left[S_{(i)}^{(S)}(T)\right]^{2}}  \tag{28}\\
a_{(i)}^{Y}(T)=a_{(i)}^{(R)}(T)\left[\frac{S_{(i)}^{(R)}(T)}{S_{(i)}^{Y}(T)}\right]^{3}-a_{(i)}^{(S)}(T)\left[\frac{S_{(i)}^{(S)}(T)}{S_{(i)}^{Y}(T)}\right]^{3}
\end{gather*}
$$

From expression (28), the probability of destruction can be calculated, as follows:

$$
\begin{gather*}
\frac{\bar{Y}^{(i)}(T)}{s_{(i)}^{Y}(T)}=\frac{1}{v_{Y}^{(i)}} \\
q_{(i)}^{\prime}=q^{\prime}\left[v_{y}^{(i)}, a_{(i)}^{Y}\right]  \tag{29}\\
q=\sum_{(i)}^{s} q_{(i)}^{\prime}
\end{gather*}
$$

The probability of destruction calculated on the basis of expression (29), denoted by $q$, must be the optimum probability. If the probability of destruction along the jth section of the beam divided in sections can be calculated on the basis of shear stress $\tau_{K}(T)$, then it is $q$ associated with this value of shear stress that has to be included among the addable sums of expression (29).

Similarly, if the probability of destruction is attributed to some other strength characteristic (identation), then the value of $a_{j}$ associated
with that characteristic shall be included among the addable sums of expression (29).

## 8. Probability of destruction of statically defined beams of brittle material

If the beam of variable cross-section shown in Fig. 4 is made of brittle material, the fracture stress probability characteristics of the beam shall be determined on the basis of formula (17). In this case, the volume of the beam is obtained as the sum of the volumes of the sections of variable cross-section:

$$
\begin{equation*}
V=\sum_{(i)} A_{i} L_{i} \tag{30}
\end{equation*}
$$

and

$$
\mathrm{k}=\mathrm{V} / \mathrm{V}_{\mathrm{O}}
$$

Otherwise expressions (17) and (18) will apply invariably.

## 9. Statically undetermined beam

The elastic hinges of a statically undetermined beam are arranged on the beam in such a way that the probability of destruction of the beam will be maximum /2, 6/.

Consider an $n$ times undetermined beam of plastic material (Fig. 5) upon which a multiparameter effective load of exptent $p$ is acting in addition to permanent load g. A certain extent $\nu_{C} p$ of the effective load can be repeated without limit. The beam has standard cross-sections of number $N \geq n$. Standard cross-sections are those where the stress due to load has a relative extreme value or where the cross-section changes rapidly. A load capacity reserve


Fig. 5. " $n$ " times undetermined beam

$$
Y_{i}=R_{i}-S_{g i}-S_{p i}
$$

can be calculated for each cross-section. In expression (31), $R_{i}$ denotes the probability characteristics of the load capacity of the cross-section: $\bar{R}_{i}$ stands for the expectable value, $s_{R i}$ for variance and $a_{R i}$ for obliquity. The probability vector variable $\underline{R}$ is

$$
\left[\begin{array}{l}
\bar{R}_{1}  \tag{31}\\
\bar{R}_{2} \\
\cdot \\
\cdot \\
\bar{R}_{N}
\end{array}\right]=\underline{R}\left[\begin{array}{l}
s_{R 1} \\
s_{R 2} \\
\cdot \\
\cdot \\
s_{R N}
\end{array}\right]=\underline{s_{R}} \quad \text { and } \quad\left[\begin{array}{l}
a_{R 1} \\
a_{R 2} \\
\cdot \\
\cdot \\
\cdot \\
a_{R N}
\end{array}\right]=a_{R}
$$

$\mathrm{S}_{\mathrm{gi}}$ is the internal force due to the own weight, $\overline{\mathrm{S}}_{\mathrm{gi}}$ the expectable value, e the variance and a is the obliquity. The probability vector variable $\underline{S}_{g}$ is

$$
\left[\begin{array}{l}
\bar{s}_{g 1}  \tag{32}\\
\bar{s}_{g 2} \\
\cdot \\
\vdots \\
\mathrm{~S}_{\mathrm{gN}}
\end{array}\right]=\underline{\mathrm{S}_{\mathrm{g}}}\left[\begin{array}{l}
\mathrm{s}_{\mathrm{gl}} \\
\mathrm{~s}_{\mathrm{g} 2} \\
\cdot \\
\cdot \\
\mathrm{~s}_{\mathrm{gN}}
\end{array}\right]=\mathrm{s}_{\mathrm{g}} \quad \text { and } \quad\left[\begin{array}{l}
a_{g 1} \\
a_{g 2} \\
\cdot \\
\cdot \\
a_{g N}
\end{array}\right]=\mathrm{a}_{\mathrm{g}}
$$

$S_{p i}$ is the internal force due to the effective load applied to the cross-section in a standard way: $S_{p i}$ being the expectable value, $S_{p i}$ the variance and $a_{p i}$ the obliquity. The probability vector variable $\underline{S}_{p}$ is

$$
\left[\begin{array}{l}
\bar{s}_{p 1}  \tag{33}\\
\bar{S}_{p 2} \\
\cdot \\
\cdot \\
\bar{S}_{p N}
\end{array}\right]=\bar{S}_{p}\left[\begin{array}{l}
s_{p 1} \\
s_{p 2} \\
\cdot \\
\cdot \\
s_{p N}
\end{array}\right]={ }_{\underline{f}} \quad \text { and } \quad\left[\begin{array}{l}
a_{p 1} \\
a_{p 2} \\
\cdot \\
\cdot \\
a_{p N}
\end{array}\right]=\underline{a_{p}}
$$

Stresses $\mathrm{S}_{\mathrm{gi}}$ and $\mathrm{S}_{\mathrm{gj}}(\mathrm{i}=j=1,2, \ldots \mathrm{~N})$ are not independent since they are internal forces subject to the condition of equilibrium. The same applies to the stresses due to effective loads $S_{p i}$ and $S_{p j}$.

Probability characteristics of the load capacity reserve:

$$
\begin{gather*}
\bar{Y}_{i}=\bar{R}_{i}-\bar{S}_{g i}-\bar{S}_{p i} \\
s_{Y i}{ }^{2}=s_{R i}{ }^{2}+s_{g i}{ }^{2}+s_{p i}{ }^{2} \\
a_{Y i}=a_{R i}\left(\frac{s_{R i}}{s_{Y i}}\right)^{3}-a_{g i}\left(\frac{s_{g i}}{s_{Y i}}\right)^{3}-a_{p i}\left(\frac{s_{p i}}{s_{Y i}}\right)^{3}  \tag{34}\\
(i=1,2, \ldots N) \\
\frac{1}{v_{Y i}}=\frac{\bar{Y}_{i}}{s_{Y i}}
\end{gather*}
$$

A safety factor $v_{i}$ resulting in zero load capacity reserve can be determined for each standard cross-section:

$$
\begin{equation*}
\bar{v}_{i}=\left(\bar{R}_{i}-\bar{S}_{g i}\right) / \bar{S}_{p i} \tag{35}
\end{equation*}
$$

The minimum value of $\bar{v}_{i}$ :

$$
\begin{equation*}
\min \bar{v}_{i}=v_{a} \quad(i=1,2, \ldots N) \tag{36}
\end{equation*}
$$

where $\nu_{a}$ is the value of the load capacity characteristic of the beam. In case of a beam of brittle material, this effective load $\nu_{a} \overline{\mathrm{p}}$ means the expectable value of the limit load capacity of the beam. The probability of destruction of beams of brittle material can be calculated on the basis of expressions (17), (18) and (30).

Of course, beams of plastic material can be loaded additionally. Associated with standard cross-sections of number N are different load positions of number $L \leq N$. In case of each load position, after plastic hinges of number $m \leq n$ have occurred as a result of the effective load, when also yield of the material takes place in the $m+1$ st cross-section, the beam becomes instable either fully ( $m=n$ ) or partially ( $m \leq n$ ) and its entire load capacity reserve gets exhausted.

At point $m$ in the $L$ th load position, relative rotation $\mathrm{k}_{\mathrm{j}}{ }^{(\mathrm{L})}(\mathrm{j}=1$, $2, \ldots, m$ ) occurs and thus the conditional equation will be

$$
\begin{align*}
& v^{(L)} S_{p l}^{(L)}+z_{11} k_{1}^{(L)}+\ldots+z_{1 m} k_{m}^{(L)}=R_{1}-S_{g l} \\
& v(L) S_{p 2}^{(L)}+z_{21} k_{1}^{(L)}+\ldots+z_{2 m} k_{m}^{(L)}=R_{2}-S_{g 2} \\
& -v^{(L)} S_{p m}^{(L)}+z_{m l} k_{1}^{(L)}+\ldots+z_{m m} k_{m}^{(L)}=R_{m}-S_{g m}  \tag{37}\\
& v v^{(L)} S_{p m+1}^{(L)}+z_{m+1,1} k_{1}^{(L)}+\ldots+z_{m+1, m} k_{m}^{(L)}=R_{m+1}-S_{g m+1}
\end{align*}
$$

Of course, with the exception of $z_{i j}-k$, every expression in equation system (37) is a probability variable and therefore the equation system shall be solved for the expectable values of $\bar{S}_{g i}, \bar{S}_{p i}, \bar{R}_{i}$. The value of $z_{i j}$ can be calculated from the geometrical dimensions and from the ratio of the moduli of elasticity. The relative variance of the geometrical dimensions lies below $1 \%$; the variation of the modulus of elasticity along the beam is negligible and thus also its effect is minimum /2/ and therefore, because of their relative variance of about $1 \%$, quantities $z_{i j}$ can be assumed to be determined.

$$
\begin{aligned}
& \text { (L = I, II, } \ldots, X, \ldots \text { ) } \\
& \text { ( } i=j=1,2, \ldots m \text { ) }
\end{aligned}
$$

$$
k_{j}^{(L)}=\frac{\sum_{(i)} \bar{R}_{i} \underline{Z}_{(k j)}^{(L)}-\sum_{i}^{\sum} \bar{S}_{g i} \underline{Z}_{(k j)}^{(1)}}{\sum_{(i)}^{\sum_{p i}^{(L)} \bar{S}_{(i)}^{(L)}}}
$$

Similarly to expression (31), the load capacity reserve of the m+1st cross-section of the Lth load position will be

$$
\begin{equation*}
\bar{Y}_{m+1}^{(L)}=\bar{R}_{m+1}^{*}-\bar{S}_{g m+1}-\bar{S}_{p m+1} \tag{39}
\end{equation*}
$$

where

$$
\bar{R}_{m+1}^{*}=\bar{R}_{m+1}+\sum_{j=1}^{n} z_{m+1 j} k_{j}^{(L)}
$$

In expression (39), $\kappa_{j}^{(L)}$ is the relative rotation taking place on the plastic hinges of number $m$ while $z_{m+1, j}$ is the internal force in the $m+1$ st cross-section resulting from relative rotation $\kappa_{j}=1$ at the $j$ th point of the undetermined beam.

The surplus load capacity term can be calculated from expression (38) and/or (39). Namely, submatrices $\underset{\underline{Z}}{(\mathrm{Kj})}$ (L) can be considered determined and also the ratio of probability characteristics $\bar{R}_{i}$ is determined because the load capacity in question is that of a beam of the same material but in different cross-sections and also the ratio of expectable values $\bar{S}_{\text {gi }}$, moreover, also that of the values of $\bar{S}_{\mathrm{pi}}^{(\mathrm{L})}$ are determined and therefore the relative variance of the second term in expression (41) is approximately identical independently of the cross-sections and thus the probability of destruction is reduced by the surplus load capacity. However, the question will require extra consideration if within the cross-section, the partial internal forces are taken up by beam sections of a different material each.

In general, using the values of $z_{i j}$, the following matrix can be written:


Matrix $\underline{Z}$ is a symmetric quadratic matrix. Also submatrices associated with every load position of number $L$, quadratic and symmetric, can be produced of matrix $\underline{z}^{(L)}$. On the basis thereof, the following matrix equation can be written from relationship (39):

$$
\begin{equation*}
\underline{\underline{Z}}^{(L)} \underline{\underline{k}}^{(L)}=\underline{Y}^{(L)} \quad(L=I, I I, \ldots X \ldots) . \tag{41}
\end{equation*}
$$

The probability characteristics of the denominator of expression (38), a linear sum $S_{p}^{(L)}=\underline{Z}_{\underline{1}}^{(L)} S_{p l}+\ldots+{\underset{Z}{m}}_{(L)} S_{p m}$, can be simply calculated because they are not independent but there exists the above linear sum relation between them. Therefore, the probability characteristics of the denominator of expression (38) are perfectly identical with those of the effective load:

$$
\begin{gather*}
\bar{S}_{p}^{(L)}=\underline{z}_{1}^{(L)} \bar{S}_{p 1}+\underline{z}_{2}^{(L)} \bar{S}_{p 2}+\ldots+\underline{z}_{m}^{(L)} \bar{S}_{p m} \\
S_{p}^{(L)}=v_{p} \bar{S}_{p}^{(L)} \tag{42}
\end{gather*}
$$

$$
a_{p}^{(L)}=a_{p}
$$

The probability characteristics of internal forces due to dead weight in the numerator of expression (38) are, similarly to expression (42),

$$
\begin{gather*}
\bar{S}_{g}^{(L)}=\underline{\underline{Z}}_{1}^{(L)} \bar{S}_{g 1}+\underline{\underline{z}}_{2}^{(L)} \bar{S}_{g 2}+\ldots+\underline{z}_{m}^{(L)} \bar{S}_{g m} \\
s_{g}^{(L)}=v_{g} \bar{S}_{g}^{(L)}  \tag{43}\\
a_{g}^{(L)}=a_{g}
\end{gather*}
$$

A safety factor $\bar{\nu}^{(L)}$ (where $L$ is the serial number of the load position) is associated with every load position. The minimum value of $\bar{\nu}^{(L)}$ is

$$
\begin{equation*}
\min \nu^{-(L)}=v_{b} \quad(L=I, I I, \ldots X \ldots) \tag{44}
\end{equation*}
$$

This effective load $\nu_{b} \bar{p}$ means the fracture load capacity of the beam, taking the plastic properties of the beam into consideration. Should the value of load $v_{b} \bar{p}$ be continuously repeated, a kinematic destruction of the beam will take place that is, after each loading cycle from among those of
number L, relative rotations $k_{b}$ will increase continuously. However, there exists a value of load $\nu_{C} \bar{p}$ for which

$$
\begin{equation*}
v_{\mathrm{a}} \leq v_{\mathrm{c}} \leq \nu_{\mathrm{b}} \tag{45}
\end{equation*}
$$

and which can be repeated continuously. Thus it will result in a rotation vector $K_{C}$ of a definite value.

On the basis of safety factor $v_{a}$, the order of "cross-sections of minimum load capacity" can be determined. In this less stable cross-sections of number $m$, a rotation load $\underline{K}_{c}$ will occur which discontinues increasing independently of how many times the loading has been repeated.

An equation system similar to (37) can be written which differs from (37) in that in may apply to different load positions of number $m+1$ while (37) applies to one single load position only. The sign of safety factor $\nu_{C}$ so calculated and the sign of each element $k_{j}^{(c)}(j=1,2, \ldots, m+1)$ of relative displacement (rotation, shift etc.) vector $\underline{K}_{C}$ associated with it must be identical with the sign of the restraint force arising at the jth place as a result of the load. A safety factor $v^{(x)}(x=A, B, C \ldots)$ is associated with each group of cross-sections of minimum load capacity of number $m+1$ satisfying the condition given below, from among which the minimum safety factor is

$$
\begin{equation*}
\min v^{(x)}=\nu_{c} \quad(x=A, B, C \ldots) \tag{46}
\end{equation*}
$$

Where A, B, C, ... are the different groups of cross-sections of minimum load capacity with the loads associated with them.
$v_{C}$ from expression (46) satisfies expression (45) while for each element of rotation vector $\underline{K}_{C}$, a matrix equation similar to (41) can be written:

$$
\begin{equation*}
\underline{\underline{Z}}^{(x)} \underline{\underline{k}}^{(x)}=\underline{\underline{Y}}^{(x)} \quad(x=A, B, C \ldots) . \tag{47}
\end{equation*}
$$

If equation (47) is solved for safety factor $\nu_{C}$, we will arrive at relative rotation vector $\underline{k}_{C}$ which discontinues increasing as a result of repeated loads because matrix equation (47) does not apply to one single load position like equation (41) but to different load positions associated with cross-sections of minimum load capacity. The cross-sections of minimum stability of number ( $\mathrm{m}+\mathrm{l}$ ) cannot be determined immediately. Therefore, more equations associated with the order of cross-sections of minimum stability ( $\mathrm{A}, \mathrm{B}, \mathrm{C}, \ldots$ ) must be solved.

A possible value of the three limit load capacity conditions has already been determined by Kossalka /5/ to a good approximation.

If the strength of every standard cross-section that is $v_{1}=v_{2}=\ldots=$ $=\nu_{N}=\nu_{a}$ were calculated so as to result in identical safety, then $\nu_{C}=v_{a}$ and $\underline{\underline{k}}_{\mathrm{C}}=0$. Also beams where $\nu_{b}=\nu_{a}$ can be designed. The above condition is satisfied by every lattice girder.

The economically most favourable dimensions of statically undetermined beams suited to carry loads can be determined under rather general conditions by means of elasticity calculations. If the beam is utilized in some privileged cross-sections only and it is made of some material of plastic behaviour, then this plastic reserve will increase the load capacity ( $\nu_{a}>\nu_{c}$ ).

Under operating conditions, the load capacity shall be calculated on the basis of safety factor $\nu_{c}$. The extraordinary value of load can be calculated by means of factor $\nu_{b}$.

The correct probability is given by the probability of possible destruction calculatable on the basis of expression (39).

Beams of plastic material will be economically most favourable if the safety is identical in every cross-section. In this case, $\nu_{a}=\nu_{b}=\nu_{c}=v$.

The probability of destruction of the beam can be calculated in the way already discussed as the sum of probabilities of destruction of the independent sections.

## 10. Numerical example

The steel taken as a basis for the numerical example has been made by the Hungarian Millworks. The probability characteristics of the yield limit, calculated on the basis of several thousands of data, of grade 37B-5 plastic steel of Pearson III distribution are given below:

$$
\begin{array}{ll}
\text { Expectable value: } \sigma_{\text {Fo }}=288.3 \mathrm{~N} / \mathrm{mm}^{2} \\
\text { Variance: } & \mathrm{s}_{\text {Fo }}=30.73 \mathrm{~N} / \mathrm{mm}^{2} \\
\text { Obliquity: } & \mathrm{a}_{\text {Fo }}=0.679
\end{array}
$$

On the basis of processed data, the relative variance of the dead weight of the steel is $v_{g}(s)=0.04$, the obliquity of the load of lognormal distribution, applied to the beam by its own weigth, being 0.40237 . The

$\begin{array}{ll}J_{1}=16513.70667 \cdot 10^{6} \mathrm{~mm}^{4} & J_{2}=8 \uparrow 75.438453 \mathrm{~mm} \\ W_{1}=25802667 \mathrm{~mm}^{3} & W_{2}=13143792 \mathrm{~mm}^{3} \\ a_{11}=6.900483184 \cdot 10^{-12} & Z_{11}=144917388.2 \cdot 10^{3} \\ a_{01}=0.60055924 \cdot 10^{-3} \mathrm{Nmm} & \end{array}$

$$
W_{10}=27616000 \mathrm{~mm}^{3}
$$

$$
W_{20}=14334440 \mathrm{~mm}^{3}
$$



Fig. 7. Internal forces of loads
relative variance of the effective load of twice exponential (Gumbel) distribution is, on the basis of measurements, 0.1608 , and as is well-known, the obliquity is 1.13955 .

The main girder, a steel construction illustrated in Figs 6 and 7, carries the floor of a lecture-room. A permanent load of $\mathrm{g}=25.0 \mathrm{kN} / \mathrm{m}$ is acting upon the main girder, the effective load being $3 \mathrm{kN} / \mathrm{m}^{2}$ that is $\mathrm{p}=25.2 \mathrm{kN} / \mathrm{m}$. Standard moment of the floor of a strength calculated accordint to Hungarian Standard MSZ 15024:

$$
\begin{aligned}
\text { At place 1: } M_{\mathrm{M} 1} & =1.1 \cdot 2194.022+1.3 \cdot 2211.574- \\
& -(391.418 \cdot 1.1+394.549 \cdot 1.3) \cdot 0.1= \\
& =5194.123 \mathrm{kNm} \\
\text { At place 2: } M_{\mathrm{M} 2} & =1.1 \cdot 873.721+1.3 \cdot 1300.051= \\
& =2651.159 \mathrm{kNm}
\end{aligned}
$$

Standard stress:

$$
\begin{aligned}
& \text { At place 1: } \sigma_{M 1}=5194.123 \cdot 10^{6} / 25802667=201.3 \mathrm{~N} / \mathrm{mm}^{2} \\
& \text { At place 2: } \sigma_{M 2}=2651.159 \cdot 10^{6} / 13143792=201.7 \mathrm{~N} / \mathrm{mm}^{2}
\end{aligned}
$$

Shear test result at place 1:

$$
Q_{1}=1.1 \cdot 344.893+1.3 \cdot 347.652=831.330 \mathrm{kN}
$$

Static moment of the half-section: $S_{1}=13952000 \mathrm{~mm}^{3}$.

$$
\tau_{M 1}=831330 \cdot 13952000 / 16513706670 \cdot 10.0=70.24 \mathrm{~N} / \mathrm{mm}^{2}
$$

For further studies, the plastic properties of the girder were utilized (for starting data see the right side of Fig. 6).

Cross-sectional and strength data and their probability characteristics:

Cross section 1:
Cross-sectional modulus:
$\bar{W}_{10}=27616000 \mathrm{~mm}^{3}$
Variance:

$$
\mathrm{s}_{10}^{\mathrm{W}}=519643 \mathrm{~mm}^{3}
$$

Cross section 2:

$$
\begin{aligned}
& \bar{W}_{20}=14334440 \mathrm{~mm}^{3} \\
& \mathrm{~S}_{20}^{\mathrm{W}}=237385 \mathrm{~mm}^{3}
\end{aligned}
$$

Cross section 1:
Relative variance:

$$
\begin{aligned}
v_{10}^{W} & =0.018817 \\
u(50) & =1-\frac{1}{2}\left(\frac{50}{500}\right)-\frac{1}{2}\left(\frac{50}{500}\right)^{2}= \\
& =0.94500
\end{aligned}
$$

Reduction in cross-sectional modulus:

$$
\begin{aligned}
w_{1}(50) & =1-\frac{10(1-0.945)}{27616000} 1031520= & w_{2}(50) & =1-\frac{10(1-0.945)}{14334440} . \\
& =0.97946 & & 882180=0.96615
\end{aligned}
$$

$v_{20}^{W}=0.016560$
Cross section 2:

Endurance: ${ }^{-(50)}=1-0.15\left(\frac{2154.88+0.2 \cdot 2172.119}{2154.880+2172.119}\right)^{4}=0.98077$
Variance: $\mathrm{s}_{\alpha}(50)=0.03$
Design life: $T=50$ year
Reduction in strength: $\sigma(50)=1-\frac{1}{2}\left(\frac{50}{500}\right)^{2}-\frac{1}{2}\left(\frac{50}{500}\right)^{2}=0.99450$ Increase in strength variance: $\mathrm{s}^{(\sigma)}(50)=1+2\left(\frac{50}{500}\right)=1.2$

## Load capacity:

$\bar{R}_{1}(50)=288.3 \cdot 27616000 \cdot 0.99450 \cdot 0.97946 \cdot 0.98077=7606.136 \mathrm{kNm}$
$R_{2}(50)=288.3 \cdot 14334440 \cdot 0.99450 \cdot 0.96615 \cdot 0.98077=3894.412 \mathrm{kNm}$

$$
\frac{\bar{R}_{2}}{\bar{R}_{1}}=0.51200925
$$

## Variance:

$$
\begin{aligned}
& s_{1}^{(R)}(50)=7606.136 \sqrt{\left(\frac{0.10659}{0.99450}\right)^{2} 1.2+\left(\frac{0.018817}{0.97946}\right)^{2} 1.2+0.03^{2}}=935.519 \mathrm{kNm} \\
& s_{2}^{(R)}(50)=3894.412 \sqrt{\left(\frac{0.10659}{0.99450}\right)^{2} 1.2+\left(\frac{0.01656}{0.96615}\right)^{2} 1.2+0.03^{2}}=477.562 \mathrm{kNm}
\end{aligned}
$$

Obliquity:
$a_{1}^{(R)}(50)=0.679\left(\frac{893.031}{935.519}\right)^{3}=0.59062$
$a_{2}^{(R)}(50)=0.679\left(\frac{457.240}{477.562}\right)^{3}=0.59595$

Stress due to load:
Permanent load:
$\bar{S}_{\mathrm{g} 1}(50)=-2154.880 \mathrm{kNm} \quad \frac{\mathrm{S}_{\mathrm{g} 2}}{\mathrm{~S}_{\mathrm{g} 1}}=0.40542156 \overline{\mathrm{~S}}_{\mathrm{g} 2}(50)=873.721 \mathrm{kNm}$
Variance:
$\mathrm{s}_{\mathrm{gl}}(50)=0.04 \cdot 2154.880=86.195 \mathrm{kNm}$ $\mathrm{s}_{\mathrm{g} 2}(50)=0.04 \cdot 873.721=34.949 \mathrm{kNm}$

Obliquity:

$$
a_{g l}(50)=0.40237
$$

$$
a_{g 2}(50)=0.40237
$$

Effective load:
$\bar{S}_{\mathrm{p} 1}(50)=-2172.119 \mathrm{kNm} \quad \frac{\mathrm{S}_{\mathrm{p} 2}}{\mathrm{~S}_{\mathrm{p} 1}}=-0.59851739 \quad \overline{\mathrm{~S}}_{\mathrm{p} 2}(50)=1300.051 \mathrm{kNm}$
Variance:
$s_{\mathrm{pl}}(50)=0.1608 \cdot 2172.119=349.277 \mathrm{kNm}$
$S_{p 2}(50)=0.1608 \cdot 1300.051=209.048 \mathrm{kNm}$
Obliquity:
$a_{p 1}(50)=1.13955$
$a_{p 2}(50)=1.13955$
Total load:
$\overline{\mathrm{S}}_{1}(50)=-2154.880-2172.119=-4326.999 \mathrm{kNm}$
$\overline{\mathrm{S}}_{2}(50)=873.721+1300.051=2173.772 \mathrm{kNm}$
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Variance:
$S_{S 1}(50)=\sqrt{86.195^{2}+349.277^{2}}=359.755 \mathrm{kNm}$
$S_{S 2}(50)=\sqrt{34.949^{2}+209.048^{2}}=211.949 \mathrm{kNm}$ Obliquity:
$a_{S 1}(50)=0.40237\left(\frac{86.195}{359.755}\right)^{3}+1.13955\left(\frac{349.277}{359.755}\right)^{3}=1.04387$
$a_{S 2}(50)=0.40237\left(\frac{34.949}{211.949}\right)^{3}+1.13955\left(\frac{209.048}{211.949}\right)^{3}=1.095200$

Strength calculation reserve:
$\bar{Y}_{1}(50)=7606.136-4326.999=3279.137 \mathrm{kNm}$ $\bar{Y}_{2}(50)=3894.412-2173.772=1720.640 \mathrm{kNm}$

Variance:
$S_{Y 1}(50)=\sqrt{935.519^{2}+359.755^{2}}=1002.307 \mathrm{kNm}$
$S_{Y 2}(50)=\sqrt{477.562^{2}+211.949^{2}}=522.482 \mathrm{kNm}$

Obliquity:
$a_{Y 1}(50)=0.59062\left(\frac{935.519}{1002.307}\right)^{3}-1.04387\left(\frac{359.755}{1002.307}\right)^{3}=0.43198$
$a_{Y 2}(50)=0.59595\left(\frac{477.562}{522.482}\right)^{3}-1.095200\left(\frac{211.949}{522.482}\right)^{3}=0.38197$
$\beta_{1}(50)=\frac{3279.137}{1002.307}=3.2716$
$\beta_{2}(50)=\frac{1720.640}{522.482}=3.2932$
$\mathrm{q}_{1} \sim 1.81 \cdot 10^{-6} \quad \mathrm{q}_{2} \sim 5.71 \cdot 10^{-6}$
Fracture shear stress: $\bar{\tau}_{F}=\frac{1}{\sqrt{3}} 288.3=166.45 \mathrm{~N} / \mathrm{mm}^{2}$
Variance: $s_{\tau F}=\frac{1}{\sqrt{3}} 30.79=17.777 \mathrm{~N} / \mathrm{m}^{2}$

Obliquity: $a_{\tau F}=0.679$
Shear load capacity of the cross-section above the central support:
Load capacity: $\bar{R}_{1 Q}(50)=166.45 \cdot 16513706670 \cdot 10$.

$$
\frac{0.99450 \cdot 0.98077 \cdot 0.97946}{13952000}=1882.134 \mathrm{kN}
$$

Variance: $S_{1 Q R}(50)=1882.134 \sqrt{\left(\frac{0.10659}{0.99450}\right)^{2} 1.2+\left(\frac{0.018817}{0.97946}\right)^{2} 1.2+0.03^{2}}=$ $=231.494 \mathrm{kN}$

Obliquity: $\mathrm{a}_{1 \mathrm{QR}}(50)=0.59062$

Maximum resultant and its probability characteristics:
Permanent load: $\bar{Q}_{1 g}(50)=344.893 \mathrm{kN}$
Variance: $\quad \mathrm{s}_{1 \mathrm{~g}}(50)=0.04 \cdot 344.893=13.796 \mathrm{kN}$
Obliquity: $\quad a_{1 g}(50)=0.40237$
Effective load: $\bar{Q}_{1 p}(50)=347.652 \mathrm{kN}$
Variance: $\quad s_{1 p}(50)=0.1608 \cdot 347.652=55.902 \mathrm{kN}$
Obliquity: $\quad a_{1 p}(50)=1.13955$
Total load: $\quad \bar{Q}_{1}(50)=344.893+347.652=692.545 \mathrm{kN}$
Variance: $\quad s_{1 Q}(50)=\sqrt{13.796^{2}+55.902^{2}}=57.579 \mathrm{kN}$
Obliquity: $\quad a_{1 Q}(50)=0.40237\left(\frac{13.796}{57.579}\right)^{3}+1.13955 \cdot\left(\frac{55.902}{57.579}\right)^{3}=1.04839$

Shear strength calculation reserve:
$\bar{Y}_{Q}(50)=1882.134-692.545=1189.589 \mathrm{kN}$
$S_{Y Q}(50)=\sqrt{231.494^{2}+57.579^{2}}=238.547 \mathrm{kN}$
$a_{Y Q}(50)=0.59062\left(\frac{231.494}{238.547}\right)^{3}-1.04839\left(\frac{57.579}{238.547}\right)^{3}=0.52502$
$B_{Y Q}(50)=\frac{1189.589}{238.547}=4.9868$
$\mathrm{a}_{\mathrm{Q}}(50)<10^{-6}$
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The shear load capacity is not a governing characteristic. Probability of destruction of the girder:
$\mathrm{q}=(4 \cdot 5.71+1.81) 10^{-6}=24.65 \cdot 10^{-6} \quad 2.47 \cdot 10^{-5}$

Safety factors:
$\nu_{\mathrm{al}}=\frac{7606.136-2154.880}{2172.119}=2.5096$
$v_{\mathrm{a} 2}=\frac{3894.412-873.721}{1300.051}=2.3235$
$v_{\text {bl }}=2.9787 ; \quad k_{1}=7.0307 \cdot 10^{-3}$
$v_{b 2}=3.1940 ; \quad k_{2}=-18.3795 \cdot 10^{-3}$
Calculation of the value of $\nu_{C}$ :
From equations
$\begin{array}{lll}\bar{S}_{p 1} & \nu_{C}+z_{11} & k_{1}=-\bar{R}_{1}-\bar{S}_{g 1} \\ \bar{S}_{p 2} & \nu_{C}+z_{21} & k_{1}=\bar{R}_{2}-\bar{S}_{g 2}\end{array}$

$k_{1}=\frac{\bar{R}_{1}\left(\frac{\bar{S}_{p 2}}{\bar{S}_{p 1}}+\frac{\bar{R}_{2}}{\bar{R}_{1}}\right)-\bar{S}_{g 1}\left(\frac{\bar{S}_{p 2}}{\bar{S}_{p 1}}+\frac{\bar{S}_{g 2}}{\bar{S}_{g 1}}\right)}{z_{21}-\frac{\bar{S}_{p 2}}{\bar{S}_{p 1}} z_{11}}=1.6930 \cdot 10^{-3}$

On the basis thereof, the increase in load capacity is
$\bar{R}_{2}^{\times}=3894.412+1.6930 \cdot 10^{-3} \cdot \frac{9.306}{24.0} \cdot 144917.39=3989.544 \mathrm{kNm}$
$k_{1}$ increasing the variance of the fracture load capacity:

$$
\begin{aligned}
& \left(s_{k 1}\right)^{2}=\left(\frac{\frac{\bar{S}_{p 2}}{\bar{S}_{p 1}}+\frac{\bar{R}_{2}}{\bar{R}_{1}}}{\bar{S}_{21}-\frac{\bar{S}_{p 2}}{\bar{S}_{p 1}} z_{11}} s_{R 2}\right)^{2}+\left(\frac{\bar{S}_{p 2}}{\frac{\bar{S}_{g 2}}{\bar{S}_{p l}}+\frac{\bar{S}_{g 1}}{\bar{S}_{g 1}}} s_{g 1} \bar{S}_{21}-\frac{\bar{S}_{p 2}}{\bar{S}_{p 1}} z_{11}\right)^{2} \\
& \left(s_{k 1}\right)^{2}=\left[\frac{(-0.59851739+0.51200925) 477.562}{(0.38775+0.59851739) 144917.39}\right]^{2}+ \\
& +\left[\frac{(-0.59851739-0.40546156) \cdot 34.989}{(0.38775+0.59851739) 144917.39}\right]^{2}=14.381757 \cdot 10^{-8} \\
& \text { Variance of surplus load capacity: } \\
& s_{K 1}=3.79233 \cdot 10^{-4} \\
& S_{R}^{\prime}=3.79233 \cdot 10^{-4} \frac{9.306}{24.00} 144917.39=21.310 \mathrm{kNm} \\
& S_{R}=\sqrt{477.562^{2}+21.310^{2}}=478.037 \mathrm{kNm} \\
& \bar{Y}_{(50)}=3989.544-2173.772=1815.772 \mathrm{kNm} \\
& S_{Y(50)}=\sqrt{478.037^{2}+211.949^{2}}=522.917 \mathrm{kNm} \\
& a_{Y(50)}=0.59595(478.037 / 522.917)^{3}-1.0952(211.949 / 522.917)^{3}=0.38237 \\
& \beta_{2}=1815.772 / 522.917=3.4724 \\
& \mathrm{q}_{2} \sim 0.998 \cdot 10^{-6}
\end{aligned}
$$

On the basis thereof, the probability of destruction of the girder decreases to $(4 \cdot 0.998+1.81) \cdot 10^{-6}=\mathrm{q}^{\prime}=5.80 \cdot 10^{-6}$, that is, to a quarter of the original value.

## 11. Summary

Presented in this work is a method to determine the reliability of a rod-type supporting structure.
a) The reliability of lattice girders is given by the sum of probabilities calculated for the rods under identical load.
b) The probability of destruction of compact-walled supporting structures is given by the sum of probabilities of destruction of cross-sections independent of each other, lying at a distance of $10-15$ times the height of the beam from each other.
c) A possible destruction of statically undetermined beams will take place at that of the possible plastic hinges for which the probability of destruction is highest.
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# GEOMETRICALLY SIMPLE EXPONENTIAL WEIR 

KESHAVA MURTHY, K.*—RANGARAJ, C.**

(Received: 10 February 1994)

This paper presents a practical exponential weir of simple geometric profile formed by quadrants of a circle of radius 'R'. The flow through this weir of crest width ' 2 t ', top width $2(\mathrm{R}+\mathrm{t}$ ) and altitude R , is proportional to the exponential power of head ' $h$ ' for flows above a threshold depth, in the range of $0.55 R \leq h \leq R$ within a maximum deviation of $\pm 2 \%$ from the exact theoretical discharge.

The exponential relationship between the discharge and head is determined based on a numerical optimization procedure developed for the purpose. Nearly $45 \%$ of the height of the weir can be used effectively as the measuring range. Experiments with the two weirs show excellent agreement with theory by giving a constant average coefficient of discinarge $C_{d}$ equal to 0.62 . The use of the weir in measurement of large discharges in canals during floods is highlighted. Another unique feature of this weir is that it is a double purpose weir as it can alternatively be used as a linear proportional weir when inverted.

## NOTATION

| a, b | constant of the replaced exponential relationship <br> deviation of $Q_{E}$ from $Q_{T}$ <br> e |
| :--- | :--- |
| acceleration due to gravity |  |
| h | head above the weir crest |
| $m$ | slope constant |
| $n$ | exponent in the term $H^{n}$ |
| q | discharge |

[^13]| H | $h / R$ |
| :---: | :---: |
| $\mathrm{H}_{\text {d }}$ | $H$ measured from a datum such that $B=1$ in the replaced exponential relationship |
| K | $2 C_{d} \sqrt{2 g}$ a dimensional constant |
| $\mathrm{P}_{\mathrm{R}}$ | proportionality range |
| $Q_{E}$ | nondimensional replaced exponential discharge |
| $\mathrm{Q}_{\text {MAX }}, \mathrm{Q}_{\text {MIN }}$ | nondimensional discharges at the upper and lower limit of the proportionality range respectively |
| $\mathrm{Q}_{\mathrm{T}}$ | $\mathrm{q} / \mathrm{KR}^{5 / 2}$ |
| R | radius of the quadrant |
| $\mathrm{S}_{1}, \mathrm{~S}_{2}$ | curves defining the permissible region for $Q_{E}$ to lie in $Q$ vs. H plot |
| T | $t / R$ |
| $X$ | $x / R$ |
| Y | $y / R$ |
| $\mathrm{y}_{1}, \mathrm{y}_{2}$ | counterparts of $S_{1}, S_{2}$ in $1 n(Q)$ vs. H plot respectively |
| $\alpha$ | base flow depth or lower limit of proportionality range |
| $\beta$ | upper limit of the proportionality range |

## Introduction

Weirs have been classified /4/ into two categories as non-base weirs and base weirs, depending on the value of the exponent ' $n$ ' in the discharge-head relationship of the weir, " $Q \propto H^{\Pi "}$. When $\Pi \geq 3 / 2$ the weirs can be designed without a base. They are called as 'non-base weirs'. The conventional rectangular weir, $V$-notch and parabolic weirs are examples of this kind. When $n<3 / 2$ the weirs invariably require a base and are called 'base weirs'. The linear (Sutro 1908, /9/, Keshava Murthy 1968 and 1978, /10/), quadratic $/ 3 /$ and logarithmic weirs $/ 2 /$ belong to the base weir category.

Exact linear weirs have applications in irrigation, hydraulic, chemical and environmental engineering. The complementary profile of these weirs is complex (as is generally the case with all base wier profiles) requiring sophisticated equipment and skilled manpower for their fabrications which are scarce in field conditions.

Troskolanski /ll/ in his well-known book on hydrometry mentions about two geometrically simple plate weirs that give near linear head-discharge characteristics. He mentions that the flow through the intervening space obtained by keeping a semicircular cylinder in a rectangular channel produces a near linear characteristic. Troskolanski /ll/ also mentions that a closed trapezoidal weir with a vertex angle approximately equal to $50^{\circ}$, gives almost a linear head-discharge relationship. Surprisingly these weirs
were never investigated for about three decades. These weirs, called the bell mouth weir and the inverted $V$-notch (IVN), were theoretically investigated and experimentally verified by Keshava Murthy and Giridhar (/6/ and $/ 8 /$ ). The IVN and the bell mouth weir have been further improved with regards to their range in the chimney weir and the extended bell mouth weir, respectively (/7/ and /8/).

Exponential weir (referred to as the logarithmic weir by Banks, Burch and Shaw /l/) gives a discharge proportional to the exponential power of head, $q \alpha e^{h}$. It could find an application in flood discharge measurement since it is a quick discharging weir. This weir falls under the base weir category since the term $e^{h}$ in the discharge-head relationship, $q=b e^{a h}$, contains a term $h$. The weir profile obtained using Abel's Integral equations is complex.

The present inquiry into the Poebing weir is motivated by a casual reference made by Troskolanski in his aforementioned book on Hydrometry in which be states that the 'Poebing weir' formed by inserting a semicircular disc of diameter (2R) in a rectangular channel also of width (2R) with the straight portion resting on the channel bed, would result in an approximate exponential weir. This has not been analytically studied. Neither its explicit exponential discharge-head relationship has been determined nor the range of validity of the same has been established. Troskolanski also suggests that a small gap has to be provided between the quadrants of the weir to avoid the surface tension effects. This gap which necessarily has to be provided should also be optimized. The exponential wier (henceforth referred to as 'E-weir') gives the smallest value of relative error so that among the weirs of circular shapes it is perfect from the metrological point of view /11/. In the paper /11/ we relook into this Poebing weir and analyse the characteristics as an E-weir in the framework of the general theory of proportional weirs underlining the existence of a unique reference plane for every weir /3, 4/.

## Formulation of the problem

Exponential weirs are those weirs which give an exponential dischargehead relationship in the form

$$
\begin{gather*}
q \propto e^{a h}  \tag{la}\\
q=b e^{a h} \tag{lb}
\end{gather*}
$$



Fig. 1. Poebing weir

The discharge through any symmetrical sharp-crested weir, whose profile is defined by $y=f(x)$ (where $x$ and $y$ are the vertical and horizontal co-ordinate axes, respectively), neglecting the velocity of approach is

$$
q=2 C{ }_{d} \sqrt{2 g} \int_{0}^{h} \sqrt{(h-x)} f(x) d x,
$$

where, $\mathrm{q}=$ discharge, $\mathrm{h}=$ head above the crest, $\mathrm{g}=$ acceleration due to gravity, $C_{d}=$ coefficient of discharge and $f(x)=$ equation of the profile.

The equation of the profile of the Poebing weir is shown in Fig. 1

$$
f(x)=t+R-\sqrt{\left(R^{2}-x^{2}\right)},
$$

where, $t$ = half crest width, $R=$ radius of the quadrants.
The discharge through it is given by

$$
\begin{equation*}
q=2 C_{d} \sqrt{2 g} \int_{0}^{h} \sqrt{(h-x)} / t+R-\sqrt{\left(R^{2}-x^{2}\right)} / d x \quad 0 \leq h \leq R \tag{2}
\end{equation*}
$$

The coefficient of discharge is assumed to be constant, for sharp crested weirs and streamlined flows. The coefficient of discharge is generally a function of several parameters including the head causing flow, dimensions of the weir in relation to the channel and the crest height. The value of $\mathrm{C}_{d}$ has to be ascertained from experiments as in conventional weirs and the variation in $C_{d}$ will normally be within $\pm 1 \%$ of the average $C_{d}$ for any weir and hence can be considered as practically invariable with respect to head.

Equation (2) can be expressed for convenience in the nondimensional from as

$$
\begin{equation*}
Q_{T}=\frac{2}{3}(1+T) H^{3 / 2}-\int_{0}^{H} \sqrt{(H-X)} \sqrt{\left(1-x^{2}\right)} d x \quad 0 \leq H \leq 1 \tag{3}
\end{equation*}
$$

where, $Q_{T}=q / K R^{5 / 2} ; H=h / R ; X=x / R ; T=t / R$ and $K=2 C_{d} \sqrt{2 g}$.

The integration of Eq. (3) is done by Simpson's one-third rule. The discharge $Q$ vs. head $H$ graph for various values of $T$ is shown in Fig. 2. The same are plotted in Fig. 3 to a semi-log graph $\left(\log _{e} Q\right.$ vs. H) where it is seen that the plot is nearly linear for a wide range of head. This implies the existence of a near exponential relationstrip in the $Q$ versus $H$ graph over a certain range of head.


Fig. 2. Theoretical discharge ( $Q_{T}$ ) vs. head ( $H$ )


Fig. 3. Variation of theoretical discharge w.r.t. head on a semi-log graph (to the base e)

## Analysis

We exploit the near exponential nature of curves in Fig. 2 by proposing a formal exponential relationship

$$
\begin{equation*}
Q_{E}=B e^{A H} \tag{4}
\end{equation*}
$$

where $A$ and $B$ are constants; such that $Q_{E}$ gives almost the same discharge characteristic within a certain range and within a prefixed percentage of error $E$. Suppose e, is the deviation of $Q_{E}$ from $Q_{T}$ then

$$
\begin{equation*}
e=\frac{\left|Q_{T}-Q_{E}\right|}{Q_{T}} \times 100 \leq E \tag{5a}
\end{equation*}
$$

In most discharge measurements in practice, involving weirs and notches, a maximum weir indication error (E) of $\pm 2 \%$ is normally allowed $/ 11 /$. This results in a reasonably high degree of accuracy under field conditions. This value of E is adopted in the analysis.

It is seen that the curve $Q_{E}$ has to lie within the prescribed bounds of Eq. (5a). This leads to the plotting of the permissible region. Fixing this region beforehand makes the problem amenable to theoretical treatment. From Eq. (5a),

$$
\begin{equation*}
Q_{E}=Q_{T}(1 \pm e / 100) \tag{5b}
\end{equation*}
$$

The appropriate sign, positive if $Q_{T}<Q_{E}$ and negative if $Q_{T}>Q_{e}$, is considered in Eq. (5b). In the limits Eq. (5b) defines the pair of curves $S_{1}$ and $S_{2}$ when $e$ attains the value of $E$. Curves $S_{1}$ and $S_{2}$ form the lower and upper bound of the permissible region for $Q_{E}$.

$$
\begin{align*}
& S_{1}=Q_{T}(1-E / 100)  \tag{6a}\\
& S_{2}=Q_{T}(1+E / 100) \tag{6b}
\end{align*}
$$

The sketch in Fig. 4 shows the region formed by the two curves $S_{1}$ and $S_{2}$ and the curve $Q_{E}$ with a part of it embedded in it. The projection on the H -axis (shown as the length between $\alpha$ and $\beta$ in Fig. 4) of that part of the curve $Q_{E}$ which lies entirely between the curves $S_{1}$ and $S_{2}$, defines the proportionality range $\left(P_{R}\right)$. Hence the "Proportionality range", $P_{R}$, is

$$
\begin{equation*}
P_{R}=\beta-\alpha \tag{7}
\end{equation*}
$$

The region bounded by Eqs (6a) and (6b) and Eq. (4) is transferred to the semi-log graph. The resulting pair of curves are given by

$$
\begin{align*}
& y_{2}=\ln S_{2}  \tag{8a}\\
& y_{1}=\ln S_{1} \tag{8b}
\end{align*}
$$



Fig. 4. Typical diagram showing the exact exponential discharge curve within the permissible region


Fig. 5a. The exact exponential discharge curve within a permissible region on a semi-log graph

These curves, with the relevant portion in which the curves are nearly linear, are shown expanded in Fig. 5a. Since the precise exponential curve given by Eq. (4) appears as an exact straight line in the semi-log graph (1n Q vs. H), given by

$$
\begin{equation*}
\ln Q_{E}=\ln B+A H \tag{9}
\end{equation*}
$$

already a rough estimate of the maximum proportionality range possible with its starting and ending points can be obtained as shown in Fig. 5a by moving a straight edge within the region manually. This would prove useful as a check and in deciding about the feasibility of the problem in the early stages.

## Optimization procedure

The original problem of stimulating the near exponential characteristic of the Poebing weir using $Q_{E}=B e^{a h}$ within the bounds of error and with the proportionality range maximum, is simplified in the semi-log plane into finding, by process of optimization, a straight line,

$$
\begin{equation*}
y=m H+C \tag{10}
\end{equation*}
$$

whose horizontal projection is maximum, subject to the constraint that the entire straight line be in the region bounded by $y_{2}$ and $y_{1}$. Comparing Eqs (9) and (10), we obtain

$$
\begin{gather*}
\ln Q_{E}=y  \tag{11a}\\
A=m  \tag{11b}\\
B=e^{C} \tag{11c}
\end{gather*}
$$

Expressing the same in dimensional form Eqs (1la) and (11b), we get

$$
\begin{gather*}
b=2 C_{d} \sqrt{2 g e C_{R} 5 / 2}  \tag{12a}\\
a=m / R \tag{12b}
\end{gather*}
$$

A systematic numerical optimization procedure was developed to find the line with the greatest horizontal projection in the region formed by the curves $y_{2}$ and $y_{1}$ (Fig. 5b) which are monotonically increasing.

A point $P_{1}$ is chosen on the extreme right of the $y_{1}$ curve and joined to a point $P_{2}$ on the extreme left of the $y_{2}$ curve. The entire line $P_{1} P_{2}$ may not be in the region. Point $P_{2}$ is moved successively on the $y_{2}$ curve until the entire line is in the region. The horizontal projection of this line


Fig. 5b. Optimization procedure to find the line with the maximum horizontal projection
with any possible extension within the region formed by $y_{2}$ and $y_{1}$ is then determined.

The procedure is repeated for all possible points $P_{1}$ on the $y_{1}$ curve such that each time, that straight line inclusive for any extension, which is entirely in the region, is obtained. The line which has the maximum horizontal projection is selected. A computer software was developed for the method on the VAX-88 mainframe computer.

## Optimization of the weir parameters

The optimization procedure developed in the previous section is followed to obtain the proportionality range $\left(P_{R}\right)$ for numerous values of $t / R$, the geometric parameter of the weir. In the light of the fact that Troskolanski /11/ recommends a gap of $3-5 \mathrm{~mm}$ between the quadrants, in the actual construction of the Poebing weir to satisfy the practical requirement of avoidance of surface tension effects, it is logical that this geometric parameter of the weir be optimized. The proportionality range ( $P_{R}$ ) plotted against the half width $t / R$ is shown in Fig. $6 a$.

The same is expanded in the range $0 \leq t / R \leq 0.2$ in Fig. 6b. Figure 6b reveals that the proportionality range $\left(P_{R}\right)$ is almost constant in $0.1 \leq$ $\leq t / R \leq 0.2$. A convenient value of $t / R=0.1$ is chosen for our experiments.

## Analysis of results

From the above optimization procedure we obtain the values $A$ and $B$ (for $t / R=0.1$ ) and the following exponential relationship is proposed.

$$
\begin{equation*}
Q_{E}=6.396 \times 10^{-3} e^{3.2280 H} \quad 0.552 \leq H \leq 1.00 \tag{13a}
\end{equation*}
$$

or,

$$
\begin{equation*}
Q_{E}=e^{3.22(H-1.5651)} \tag{13b}
\end{equation*}
$$

or,

$$
\begin{equation*}
Q_{E}=e^{3.22\left(H_{d}\right)} \tag{13c}
\end{equation*}
$$

where, $H_{d}$ is the nondimensional head measured from a datum situated at 1.5651 R above the crest.


Fig. 6a. Variation of the proportionality range $P_{r}$ with half crest width ratio $t / R$


Fig. 6b. Variation of the proportionality range with the half crest width ratio expanded in the region $0 \leq t / R \leq 0.2$

Dimensionally it can be expressed as

$$
\begin{equation*}
q_{E}=q_{E} K R^{5 / 2} \tag{13d}
\end{equation*}
$$

## Table 1

| t/R | A | B | Discharge equation |
| :---: | :---: | :---: | :---: |
| 0.12 | 3.09914 | $7.8 \times 10^{-3}$ | $\begin{aligned} & \mathrm{Q}=7.8 \times 10^{-3} \mathrm{e}^{3.09914 \mathrm{H}} \text { or, } \\ & \mathrm{Q}=\mathrm{e}^{(3.09914 \mathrm{H}-4.85363)} \end{aligned}$ |
| 0.14 | 2.997197 | $9.39742 \times 10^{-3}$ | $\begin{aligned} & Q=9.3979 \times 10^{-3} e^{2.9972 H} \text { or, } \\ & Q=e^{(2.9972 \mathrm{H}-4.66727)} \end{aligned}$ |
| 0.16 | 2.91476154 | $10.9515 \times 10^{-3}$ | $\begin{aligned} & Q=10.9515 \times 10^{-3} e^{2.91476 H} \text { or, } \\ & Q=e^{(2.91476 \mathrm{H}-4.51428)} \end{aligned}$ |
| 0.18 | 2.84562612 | $12.537 \times 10^{-3}$ | $\begin{aligned} & Q=12.537 \times 10^{-3} \mathrm{e}^{2.84562 \mathrm{H}} \text { or, } \\ & \mathrm{Q}=\mathrm{e}^{(2.84562 \mathrm{H}-4.37907)} \end{aligned}$ |



Fig. 7. Variation of the ratio of the discharge at the top and bottom of the measuring range with half crest width ratio

The details of the exponentiai relationship for various other values of $t / R$ are given in Table l. The limits of the proportionality range remains constant for $0.1 \leq t / R \leq 0.18$. Figure 7 shows the plot of the ratio of the discharge at the end points ( $Q_{M A X}, Q_{M I N}$ ) of the measurement range versus the ratio t/R.

It is significant to note that this weir when inverted is the bell mouth weir $/ 8 /$, a linear proportional weir. At $t / R=0.18$ a design close to
the optimum design of the bell-mouth weir is obtained and this value of $t / R$ is within the optimum range of $t / R$ of the Poebing weir. At the value of $t / R=0.1$ used in our experiment, $53 \%$ of the total height of the bell-mouth weir can be used for the linear measurement. The linear discharge-head relationship is given by

$$
\begin{equation*}
Q=0.2815(H-0.0437), \text { for } 0.16 \leq H \leq 0.69 \tag{14}
\end{equation*}
$$

where, $Q=q / K R^{5 / 2} ; H=h / R ; X=x / R ; T=t / R ; K=2 C_{d} \sqrt{2 g}$.

## Experiments

Experiments were conducted on two geometrically simple E-weirs of $R=0.25 \mathrm{~m}$ and $R=0.30 \mathrm{~m}$ with $t / R=0.1$. The weirs were cut from 6.5 mm thick mild steel plates according to standards. The weirs had a sharp edge of 1.5 mm with a $45^{\circ}$ chamfer. Figure 8 shows a schematic arrangement of the laboratory set up used. The weirs are fixed at the end of a rectangular channel 19.5 m long, 1.2 m wide and 1.1 m deep, with crests set 20 cm above the channel bed. The channel had adequate stilling arrangements. The head over the weir was measured using a point gauge, which was fixed 4 m upstream of the weir section, with accuracy of measurements to the third decimal place, 0.001 in ( 0.1254 mm ).


PLAN


Fig. 8. Experimental set-up


Fig. 9a


Fig. 9b


Fig. 10. Semi-log plot of actual discharge versus head

The discharges were measured volumetrically in a measuring tank $4.52 \times 4.52 \mathrm{~m} \times 1.5 \mathrm{~m}$ through readings in a perspex tube of 20 mm internal diameter, connected to the bottom of the tank at one end. The discharges were determined by finding the time taken for the water level to rise from one indicator, fixed in the perspex tube, to another, which was exactly at a height of 50 cm above the first indicator. The indicators were connected to the leads of an electronic timer through a start and stop mechanism. Figures $9 \mathrm{a}, 9 \mathrm{~b}$ shows the photograph of the weir discharging.

Figure 10 shows the variation of measured discharge versus head on a semi-log graph (ln q vs. h). It is seen that the experiments are in very good agreement the theory by giving a constant average $C_{d}$. Figure 11 shows the variation of $C_{d}$ with head for two weirs with $R=0.24 \mathrm{~m}$ and $R=0.3 \mathrm{~m}$ and $t / R=0.1$. The $C_{d}$ is obtained as the ratio of the experimental discharge to the discharge obtained from the proposed exponential relationship. It is seen that the $C_{d}$, does not vary by more than $\pm 1 \%$ from the average $C_{d}$ for any head which adequately supports the assumption of a constant coefficient of discharge in analysis.


## Concluding remarks

1. It is shown that the weir formed by two quadrants of a circle of radius $R$ with a gap of $2 t$ between them can be used to give a exponential dis-charge-head relationship within a maximum percentage deviation of $\pm 2$ from the theoretical discharge in a range of head determined by the value of $t / R$.
2. This weir is a unique weir where the reference plane could be adjusted.
3. When $t / R$ lies between 0.1 and 0.18 maximum range of measurable head is obtained. For the above range of $t / R$ nearly $45 \%$ of the effective depth of the weir can be used in the range of head $0.55 \mathrm{R} \leq \mathrm{h} \leq \mathrm{R}$.
4. Experiments on two weirs give a constant average coefficient of discharge, $C_{d}$ equal to 0.62 . The variation of $C_{d}$ is within $\pm 1 \%$ of the mean value.
5. The geometrically simple E-weir can also be used as a linear weir (bell mouth weir) when inverted. For $t / R=0.1$ it has the linear relationship in the range $0.16 \mathrm{R} \leq \mathrm{h} \leq 0.69 \mathrm{R}$.
6. On account of its geometric simplicity and its quick discharging characteristic it should prove useful in practice as a quick discharge measuring device during floods.
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# USE OF A HYPERBOLIC FUNCTION TO DESIGN A SELF-BASING LINEAR WEIR 

KESHAVA MURTHY, K.*-RANGARAJ, C.**-RAMESH, H. S.***

(Received: 10 January 1995)

This paper is concerned with the theory and design of a new improved self-basing linear weir of small base flow depth and constant indication accuracy. The design is achieved by utilising the characteristics of a simple hyperbolic function. It is seen that the 'reference plane' or the 'datum' of the weir lies with the crest, so that the discharge through this weir, for all flows above a threshold depth, is proportional to the head measured above the crest within a prefixed maximum percentage deviation of $\pm 1 \%$ of the theoretical discharge. Experiments with two typical weirs confirm the theory by giving a constant co-efficient of discharge of 0.64 . Its application in irrigation and environmental engineering is highlighted.

## NOTATIONS

a a constant
b a constant, here equal to the co-efficient of the term $h^{3 / 2}$ in $\phi(H) H$
e relative error $=\left|\frac{Q-Q_{L}}{Q}\right|$
$e_{\text {max }}$ maximum permissible ' $e$ ' adopted in the design
g acceleration due to gravity
$h$ head above the weir crest
m slope constant
n exponent
q discharge
$\alpha \quad$ a parameter controlling the shape of the generating function and the base depth
$x$ vertical co-ordinate
$\kappa_{0}$ the value of $x$ at which the function becomes nearly constant/linear
$y$ horizontal co-ordinate
$\phi(H) \tanh (\alpha \sqrt{(H)})$, a function which becomes rapidly constant beyond an initial non-linear portion

[^14]| $\mathrm{C}_{\mathrm{d}}$ | the well-known gamma function coefficient of discharge |
| :---: | :---: |
| E | absolute error |
| H | h/w |
| $\mathrm{H}_{\mathrm{C}}$ | $\mathrm{h} / \mathrm{H}_{\mathrm{c}}$ |
| Q | q/KW ${ }^{5 / 2}$ |
| $Q_{C}$ | q/KW ${ }_{c} / 2$ |
| $Q_{L}$ | linear discharge relationship replacing the theoretical discharge Q |
| x | x/W |
| $\mathrm{x}_{\mathrm{c}}$ | $\times / W_{c}$ |
| Y | y/w |
| $Y_{C}$ | $y / W_{c}$ |
| W | a dimensional length constant |
|  | half crest width of the weir depending on $\alpha$ |

## 1. Introduction

Linear proportional weir has attracted interest in recent years /l--4/ owing to its simplicity in head-discharge relationship as well as its practical applications in varied fields like chemical, environmental and irrigation engineering /5/.

Exact linear proportional weirs are invariably compound weirs consisting of a base weir and a complementary weir $/ 6 /$ fitted over it and achieve a discharge directly proportional to the linear power of the head measured above a datum, generally non-coincident with the crest. As compared with the exact linear proportional weirs, geometrically simple weirs /7--9/ have a profile consisting only of straight lines and segments of circles and are thus easy to fabricate. However geometrically simple linear weirs produce a discharge proportional to the linear power of the head in a limited range controlled by the choice of the maximum permissible error deviation from the theoretical discharge.

Self-basing linear weirs (henceforth referred to as 'SBL weirs') /10, $11 /$, are a new class of weirs consisting of a single profile with a portion of the weir above the creast acting as the base weir. In comparison, with the geometrically simple linear weirs, the self-basing linear weirs rave a marked advantage in having unlimited linearity range. Self-basing linear weirs are also free of the criticism directed against the conventional linear weirs questioning the rationality of choosing a common value of the coefficient of discharge $C_{d}$, for the flow, in the base weir as well as the complementary weir above.

A problem common to most of the physically feasible exact linear weirs is that the reference plane does not lie with the crest. This makes the indication accuracy (error caused in the discharge computation for a $\pm 1 \%$ error in the head) to vary with the head which is undesirable /12/.

The two main disadvantages of the self-basing linear weir designed earlier by Keshava Murthy and Giridhar, are
(i) the reference plane of the weir does not lie with the crest so that the indication accuracy is not a constant but varies with the head,
(ii) the base depth is sufficiently large so that a large amount of water flows before the linearity law of the weir starts.

The above two limitations are overcome in the present design.

## 2. Choice of the generating function

A self-basing linear weir can be obtained in any one of the following ways:
(i) Using a discharge function $q=f(h)$ (generating function) which is nonlinear in the range $0 \leq h \leq d$ but becomes near linear in $d \leq h \leq \infty$ (SBL-1 type) (Fig. la).
(ii) Using a function, $\frac{d_{q}}{d h}=f(h)$ which is non-linear in the range $0 \leq h \leq d$ but is nearly constant in $\mathrm{d} \leq \mathrm{h} \leq \infty$ (SBL-2 type) (Fig. 1b).

Consider the function

$$
\begin{equation*}
\phi(x)=\tanh (\alpha \sqrt{x}) \tag{1}
\end{equation*}
$$



Fig. 1. Forms of primary generating function


Fig. 2. Plots of $\tanh (\alpha \sqrt{x}) \rightarrow$
where $\alpha$ is a constant. It is seen from Fig. 2 that $\phi$ is non-linear in $0 \leq x \leq x_{0}$ and is nearly constant for $x \geq x_{0}$. The value of $x_{0}$ decreases as $\alpha$ increases. However it is advantageous to use the function of the form, $x \phi(x)$ which is non-linear in the range $0 \leq x \leq x_{0}$ and nearly linear in $x \geq x_{0}$ as SBL-1 type as will be clear in the foregoing sections. Hence we take

$$
\begin{equation*}
Q=\tanh (\alpha \sqrt{H}) H)=\phi(H) H \tag{2}
\end{equation*}
$$

as the generating function in non-dimensional form (ref. Eq. (6)) to derive the weir profile. It is seen that $Q(0)=0, Q(\infty)=\infty, Q(H)$ is monotonically increasing and $\frac{d Q}{d H}=0$ at $H=0$, which are the conditions to be satisfied by any discharge-head function.

A weir with a zero crest width at the origin will increase in width and reach a maximum and once again decrease which will lead to sharp kinks which are difficult to fabricate and are undesirable in a weir. Whereas a weir with a finite crest width at the origin will give rise to a profile which is continuously decreasing. Hence we look forward for an additional
requirement of a profile with finite crest width at the origin. It is clear from the works of Cowgill /13/ and Banks /14/ that a weir will have a finite crest width if and only if $Q(H)$ has $H^{3 / 2}$ as the lowest term. Expanding $Q$ in terms of power series we have,

$$
\begin{equation*}
Q=\left(\alpha H^{3 / 2}-(1 / 3) \alpha^{3} H^{5 / 2}+\ldots\right) \tag{3}
\end{equation*}
$$

it is seen that the least power of head is $3 / 2$, assuring that the weir will have non-zero, finite crest width /13, 14/. Hence $Q=\phi(H) H$ is choses as the primary H-Q function to achieve a constant accuracy self-basing linear weir.

The crest width for the weir can be derived as below. For a weir producing a discharge $\mathrm{q}=\mathrm{bh}{ }^{\mathrm{m}}$ the weir profile is given by /13, 14/:

$$
y=f(x)=\frac{b}{C_{d} \sqrt{2 g \pi}} \frac{\Gamma(m+1)}{\Gamma(m-1 / 2)} x^{m-3 / 2}
$$

Substituting $b=2 C_{d} \sqrt{2 g} \alpha W$ and $m=\frac{3}{2}$ in the above equation,

$$
y(0)=\frac{2 \alpha W}{\sqrt{\pi}} \frac{\Gamma(3 / 2+1)}{\Gamma(3 / 2-1 / 2)}=\frac{3 W \alpha}{2}
$$

or,

$$
\begin{equation*}
Y(0)=\frac{3 \alpha}{2} . \tag{4}
\end{equation*}
$$

## 3. Mathematical analysis

The discharge through a sharp crested weir defined by $y=f(x)$ is given by

$$
\begin{equation*}
q(h)=2 C_{d} \sqrt{2 g} \int_{0}^{h} \sqrt{(h-x)} f(x) d x \tag{5}
\end{equation*}
$$

where, $\mathrm{q}=$ discharge or rate of flow,
$h=$ depth of flow measured above the weir crest,
$\mathrm{g}=$ acceleration due to gravity,
$C_{d}=$ coefficient of discharge.
The coefficient of discharge is assumed to be constant, for sharp creasted weirs and streamlined flows. Coefficient of discharge is generally a function of several parameters including surface tension, viscosity, head


Fig. 3. Profile of the weir
causing flow, dimensions of the weir in relation to the channel and the crest height. The value of $\mathrm{C}_{\mathrm{d}}$ has to be ascertained from experiments as in all sharp crested weirs. The variation in $C_{d}$ will normally be within $\pm 1 \%$ of the average $C_{d}$ for any weir.

Non-dimensionalising Eq. (5)

$$
\begin{equation*}
Q(H)=\int_{0}^{H} \sqrt{(H-X)} F(X) d X \tag{6}
\end{equation*}
$$

where, $H=h / W$,
$x=x / w$,
$Q=q /\left(2 C_{d} \sqrt{2 g W^{5 / 2}}\right)$,
$W=$ a dimensional length constant.


Fig. 3a. Shows the weir profiles $\left(y / W_{C}\right)$ for various values of $\alpha$

Differentiating Eq. (5) with respect to h using Leibnitz's rule

$$
\begin{equation*}
\int_{0}^{H} \frac{F(X)}{\sqrt{(H-X)}} d X=2 Q^{\prime}(H) \tag{7}
\end{equation*}
$$

The left-hand side of Eq. (7) is in the form of Abel's integral equation and the solution of Eq. (7) is /14, 15/

$$
\begin{equation*}
F(X)=\frac{2}{\pi} \int_{0}^{X} \frac{Q^{\prime \prime}(H)}{\sqrt{(X-H)}} d H \tag{8}
\end{equation*}
$$

The integration in the above equation was performed on the UNIX system using the 'Mathematica' package to get the weir profile. The profile of the weir for $\alpha=3$ is shown in Fig. 3. For the purpose of comparison the half profile of the weirs for different values of $\alpha$ are shown in Fig. 3a.

## 4. Linear discharge characteristic of the weir

Let

$$
\begin{equation*}
Q_{L}=m H+C \tag{9}
\end{equation*}
$$

represent the asymptote, of the theoretical head-discharge curve.

$$
\begin{align*}
& m=\lim _{H \rightarrow \infty} \frac{d Q(H)}{d H}=1  \tag{10}\\
& C=\lim _{H \rightarrow \infty}(Q(H)-m H)=0 \tag{11}
\end{align*}
$$

The equation of the asymptote, which if the linear relationship replacing the actual discharge-head curve (for $\mathrm{H} \geq \mathrm{H}_{0}$; is

$$
\begin{equation*}
Q_{L}=H \tag{12}
\end{equation*}
$$

By takint $q=k h \operatorname{tann}(\alpha \sqrt{h})$, where $k$ is a constant, inclination of the $q-h$ curve could be varied, to get a weir of the desired sensitivity.

## 5. Analysis of error

If $E(H)$ is the absolute deviation of $Q$ from $Q_{L}$

$$
\begin{equation*}
E(H)=\left|Q-Q_{L}\right| \tag{13}
\end{equation*}
$$

it is seen that $E(0)=0, E(\infty)=0$.
The relative error as defined by

$$
\begin{equation*}
e=\left|\frac{Q-Q_{L}}{Q}\right| \tag{14}
\end{equation*}
$$

is continuously decreasing with $H$ in the range $0 \leq H \leq \infty$ and rapidly approaches zero. It is seen from Fig. 4, that the error is equal to $\pm 1 \%$ at $H=0.781$ (for $\alpha=3$ ), beyond which for all practical purposes, the designed weir is almost as accurate as any exact linear weir. In most discharge measurements in practice, involving weirs and notches, a maximum relative error of $\pm 2 \%$ is normally allowed /15/. This results in a reasonably high degree of accuracy under field conditions. Taking the maximum permissible


Fig. 4. Distribution of percentage relative error
error as $\pm 1 \%$ for our design, the depth of flow at which this error occurs can be considered as the threshold depth, which is analogous to the base weir in conventional weirs.

From Eq. (2), Eq. (12) and Eq. (14) the base depth for a given value of $e_{\text {max }}$ is

$$
\begin{equation*}
D=\frac{c_{1}}{\alpha^{2}} \tag{15}
\end{equation*}
$$

where, $c_{1}=\left(\operatorname{Arctanh}\left(\frac{1}{1+e_{\max } / 100}\right)\right)^{2}$,
D = nondimensional base flow depth, d/W.

From Eq. (15) the value of $\alpha$ giving the same base depth of $0.4 \mathrm{ob}-$ tained from the earlier designed SBL weir /10, 11/ is 2.271, corresponding for a $\pm 1 \%$ relative error in discharge.

Table 1

|  | Co-ordinates of $\mathrm{y} / \mathrm{W}_{\mathrm{C}}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| x for values of $\alpha=$ |  |  |  |  |
| $\mathrm{x} / \mathrm{W}_{\mathrm{C}}$ | 6 | 5 | 7 | 10 |
| 0.00 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| 0.05 | 0.7170 | 0.4664 | 0.3088 | 0.1958 |
| 0.10 | 0.5515 | 0.3047 | 0.1982 | 0.1334 |
| 0.15 | 0.4467 | 0.2341 | 0.1570 | 0.1088 |
| 0.20 | 0.3761 | 0.1958 | 0.1348 | 0.0944 |
| 0.25 | 0.3263 | 0.1719 | 0.1204 | 0.0846 |
| 0.30 | 0.2898 | 0.1553 | 0.1099 | 0.0773 |
| 0.35 | 0.2620 | 0.1430 | 0.1019 | 0.0716 |
| 0.40 | 0.2403 | 0.1334 | 0.0954 | 0.0670 |
| 0.45 | 0.2230 | 0.1257 | 0.0900 | 0.0632 |
| 0.50 | 0.2088 | 0.1192 | 0.0854 | 0.0599 |
| 0.55 | 0.1970 | 0.1136 | 0.0815 | 0.0571 |
| 0.60 | 0.1870 | 0.1088 | 0.0781 | 0.0547 |
| 0.65 | 0.1785 | 0.1046 | 0.0750 | 0.0526 |
| 0.70 | 0.1711 | 0.1009 | 0.0723 | 0.0507 |
| 0.75 | 0.1646 | 0.0975 | 0.0699 | 0.0489 |
| 0.80 | 0.1588 | 0.0944 | 0.0677 | 0.0474 |
| 0.85 | 0.1536 | 0.0916 | 0.0657 | 0.0460 |
| 0.90 | 0.1490 | 0.0891 | 0.0638 | 0.0447 |
| 0.95 | 0.1448 | 0.0867 | 0.0621 | 0.0435 |
| 1.00 | 0.1409 | 0.0846 | 0.0605 | 0.0424 |
| 3.00 | 0.0814 | 0.0489 | 0.0350 | 0.0245 |
| 5.00 | 0.0632 | 0.0379 | 0.0271 | 0.0189 |
| 7.00 | 0.0534 | 0.0320 | 0.0229 | 0.0160 |
| 9.00 | 0.0471 | 0.0282 | 0.0202 | 0.0141 |
| 11.0 | 0.0426 | 0.0255 | 0.0182 | 0.0127 |
| 13.00 | 0.0392 | 0.0235 | 0.0168 | 0.0117 |
| 15.00 | 0.0365 | 0.0219 | 0.0156 | 0.0109 |
| 17.00 | 0.0343 | 0.0205 | 0.0147 | 0.0102 |
| 19.00 | 0.0324 | 0.0194 | 0.0139 | 0.0097 |
| 21.00 | 0.0308 | 0.0185 | 0.0132 | 0.0092 |
|  |  |  |  | 0 |
|  |  |  |  |  |

## 5. Universalisation of the weir parameters

The primary discharge-head function is non-dimensionalised with respect to a dimensional length parameter $W$. However it is desirable to nondimensionalise the profile equation of the designed weir with respect to its own dimension namely, the half crest width $W_{C}$. It is apparent from this nondimensionalisation that $\frac{y(0)}{W_{C}}=1$ and from Eq. (4) $\frac{W_{C}}{W}=\frac{3 a}{2}$.

The corresponding threshold depth is

$$
\begin{equation*}
D_{C}=\frac{d}{W_{C}}=\frac{2 D}{3 \alpha} \tag{16}
\end{equation*}
$$

From Eqs (4), (12) and (19),

$$
\begin{equation*}
Q_{C}=a H_{C} \tag{17}
\end{equation*}
$$

where $a=\left(\frac{3}{2} \alpha\right)^{-3 / 2}$. For the designed weir with $\alpha=3, y(0)=W_{c}=4.5$, $D_{C}=0.1736$ and $Q_{C}=0.10476 \mathrm{H}_{\mathrm{C}}$. Table l gives the co-ordinates of the weir for $\alpha=3,5,7$ and 10 .


Fig. 5. Experimental setup


Fig. 6a. Front view


Fig. 6b. Side view showing the nappe


Fig.-7. Experimental head-discharge plot

## 6. Experiments

The experimental setup is shown in Fig. 5. The profile of the weir is cut on a nibbing machine using $914.4 \mathrm{~mm} \times 609.6 \mathrm{~mm} \times 6.5 \mathrm{~mm}$ thick M.S. Sheets. The depth of flow over the crest was measured with an electronic point gauge having a least count of 0.01 mm located 4 m upstream of the weir section in a stilling well. The surface waves were dampened by using graded boulders on the upstream of the channel section. The time required to collect a fixed volume of water in a measuring tank ( $4.52 \mathrm{~m} \times 4.52 \mathrm{~m} \times 1.5 \mathrm{~m}$ ) was recorded with the help of an electronic timer triggered by impulse signals attached to the level indicators. Figure 6 (Photo) shows the view of the discharging weir. Figure 7 shows the plot of actual discharge versus head measured above the crest of the weir. The graph is a straight line passing through the origin, confirming the theoretical analysis. The plot of coefficient of discharge versus head is shown in Fig. 8 and the average coefficient of discharge for the weir is 0.63 . The coefficient of discharge for any head is

well within $\pm 1 \%$ of the average $C_{d}$ which justifies the assumption of constant coefficient of discharge in the analysis.

## 7. Conclusions

1. A hyperbolic function is used as a generating function to design a constant accuracy linear weir.
2. The weir has a non-zero finite crest width.
3. The base flow depth or the threshold depth (depth at which $\pm 1 \%$ error occurs) varies with the parameter $\alpha$.
4. For $\alpha \geq 2.271$, the base flow depth of the designed weir is smaller than the base depth of the earlier designed SBL weir using quadratic weir profile.
5. The reference plane of the weir significantly, lies with the crest rendering it as a constant accuracy weir.
6. Experiments with two typical weirs are in good agreement with the theory by giving a constant co-efficient of discharge of 0.64 .
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#### Abstract

The differential equations describing the behaviour of a shallow shell within the broad framework of curvilinear co-ordinates corresponding to the mutually orthogonal lines of curvature of the shell middle surface are derived on the basis of the twosurface shell theory. This approach to the derivation of the shell equations is, in essence, a generalization of an earlier formulation, due to Calladine $/ 1 /$, in terms of plane Cartesian. co-ordinates. Specific examples of the present formulation are then given with reference to more complex frames of reference such as spherical, cylindrical, polar and quasi-polar co-ordinate systems. As will be seen, the proposed derivation scheme - which may also be extended so as to encompass completely general, oblique frames of reference - is, in the spirit of the two-surface idealization of shells, more direct, simpler and, above all, more instructive than conventional treatments.


## Introduction

The complex interaction between bending and stretching actions, which generally combine to sustain loads applied to shell structures, can be effectively studied by means of a two-surface theory of shells proposed by Calladine /1/. In this theory the interaction between bending and stretching actions is brought out in physical terms by the conceptual splitting of the actual surface of a shell into two distinct, but coincident, surfaces, designated $B$ and $S$, each of which is endowed with a different part of the stiffness of an element of the shell. The S- (or stretching) surface possesses in-plane stiffness only, and thus carries membrane (i.e. in-plane) forces but is physically incapable of transmitting bending (and twisting)

[^15]moments and transverse shear forces. On the other hand, the B- (or bending) surface is provided with flexural stiffness only, and hence sustains bending (and twisting) moments and transverse shear forces but offers no resistance whatsoever to in-plane forces. The device of splitting the action of a shell into two distinct parts affords the possibility of thinking separately about the two aspects of behaviour, and the interaction between them. Thus, for example, the load-sharing between the two surfaces provides ready insight into the regime of behaviour into which a given problem falls /2--4/.

In $/ 5--8 /$, the didactic potential of the two-surface model was illustrated by means of a numerical model. Here, the teaching potential of the method is demonstrated by reference to analytical derivations. Specifically, the differential equations describing the behaviour of a shallow shell within the broad framework of curvilinear co-ordinates corresponding to the lines of curvature of the shell middle surface are derived on the basis of the two-surface theory. This approach to the derivation of the shell equations is essentially a generalization of an earlier formulations, due to Calladine $/ 1 /$, in terms of plane Cartesian co-ordinates. Special cases of the present treatment -- corresponding to cylindrical, spherical, polar and quasi-polar co-ordinate systems -- are then used to illustrate the inherent advantages of the approach. Apart from its elegance, when compared to existing derivations /9--14/, the present approach also has clear didactic advantages, notably, the elưcidation of the meanings of the various quantities in the field equations in simple, physical terms. These advantages stem from the use, in the present scheme, of the two-surface notion of separable bending and stretching effects, and of the Gaussian curvature change as the prime kinematic variable.

## General derivation

Figure 1 shows the various stress resultants and couples acting on a differential element of a shell, as well as the surface tractions to which the element is subjected. The orthogonal curvilinear co-ordinates $\alpha_{1}$ and $\alpha_{2}$ coincide with the lines of principal curvatures of the middle surface of the shell. The applied loading consists of a normal pressure $p$ and a pair of tangential surface tractions $\mathrm{q}_{1}$ and $\mathrm{q}_{2}$ aligned with the directions of principal curvature. The diagram defines the positive senses of the in-plane direct and shearing stress resultants $N_{1}, N_{2}, N_{12}\left(=N_{21}\right)$, out-of-plane (or


Fig. 1. Infinitestimal shell element under in-plane and bending actions (only actions on sides $A B$ and $B C$ are shown)
transverse) shear stress resultants $Q_{1}, Q_{2}$ and bending and twisting stress resultants (or couples) $M_{1}, M_{2}, M_{12}\left(=M_{21}\right)$.

Let the principal curvatures of the middle surface of the shell be denoted by $K_{1}\left(=1 / R_{1}\right), K_{2}\left(=1 / R_{2}\right)$ while the associated Lamé parameters be denoted by $A_{1}=A_{1}\left(\alpha_{1}, \alpha_{2}\right), A_{2}=A_{2}\left(\alpha_{1}, \alpha_{2}\right)$. It will be recalled, from the theory of surfaces, that these geometric parameters are related thus:

$$
\begin{gather*}
\frac{\partial}{\partial \alpha_{1}}\left(\frac{1}{A_{1}} \frac{\partial A_{2}}{\partial \alpha_{1}}\right)+\frac{\partial}{\partial \alpha_{2}}\left(\frac{1}{A_{2}} \frac{\partial A_{1}}{\partial \alpha_{2}}\right)=-K_{1} K_{2} A_{1} A_{2}  \tag{1}\\
\frac{\partial}{\partial \alpha_{1}}\left(K_{2} A_{2}\right)=K_{1} \frac{\partial A_{2}}{\partial \alpha_{1}}  \tag{2}\\
\frac{\partial}{\partial \alpha_{2}}\left(K_{1} A_{1}\right)=K_{2} \frac{\partial A_{1}}{\partial \alpha_{2}} \tag{3}
\end{gather*}
$$

The above relations are the well-known Gauss-Codazzi equations (the first is Gauss's equation, while the other two are due to Codazzi), the significance of which rests on the fact that the quantities $A_{1}, A_{2}, K_{1}$ and $K_{2}$ cannot be expressed arbitrarily as function of the co-ordinates $\left(\alpha_{1}, \alpha_{2}\right)$ of a point on the surface $/ 15,16 /$.

Now consider the equilibrium of the differential shell element. Instead of formulating the equilibrium equations for the actual shell element


Fig. 2. Mathematical model for the infinitestimal shell element of Fig. 1 obtained by splitting the shell into two separate surfaces a) S-surface ("stretching"); b) B-surface ("bending")
directly, as in conventional treatments, we shall, in keeping with the twosurface idealization, set up the corresponding equations for each of the distinct conceptual surfaces used in modelling the shell. As shown in Fig. 2(a) and Fig. 2(b), the S-surface element carries only the membrane stress resultants while the B-surface element sustains the flexural actions exclusively. The diagrams also show that the B-surface element is subjected to a normal pressure $p_{B}$ and two tangential surface tractions $q_{1 B}, q_{2 B}$ while its S-surface counterpart is, in turn, subjected to a normal pressure $p_{S}$ and a pair of tangential loadings $\mathrm{q}_{1 S}$ and $\mathrm{q}_{2 S}$. It is obvious that, since the actual applied loading is generally carried partly by the S-surface and partly by the B-surface, the following interaction conditions of overall equilibrium linking the carrying capacities of the two surfaces hold true:

$$
\begin{gather*}
p_{S}+p_{B}=p  \tag{4}\\
q_{1 S}+q_{1 B}=q_{1} \tag{5}
\end{gather*}
$$

$$
\begin{equation*}
q_{2 S}+q_{2 B}=q_{2} \tag{6}
\end{equation*}
$$

It may readily be shown that the equilibrium equations for the two surfaces are as follows:

$$
\begin{gather*}
K_{1} N_{1}+K_{2} N_{2}=p_{S}  \tag{7}\\
\frac{1}{A_{1} A_{2}}\left[\frac{\partial\left(A_{2} N_{1}\right)}{\partial \alpha_{1}}-N_{2} \frac{\partial A_{2}}{\partial \alpha_{1}}+\frac{\partial\left(A_{1} N_{12}\right)}{\partial \alpha_{2}}+N_{12} \frac{\partial A_{1}}{\partial \alpha_{2}}\right]=-q_{1 S}  \tag{8}\\
\frac{1}{A_{1} A_{2}}\left[\frac{\partial\left(A_{1} N_{2}\right)}{\partial \alpha_{2}}-N_{1} \frac{\partial A_{1}}{\partial \alpha_{2}}+\frac{\partial\left(A_{2} N_{12}\right)}{\partial \alpha_{1}}+N_{12} \frac{\partial A_{2}}{\partial \alpha_{1}}\right]=-q_{2 S}  \tag{9}\\
\frac{1}{A_{1} A_{2}}\left[\frac{\partial\left(A_{2} Q_{1}\right)}{\partial \alpha_{1}}+\frac{\partial\left(A_{1} Q_{2}\right)}{\partial \alpha_{2}}\right]=-\rho_{B}  \tag{10}\\
\frac{Q_{1}}{R_{1}}=-q_{1 B}  \tag{11}\\
\frac{Q_{2}}{R_{2}}=-q_{2 B}  \tag{12}\\
\frac{1}{A_{1} A_{2}}\left[\frac{\partial\left(A_{2} M_{1}\right)}{\partial \alpha_{1}}+\frac{\partial\left(A_{1} M_{12}\right)}{\partial \alpha_{2}}+M_{12} \frac{\partial A_{1}}{\partial \alpha_{2}}-M_{2} \frac{\partial A_{2}}{\partial \alpha_{1}}\right]=Q_{1}  \tag{13}\\
\frac{1}{A_{1} A_{2}}\left[\frac{\partial\left(A_{1} M_{2}\right)}{\partial \alpha_{2}}+\frac{\partial\left(A_{2} M_{12}\right)}{\partial \alpha_{1}}+M_{12} \frac{\partial A_{2}}{\partial \alpha_{1}}-M_{1} \frac{\partial A_{1}}{\partial \alpha_{2}}\right]=Q_{2} \tag{14}
\end{gather*}
$$

Equations (7)--(9) relate to the S-surface while expressions (10)--(14) are associated with the B-surface. For the former, equation (7) expresses the condition of force equilibrium in the normal direction while equations (8) and (9) are the corresponding equations for the tangential directions. For the B-surface, equation (10) represents the condition of force equilibrium in the normal direction while equations (11) and (12) are the corresponding equations for the tangential directions; in addition, equations (13) and (14) represent the conditions of moment equilibrium about the $\alpha_{1}$ and $\alpha_{2}$ axes.

Clearly, the S-surface equilibrium equations (7)-(9) are of the same form as the corresponding equations of a membrane shell (see, for example, Gol'denveizer /17/). In the present case, however, the load components acting
on the S-surface element represent only some portion of the actual (i.e. total) applied load components.

By combining equations (10), (13) and (14), one may express the Bsurface pressure loading $\rho_{B}$ in terms of the bending and twisting moments as follows:

$$
\begin{align*}
-A_{1} A_{2} P_{B} & =\frac{\partial}{\partial \alpha_{1}}\left\{\frac{1}{A_{1}}\left[\frac{\partial\left(A_{2} M_{1}\right)}{\partial \alpha_{1}}+\frac{\partial\left(A_{1} M_{12}\right)}{\partial \alpha_{2}}+M_{12} \frac{\partial A_{1}}{\partial \alpha_{2}}-M_{2} \frac{\partial A_{2}}{\partial \alpha_{1}}\right]\right\} \\
& +\frac{\partial}{\partial \alpha_{2}}\left\{\frac{1}{A_{2}}\left[\frac{\partial\left(A_{1} M_{2}\right)}{\partial \alpha_{2}}+\frac{\partial\left(A_{2} M_{12}\right)}{\partial \alpha_{1}}+M_{12} \frac{\partial A_{2}}{\partial \alpha_{1}}-M_{1} \frac{\partial A_{1}}{\partial \alpha_{2}}\right]\right\} \tag{15}
\end{align*}
$$

In view of the mechanical characteristics of the B-surface, one would expect that the above expression (15) represents the equation of equilibrium of an element of a flat plate which is locally tangential to the curved surface of the shell. However, unlike a flat-plate element, which is incapable of carrying any tangential loading, the curved B-surface element demands some tangential loading in order to secure its equilibrium in the tangential direction. This is confirmed by equations (11) and (12), which reveal that the required $B$-surface loadings $q_{1 B}, q_{2 B}$ depend on the disposition of the transverse shear forces $Q_{1}, Q_{2}$ within the $B$-surface. By reason of the smallness of the B-surface tangential loadings in the present context of shallow shells, it is obvious that they can provide but very feeble coupling between the bending and stretching effects, which coupling disappears in the limiting case of a flat plate. Thus, it seems reasonable to ignore the terms $q_{1 B}$ and $a_{2 B}$ in equations (5), (6), (11) and (12), thereby transferring the entire applied tangential loadings to the S-surface. Evidently, the neglect of the tangential force interaction between the S- and B-surfaces is consistent with the Donnell--Mushtari--Vlasov simplifications of the shell equations; and, also, with Gol'denveizer's approximation for shells with 'large indices of variation' $/ 17 /$. Moreover, such a move implies that the interaction conditions of overall equilibrium are expressed solely in terms of normal loading components /3, $18 /$.

The constitutive and compatibility relations for the two imaginary surfaces may also be formulated separately. In the following, these relations, together with the equilibrium equations, are collected together in separate columns for the two surfaces. (For present purposes, tangential surface tractions are neglected -- this point will be taken up again later.)

## S-surface

B-surface

$$
\begin{align*}
& \frac{N_{1}}{R_{1}}+\frac{N_{2}}{R_{2}}=p_{S}  \tag{16B}\\
& \text { (16S) } \frac{k_{2}}{R_{1}}+\frac{k_{1}}{R_{2}}=g_{B} \\
& \frac{\partial\left(A_{2} N_{1}\right)}{\partial \alpha_{1}}-N_{2} \frac{\partial A_{2}}{\partial \alpha_{1}}+\frac{\partial\left(A_{1} N_{12}\right)}{\partial \alpha_{2}}+ \\
& +N_{12} \frac{\partial A_{1}}{\partial \alpha_{2}}=0  \tag{17B}\\
& \text { (175) }-\kappa_{12} \frac{\partial A_{1}}{\partial \alpha_{2}}=0 \\
& \frac{\partial\left(A_{1} N_{2}\right)}{\partial \alpha_{2}}-N_{1} \frac{\partial A_{1}}{\partial \alpha_{2}}+\frac{\partial\left(A_{2} N_{12}\right)}{\partial \alpha_{1}}+\quad \frac{\partial\left(A_{1} \kappa_{1}\right)}{\partial \alpha_{2}}-\kappa_{2} \frac{\partial A_{1}}{\partial \alpha_{2}}-\frac{\partial\left(A_{2} \kappa_{12}\right)}{\partial \alpha_{1}}- \\
& +N_{12} \frac{\partial A_{2}}{\partial \alpha_{1}}=0 \quad \text { (18S) }-\kappa_{12} \frac{\partial A_{2}}{\partial \alpha_{1}}=0  \tag{18B}\\
& N_{1}=\frac{1}{A_{2}} \frac{\partial}{\partial \alpha_{2}}\left(\frac{1}{A_{2}} \frac{\partial \Phi}{\partial \alpha_{2}}\right)+\quad \kappa_{2}=-\frac{1}{A_{2}} \frac{\partial}{\partial \alpha_{2}}\left(\frac{1}{A_{2}} \frac{\partial w}{\partial \alpha_{2}}\right)- \\
& +\frac{1}{A_{1}^{2} A_{2}} \frac{\partial A_{2}}{\partial \alpha_{1}} \frac{\partial \Phi}{\partial \alpha_{1}}  \tag{19B}\\
& \text { (19S) }-\frac{1}{A_{1}^{2} A_{2}} \frac{\partial A_{2}}{\partial \alpha_{1}} \frac{\partial W}{\partial \alpha_{1}} \\
& N_{2}=\frac{1}{A_{1}} \frac{\partial}{\partial \alpha_{1}}\left(\frac{1}{A_{1}} \frac{\partial \Phi}{\partial \alpha_{1}}\right)+ \\
& \kappa_{1}=-\frac{1}{A_{1}} \frac{\partial}{\partial \alpha_{1}}\left(\frac{1}{A_{1}} \frac{\partial w}{\partial \alpha_{1}}\right)- \\
& +\frac{1}{A_{1} A_{2}^{2}} \frac{\partial A_{1}}{\partial \alpha_{2}} \frac{\partial \Phi}{\partial \alpha_{2}}  \tag{20B}\\
& \text { (20S) }-\frac{1}{A_{1} A_{2}^{2}} \frac{\partial A_{1}}{\partial \alpha_{2}} \frac{\partial w}{\partial \alpha_{2}} \\
& N_{12}=-\frac{1}{A_{1} A_{2}}\left(\frac{\partial^{2} \Phi}{\partial \alpha_{1} \partial \alpha_{2}}-\right. \\
& \kappa_{12}=-\frac{1}{A_{1} A_{2}}\left(\frac{\partial^{2} w}{\partial \alpha_{1} \partial \alpha_{2}}-\right. \\
& \left.-\frac{1}{A_{2}} \frac{\partial A_{2}}{\partial \alpha_{1}} \frac{\partial \Phi}{\partial \alpha_{2}}-\frac{1}{A_{1}} \frac{\partial A_{1}}{\partial \alpha_{2}} \frac{\partial \Phi}{\partial \alpha_{1}}\right)  \tag{21B}\\
& \text { (215) } \left.-\frac{1}{A_{2}} \frac{\partial A_{2}}{\partial \alpha_{1}} \frac{\partial w}{\partial \alpha_{2}}-\frac{1}{A_{1}} \frac{\partial A_{1}}{\partial \alpha_{2}} \frac{\partial w}{\partial \alpha_{1}}\right)
\end{align*}
$$

$\varepsilon_{1}=\frac{1}{E t}\left(N_{1}-v N_{2}\right)$
(22S) $\quad M_{2}=D\left(k_{2}+v k_{1}\right)$
$\varepsilon_{2}=\frac{1}{E t}\left(N_{2}-v N_{1}\right)$
(235) $\quad M_{1}=D\left(k_{1}+v k_{2}\right)$
$\gamma_{12}=\frac{2(1+\nu)}{E t} N_{12}$
(245) $\quad 2 M_{12}=2 D(1-v) \kappa_{12}$

$$
\begin{array}{ll}
-g_{S}=\frac{1}{A_{1} A_{2}}\left\{\frac { \partial } { \partial \alpha _ { 1 } } \left[\frac{1}{A_{1}} \frac{\partial\left(A_{2} \varepsilon_{2}\right)}{\partial \alpha_{1}}-\right.\right. & -\rho_{B}=\frac{1}{A_{1} A_{2}}\left\{\frac { \partial } { \partial \alpha _ { 1 } } \left[\frac{1}{A_{1}} \frac{\partial\left(A_{2} M_{1}\right)}{\partial \alpha_{1}}-\right.\right. \\
\left.-\frac{\varepsilon_{1}}{A_{1}} \frac{\partial A_{2}}{\partial \alpha_{1}}-\frac{\gamma_{12}}{A_{1}} \frac{\partial A_{1}}{\partial \alpha_{2}}\right]+ & \left.-\frac{M_{2}}{A_{1}} \frac{\partial A_{2}}{\partial \alpha_{1}}+\frac{2 M_{12}}{A_{1}} \frac{\partial A_{1}}{\partial \alpha_{2}}\right]+ \\
+\frac{\partial}{\partial \alpha_{2}}\left[\frac{1}{A_{2}} \frac{\partial\left(A_{1} \varepsilon_{1}\right)}{\partial \alpha_{2}}-\frac{\varepsilon_{2}}{A_{2}} \frac{\partial A_{1}}{\partial \alpha_{2}}-\right. & +\frac{\partial}{\partial \alpha_{2}}\left[\frac{1}{A_{2}} \frac{\partial\left(A_{1} M_{2}\right)}{\partial \alpha_{2}}-\frac{M_{1}}{A_{2}} \frac{\partial A_{1}}{\partial \alpha_{2}}+\right. \\
\left.\left.-\frac{\gamma_{12}}{A_{2}} \frac{\partial A_{2}}{\partial \alpha_{1}}\right]-\frac{\partial^{2} \gamma_{12}}{\partial \alpha_{1} \partial \alpha_{2}}\right\} & (255) \\
& \left.\left.+\frac{2 M_{12}}{A_{2}} \frac{\partial A_{2}}{\partial \alpha_{1}}\right]+2 \frac{\partial^{2} M_{12}}{\partial \alpha_{1} \partial \alpha_{2}}\right\}
\end{array}
$$

The behaviour of the S-surface is described by the set of equations (16S)--(255). Expressions (16S)--(185) represent the equations of equilibrium of the $S$-surface for the present case of vanishing tangential surface tractions; as is well known, equations of this type may be conveniently dealt with by introducing an Airy-type stress function $\Phi / 19 /$, and this is defined by relations (19S)--(21S). Equations (22S)--(24S) are the constitutive relations for the S-surface while equation (25S) represents the compatibility equation relating the S-surface Gaussian curvature change $g_{S}$ to the in-plane strain components /3, 20/.

The set of equations (16B)--(25B) describes the behaviour of the Bsurface. Expressions (16B)--(18B) are the compatibility equations relating the $B$-surface Gaussian curvature change $g_{B}$ to the ordinary curvature-change components $\mathrm{k}_{1}, \mathrm{k}_{2}$ and $\mathrm{k}_{12}$. Expressions (19B)--(19B) are the simplified geometric relations which define the curvature-change components solely in terms of the normal displacement component w. Equations (22B)--(24B) are the constitutive relations for the B-surface while expression (25B), which may be obtained from equation (15) by means of simple transformations, represents the $B$-surface equilibrium equation relating the loading $\rho_{B}$ to the bending and twisting moments $M_{1}, M_{2}$ and $M_{12}$.

The formal similarity between the corresponding expressions for the two surfaces, as indicated by the common numbering, is evident. It is, of course, a consequence of the extended static-geometric analogy of Calladine $/ 1 /$ and clearly indicates that the set of equations describing the behaviour of the S-surface can be transformed into the corresponding set of equations for the $B$-surface, and vice versa, by merely interchanging analogous variables and material constants $\left(N_{1} \leftrightarrow k_{2}, N_{2} \leftrightarrow k_{1}, N_{12} \leftrightarrow-k_{12}, \varepsilon_{1} \leftrightarrow M_{2}\right.$,
$\varepsilon_{2} \leftrightarrow M_{1}, \quad \gamma_{12} \leftrightarrow-2 M_{12}, \Phi \leftrightarrow-w, \nu(S) \leftrightarrow-\nu(B), \frac{1}{E t} \leftrightarrow D, p_{S} \leftrightarrow g_{B}$, $g_{S} \leftrightarrow p_{B}$.

A full description of each of the two conceptual surfaces has been presented. In order to ensure that the surfaces do not behave independently of one another, it is necessary to impose interaction conditions of overall equilibrium and compatibility. As noted earlier, overall equilibrium is assured by equating the total applied (normal) load $p$ to the sum of the separate (normal) loadings carried by the S- and B-surfaces, as expressed by equation (4). Overall compatibility, on the other hand, is assured by equating the B-surface Gaussian curvature change to its S-surface counterpart, that is, by the condition

$$
\begin{equation*}
g_{S}=g_{B} \tag{26}
\end{equation*}
$$

Since the above interaction conditions are, in fact, statements of the sought governing equations, it is evident that the latter may be obtained by determining the variables $\rho_{S}, \rho_{B}, g_{S}$ and $g_{B}$ separately and then combining them by means of equations (4) and (26).

Consider, first, the equations of the S-surface. By substituting expressions (19S) and (20S) into the equilibrium equation (16S) and taking account of the Codazzi equations (2) and (3), the S-surface loading $\mathrm{p}_{\mathrm{S}}$ can be expressed in terms of the stress function $\Phi$ as follows:

$$
\begin{equation*}
\mathrm{P}_{\mathrm{S}}=\nabla_{\mathrm{k}}^{2} \Phi \tag{27}
\end{equation*}
$$

where the symbol $\nabla_{k}^{2}$ denotes the second-order mixed differential operator defined by

$$
\begin{equation*}
\nabla_{k}^{2}=\frac{1}{A_{1} A_{2}}\left[\frac{\partial}{\partial \alpha_{1}}\left(\frac{A_{2}}{A_{1}} K_{2} \frac{\partial}{\partial \alpha_{1}}\right)+\frac{\partial}{\partial \alpha_{2}}\left(\frac{A_{1}}{A_{2}} K_{1} \frac{\partial}{\partial \alpha_{2}}\right)\right] \tag{28}
\end{equation*}
$$

Now, in special cases (such as, for example, Cartesian, polar and quasi-polar co-ordinates) the two tangential equilibrium equations become identically satisfied once they are expressed in terms of the stress function $\Phi$. In the present, general case, this does not happen, but these equations take the following forms. By substituting the stress-function definitions (195)--(215) into the tangential equilibrium equation (175), one obtains, after some manipulations (amongst which, account is taken of Gauss's equation (1)), the relation

$$
\begin{equation*}
\frac{\partial\left(A_{2} N_{1}\right)}{\partial \alpha_{1}}-N_{2} \frac{\partial A_{2}}{\partial \alpha_{1}}+\frac{\partial\left(A_{1} N_{12}\right)}{\partial \alpha_{2}}+N_{12} \frac{\partial A_{1}}{\partial \alpha_{2}}=-\frac{A_{2}}{R_{1} R_{2}} \frac{\partial \Phi}{\partial \alpha_{1}} \tag{29}
\end{equation*}
$$

Similarly, the second tangential equilibrium equation (18S) may be expressed in the following form:

$$
\begin{equation*}
\frac{\partial\left(A_{1} N_{2}\right)}{\partial \alpha_{2}}-N_{1} \frac{\partial A_{1}}{\partial \alpha_{2}}+\frac{\partial\left(A_{2} N_{12}\right)}{\partial \alpha_{1}}+N_{12} \frac{\partial A_{2}}{\partial \alpha_{1}}=-\frac{A_{1}}{R_{1} R_{2}} \frac{\partial \Phi}{\partial \alpha_{2}} \tag{30}
\end{equation*}
$$

Evidently, the right-hand side terms in equations (29) and (30) vanish for shells with zero Gaussian curvature (as they do in the case of flat plates). However, for a shell of non-vanishing Gaussian curvature the terms may, as an approximation, be assumed to be equal to zero if the middle surface is shallow, by reason of the smallness of the curvatures of the shell; such an approximation can also be used if the state of stress in the shell exhibits rapid variation by virtue of the negligible magnitude of the first derivatives of $\Phi$ in comparison with its higher derivatives.

The S-surface Gaussian curvature change can also be expressed in terms of the stress function $\Phi$. This can be achieved by substituting the constitutive relations (22S)--(24S) into expression (25S) and taking account of the tangential equilibrium equations (17S) and (18S) as well as the stress-function definitions. In this way, one obtains:

$$
\begin{equation*}
-g_{S}=\frac{1}{E t} \nabla_{g}^{2} \nabla_{g}^{2} \Phi \tag{31}
\end{equation*}
$$

where the symbol $\nabla_{g}^{2}$ denotes the generalized Laplace operator defined by

$$
\begin{equation*}
\nabla_{g}^{2}=\frac{1}{A_{1} A_{2}}\left[\frac{\partial}{\partial \alpha_{1}}\left(\frac{A_{2}}{A_{1}} \frac{\partial}{\partial \alpha_{1}}\right)+\frac{\partial}{\partial \alpha_{2}}\left(\frac{A_{1}}{A_{2}} \frac{\partial}{\partial \alpha_{2}}\right)\right] \tag{32}
\end{equation*}
$$

Now consider the set of equations describing the behaviour of the Bsurface. By substituting expressions (19B) and (20B) into the compatibility equation (16B) and taking account of the Codazzi equations (2) and (3), the $B$-surface Gaussian curvature change $g_{B}$ may be expressed in terms of the transverse displacement function $w$ in the following form:

$$
\begin{equation*}
g_{B}=-\nabla_{k}^{2} w \tag{33}
\end{equation*}
$$

As for the tangential equilibrium of the S-surface, the remaining two compatibility equations of the B-surface are not identically satisfied when $w$ is inserted into them for the present, general case, but they take the following forms. By substituting the curvature-change definitions (19B)-(21B) into the compatibility equation (17B) one obtains, after some manipulations (amongst which, account is taken of Gauss's equation (1)), the following relation:

$$
\begin{equation*}
\frac{\partial\left(A_{2} \kappa_{2}\right)}{\partial \alpha_{1}}-\kappa_{1} \frac{\partial A_{1}}{\partial \alpha_{1}}-\frac{\partial\left(A_{1} \kappa_{12}\right)}{\partial \alpha_{2}}-\kappa_{12} \frac{\partial A_{1}}{\partial \alpha_{2}}=\frac{A_{2}}{R_{1} R_{2}} \frac{\partial w}{\partial \alpha_{1}} \tag{34}
\end{equation*}
$$

Similarly, the second compatibility equation (18B) may be expressed as follows:

$$
\begin{equation*}
\frac{\partial\left(A_{1} \kappa_{1}\right)}{\partial \alpha_{2}}-\kappa_{2} \frac{\partial A_{1}}{\partial \alpha_{2}}-\frac{\partial\left(A_{2} \kappa_{12}\right)}{\partial \alpha_{1}}-\kappa_{12} \frac{\partial A_{2}}{\partial \alpha_{1}}=\frac{A_{1}}{R_{1} R_{2}} \frac{\partial w}{\partial \alpha_{2}} \tag{35}
\end{equation*}
$$

For shells of zero Gaussian curvature, the right-hand side terms in the above equations vanish; they may also be assumed to vanish in non-zero Gaussian curvature shells which are shallow and/or exhibit rapidly-varying states of stress, for reasons stated earlier.

We now turn our attention to the $B$-surface loading $\rho_{B}$, which can be expressed in terms of the displacement function $w$. This may be achieved by substituting the constitutive relations (22B)-(24B) into expression (25B) and taking account of the compatibility relations (17B) and (18B) as well as the curvature-change definitions. In this manner, one obtains the following expression

$$
\begin{equation*}
p_{B}=D \nabla_{g}^{2} \nabla_{g}^{2} w \tag{36}
\end{equation*}
$$

Finally, by combining the overall equilibrium and compatibility conditions ((4) and (26), respectively) with expressions (27), (31), (33) and (36) one obtains the sought governing equations:

$$
\begin{align*}
& D \nabla_{g}^{1} \nabla_{g}^{2} w+\nabla_{k}^{2} \Phi=p  \tag{37}\\
& \frac{1}{E t} \nabla_{g}^{2} \nabla_{g}^{2} \Phi-\nabla_{k}^{2} w=0 \tag{38}
\end{align*}
$$

It is interesting to note that the effort required for the derivation of the above equations may be considerably reduced if one invokes the sta-tic-geometric analogy. This important feature of the present method is clearly absent in conventional derivations: it stems from the fact that the static-geometric analogy enables the various expressions for the parameters associated with one surface to be written down by inspection once the expressions for the corresponding parameters of the other surface have been obtained. In particular, one could readily have established expressions (33) and (36), for the B-surface parameters $g_{B}$ and $p_{B}$, from the expressions (27) and (31), for the S-surface quantities $p_{S}$ and $g_{S}$, and vice versa, by invoking the appropriate interchanges consistent with the extended staticgeometric analogy.

## Specific examples

It was noted earlier that the present formulation is a generalization of Calladine's derivation in terms of Cartesian co-ordinates. Indeed, this may readily be verified -- and serves as a useful introductory exercise by making the following substitutions (which relate the Cartesian ( $x, y$ ) coordinate system to the more general orthogonal curvilinear system presently employed) in the foregoing expressions: $\alpha_{1}=x, \alpha_{2}=y, A_{1}=1, A_{2}=1$. Similarly, the present formulation may be specialized to other co-ordinate systems. Four cases are considered in what follows.

## Example I: Cylindrical co-ordinate system

This co-ordinate system may be used for the description of shells the reference surfaces of which are surfaces of revolution. It will be recalled that a surface of revolution is formed by rotating a plane curve, as a rigid body, about an axis (the axis of revolution) in the plane of the curve. The plane containing the axis of revolution is called the meridional plane, and the intersection of this plane with the surface is called a meridian. Furthermore, the intersection of the surface with a plane which is perpendicular to the axis of revolution is a circle known as a latitude circle or parallel; and it may be shown that the meridians and parallels are the lines of principal curvature of the surface of revolution $/ 21 /$.


Fig. 3. Co-ordinate systems: Examples I and II

In the present co-ordinate system the position of a point on the surface is defined by the angle $\theta$ and the distance $x$; the co-ordinate $\theta$ represents the angle between the meridional plane passing through the point and a fixed meridional plane, while the other co-ordinate, $x$, defines the distance, measured along the axis of revolution, of the associated latitude circle from a suitable datum (see Fig. 3). The parameters $\alpha_{1}, \alpha_{2}, A_{1}$ and $A_{2}$ can be shown to be given by /21/

$$
\begin{equation*}
\alpha_{1}=x, \quad \alpha_{2}=\theta, \quad A_{1}=\left[1+\left(R_{0}^{\prime}\right)^{2}\right]^{1 / 2}, \quad A_{2}=R_{0} \tag{39}
\end{equation*}
$$

where $R_{0}$ is the radius of the latitude circle at position $x$ and a prime denotes differentiation with respect to $x$. In addition, the principal radii of curvature of the middle surface are given by

$$
\begin{equation*}
R_{1}=-\frac{\left[1+\left(R_{0}^{\prime}\right)^{2}\right]^{3 / 2}}{R_{0}^{\prime \prime}} ; \quad R_{2}=R_{0}\left[1+\left(R_{0}^{\prime}\right)^{2}\right]^{1 / 2} \tag{40}
\end{equation*}
$$

where $R_{1}$ represents the radius of curvature of the meridian curve $R_{0}(x)$ while $R_{2}$ is the distance along the normal to the curve $R_{0}(x)$ drawn from a point on the curve to the axis of revolution of the surface /21/.

On the basis of the above relations (39) and (40), which can readily be shown to identically satisfy the Gauss--Codazzi equations (1)--(3), one can easily transform the S- and B-surface equations into the present coordinate system, and these are listed below. (The subscripts have been substituted thus: $1 \rightarrow x ; 2 \rightarrow \theta ; 12 \rightarrow x \theta$.)

## S-surface

## B-surface

$\frac{N_{x}}{R_{1}}+\frac{N_{\theta}}{R_{2}}=p_{s}$
(415) $\frac{k_{\theta}}{R_{1}}+\frac{{ }^{K_{x}}}{R_{2}}=g_{B}$
$\frac{\partial\left(k_{\theta} \cdot R_{0}\right)}{\partial x}-k_{x} \cdot R_{0}^{\prime}-$
(425) $-\frac{R_{2}}{R_{0}} \frac{\partial k_{x \theta}}{\partial \theta}=0$
$-\frac{\partial\left(k_{x \theta} \cdot R_{0}\right)}{\partial x}-k_{x \theta} \cdot R_{0}^{\prime}+$
$\frac{\partial\left(N_{x \theta} \cdot R_{0}\right)}{\partial x}+N_{x \theta} \cdot R_{0}^{\prime}+$
$+\frac{R_{2}}{R_{0}} \frac{\partial N_{\theta}}{\partial \theta}=0$
(43S) $+\frac{R_{2}}{R_{0}} \frac{\partial k_{x}}{\partial \theta}=0$
$N_{x}=\frac{1}{R_{0}^{2}} \frac{\partial^{2} \Phi}{\partial \theta^{2}}+\frac{R_{0}}{R_{2}^{2}} \cdot R_{0}^{\prime} \cdot \frac{\partial \Phi}{\partial x} \quad$ (44S) $\quad \kappa_{\theta}=-\frac{1}{R_{0}^{2}} \frac{\partial^{2} w}{\partial \theta^{2}}-\frac{R_{0}}{R_{2}^{2}} \cdot R_{0}^{\prime} \cdot \frac{\partial w}{\partial x}$
(45S) $k_{x}=-\frac{R_{0}}{R_{2}}\left(\frac{R_{0}}{R_{2}} \frac{\partial^{2} w}{\partial x^{2}}+\frac{R_{0}^{\prime}}{R_{1}} \frac{\partial w}{\partial x}\right)$
$N_{\theta}=\frac{R_{0}}{R_{2}}\left(\frac{R_{0}}{R_{2}} \frac{\partial^{2}{ }_{\phi}}{\partial x^{2}}+\frac{R_{0}^{\prime}}{R_{1}} \frac{\partial \Phi}{\partial x}\right)$
$N_{x \theta}=-\frac{1}{R_{2}}\left(\frac{\partial^{2} \Phi}{\partial x \partial \theta}-\frac{R_{0}^{\prime}}{R_{0}} \frac{\partial \Phi}{\partial \theta}\right)$
(46S) $\quad k_{x \theta}=-\frac{1}{R_{2}}\left(\frac{\partial^{2} w}{\partial x \partial \theta}-\frac{R_{0}^{\prime}}{R_{0}} \frac{\partial w}{\partial \theta}\right)$

$$
\begin{array}{lll}
\varepsilon_{x}=\frac{1}{E t}\left(N_{x}-v N_{\theta}\right) & \text { (475) } & M_{\theta}=D\left(k_{\theta}+v k_{x}\right) \\
\varepsilon_{\theta}=\frac{1}{E t}\left(N_{\theta}-v N_{x}\right) & (48 S) & M_{x}=D\left(k_{x}+v k_{\theta}\right)
\end{array}
$$

$Y_{x \theta}=\frac{2(1+v)}{E t} N_{x \theta} \quad$ (49S) $\quad 2 M_{x \theta}=2 D(1-v) k_{x \theta}$
$-g_{S}=\frac{1}{R_{2}}\left\{\frac{\partial}{\partial x}\left[\frac{R_{0}}{R_{2}} \frac{\partial\left(\varepsilon_{\theta} \cdot R_{0}\right)}{\partial x}-\quad-p_{B}=\frac{1}{R_{2}}\left\{\frac{\partial}{\partial x}\left[\frac{R_{0}}{R_{2}} \frac{\partial\left(M_{x} \cdot R_{0}\right)}{\partial x}-\right.\right.\right.\right.$
$\left.-\varepsilon_{x} \cdot \frac{R_{0} R_{0}^{\prime}}{R_{2}}\right]+\frac{1}{R_{0}} \frac{\partial}{\partial \theta}\left[\frac{R_{2}}{R_{0}} \frac{\partial \varepsilon_{x}}{\partial \theta}-\right.$
$\left.-M_{\theta} \cdot \frac{R_{0} R_{0}^{\prime}}{R_{2}}\right]+\frac{1}{R_{0}} \frac{\partial}{\partial \theta}\left[\frac{R_{2}}{R_{0}} \frac{\partial M_{\theta}}{\partial \theta}+\right.$
$\left.\left.-\gamma_{x \theta} \cdot R_{0}^{\prime}\right]-\frac{\partial^{2} \gamma_{x \theta}}{\partial x \partial \theta}\right\} \quad$ (50S) $\left.\left.+2 M_{x \theta} \cdot R_{0}^{\prime}\right]+2 \frac{\partial^{2} M_{x \theta}}{\partial x \partial \theta}\right\}$

Further, it can readily be shown that, for the present co-ordinate system, expressions (28) and (32), defining the differential operators $\nabla_{k}^{2}$ and $\nabla_{g}^{2}$ (which appear in expression (27), (31), (33) and (36), defining the S- and B-surface normal loadings and Gaussian curvature changes, as well as in the coupled differential equations (37) and (38)), reduce to the following forms:

$$
\begin{gather*}
\nabla_{k}^{2}=\frac{R_{0}^{2}}{R_{2}^{3}} \frac{\partial^{2}}{\partial x^{2}}+2 \frac{R_{0} R_{0}^{\prime}}{R_{1} R_{2}^{2}} \frac{\partial}{\partial x}+\frac{1}{R_{0}^{2} R_{1}} \frac{\partial^{2}}{\partial \theta^{2}}  \tag{51}\\
\nabla_{g}^{2}=\left(\frac{R_{0}}{R_{2}}\right)^{2} \frac{\partial^{2}}{\partial x^{2}}+\frac{R_{0} R_{0}^{\prime}}{R_{2}}\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right) \frac{\partial}{\partial x}+\frac{1}{R_{0}^{2}} \frac{\partial^{2}}{\partial \theta^{2}} \tag{52}
\end{gather*}
$$

To our knowledge, no similar expressions exist in the literature for this co-ordinate system in its general form.

In the special case when the generating curve (i.e. meridian) is straight and parallel to the axis of revolution, the radius $R_{o}$ of the latitude circle becomes constant (i.e. independent of the co-ordinate $x$ ), so that all derivatives of $R_{0}$ with respect to $x$ vanish. Thus, the following relations hold true:

$$
\begin{equation*}
A_{1}=1, \quad R_{1}=\infty, \quad R_{2}=R_{0} \tag{53}
\end{equation*}
$$

and the middle surface corresponds to a circular cylinder of radius $R_{0}$ $\left(=R_{2}\right)$. In this case the formulation is considerably simplified. In particular, the differential operators $\nabla_{k}^{2}$ and $\nabla_{g}^{2}$ reduce to the following forms:

$$
\begin{gather*}
\nabla_{k}^{2}=\frac{1}{R_{0}} \frac{\partial^{2}}{\partial x^{2}}  \tag{54}\\
\nabla_{g}^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{1}{R_{0}^{2}} \frac{\partial^{2}}{\partial \theta^{2}} \tag{55}
\end{gather*}
$$

The relative simplicity of the governing equations for circular cylindrical shells is evident; for conventional derivations of these equations, see, for example, Billington /22/ and Soedel /14/.

## Example II: Spherical co-ordinate system

This co-ordinate system may also be used for the description of shells of revolution, in analogy with the cylindrical co-ordinate system discussed above. In this case the position of a point on a surface of revolution is defined by the angular co-ordinates $\theta$ and $\phi$; as shown in Fig. 3, the co-ordinate $\phi$ is the angle between the axis of revolution of the surface and a normal to the surface at the point in question (note that, as in the preceding co-ordinate system, $\theta$ represents the angle between the meridional plane passing through the point and a fixed meridional datum plane). The parameters $\alpha_{1}, \alpha_{2}, A_{1}$ and $A_{2}$ are defined thus /14, 21/:

$$
\begin{equation*}
\alpha_{1}=\phi, \quad \alpha_{2}=\theta, \quad A_{1}=R_{1}, \quad A_{2}=R_{0} \tag{56}
\end{equation*}
$$

where $R_{0}$ is the radius of the latitude circle at position $\phi$. The principal radii of curvature of the middle surface depend only on the co-ordinate $\phi$, and the following relations hold true /14, 21/:

$$
\begin{equation*}
R_{0}=R_{2} \sin \phi ; \quad \frac{d R_{0}}{d \phi}=R_{1} \cos \phi \tag{57}
\end{equation*}
$$

On the basis of the above relations (56) and (57), which can readily be shown to identically satisfy the Gauss-Codazzi equations (1)--(3), one can easily transform the S- and B-surface equations into the present co-ordinate system, and these are listed below. (The subcripts have been substituted thus: $1 \rightarrow \phi ; 2 \rightarrow \theta ; 12 \rightarrow \phi \theta$.)

S-surface

B-surface

| $\begin{equation*} \frac{N_{\phi}}{R_{1}}+\frac{N_{\theta}}{R_{2}}=p_{s} \tag{58B} \end{equation*}$ | (58S) | $\frac{\kappa_{\theta}}{R_{1}}+\frac{\kappa_{\phi}}{R_{2}}=g_{B}$ |
| :---: | :---: | :---: |
| $\frac{\partial\left(N_{\phi} \cdot R_{0}\right)}{\partial \phi}-N_{\theta} \cdot R_{1} \cos \phi+$ |  | $\frac{\partial\left(\kappa_{\phi} \cdot R_{0}\right)}{\partial \phi}-\kappa_{\phi} \cdot R_{1} \cos \phi-$ |
| $\begin{equation*} +R_{1} \frac{\partial N_{\phi \theta}}{\partial \theta}=0 \tag{59B} \end{equation*}$ | (595) | $-\mathrm{R}_{1} \frac{\partial k_{\phi \theta}}{\partial \theta}=0$ |
| $\frac{\partial\left(N_{\phi \theta} \cdot R_{0}\right)}{\partial \phi}+N_{\phi \theta} \cdot R_{1} \cos \phi+$ |  | $-\frac{\partial\left(\kappa_{\phi \theta} \cdot R_{0}\right)}{\partial \phi}-\kappa_{\phi \theta} \cdot R_{1} \cos \phi+$ |
| $\begin{equation*} +R_{1} \frac{\partial N_{\theta}}{\partial \theta}=0 \tag{60B} \end{equation*}$ | (605) | $+R_{1} \frac{\partial \kappa_{\phi}}{\partial \theta}=0$ |
| $\begin{equation*} N_{\phi}=\frac{1}{R_{0}^{2}} \frac{\partial^{2} \Phi}{\partial \theta^{2}}+\frac{1}{R_{0} R_{1}} \cos \phi \frac{\partial \Phi}{\partial \phi} \tag{61B} \end{equation*}$ | (615) | $k_{\theta}=-\frac{1}{R_{0}^{2}} \frac{\partial^{2} w}{\partial \theta^{2}}-\frac{1}{R_{0} R_{1}} \cos \phi \frac{\partial w}{\partial \phi}$ |
| $N_{\theta}=\frac{1}{R_{1}} \frac{\partial}{\partial \phi}\left(\frac{1}{R_{1}} \frac{\partial \Phi}{\partial \phi}\right)$ | (62S) | $\kappa_{\phi,}=-\frac{1}{R_{1}} \frac{\partial}{\partial \phi}\left(\frac{1}{R_{1}} \frac{\partial w}{\partial \phi}\right)$ |
| $N_{\phi \theta}=-\frac{1}{R_{0} R_{1}} \frac{\partial^{2} \Phi}{\partial \phi \partial \theta}+$ |  | $\kappa_{\phi \theta}=-\frac{1}{R_{0} R_{1}} \frac{\partial^{2} W}{\partial \phi \partial \theta}+$ |
| $\begin{equation*} +\frac{1}{R_{o}^{1}} \cos \phi \frac{\partial \phi}{\partial \theta} \tag{63B} \end{equation*}$ | (635) | $+\frac{1}{R_{o}^{2}} \cos \phi \frac{\partial w}{\partial \theta}$ |

$\varepsilon_{\phi}=\frac{1}{E t}\left(N_{\phi}-v N_{\theta}\right)$
(64S) $\quad M_{\theta}=D\left(k_{\theta}+v k_{\phi}\right)$
$\varepsilon_{\theta}=\frac{l}{E t}\left(N_{\theta}-v N_{\phi}\right)$
(655) $\quad M_{\phi}=D\left(k_{\phi}+v k_{\theta}\right)$
$\gamma_{\phi \theta}=\frac{2(1+\nu)}{E t} N_{\phi \theta}$
(66S) $\quad 2 M_{\phi \theta}=2 D(1-v) k_{\phi \theta}$

$$
\begin{array}{ll}
-g_{S}=\frac{1}{R_{0} R_{1}}\left\{\frac { \partial } { \partial \phi } \left[\frac{1}{R_{1}} \frac{\partial\left(\varepsilon_{\theta} \cdot R_{0}\right)}{\partial \phi}-\right.\right. & -p_{B}=\frac{1}{R_{0} R_{1}}\left\{\frac { \partial } { \partial \phi } \left[\frac{1}{R_{1}} \frac{\partial\left(M_{\phi} \cdot R_{0}\right)}{\partial \phi}-\right.\right. \\
\left.-\varepsilon_{\phi} \cos \phi\right]+\frac{R_{1}}{R_{0}} \frac{\partial}{\partial \theta}\left[\frac{\partial \varepsilon_{\phi}}{\partial \theta}-\right. & \left.-M_{\theta} \cos \phi\right]+\frac{R_{1}}{R_{0}} \frac{\partial}{\partial \theta}\left[\frac{\partial M_{\theta}}{\partial \theta}+\right. \\
\left.\left.-\gamma_{\phi \theta} \cos \phi\right]-\frac{\partial^{2} \gamma_{\phi \theta}}{\partial \phi \partial \theta}\right\} & (675) \\
\hline
\end{array}
$$

${ }_{2}$ In addition, one can easily show that the differential operators $\nabla_{k}^{2}$ and $\nabla_{g}^{2}$ now become

$$
\begin{gather*}
\nabla_{k}^{2}=\frac{1}{R_{1}}\left[\frac{1}{R_{2}} \frac{\partial}{\partial \phi}\left(\frac{1}{R_{1}} \frac{\partial}{\partial \phi}\right)+\frac{1}{R_{0} R_{1}} \cos \phi \frac{\partial}{\partial \phi}+\frac{1}{R_{0}^{2}} \frac{\partial^{2}}{\partial \theta^{2}}\right]  \tag{68}\\
\nabla_{g}^{2}=\frac{1}{R_{1}} \frac{\partial}{\partial \phi}\left(\frac{1}{R_{1}} \frac{\partial}{\partial \phi}\right)+\frac{1}{R_{0} R_{1}} \cos \phi \frac{\partial}{\partial \phi}+\frac{1}{R_{0}^{2}} \frac{\partial^{2}}{\partial \theta^{2}} \tag{69}
\end{gather*}
$$

Again, to our knowledge, no similar expression exist in the literature for this co-ordinate system in its general form.

In the case of spherical shells (for which $R_{1}=R_{2}=R$ ) the formulation is somewhat simplified. In particular, it is a straightforward matter to show that the operator $\nabla_{\mathrm{g}}^{2}$ reduces to the well-known Laplace operator referred to the spherical co-ordinate system, that is,

$$
\begin{equation*}
\nabla_{g}^{2}=\frac{1}{R^{2}}\left(\frac{\partial^{2}}{\partial \phi^{2}}+\cos \phi \frac{\partial}{\partial \phi}+\frac{1}{\sin ^{2} \phi} \frac{\partial^{2}}{\partial \theta^{2}}\right) \tag{70}
\end{equation*}
$$

while its counterpart $\nabla_{k}^{2}$ becomes

$$
\begin{equation*}
\nabla_{k}^{2}=\frac{1}{R} \nabla_{g}^{2} \tag{71}
\end{equation*}
$$

## Example III: Polar co-ordinate system

In the polar co-ordinate system the parameters $\alpha_{1}, \alpha_{2}, A_{1}$ and $A_{2}$ given by:

$$
\begin{equation*}
\alpha_{1}=r, \quad \alpha_{2}=\theta, \quad A_{1}=1, \quad A_{2}=r \tag{72}
\end{equation*}
$$



Fig. 4. Co-ordinate systems:
Examples III and IV
where $r$ and $\theta$ denote the polar distance and polar angle, respectively (see Fig. 4). The S- and B-surface equations referred to the polar co-ordinate system are listed below. (The subscripts have been substituted thus: $1 \rightarrow r$; $2 \rightarrow \theta ; 12 \rightarrow r \theta$.)

## S-surface

$\frac{N_{\Gamma}}{R_{1}}+\frac{N_{\theta}}{R_{2}}=p_{S}$
(735) $\frac{k_{\theta}}{R_{1}}+\frac{k_{I}}{R_{2}}=g_{B}$
$\frac{\partial\left(\Gamma N_{\Gamma}\right)}{\partial \Gamma}-N_{\theta}+\frac{\partial N_{r \theta}}{\partial \theta}=0$
(74S) $\frac{\partial\left(\Gamma \kappa_{\theta}\right)}{\partial \Gamma}-\kappa_{\Gamma}-\frac{\partial \kappa(\theta)}{\partial \theta}=0$


$$
\begin{array}{ll}
N_{\Gamma}=\frac{1}{\Gamma^{2}} \frac{\partial^{2} \Phi}{\partial \theta^{2}}+\frac{1}{\Gamma} \frac{\partial \Phi}{\partial \Gamma} & \text { (76S) } \\
\kappa_{\theta}=-\frac{1}{r^{2}} \frac{\partial^{2} W}{\partial \theta^{2}}-\frac{1}{\Gamma} \frac{\partial W}{\partial r} \\
N_{\theta}=\frac{\partial^{2} \Phi}{\partial r^{2}} & \text { (775) } \kappa_{\Gamma}=-\frac{\partial^{2} W}{\partial r^{2}} \\
N_{\Gamma \theta}=\frac{1}{r^{2}} \frac{\partial \Phi}{\partial \theta}-\frac{1}{\Gamma} \frac{\partial^{2} \Phi}{\partial \Gamma \partial \theta} & \text { (785) }
\end{array}
$$

$\varepsilon_{\Gamma}=\frac{1}{E t}\left(N_{\Gamma}-v N_{\theta}\right)$
(795) $\quad M_{\theta}=D\left(k_{\theta}+v k_{\Gamma}\right)$
$\varepsilon_{\theta}=\frac{1}{E t}\left(N_{\theta}-v N_{\Gamma}\right)$

$$
\begin{equation*}
M_{\Gamma}=D\left(k_{\Gamma}+v k_{\theta}\right) \tag{805}
\end{equation*}
$$

$\gamma_{\Gamma \theta}=\frac{2(1+\nu)}{E t} N_{\Gamma \theta}$
(815) $\quad 2 M_{\Gamma \theta}=2 D(1-v) K_{\Gamma \theta}$
$-g_{S}=\frac{\partial^{2} \varepsilon_{\theta}}{\partial \Gamma^{2}}+\frac{2}{\Gamma} \frac{\partial \varepsilon_{\theta}}{\partial \Gamma}-\frac{1}{\Gamma} \frac{\partial \varepsilon_{\Gamma}}{\partial \Gamma}+\quad-\rho_{B}=\frac{\partial^{2} M_{r}}{\partial r^{2}}+\frac{2}{\Gamma} \frac{\partial M_{r}}{\partial \Gamma}-\frac{1}{\Gamma} \frac{\partial M_{\theta}}{\partial \Gamma}+$
$+\frac{1}{r^{2}} \frac{\partial^{2} \varepsilon_{\Gamma}}{\partial \theta^{2}}-\frac{1}{r^{2}} \frac{\partial \gamma_{\Gamma \theta}}{\partial \theta}-\frac{1}{\Gamma} \frac{\partial^{2} \gamma_{\Gamma \theta}}{\partial r \partial \theta}$ (82S) $+\frac{1}{r^{2}} \frac{\partial^{2} M_{\theta}}{\partial \theta^{2}}+\frac{2}{r^{2}} \frac{\partial M_{\Gamma \theta}}{\partial \theta}+\frac{2}{r} \frac{\partial^{2} M_{\Gamma \theta}}{\partial r \partial \theta}$

The differential operators $\nabla_{k}^{2}$ and $\nabla_{g}^{2}$ corresponding to the present frame of reference can be expressed thus:

$$
\begin{gather*}
\nabla_{K}^{2}=\frac{1}{R_{1}}\left(\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial}{\partial r}\right)+\frac{1}{R_{2}} \frac{\partial^{2}}{\partial r^{2}}  \tag{83}\\
\nabla_{g}^{2}=\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}} \tag{84}
\end{gather*}
$$

It can easily be verified that, on setting the S-surface Gaussian curvature change $g_{S}$ to zero in the appropriate expression relating the latter to the stress function $\Phi$, the well-known biharmonic equation for plane stress in terms of polar co-ordinates /23/ is obtained. Also, it can readily be seen that the expression relating the $B$-surface loading $\rho_{B}$ to the transverse displacement function $w$ represents the governing equation (referred to polar co-ordinates) for a flat plate which is locally tangential to the curved
surface of the shell /24/. Finally, it is worth noting that, when $R_{1}=R_{2}=$ $=R$, the reduced set of equations describing the behaviour of shallow spherical shells within the framework of plane polar co-ordinates is obtained, the present simple derivation should be compared to the more involved traditional derivation (e.g. Reissner /12/).

## Example IV: Quasi-polar co-ordinate system

In this co-ordinate system the position of a point on a reference plane is determined by the polar angle $\theta$ and a non-dimensional parameter $\alpha$ which is connected to the polar radius r through the following relation

$$
\begin{equation*}
\Gamma=r_{0} \alpha \tag{85}
\end{equation*}
$$

in which $r_{0}$ is a constant having the dimensions of length. This co-ordinate system is also described by Fig. 4, with the (radial) non-dimensional coordinate $\alpha$ corresponding to a given point on the surface defined in terms of the associated polar distance r through the above equation (85) (as noted in $/ 10 /$, the constant $r_{0}$ may be regarded as a "conversion" factor for transforming the absolute co-ordinate $r$ into its non-dimensional counterpart $\alpha$ ). Thus, the parameters $\alpha_{1}, \alpha_{2}, A_{1}$ and $A_{2}$ take the following values $/ 10,25 /$ :

$$
\begin{equation*}
\alpha_{1}=\alpha, \quad \alpha_{1}=\theta, \quad A_{1}=r_{0}, \quad A_{2}=r_{0} \alpha \tag{86}
\end{equation*}
$$

The S- and B-surface equations in the present co-ordinate system may be derived from the more general relations in terms of orthogonal curvilinear coordinates, and these are listed below. (The subscripts have been substituted thus: $1 \rightarrow \alpha ; 2 \rightarrow \theta ; 12 \rightarrow \alpha \theta$.)

## S-surface <br> B-surface

$\frac{N_{\alpha}}{R_{1}}+\frac{N_{\theta}}{R_{2}}=\rho_{S}$

$$
\begin{equation*}
\frac{\kappa_{\theta}}{R_{1}}+\frac{\kappa_{\alpha}}{R_{2}}=g_{B} \tag{875}
\end{equation*}
$$

$\frac{\partial\left(\alpha \cdot N_{\alpha}\right)}{\partial \alpha}-N_{\theta}+\frac{\partial N_{\alpha \theta}}{\partial \theta}=0$

$$
\begin{equation*}
\frac{\partial\left(\alpha \cdot k_{\theta}\right)}{\partial \alpha}-k_{\alpha}-\frac{\partial k_{\alpha \theta}}{\partial \theta}=0 \tag{88S}
\end{equation*}
$$

$\frac{\partial\left(\alpha \cdot N_{\alpha \theta}\right)}{\partial \alpha}+\frac{\partial N_{\theta}}{\partial \theta}+N_{\alpha \theta}=0$
(895) $-\frac{\partial\left(\alpha \cdot k_{\alpha \theta}\right)}{\partial \alpha}+\frac{\partial k_{\alpha}}{\partial \theta}-\kappa_{\alpha \theta}=0$

## S-surface

## B-surface

$$
\begin{array}{lll}
N_{\alpha}=\frac{1}{r_{0}^{2}}\left(\frac{1}{\alpha} \frac{\partial \Phi}{\partial \alpha}+\frac{1}{\alpha^{2}} \frac{\partial^{2} \Phi}{\partial \theta^{2}}\right) & \text { (905) } k_{\theta}=-\frac{1}{r_{0}^{2}}\left(\frac{1}{\alpha} \frac{\partial w}{\partial \alpha}+\frac{1}{\alpha^{2}} \frac{\partial^{2} w}{\partial \theta^{2}}\right) \\
N_{\theta}=\frac{1}{r_{0}^{2}} \frac{\partial^{2} \Phi}{\partial \alpha^{2}} & \text { (915) } & k_{\alpha}=\frac{1}{r_{0}^{2}} \frac{\partial^{2} w}{\partial \alpha^{2}} \\
N_{\alpha \theta}=-\frac{1}{r_{0}^{2}}\left(\frac{1}{\alpha} \frac{\partial^{2} \phi}{\partial \alpha \partial \theta}-\frac{1}{\alpha^{2}} \frac{\partial \Phi}{\partial \theta}\right) & \text { (92S) } & k_{\alpha \theta}=-\frac{1}{r_{0}^{2}}\left(\frac{1}{\alpha} \frac{\partial^{2} w}{\partial \alpha \partial \theta}-\frac{1}{\alpha^{2}} \frac{\partial w}{\partial \theta}\right)
\end{array}
$$

$\varepsilon_{\alpha}=\frac{1}{E t}\left(N_{\alpha}-\nu N_{\theta}\right)$
(93S) $\quad M_{\theta}=D\left(k_{\theta}+v K_{\alpha}\right)$
$\varepsilon_{\theta}=\frac{1}{E t}\left(N_{\theta}-\nu N_{\alpha}\right)$
(94S) $\quad M_{\alpha}=D\left(k_{\alpha}+v K_{\theta}\right)$
$\gamma_{\alpha \theta}=\frac{2(1+\nu)}{E t} N_{\alpha \theta}$
(95S) $\quad 2 M_{\alpha \theta}=2 D(1-v) k_{\alpha \theta}$
$-g_{S}=\frac{1}{r_{0}^{2}} \frac{\partial^{2} \varepsilon_{\theta}}{\partial \alpha^{2}}+\frac{2}{r_{0}^{2} \alpha} \frac{\partial \varepsilon_{\theta}}{\partial \alpha}-\quad-\rho_{B}=\frac{1}{r_{0}^{2}} \frac{\partial^{2} M_{\alpha}}{\partial \alpha^{2}}+\frac{2}{\Gamma_{0}^{2} \alpha} \frac{\partial M_{\alpha}}{\partial \alpha}-$
$-\frac{1}{r_{o}^{2} \alpha} \frac{\partial \varepsilon_{\alpha}}{\partial \alpha}+\frac{1}{r_{0}^{2} \alpha^{2}} \frac{\partial^{2} \varepsilon_{\alpha}}{\partial \theta^{2}}-$
$-\frac{1}{r_{0}^{2} \alpha} \frac{\partial M_{\theta}}{\partial \alpha}+\frac{1}{r_{0}^{2} \alpha^{2}} \frac{\partial^{2} M_{\theta}}{\partial \theta^{2}}+$
$-\frac{1}{r_{0}^{2} \alpha^{2}} \frac{\partial \gamma_{\alpha \theta}}{\partial \theta}-\frac{1}{r_{0}^{2} \alpha} \frac{\partial^{2} \gamma_{\alpha \theta}}{\partial \alpha \partial \theta}$
(965) $+\frac{2}{r_{0}^{2} \alpha^{2}} \frac{\partial M_{\alpha \theta}}{\partial \theta}+\frac{2}{r_{0}^{2}{ }^{2}} \frac{\partial^{2} M_{\alpha \theta}}{\partial \alpha \partial \partial}$

The differential operators $\nabla_{\mathrm{k}}^{2}$ and $\nabla_{\mathrm{g}}^{2}$ now become

$$
\begin{gather*}
\nabla_{k}^{2}=\frac{1}{R_{1}}\left(\frac{1}{\alpha} \frac{\partial}{\partial \alpha}+\frac{1}{\alpha^{2}} \frac{\partial^{2}}{\partial \theta^{2}}\right)+\frac{1}{R_{2}} \frac{\partial^{2}}{\partial \alpha^{2}}  \tag{97}\\
\nabla_{g}^{2}=\frac{\partial^{2}}{\partial \alpha^{2}}+\frac{1}{\alpha} \frac{\partial}{\partial \alpha}+\frac{1}{\alpha^{2}} \frac{\partial^{2}}{\partial \theta^{2}} \tag{98}
\end{gather*}
$$

Specialised versions of the above - but not previously derived by the present simple and direct formulation -- have been used to advantage in the analytical treatment of shallow spherical shells and parabolic domes with circular plan /10, 25, 26/. (An alternative approach to the analytical investigations of the response of such shells, based on the two-surface model, has recently been proposed /27/; the latter possesses several advantages over the conventional presentations, notably, the clarification of the structural response of a loaded shell by reference to the portion of the total applied load sustained by each of the two imaginary (i.e. S- and B-) surfaces used in modelling the actual shell.)

## Conclusions

The analytical two-surface theory approach to the formulation of the shallow-shell equations has been generalized so as to encompass curvilinear co-ordinates corresponding to the (mutually orthogonal) lines of curvature of the middle surface of a shell. Apart from its elegance, when compared to existing derivations, the present method also has clear didactic advantages, notably, the elucidation of the meanings of the various terms in the field equations in a simple and "physical" manner. From this general form of the shallow-shell equations, it is a simple and useful exercise to specialize them to the various specific co-ordinate systems of interest. These include Cartesian, cylindrical, spherical, polar and quasi-polar frames of reference, all of which have presently been listed. It is worth pointing out that the expressions corresponding to at least two of these co-ordinate systems do not appear to exist in the available literature.

The governing equations outlined here, with reference to the lines-ofcurvature co-ordinates, apply to transversely-loaded shells endowed with isotropic material properties. However, extensions of the formulation to cater for more general conditions are not difficult to envisage. For a start, tangential surface tractions can easily be incorporated into the scheme: in this connection, it should be noted that, in keeping with the two-surface idealization of a shell, the tangential loads must be applied exclusively to the S-surface, since, by definition, the B-surface cannot resist loads lying in its plane - a move which is tantamount to a neglect of the feeble tangential-force interaction between the S- and B-surfaces, in accordance with conventional shallow-shell theory $/ 18,28 /$. Secondly, the
method can readily be applied to anisotropic shells, with the proviso that there be no coupling, at the constitutive-relations level, between bending and stretching actions relating to the reference surface. A detailed discussion of the bending stretching coupling phenomenon exhibited by cetain anisotropic shells, and its implications for the two-surface model for a shell, can be found in /28/. In fact, the didactic advantages of the twosurface theory in the analytical derivation of shallow-shell equations for arbitrary loading and material anisotropy are presented elsewhere /29, 30/. Finally, it should be clear that an extension of the present scheme of derivation to encompass general, oblique frames of reference poses no conceptual difficulties; however, such extensions lie beyond the curricula of most existing engineering courses (including postgraduate ones).
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# DIAGONAL BRACING OF SPECIAL CUBE GRIDS 
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#### Abstract

Consider a cube grid in the space as a rod and joint framework supposing that each cube is a rhomboid during the motion of the joints. The paper describes the economical placing of diagonal braces for making this special cube grid rigid.


## 1. Introduction

One of the simplest structures in statics are the frameworks.
Definition 1: A framework consists of rigid rods connected by rotatable joints.

Definition 2: A framework is rigid if any continuous motion of the joints that keeps the length of every rod fixed, also keeps fixed the distance between every pair of vertices in the framework.

Let us consider an $n \times m$ square grid in the plane. The corresponding rod and joint framework is a mechanism in the plane. Let the length of the rods be unit. An $n \times m$ square grid framework consists of $n(m+1)$ pieces of horizontal and $(n+1) m$ pieces of vertical rods connected by $(n+1)(m+1)$ pieces of rotatable joints. There is a $3 \times 4$ square grid on the left-hand side of Fig. 1 (disregard the six diagonals). We want to make the original square grid rigid using braces in the diagonals of some squares. Thus some squares will become rhombi, others remain squares during any motion of the vertices (Fig. 1). Hence the horizontal rods of the i-th column are parallel with each other during any motion of the joints so they can be denoted by vector $X_{i}$. Similarly, the vertical rods of the j-th row are parallel with each
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Fig. 1
other during any motion of the vertices so they can be denoted by vector $Y_{j}$ (Fig. 1). Thus we can describe the move of the $n \times m$ square grid framework with $n+m$ vectors, disregarding the translation of the framework only.

According to Definition 2, if every square remains square for any motion of the vertices then the square grid is rigid in the plane. How to brace the square grid if it must be rigid? How many diagonal braces are necessary? This problem have been solved by Bolker and Crapo /3/. In this note we give a new proof of Bolker--Crapo's theorem and extend their theorem to the space, namely to the $1 \times m \times n$ special cube grid. Recski /6/ gave a simpler proof to the theorem of Bolker and Crapo. We use other tools which are also useful in case of the special cube grids below. We are going to use elementary geometry, graph theory and continuity only.

Define the graph c of the framework $F$ as follows: the Vertices of the graph c correspond to the joints of the framework $F$ and there is an edge between two points of $c$ if there is a rod between the corresponding two joints of the framework.

Consider a rod and joint framework in one dimension (line or arc).
Lemma: A framework is rigid in one dimension if and only if its graph c is connected.

Proof: The connectivity of c means we can get from every point to every point along edges of the graph, that means, the joints of the framework can move together to the same direction with the same velocity. If c is not connected then the frameworks corresponding to its components can move independently of each other.

## 2. Square grid

At the beginning every vector $X_{i}$ is perpendicular to every vector $Y_{j}$, where $X_{i}$ and $Y_{j}$ are the horizontal and vertical vectors of the grid, respectively (Fig. 2).

We want to make the grid rigid by inserting diagonal braces. If the square in the intersection of the first column and the second row has a diagonal brace then vector $X_{1}$ is perpendicular to vector $Y_{2}$ during any motion. Thus the diagonal bracing is described by a bipartite graph (Fig. 3): the $X_{i}$ 's are in the first vertex class, the $Y_{j}$ 's are in the second vertex class, and an edge $X_{i} Y_{j}$ exists if and only if there is a diagonal brace in the square determined by the i-th column and the j-th row. We call this bipartite graph the bracing graph.

We denote the vector, its end points and the corresponding point of the bracing graph with the same letter because it will not cause any confusion.

Bolker--Crapo's theorem: An nxm square grid with some diagonal braces is rigid if and only if its bracing graph is connected.

Proof: The end points of the vectors are on a unit circle and some of them are of half $\pi$ distance from each other (Fig. 5). These vectors are perpendicular in the grid. Let a framework be on the circle. Its joints are the end points of the vectors and its rods exist if there is a diagonal brace in the corresponding square, that means these two vectors must be perpendicular to each other. The grid is rigid in the plane if and only if the former framework is rigid on the circle. This framework lies on a one dimensional circular arc. Using the lemma; this framework is rigid if and only if its graph c is connected. But c is isomorphic to the bracing graph, because their points correspond to the columns and the rows of the square grid framework, and their edges correspond to the diagonal bracing.
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If the bracing graph of the square grid framework is not connected then the square grid framework is not rigid, see the graph in Fig. 4, which is the bracing graph of the square grid framework on the left-hand side of Fig. 1. We can see a possible motion of the vectors on Fig. 5 since $X_{2} Y_{3}$ is an independent component of the bracing graph. The corresponding motion of the joints and the rods is shown on the right-hand side of Fig. 1.

## 3. Special cube grid

Consider a $1 \times m \times n$ cube grid in the space as a rod and joint framework supposing each cube is a rhomboid during any motion of the vertices (thus we disregard those motions of the cube where the vertices of any "square" face do not remain coplanar). This is the special assumption. (Throughout, quotation marks will refer to the original situation.) Naturally the special assumption is not satisfied in the space but I think this condition is realizable, and is useful in the general case.

We want to make the special cube grid rigid using some diagonals along the square faces of the unit cubes as diagonal bracing. The consequence of our special assumption is that the "vertical" rods of the first floor are parallel with the vector $Z_{1}$, those of the second are parallel with $Z_{2}$ and so on. The "parallel tube" indicated by heavy line in Fig. 6 will be denoted by $/ x_{2}, z_{1} /$. All the rhombi "perpendicular" to the heavy lines are parallel; applying a diagonal brace for any of them will fix the others as well.

The special cube grid is rigid if and only if all the rhombi remain square during any motion. We have three point classes $X_{i}, Y_{j}, Z_{k}$ similarly to the planar case. Thus we have a tripartite graph T (Fig. 7). We indicate the diagonal braces as edges in the tripartite graph. If $T$ is complete,


Fig. 6


Fig. 7
that is, if there exists an edge between every pair of points if they are in different point classes then the cube grid is rigid, because each rhomboid is a cube in the grid. However, less diagonal bracing may also be sufficient. Consider the three bipartite subgraphs of the bracing tripartite graph T.

## Necessity

Theorem 1: If the special cube grid is rigid then the bipartite subgraphs of the bracing tripartite graph are connected.

Proof: If the subgraph $X_{i} Y_{j}$ is disconnected then there exists a move whose direction is perpendicular to $Z_{k}$, as a consequence of Bolker-Crapo's theorem (Fig. 8).

NAGY, GY.


Fig. 8

The necessary condition is sufficient, that is:
Theorem 2: The special cube grid as a bar and joint framework is rigid if and only if the bipartite graphs of the bracing tripartite graph are connected.

## Motivation

$X_{i}, Y_{j}, Z_{k}$ are the end points of the respective grid vectors on the unit sphere. The special cube grid is rigid if and only if every $X_{i}$ is perpendicular to $Y_{j}$ and $Z_{k}$, and $Y_{j}$ are perpendicular to $Z_{k}$ during any motion. If there is a diagonal brace in the parallel tube $/ X_{2}, Y_{2} /$ then the vector $X_{2}$ is perpendicular to $Y_{2}$. We denoted it by a rod on the unit sphere between the points $X_{2}, Y_{2}$. Thus a framework $s$ arises on the sphere (Fig. 9). If this framework $s$ is rigid on the sphere then the special cube grid is rigid in the space. We have a framework on the sphere and its graph c is tripartite and its 3 bipartite subgraph are connected. This type of framework is generic rigid as a consequence of the following theorem $/ 5 /$.

Lovász--Yemini's theorem: Let $G$ denote a graph $c$ of a planar framework $F$ with $v$ joints and $e=2 v-3$ rods. Then $F$ is generic rigid if and only if the edge set of $G_{e}$, obtained from $G$ by doubling any edge $e$ of $G$, can be recovered by two edge disjoint spanning trees.

We say that a given framework $F$ is generic if all frameworks sufficiently near to $F$ have the same rigidity properties as $F$ does.

Lovász--Yemini's theorem is true intuitively on an open half sphere. Our graph $c$ has $1+m+n$ points and $1+m-1+m+n-1+n+1-1=2(1+m+n)-3$ edges since the bipartites are connected, where the dimensions of the grid are $1 \times m \times n$. It is clear from the definitions of the graph $c$ of the framework $s$ and the bracing graph $T$ that the graph $c$ of $s$ and the tripartite bracing

graph T are isomorphic. Thus we can apply the Lovász-Yemini's theorem for either one of them, say for $T . T_{e}$ is obtained from the tripartite bracing graph $T$ by doubling an edge e of $T$. $T_{e}$ can be covered by two edge disjoing spanning trees. Let $B / X_{i}, Y_{j} /$ denote the bipartite graph between $X_{i}, Y_{j}$. Let the doubling edge from $B / X_{i} Y_{j} /$ be, say, $X_{1} Y_{1} . B / X_{i}, Y_{j} /$ has two subgraphs so that we can get from some $X_{i}$ to each $Y_{j}$ in the first subgraph along edges, and we can get from some $Y_{j}$ to each $X_{i}$ in the second subgraph along edges. They are denoted by $S / X, Y /$ and $S / Y, X /$, respectively. Thus we have two spanning trees: $B / X_{i}, Z_{k} / \cup S / X, Y /$ and $B / Y_{j}, Z_{k} / \cup S / Y, X /$.

## Sufficiency

If we can prove that the framework $s$ is rigid on the sphere then Theorem 2 is true. In this case we need the co-ordinates of the points $X_{i}, Y_{j}$, $Z_{k}$. Let us introduce a new system of co-ordinates, where the origin of the co-ordinate system is still at the unit sphere's centre and let the plane determined by the points $X_{i}, Y_{j}, Z_{k}$ be parallel to the new $X^{\prime}, Y^{\prime}$ axes. The rank of the rigidity matrix $/ 6$ / depends on the new $X^{\prime}$ and $Y^{\prime}$ co-ordinates of the points $X_{i}, Y_{j}, Z_{k}$ and on the graph c only, since these points form an equilateral triangle which is parallel to the new $\mathrm{X}^{\prime}, \mathrm{Y}^{\prime}$ plane. Thus we can simplify the original problem.

Consider a special cube grid bracing with some diagonal braces along square faces; it is rigid if and only if framework $p$ is rigid on the plane. The joints of $p$ are the same as those of framework $s$ and there is a rod between two joints if there is rod in framework s. Since joints of s are on a plane at the beginning of the motion, it suffices to consider the rigidity of the framework $p$ in the plane.


Fig. 10

Choose the joint $X_{1}$ among the joints $X_{i}$. There are some joints among the joints $Y_{j}$ and $Z_{k}$ that are adjacent with joint $X_{1}$. These joints are on a circle. The center of the circle is $X_{1}$, the radius of the circle is $\sqrt{2}$. Choosing every joint from joints $X_{1}$ we get some congruent circles. These circles are denoted by $X_{i}$ as well.

Assuming that framework $p$ is not rigid, there are at least two $X_{i}$ circles or two $Y_{j}$ circles or two $Z_{k}$ circles with a continuous motion relative to each other. Let us suppose at first that they are $X_{i}$ circles.

Since the moving is continuous we can choose three circles with radius $\varepsilon$ around the vertices of the original equilateral triangle. Every point $X_{i}$, $Y_{j}$ and $Z_{k}$ are in these three different circles with radius $\varepsilon$.

The circles $X_{i}$ intersect each other in points $Y_{j}$ and $Z_{k}$ or are identical. There are at least two circles that are not identical.

Every circle has two intersection points, one among the points $Y_{j}$ and the other among the points $z_{k}$ since the three bipartite subgraphs of the bracing graph are connected.

If $\varepsilon$ is less than 0.1 then the distances of the intersections of the $X_{i}$ circles are more than $2 \sqrt{2-\varepsilon^{2}} \approx 2.8213$ (Fig. 10) but the distances between points $Y_{j}$ and points $Z_{k}$ are less than $\sqrt{2}+2 \varepsilon \approx 1.643$. It is obvious that the $X_{i}$ 's are not different i.e. they do not move. A similar argument can be applied if two $Y_{j}$ circles or two $Z_{k}$ circles have a continuous motion relative to each other. This completes the proof of the theorem.

In the proof we show a new framework (framework p) in a plane that is rigid in its plane if and only if the special cube grid is rigid in the space and the graph c of the framework p is isomorphic to the bracing graph of the special cube grid.

This result shows that $1 \times m \times n$ special cube grids consisting of ideal frictionless rods connected by joints are rigid if and only if the three
edge direction projections of the grid with face diagonal braces are rigid in the plane.

Thus we need $2(1+m+n)-3$ face diagonal braces for the rigidity of an $1 \times m \times n$ special cube grid. This result could probably be generalized for higher dimensions.
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# PACKING OF 5 REGULAR PENTAGONS ON A SPHERE 

TARNAI, T.*-GÁSPAR, ZS.**

(Received: 16 January 1995)

How must $n$ equal non-overlapping regular spherical pentagons be packed on a sphere so that the angular radius of the circum-circles of the pentagons will be as great as possible? In the paper, the conjectured solution of this problem for $n=5$ is presented.

## 1. Introduction

The arrangement of pentamer structural units composed of protein molecules in the capsids of certain spherical viruses has inspired the following mathematical problem /3/: To determine the largest angular circumradius $r_{n}$ of $n$ equal regular spherical pentagons which can be packed on the surface of a sphere without overlapping.

Conjectured solutions to this problem are known for $n=6,8 / 5 /$ and, under symmetry constraints, for $n=24,72 / 6 /$. For $n \rightarrow \infty$ a packing in the plane is obtained. The conjectured best arrangement of equal regular pentagons in the plane is published in /2/.

Density $D_{n}$ of a pentagon packing is defined as the ratio of the total area of the surface of the spherical pentagons to the surface area of the sphere:

$$
D_{n}=\frac{\pi}{4}\left(\frac{5 \alpha}{\pi}-3\right)
$$

where $\alpha$ is an angle of the pentagons measured in radians.

[^16]The aim of this paper is to present a conjecture for the densest packing of 5 pentagons on a sphere. The best arrangement will be selected from packing constructions resulting in local maxima of the circum-radius of the pentagons and so local maxima of the density of packing.

## 2. Packing constructions

This pentagon packing problem is similar to the Tammes problem of packing of equal circles on a sphere. However, because a circle is strictly convex but a pentagon is not, there are dissimilarities between the two problems. The most important one is that to a packing of circles there can be associated a graph /l/, but to a packing of pentagons there exist no graph of the same sort. In a circle packing, two circles can touch only in one way; but in a pentagon packing, two pentagons can touch in three different ways: with (a) edge-to-edge, (b) vertex-to-edge, (c) vertex-to-vertex contact.

The pentagon packing problem will be investigated by a method similar to the "heating technique" developed for spherical circle packings /4/, resulting in a local optimum. The principle of this method $/ 5 /$ is that the pentagons are considered as rigid bodies lying on the surface of the sphere such that their size can be changed simultaneously and in the same proportion. Change in size is attributed to a change in "temperature". Due to a change in temperature the pentagons move on the surface of the sphere, and the boundaries of pentagons in contact can slide on each other. The temperature of the pentagons and so the size of the pentagons is increased uniformly while the system of pentagons remains free of stress. The circumradius is looked for, for which the pentagons just start to press each other and the system of pentagons gets to a stable state of self-stress. In this state the size of the pentagons cannot be increased any further with continuous increase of the temperature. Appearance of a stable state of selfstress with no contacts in tension indicates a local optimum.

We have applied the method for packing of 5 equal regular pentagons on a sphere. We have worked out a computer program for finding the best configuration, but here we omit the details of the calculation and present only the main points and the results.

Consider first the best packing of six pentagons on a sphere where the radius of the circum-circle of a pentagon with six-decimal accuracy is equal
to $48.719106^{\circ} / 5 /$. Let us take two pentagons of this packing and join them in such a way that they have a vertex in common, then pack them on the sphere so that the common vertex and the centres of the pentagons lie on the equator. Then let us consider a copy of this pair of pentagons, obtained from the original by a rotation of $90^{\circ}$ about the common vertex, and translate the two rotated pentagons in the opposite direction perpendicular to the equator until they contact the original pentagons. (The compound of the four pentagons has two planes of symmetry.) Between the two rotatedtranslated pentagons, antipodally to the common vertex, there is space for the fifth pentagon. This arrangement is considered as the starting configuration for the heating process. The temperature, that is, the size of the pentagons can be increased until the fifth pentagon contacts the two ro-tated-translated ones. However, if the two-fold mirror symmetry of the compound of the four pentagons and the common vertex is preserved, the system of forces arising at all the contacts of the pentagons can be in equilibrium only in two cases:
(1) The fifth pentagon and one of the rotated-translated pentagons have a side in common and the vertex of the fifth pentagon, opposite to this common side, is lying on a side of the other rotated-translated pentagon as is shown in Fig. 1. (Considering its position, the fifth pentagon will be called a standing pentagon at the rear.) The radius of the circum-circles of the pentagons in this arrangement with seven-decimal accuracy is $r_{5}=49.5338118^{\circ}$.

(a)

(b)

Fig. 1. Packing with 4 pentagons in $D_{2}$ symmetry in front and a standing pentagon at the rear, where 2 pentagons have a vertex in common, (a) front-view, (b) view from above


Fig. 2. Packing with 4 pentagons in $D_{2}$ symmetry in front and a lying pentagon at the rear, where 2 pentagons have a vertex in cormon, (a) front-view, (b) view from above
(2) The fifth pentagon and each of the rotated-translated pentagons have a side segment in common as is shown in Fig. 2. (Considering its position, the fifth pentagon will be called a lying pentagon at the rear.) The radius of the circum-circles of the pentagons in this arrangement is $r_{5}=49.5683744^{\circ}$.

In both cases a state of self-stress can be detected, however, none of the two configurations results in a local maximum of the density, since in both cases, at the common vertex a tensional contact force appears while all the other contacts are in compression. Appearance of a tensional force means that one of two pentagons, between which the tensional force acts, wants to depart from the other. We must not prevent this departure, so the contact of the two pentagons must be removed. Repeating the heating process for the modified assembly of pentagons we can improve the packing. We can do it, for instance, if we rotate the two original pentagons lying on the equator equally and in the same direction (say clockwise), then join them with edge overlapping. Doing so we can increase the size of the pentagons, and depending on the position of the fifth pentagon we obtain two additional equilibrium configurations where the compound of the four front pentagons has a two-fold rotational symmetry:
(3) In the case where there is a standing pentagon at the rear, by an increase in the size of the pentagons we arrive at the configuration in Fig. 3. Here the radius of the circum-circles of the pentagons is obtained


Fig. 3. Packing with 4 pentagons in $C_{2}$ symnetry in front and a standing pentagon at the rear, where 2 pentagons have an edge segment in common at the axis of symmetry, (a) front-view, (b) view from above
at an edge-overlap of $7.1542381^{\circ}$ of the two pentagons lying on the equator, and its value is $\Gamma_{5}=49.5564816^{\circ}$
(4) In the case where there is a lying pentagon at the rear, by an increase in the size of the pentagons we arrive at the configuration in Fig. 4. Here the radius of the circum-circles of the pentagons is obtained


Fig. 4. Packing with 4 pentagons in $C_{2}$ symmetry in front and a lying pentagon at the rear, where 2 pentagons have an edge segment in common at the axis of symmetry, (a) front-view, (b) view from above


Fig. 5. Locally optimal packing with 4 pentagons in $D_{2}$ symmetry in front and a standing pentagon at the rear, (a) front-view, (b) view from above
at an edge-overlap of $6.9989408^{\circ}$ of the two pentagons lying on the equator, and its value is $r_{5}=49.5903228^{\circ}$.

In both cases a state of self-stress can be detected, however, none of the two configurations in Figs 3, 4 results in a local maximum of the density, since in both cases at the edge-to-edge contact of the pentagons lying on the equator a tensional force appears again. This shows that-the packing is improvable further after removing this edge-to-edge contact. Indeed, we can make the pentagons larger if first we arrange the four front pentagons so that the two pentagons lying on the equator have edge-to-edge contacts with the rotated-translated pentagons. In this case the compound of these four pentagons has two planes of symmetry. Preserving this symmetry and contact properties of the four front pentagons we increase the size of the pentagons until the fifth pentagon blocks the motion of the system. Depending again on the orientation of the fifth pentagon we get to two new equilibrium configurations:
(5) In the case where there is a standing pentagon at the rear, we obtain the arrangement in Fig. 5 in which the radius of the circum-circles of the pentagons is $r_{5}=49.5794094^{\circ}$.
(6) In the case where there is a lying pentagon at the rear, we obtain the arrangement in Fig. 6 in which the radius of the circum-circles of the pentagons is $\mathrm{r}_{5}=49.6138224^{\circ}$.


Fig. 6. Locally optimal (the conjectured best) packing with 4 pentagons in $D_{2}$ symmetry in front and a lying pentagon at the rear, (a) front-view, (b) view from above

In both cases a stable state of self-stress can be shown, and each contact is in compression. This means that in both cases we have a locally extremal arrangement.

## 3. Conclusions

We have collected the results of all the investigated equilibrium configurations of pentagons in Table 1 where the packing densities and the crystallographic symmetry groups are also given.

Table 1. Packing of 5 equal regular pentagons on the sphere

| Figure | Circumradius $\mathrm{r}_{5}$ <br> $\left({ }^{\circ}\right)$ | Density $\mathrm{D}_{5}$ | Symmetry | Remark |
| :--- | :---: | :---: | :---: | :---: |
| 1 | 49.5338118 | 0.7468699 | $\mathrm{C}_{\mathrm{S}}$ |  |
| 2 | 49.5683744 | 0.7479557 | $\mathrm{C}_{\mathrm{S}}$ |  |
| 3 | 49.5564816 | 0.7475820 | $\mathrm{C}_{1}$ |  |
| 4 | 49.5903228 | 0.7486456 | $\mathrm{C}_{1}$ |  |
| 5 | 49.5794094 | 0.7483025 | $\mathrm{C}_{\mathrm{S}}$ | local optimum |
| 6 | 49.6138224 | 0.7493847 | $\mathrm{C}_{\mathrm{S}}$ | local optimum |

We could not find more than two local optima, so we think that one of them is the solution of the problem, that is, we have the following Conjecture. The densest packing of five equal regular spherical pentagons on a sphere is the packing in Fig. 6 where a pentagon is packed at the north pole, another one at the south pole and the remaining three pentagons on the equator with consecutive distances $108^{\circ}, 144^{\circ}, 108^{\circ}$ between their centres, and where the circum-radius of the pentagons is $r_{5}=49.6138224 \ldots{ }^{\circ}$.

The density of the conjectured best packing is $D_{5}=0.7493847$. The plane of the equator is a plane of symmetry of this packing configuration. The centres of the pentagons form a trigonal bipyramid in which the edge lengths of the base triangle are $108^{\circ}, 144^{\circ}, 108^{\circ}$ and the length of the incline edges is $90^{\circ}$. We note that, for the densest packing of 5 circles on the sphere $/ 1 /$, the radius of the circles is $45^{\circ}$ and the density is 0.7322330 , and because the circle packing is not rigid (the solution is not unique) the centres of the circles can form also a trigonal bipyramid, in particular, with the same edge lengths as the conjectured best packing of 5 pentagons.
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