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An international symposium on NEURONS AND NEURON ASSEMBLIES
sponsored by the Hungarian Academy of Sciences and by the Hungarian
Association of Anatomists was held at Pécs, Hungary, August 30 -
September 1, 1982. The invited speakers paid tribute to Professor
Janos Szentagothai whose 70th birthday was celebrated on that
occasion. By publishing a considerable portion of the papers
delivered at the above symposium the Editorial Committee of the
present journal wants to congratulate Professor Szentagothai and

wishes many productive years for his scientific activity.
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THE BANQLET

This is a great occasion to honour Janos Szentagothai, whom we
are so happy to recognize as our friend and as our inspiration.
He is a true scientist iIn an age where the customary performance
is to publish data - measurements and observations with a min-
imum  of interpretation because ideas and interpretations may
be disproved and one does not dare to be wrong! This can be
seen iIn so many neuroanatomical publications where great details
of neuronal structure and connections are depicted, but no at-
tempt is made to give a comprehensive diagram, say of the basic
neuronal circuitry of the cerebral cortex, in which the dis-
covered details achieve a wider significance. By contrast look
at one of John’s papers - on the spinal cord -on the cerebellum. -
on the cerebral cortex - and you will find in addition to the
experimental findings a superb diagram drawn by John, who is a
skilled artist. You will see his creative imagination in action.
He dares to draw a detailed structure of neurones and their
connectivities as he envisages them in the light of his knowledge,
knowing full well that the maze of cells and connectivities 1is
but a provisional picture and will in due course be corrected
in the light of the new knowledge that is provided by experiments
testing his hypothesis; and correct them he does in the light
of new discoveries. But that is the essence of the scientific
enterprise - to put up creative ideas or hypotheses that chal-
lenge experiment and falsification. And so we progress in our
scientific undertaking in the manner so effectively described
by Karl Popper. John’s beautiful diagrams have spoken to me and
given the guidance in my years of studying the cerebellum and
then the cerebrum, and I am sure that I can speak for you all.
Of course there have been criticisms by the "hard science"
school who believe that one should do no more than report what
we see. So John has been described by a distinguished neuro-

ay itomist:

"The last of the romantic anatomists'.

On the contrary | believe that John has made neuroanatomy an
exciting adventure. The study of the brain is the greatest
scientific challenge confronting mankind. By contrast the great
successes of space travel, for example, are trivial. We have to
be romantic in this tremendous adventure. |1 hope for a succession
of romantic anatomists. Ramon y Cafal was a great pioneer, and
John Szentdgothai is a worthy successor of Cajal.

Sir John C. ECOLES

Aug. SI, 1982
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THE FOCAL TONIC CORTICAL CONTROL OF INTRALAMINAR THALAMIC
NEURONS MAY INVOLVE A CORTICO-THALAMIC LOOP

D. ALBE-FESSARD, M. CONDES-LARA*, P. SANDERSON

Laboratoire de Physiologie des Centres Nerveux,
Université Pierre et Marie Curie, 4, place Jussieu
- 75230 PARIS Cedex 05, France

The effects exerted by the cortex on thalamic neuronal ac-
tivity were studied using the technique of cortical spreading
depression. Glass micropipette recordings were made simul-
taneously in the thalamus and cortex and we found that the
activity of a portion of the thalamic neurons was suppressed
when the cortical spreading depression arrived at a particu-
lar and localised cortical area, which was different for
different thalamic nuclei. The suppression of spontaneous
activity was longer and more frequently observed for cells
of the "intralaminar thalamic nuclei.

To determine if the action of the cortex on the intralaminar
thalamic nuclei, demonstrated by these experiments, involved
a monosynaptic pathway we used both electrophysiological
and anatomical methods. When recording in the cortical area
which we had found to control intralaminar thalamic activity
we observed that, antidromic activation and also a pause

of cortical cells was produced by intralaminar stimulation.
When HRP was injected into the intralaminar nuclei we found
retrogradely labelled cells in the same cortical area.

To determine if a reciprocal connection exists we injected
HRP into the same cortical area; retrogradely labelled
cells were subsequently found in the intralaminar nuclei.

A reciprocal cortico-thalamic connection thus appears to
exist between the controlling cortical area and the intra-
laminar thalamic region under this control. The possibility
that this loop is involved in the facilitatory descending
influence exerted on intralaminar nuclei is discussed.

In order to examine the role played by the cortex in the

activity of thalamic structures we have transitorily removed

the cortical influence acting at this level. Different tech-

*Unidad de Investigaciones Cerebrales, Instituto Nacional de
Neurolégia y Neurocirugia, Mexico City (Mexico)
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10 D. ALBE-FESSARD et al.

niques can be used to produce such a reversible block. In cats
and monkeys, cooling techniques or cortical blockade through
local application of KClI were used to study similar problems
[6, 15]- As we were working in rats we were able to use the
technique of spreading depression, Ffirst described by Leao [10]
and subsequently by Bures et al. [5], to investigate cortical
subcortical relationship. This technique provokes a transient
and reversible block which is propagated over the entire cortical
surface.

We have recently reported [1] using this technique, the
existence of a tonic cortical facilitatory control over thalamic
nuclei and we have shown that intralaminar nuclei were the most
significantly affected. We also reported evidence for the existence
of a topographic organisation of this cortico thalamic control.
In this paper we will give more evidence for this topical organisation
and through electrophysiological and anatomical techniques describe
our search for a reciprocal cortico-thalamic loop that may be

responsible for some of these focal effects.

MATERIALS AND METHODS

Male Sprague-Dawley rats weighing 280 gr were used In these
experiments, 71 for the electrophysiological section and 5 for
the HRP studies.

For the electrophysiological experiments the rats were
anaesthetised intramuscularly with Ketamine (80 mg/kg), tracheotcmised

and placed in a conventional stereotaxic apparatus. The skull

Acta Morphologica Academiae Scientiarum Hungaricae 31/1- 3, 1983



CONTROL OF INTRALAMINAR THALAMIC NEURONS 1

was exposed and trephine openings were made in order to introduce
the stimulating and recording electrodes and also to produce
the cortical spreading depression. The animals were then paralysed
with Gallamine triodoethylate (Flaxedil) (@5 rag/kg) and artificially
ventilated. Heart rate was monitored continuously and body
temperature maintained at about 37 °C by a hot water circulating
pad.

The stereotaxic coordinates (thalamic and cortical) were
taken from the atlas of D. Albe-Fessard et al. [3 3 and Sapienza
et al. 114].

Extracellular recordings were made using one, two or four
microelectrodes (micropipettes filled with KCI (0,6 M) and pontamine
blue (@ %). The electrode impedance was between 8 to 10 MMN. For
each microelectrode, recordings were obtained from a DC amplifier
with a large frequency band. The recorded activity was filtered
in order to separately derive DC phenomenon and spikes. The spikes
were recorded on tape or film, or digitalized and automatically
counted to construct time frequency histograms or raster dot
displays.

To trace pathways we have used antidromic activation
techniques and HRP retrograde labelling of cells. To recognize
antidromic activation of cells we employed the three classical
tests described by Paintal [12] , Darian-Smith et al. 8l .
Albe-Fessard et al. [21 and many others: fixed latency,
ability to follow a high frequency stimulation and collision
with spontaneous spikes. For central stimulation, bipolar concentric
stainless steel electrodes (60 to 100 KW) were implanted in

thalamic nuclei using stereotaxic coordinates and electrophysiologicai

Acta Morphologica Academiae Scientiarum Hungaricae 31/1- 3, 1983



12 D. ALBE-FESSARD et al.

the posterior region (Ant. 1.5). The application of KC1 lasted
approximately 1 minute after which the dural surface was carefully
washed with physiological saline solution. Recording with a
single microelectrode, connected to a DC amplifier, it was observed
that the cortex anterior to the site of KC1 application was
invaded by a DC wave which was accompanied by the silence of
the given cell recorded. This wave of blockade of the cellular
activity travelled at a speed of 4.8 mm/min. Figure 1 shows
that the DC shift is preceeded by a pause (b), then a burst of
spike activity (©) which accompanied the onset of the DC shift
and a long pause in spike activity commenced after the onset of
the prolonged negative DC shift. In a single electrode tract we
observed similar phenomena for all the cortical cells encountered
(Fig- 2). In brief the activity of a column of cells was blocked
When the GSD arrived at its level. During this period the
responsiveness of cortical cells to afferent impulses as well
as to antidromic activation disappeared. We have verified this

fact by activating cells through pyramidal stimulation.

Acta Morphologica Academiae Scientiarum Hungaricae 31/1- 3, 1983



CONTROL OF INTRALAMINAR THALAMIC NEURONS 13

Fig. 2. Recordings taken from a cortical microelectrode
trajectory (depth in ym) in wich the activity of 5 cells G
superior traces) was recorded during the arrival of successive
spreading depressions provoked by the application of KCSL at
exactly the same posterior cortical area (arrows). Only DC
changes are presented but for all 5 cells the spikes had the
behavior presented in Fig 1. The lower record was performed
at the level where the DC shift disappeared

Fig. 1. Events appearing at cortical cell level on arrival of
a spreading depression produced by the application of KC on
posterior cortical zone (arrows). Recordings were performed
with a glass micropipette, they are treated in three different
ways. Upper trace : DC changes are recorded on an ink-writer3
the spike activity being filtered. A downward deflection
corresponds to a negativity of the recording electrode. Middle
trace: The spike activities deprived of their DC component are
automatically counted and a frequency histogram is presented
at the same speed as the DC changes (1 min). Spike tracings:

A few examples of the spike activity are presented at a more
rapid speed (600 msec). They correspond to the different phases
(@, by c, d, e) of the frequency histogram3 and the correspon-
dences are underlined by- arrows. For the spikes a downward
deflection corresponds to a positivity of the miaroelectrode

Acta Morphologica Academiae Scientiarum Hungaricae 31/1- 3, 1983



14 D. ALBE-FESSARD et al.

RESULTS

Behavior of cells in different thalamic areas during cortical

spreading depression

In normal conditions, cortical spreading depression is not
transmitted to thalamic areas. This point is well demonstrated

-in Figs 3 and 4 where no DC shift was observed in the thalamic

Fig. 3. Events appearing in two different thalamic nuclei when
a spreading depression propagates in the cortex. Four simul-
taneous microelectrodes recordings were used : two in cortical
regions (1st and 4th line), two in thalamus, one in ventralis
posterior {VP, 2nd and 3rd line), one in centralis lateralis
(C1, 5th and 6th line). For the cortical recordings only DC
shifts are presented, for thalamus spike frequency histograms
and DC recordings are given. Note that spike activity is modified
at thalamic level when spreading depression arrives at a given
cortical focus and that no negative DC shift appears in the
thalamus

Acta Morphologica Academiae Scientiarum Hungaricae 31\1- 3. 1983



CONTROL OF INTRALAMINAR THALAMIC NEURONS 15
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Fig. 4. Same type of experiment as for Fig. 3. Note that iIn this
case the VP cell activity is not depressed during the cortical
spreading depression and only a short burst of activity appears.
This VP cell was driven by tactile natural stimulation applied
to the forelimb (black dots)

controls. To mark the stimulating electrode at the end of the
experiment an electrolytic deposit of iron was made by passing
a current of 100 yA anodal for 10 sec and stained using a
ferric-ferrocyanide reaction. To verify the position of the
microelectrode recordings, an ejection of pontamine blue was
performed at the terminal point of each trajectory using 15 yamp
cathodal for 15 minutes. The brain was perfused with formalin
10 % and frozen sections were stained with the Nissltechnique.

HRP iInjections were performed iIn the cortex and in intralaminar

Acta Morphologica Academiae Scientiarum Hungaricae 31/1- 3, 1983



16 D. ALBE-FESSARD et al.

nuclei with a syringe connected to a micropipette filled with
a solution of 40 % HRP in distilled water. A volume of 0.03 pH
was injected in the cortex and in the thalamus 0.01 to 0.0 pH
were iInjected. After a survival time of 48 hours the animals
were anaesthetized and perfused intracardially with a solution
of 2 % paraformaldehyde, 2 % glutaraldehyde in 0.1 M phosphate
buffer. The brain was removed immediately and left in the perfusion
solution overnight then transfered to a phosphate buffer with
a 5 % glucose solution for a further 48 hours. The brains were
then sectioned on a freezing microtome at 40 pm and treated
with DAB reaction.

The sections were mounted and counter-stained with Nissl stain

and examined with a light microscope.

Cortieal spreading depression (CSD)

The CSD was provoked by placing a small piece of filter

paper (@& mm2) soaked in 1 molar KC1l onto the dural surface in

recordings when spreading depression appeared at different
cortical levels. However the same figures demonstrate that
cells in different thalamic nuclei undergo changes when spreading
depression invades the cortex. These changes are presented in
Fig. 3 for a ventralis posterior (W) and a centralis lateralis
(CL) cell. Four main points from this expreiment can be deduced:

- In both cases a reduction of spike activity was observed
in both cells and it was of about the same duration.

- Only in the VP cell did a burst of discharge appear
during the first phase of cortical spreading depression.

- The reduction of spiking was similar in duration to that

produced by CSD in a cortical cell.

Acta Morphologica Academiae Scientiarum Hungaricae 31/1- 3, 1983



CONTROL OF INTRALAMINAR THALAMIC NEURONS 17

- The reduction of spiking did not appear at the same time
in different nuclei.

In Fig. 3, we have presented the CSD"s which corresponded
to VP cell change (Ant. 4.5) and to CL cell change ((Ant. 8.5).

A similar experiment is presented in Fig. 4, but here the
VP cell did not undergo as clear a reduction in spiking as the
CL did and only a short burst of spikes appeared during CSD.

In this case the VP cell could be driven by tactile stimuli.
We have found that VP cells not controlled by the cortex often
had this property.

Figure 7B presents a map of the position of the cells
studied in the thalamic areas which presented the three different
types of behavior described above. The only long lasting effects
observed were a reduction of spiking. The other clear phenomenon
are a short excitatory burst of spikes of about the sains duration
as that accompanying the onset of cortical spreading depression.
The reduction of spiking can be easily explained iIf we accept
that a descending facilitatory effect coming from cortical cells
is acting permanently on certain thalamic cells and that these
facilitatory pathways are topically organised.

The burst of discharge can be explained in two ways, either
it is the result of the excitation of the facilitatory pathways
by the phasic discharge which just preceeds the onset of CSD
or, it is the sign of a phasic suppression of an inhibitory
mechanism.

The technique of cortical blockade which we have employed
does not allow us to determine if the facilitation or inhibition
just proposed are mediated through a direct or a relayed pathway,

we will deal with this problem in the following section.

2 Acta Morphologica Academiae Scientiarum Hungaricae 31/1- 3, 1983



18 D. ALBE-FESSARD et al.

Direct descending connections between cortex and intralaminar nuclei

We have searched for these connections using both electro-
physiological and anatomical techniques, both results are presented
in Fig. 5.

@ Recording in the cortex at the level from which the
cortical control exerted on CL cells was found (Ant. 8), we
studied the responses to bipolar stimulation of C/A. Seventy-two
cells were studied, among them 9 presented a short latency
excitatory response. Four of them were confirmed by the collision
test to be antidromic responses (Fig. 6A) . The latencies of
responses corresponded to axon conduction velocities of between

Cl. stimulation CI.HRP

Fig. 5. Electrophysiologiaal and anatomical results obtained at
cortical level when stimulation {at left) or infection of HRP
{at right) were applied at Cl thalamic Ilevel in the area in which
the majority of cells presenting a pause during cortical spreading
depression were found {diagram lower right corner). Note that
cells antidromically activated by C/ stimulation are In the same
area as cells at the origin of a cortico-CUN pathway. At this same
level a portion of the cells are inhibited or not affected

Acta Morphologica Academiae Scientiarum Hungaricae 31/1- 3, 1983



CONTROL OF INTRALAMINAR THALAMIC NEURONS 19

Fig. 6. Examples of responses of oortioal cells produced by C%
stimulation. A : cell antidromically activated. Only the colli-
sion test with a spontaneous spike (Which trigger the sweep) is
presented here (triangle designates the place of the collide
antidromic response). B : another cell presenting a pause after
Cl stimulation {arrow). Successive pauses are presented on a
raster display

2 and 5 m/sec. The other 5 cells responded to CE£ stimulation
with too short a latency for the collision test to be conclusive.
The collision time may have been the refractory period. The 9
cells excited at short latency also showed a subsequent decrease
in their spontaneous activity. A further 25 cells presented only
a decrease in their spontaneous activity. The duration of the
pause had a mean value of 144 msec + 42, a typical pause response
is presented in Fig. 6B. The 38 remaining cells studied had
their activity unchanged by CL stimulation. As can be seen in
Fig. 5 (at left) the majority of the unresponsive cells were
found in the more lateral cortical explorations.

s
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((®) Injections of HRP into the ClI were performed in 2
These iInjections were placed at the same level as where the CI
was excited in the electrophysiological experiments. The positions
of the cells retrogradely labelled are presented in Fig. 5 (at
right). This region corresponds to the area where short latency
responses were found with electrophysiological technique.

These experiments have demonstrated that a dire t pathway
exists between cortex and CI which may be the support of the
facilitatory process which is suppressed by the CSD wave.

The pause which follows the excitation produced by CL
stimulation can be explained in two ways. It is due to the
activation of an inhibitory intra-cortical neuron, either by a
collateral of the descending axon or, by an ascending pathway
coming from CL. To make a choice between this two hypotheses

we had to determine if a CL-cortical pathway exists.

An ascending pathway between CL and cortex

Injections of HRP were performed in the cortex at the anterio-
medial level where antidromically activated cells were found
after CL stimulation (Ant. 8, Lat. 1). The position of the thalamic
cells labelled in 3 such experiments are presented in Fig. 7A.
They were found in majority in CL, in the lateral nucleus and
a small part of ventralis lateralis (VL). It is interesting to
note that in the same nuclei cells generally present a pause in
their activity during the passage of CSD in the same cortical
area as the injection. Figure 7B shows for comparison, the place
where cells presenting only a decrease of activity during CSD

(black dots) were found. In Fig. 8 two examples taken from two
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/1

Distribution of HRP labelled cells

B

Cortical ePPect on spontaneous activity
« decrease

Fig. 7. A : distribution of the cells of origin of a thalamo-
oortioal pathway determined at 3 anterior levels. An infeetion
of HRP was performed at Ant. 8 (diagram upper left hand corner)
in the zone where a cortical spreading depression was shown .to
be simultaneously accompained by a pause in CL cell activities.
The majority of the cells which where labelled are in centralis
lateralis {CL), nucleus lateralis {L) and a part of ventralis
lateralis (VL). B : for comparison the distribution of cells
whose reaction during cortical spreading depression were studied

is shown (1)
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HRP_ Cx labelled cell in CI

Fig- 8. In two different animals the HRP injection sites are
presented at left and examples of the corresponding labelled
neurons at right (arrows). First row the injection was in cortex

the labelled cell in CI. Second row, the injection was in CI,
labelled ce.is in cortex
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different animals are given, they show the reciprocal connections

between CL and the cortex at anterior 8, medial level.

DISCUSSION

We have confirmed in this paper, using the CSD technique,
that cortical areas have a permanent tonic facilitatory influence
on certain thalamic cells. This tonic control is clearer in the
intralaminar region and the cortex involved is in the medial
area of plane Ant. 8. From the maps drawn by Sapienza et al.

[14 ], this region corresponds to the limit of motor and
premotor cortex.

1. This facilitatory effect seems to involve a direct descending
pathway, the existence of which is demonstrated in our work.
However the definitive proof of the involvement of the direct
descending pathway in this facilitation would be the demonstration
that the descending cortico-thalamic pathway is excitatory. This
point has not yet been demonstrated in the rat. The existence
of a descending pathway from cortex to medial thalamus has been
previously reported by Rinvik [13] In cats with the use of
silver impregnation. He showed that the caudal portion of the
cingulate gyrus projects to CM-CL and that a topographical
organisation exists.

2. A reciprocal connection exists between the cortically controlled
intralaminar nuclei and the cortex of origin of this control.
The ascending pathway from CL to cortex was found in the cat by
electrophysiological [21 and anatomical techniques [9,4,11] .

In the rat, Cesaro et al. [7] have also confirmed its existence.
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Our results are in close agreement with previous reports
which show the existence of a cortico-thalamo-cortical loop
for intralaminar nuclei. They give moreover, a functional role
to this loop which seems to play an important role in spontaneous
activity at thalamic and probably also at cortical level.

3. It is difficult to decide with the experiments we have performed
if the short burst of activity which appears in certain thalamic
cells (in particular in VP cells) is due to an activation of
the facilitatory pathway by the burst of activity which signals
the onset of CSD or, if it represents the suppression of a
descending phasic inhibitory control. We are in favor of the
first explanation. This opinion is based on the experiment in
cats of Waller and Feldman [15] which compared the effects
of KC1 blockade and of cooling, and reported that it is only
with spreading depression, where the cortical blockade is
preceeded by an excitation, that the thalamic excitatory burst
appeared in VP.

4. If we accept that the origin of the first burst is an
excitation of the facilitatory descending pathway, it is dif-
ficult at first sight to explain why this first burst is not
present in intralaminar cells, the place where the facilitatory
tonic cortical pathway seems to have a primordial role. This
fact can be explained however, if we consider that all de-
scending facilitatory impulses may activate an ascending in-
hibitory circuit acting on the cells in which the descending
facilitatory action originates. This inhibitory retroactive
process would then limit the frequency at which a CL cell can
follow a descending facilitatory message. The cortico-thalamo-

cortical loop would thus exert a sort of filtering on the
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descending facilitatory circuit. This phenomenon must be absent
in the case of VP cells where the first burst appears but is
not followed by a pause in activity. Experiments are now being

performed to examine if this is tenable.
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DEVELOPMENT OF VISUAL SYSTEM - COMPARISON OF MONKEY AND MAN

LAURENCE J. GAREY

Institute of Anatomy, University of Lausanne, Rue du Bugnon 9,
CH-1011 Lausanne, Switzerland

In Golgi preparations of the lateral geniculate nucleus of
adult humans and monkeys several types of neuron are described.
Multipolar neurons have a "radiate"™ or "tufted" dendritic
arbor. The next commonest class is the bipolar neuron with
two or three thick dendrites arising from opposite poles of
the soma. A few examples of rare medium-sized neurons with
beaded dendrites are found. There are also small neurons
with fine "axon-like" dendritic processes. Some have long,
untapered dendrites and others shorter dendritic arbors. A
class of large, capsular neurons is found in the circumgeniculate
capsule.

Maturation of lateral geniculate nucleus neurons in
baby humans and monkeys was studied in Golgi preparations.
They pass through post-natal stages characterised by dendritic
growth cones and a profusion of spine-like protuberances on
dendrites and somata. The mature form is found by the second
month in monkey and about one year in man.

The morphological changes in the thalamus are paralleled
by synaptogenesis in the visual cortex. In man synaptic
density reaches a maximum at about one year of age, declines
later in childhood and stabilises at adult levels by about
11 years of age.

In both monkey and man the period of morphological
maturation in the visual pathways corresponds to a time of
increasing visual acuity when visual deprivation is most
likely to have permanent harmful effects.

Study of the development of the visual pathways of normal
and visually deprived animals has helped us understand some of
the patho-physiological processes in human visual defects,
especially amblyopia. Of the animals used the one most likely
to allow extrapolation to man is the monkey. We here show that

there is a close relationship between monkey and man in some
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aspects of the morphological maturation of the visual pathways.

A rapid increase iIn the size of neuronal somata and the
number of synapses in the lateral geniculate nucleus (LGN) has
been shown in animals, including the monkey, in the first weeks
of life [10, 14, 18] when visual acuity is increasing and during
which visual deprivation can cause morphological and functional
defects [3, 4, 17, 21, 22, 26, 28, 29]. A postnatal increase in
LGN soma size also occurs in man during the first two years of
life [17], when he is also highly sensitive to the effects of
visual deprivation [2, 27]. The visual system remains sufficiently
"plastic™ to recover if corrective action is taken during this
time [4, 5, 11, 13, 24, 26].

Maturational changes also affect the dendrites and axons
of LGN cells in the monkey. In material impregnated by the method
of Golgi the LGN laminae are easily visible (Fig. 1) and various
cell types can be identified [25]. They have similar features
in all monkeys examined by us including several old-world, and
one new-world, species. The commonest type of neuron in the
monkey LGN is the multipolar, with several dendrites originating

from the soma either radially, or in an asymmetrical "tuft"”. Next

Fig. 1. Part of LGN of a late monkey foetus. Laminae (G and 6
are labelled), interlaminar zones and oiroumgenioulate capsule
(©) are clearly visible. Scale: 0,5 mm

Fig. 22 Multipolar neuron in a one-day-old monkey. The dendrites
are well developed, but bear many hair-like and spiny processes.
Scale (Figs 2-7 : 25 ym)

Fig. 3. Neuron with long, cylindrical dendrites in a one-day-old
monkey. Hairs and spines are rare on such neurons.

Fig. 4. Another form of neuron with cylindrical dendrites in a
14 day monkey

Fig. 5. Hairs and spines on dendrites and soma of multipolar
neuron in 14 day monkey

Fig. 6. Growth bud with filopodia {arrow) on a dendrite of a
foetal monkey

Fig. 7. Growth cone with filopodia on a dendrite of a 5 day
monkey
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commonest is the bipolar neuron, with two diametrically opposed
stem dendrites. The "triangular'™ neuron is a variant, with one
dendrite at one pole and two at the other. Much rarer are neurons
vith very long, untapered (cylindrical’) dendrites and "axon-

like" dendritic processes, perhaps interneurons. Two other.
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Fig. 8. Scale: 50 \im A. Typical multipolar neuron with numerous
hairs and spines in a foetal monkey B. Tufted multipolar neuron
in a 14 day monkey, with most dendrites in lamina 6, but a few
entering the circumgeniculate capsule (dotted lines) C. Spines,

hairs, growth buds and cones, and filopodia on a neuron of a 14
day monkey

possibly interneuronal, classes are small multipolar cells with
axon-like dendrites and neurons with beaded dendrites. Finally,
there are ‘'‘capsular’™ neurons with their soma in the circumgeniculate

capsule and their dendrites in lamina 6.

In the late foetus dendrites and axons bear growth cones
and filopodia. A few days postnatally growth cones disappear
and neurons develop a multitude of spiny and hair-like processes
on their soma and dendrites (Figs 2 to 8). By the end of the
first month after birth these excess spines and hairs have regressed
from most neurons, which take on their adult morphology [15]-
Using autopsy material from humans of both sexes aged from

35 weeks gestation to 82 years we have examined LGN sections
impregnated by the rapid Golgi or the Golgi Cox method [7, 8]-

LGN lamination is easily visible in young humans and most neuronal
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Fig- 9. Scale; SO pn. Montage 6f multipolar magnocellular neurons
of human infants at different ages. A- 35 week gestation permature,

with numerous filopodia arising from growth cones and buds. B.
2.5 month infant: note the greater number of spines and
hair-like processes. C. 4 month child, with even more numerous
dendritic and somatic processes (arrow indicates axon). D. 9
month child: note the abrupt loss of immature features compared
to the neuron in C. F, F> more mature magnocellular neurons at
1. 5 and 5 years
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types found in the adult LGN are distinguishable even before
birth. The same types of neuron are found in the LGN of man as
described above for monkey. During the first months of life
human LGN cells bear a multitude of spiny and hair-like processes
on their dendrites and soma (Fig- 9), just as in monkeys [7, 8,
15]. This contrasts with adult human LGN neurons which, as in
monkey, have few dendritic or somatic spines [25]. Hairs and
spines are abundant at birth, but by the age of 4 months in man
they are even commoner, although they have regressed in the
monkey. By 7 months in man spine density has decreased and
hair-like processes are rare. At the end of the first year even
fewer spines are visible on dendrites and somata and at this
stage the LGN looks like that of an adult. Not all neurons show
such exuberant hairs and spines. The cells with long, cylindrical
dendrites (the supposed interneurons) are less affected than
multipolar and bipolar cells. Until the age of 5 months neurons
in the human LGN have swellings along their dendrites, like the
growth buds and growth cones found in the monkey in the first

days of life [15].

So, most neurons in the monkey LGN look mature by the second
postnatal month. Visual acuity increases rapidly during the early
months of the monkey"s life, susceptibility to deprivation is
high and recovery from deprivation is difficult if allowed to
persist later [4, 11, 24, 26].- Man®"s LGN undergoes similar
maturational changes during the first year or so of life, which
is also a period of rapid increase iIn visual acuity when visual
deprivation may lead to amblyopia [7, 8, 12].

In view of these age-related changes in the visual thalamnus,

we have recently examined the human visual cortex for signs of
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structural changes over similar per_oas [9, 23]. We studied area
17 in human brains from 28 weeks gestation to 71 years old.
Measurements of the total volume of area 17 were made from serial
celloidin sections stained with methylene blue. The extent of
area 17 is clearly defined by the stria of Gennari even in the
foetus. Tissue was also prepared for electron microscopy by the
ethanolic phosphotungstic acid (EPTA) method [1] which stains
synaptic profiles selectively. The distribution of synapses was
recorded in strips of cortex extending from pia to white matter
and mean synaptic density calculated for the whole cortical depth
and for individual layers.

The total volume of area 17 was found to increase rapidly
after birth reaching its adult volume at about 4 months. Synaptic
density increases rapidly between 2 and 8 months postnatally
decreasing thereafter to an adult value of about 60 % of the
maximum, reached by about 11 years of age (Fig. 10).

IT one compares the data for synaptic density and volume,
it would appear that the total number of synapses iIn area 17
decreases sometime after the first year of life, reaching its
adult value by the age of about 11 years. Thus there is a rapid
production of synapses in the human visual cortex followed by a
decline during the first months of life, corresponding well with
the period of maturation of LGN neurons described above . The
Golgi study of human LGN has shown that loss of dendritic spines
occurs there with the appearance of adult morphology by about 9
months 17, 8]. It may, therefore, be supposed that the number
of synapses in the LGN could be decreasing during the same first

few months of life.
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Days Months Years

Fig. 10. Graph of changes iIn synaptic density (filled circles)
and volume of area 17 (open circles) with age iIn human visual
cortex. Age is plotted logarithmically. Bars on plots of synaptic
density represent standard errors of means of 6 separate synapse
counts in each brain

Visual alertness, acuity and stereopsis increase rapidly
in these first few months [11], and the visual system is in a
period of high vulnerability to abnormal conditions. Visual
deprivation [3, 4, 17, 21, 22, 26, 28, 29] or experimental
strabismus C201 lead to extensive changes in the functional
organization of the visual cortex in animals. In man, childhood
strabismus or early visual deprivation as in congenital cataract
lead to permanent visual iImpairment unless corrected quickly
[2, 27]- Cataract removal tends to result in near normal visual
acuity only if performed before the age of 2 months [16], that
is just prior to the period of the most rapid synaptogenesis

in the cortex. Thus, normal visual input seems to be important

during this period of synapse formation.
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ELECTRICAL SIGNS OF ACTIVITY IN ASSEMBLIES OF NEURONS
COMPOUND FIELD POTENTIALS AS OBJECTS OF STUDY IN THEIR OWN RIGHT

THEODORE HOLMES BULLOCK

Neurobiology Unit, Scripps Institution of Oceanography and
Department of Neurosciences, School of Medicine and University
of California, San Diego, La Jolla, California 92093 U.S.A.

A case 1s made for the study of evoked and ongoing brain
potentials as signs of activity in organized assemblies of
neurons. Whereas the study of single unit activity, usually
spike activity only, will continue to be a major window onto
brain function, it cannot explain or predict much of the
compound field potential recorded from assemblies even those
with small populations via semimicroelectrodes. We need as many
different windows as we can look through; each gives insight
on a different set of integrative mechanisms. Evoked and
ongoing potentials reveal a number of features and have advantages
for a variety of questions not otherwise as readily addressed.

1. INTRODUCTION

If you want to understand how Budapest or New York work,
it helps to study single individuals but it cannot suffice. You
have to use some techniques that smear individual differences
and lump categories. The same is true if we want to understand
how the human body works; single cell studies are important but
cannot suffice.

The gap in mutual appreciation is regrettably wide between
workers dealing with single neuronal units and those who study
compound field potentials of assemblies of neurons. This gap is
unnecessary and counter-productive; neither approach can hope to

tell the whole story. Even with both approaches working together
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and each extended in various ways, especially j.n multichannel
recording, we will be hard pressed for a long time to understand
what 1is really going on in the brain. The present occasion seems
an auspicious one and the aim of this essay is to improve the
understanding of the assembly approach. Since the relations are
not symmetrical and the space of this essay is insufficient to
discuss both approaches, 1 will concentrate here on some reasons
for reaching out beyond the recordings of single unit activity,
even many simultaneous channels of such recording to include the
compound field potentials, especially from extracellular semimicroelectrodes.
I will consider both the activity evoked by controlled stimuli
and the background activity which is ongoing without intentional
stimulation. 1 have in mind throughout the three prime questions
of biology: what is there (the natural history and morphology)?;
how does it work (the reductionistic physiology)?; and how did
it get that way (the development and evolution)? Woven through

the polemics, are suggestions for new research.

Il1. REASONS A PRIORI FOR STUDYING ASSEMBLY FIELDS

The sheer existence of a form of activity should attract
scrutiny until we have a good picture of the natural history.
After all, it is only an hypothesis that this form of activity
is attributable to the sum of independent activity of neuronal
units. Current concepts of membranes, of intercellular compartments
and of glia encourage speculation on sources of local currents
other than conventional transmembrane e.m.fs., at least for

slower events. Even for the presumably major contribution of
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neuronal activity to the vector sum, the summation of unit
activity is so complex that the resultant is not at all trivial.
Each neuron is an extended three dimensional array of smaller
.nd larger generators. The volume conductor for the resulting
fields of current is far from isotropic, the intercellular space
is often small and labyrinthine. Even if intracellular recording
were much easier than it is and if we could get into the fine
processes as well as into somata and large processes, we could
not expect to predict or to explain the composite field potential
of the assemblage of local units and parts of distant units.

The composite field is a window onto the neural activity;
it only partly overlaps with the intracellular unit window. Most
unit recording however is extracellular and confined to the spike
form of activity. This is especially true of recording with many
microelectrodes simultaneously - which is one of the most hopeful
frontiers for major technical developments in the future. This
restriction to the spike form of activity is a severe one, since
so much of the interesting integrative activity of cells, dendrites
and axonal terminals is graded, slow and generally small. In many
places units with good spikes are difficult to find, are clearly
not representative, or are even absent, as in much of the retina,
many invertebrate ganglia and 1 suspect rather widely in the
brains of vertebrates.

I would certainly not argue - as some people do - that
single unit recording 1is irrelevant to understanding the higher
levels of brain function. Even when it is confined to extracellular
spike activity, it will continue to be a major window, not only
into lower but also into higher levels of neural physiology.

With the advent of new methods of microelectrode fabrication,
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placement, and data processing, new horizons that we cannot
yet delimit are opening up for further insights. My argument
is simply that, for all its obvious attractions, the approach
of looking at one or a few units as samples is by itself an
inadequate window; we cannot see enough of what is happening.
The field potential of the assemblage is also a severely limited
window because it sums the activity of distinctly different
kinds of neurons, but it permits seeing things we cannot see
otherwise and it should not be shunned just because the questions
it addresses are different and the findings are difficult to
interpret in terms of units. We need both of these and all the

windows we can put our eyes to.

111. IMPORTANT FEATURES OF ASSEMBLY POTENTIALS

I propose now to document the point that field potentials
of assemblies of neuronal units have emergent properties, by
listing some of the notable and unpredictable features that
have iImpressed me in my own experience with a variety of species,

including higher and lower vertebrates and invertebrates.

A. Evolution: paucity of correlates with phytogeny, brain size,
or lamination

It would be a reasonable presumption that the EEG we are
familiar with from the human subject must be different in some
ways from the ongoing activity in other primates or other mammalian
orders, and especially from that in nonmammalian vertebrates,
with much smaller brains, no neocortex and much less lamination.
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Fig. 1. Power spectra of the electroencephalogram of several
species. The vertebrate ongoing activity was recorded from the
cerebrum (sea lion, Zalophus and rattlesnake, Crotalus) or
tectum {shark, Carcharhinus) in the quiet, unanesthetized, awake
state with bipolar electrodes. The Octopus activity was from the
vertical lobe in a similar state. Crayfish (Cambarus) activity
was from the ciraumesophageal connectives near the brain. Note
the difference in scale on the abscissa

The surprising finding, and one that 1 think must be telling
us something significant, 1is that the EEG shows no systematic
differences in a series of vertebrate species ranging from
large to small mammals, to frogs, Tfishes and sharks - when
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comparisons are made as nearly as possible In the same state

and from comparable parts of the brain (Fig. 1). At least there
are no differences at the crude level of gross wave form. Differences
within the individual between states or places are large, but

as between species of vertebrates the size of the brain or brain
region and even its degree of differentiation and lamination

are of minor iImportance to the overall form and spectrum of the
ongoing activity. It remains a major challenge to find the correlates
of the enormous advances in evolution of the nervous system and
its functional capacity.

Invertebrates, however, generally exhibit a very different
kind of ongoing activity. Instead of the smooth, slow waves
mostly below 30 Hz that we are used to with the vertebrate EEG,
gastropods, insects, crustaceans and worms show a predominantly

much faster record with many large spikes, even with gross

<Rout

<Rout

<Rout

Fig- 2. Upper two traoes are crayfish ongoing activity recorded

as in the lowest record of Fig. 1; lower two traces are from a
cat cortex, with the same time scale. The spikiness of the cray-
fish and its small slow waves are typical of records from insects,
worms and snails and do not depend on the type of electrode or
size of the brain
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electrodes (Fig- 2). This is not a question of size or numbers

of cells, but something intrinsic to the way the neuropile

functions. The numbers of cells in a large lobster or Zimulus
or Aplysia brain are far higher than those in small fish or in
the isolated one tenth milligram piece of the olfactory lobe
that Gerard [5] showed many years ago can still exhibit brain
waves, about 4 to 6 Hz, much like those in the intact animal.

The situation is not so simple as a dichotomy, with the
vertebrates having ongoing activity whose power spectrum peaks
below 20 Hz and falls to virtual noise level by 50 Hz, and the
invertebrates a power spectrum that extends into the hundreds
of Hz, most energy being above 50 Hz. The latter, or else
intermediate spectra can be found in the vertebrate spinal cord
or medulla with some kinds of electrodes. Short epochs with
large slow waves of 15 to 30 Hz can be found in insect optic
ganglia after flash stimuli, as also in the vertebrate retina.
Octopus, at least in its higher centers, acts iIn an intermediate
fashion, but much more like a vertebrate (Fig. 1). All these
assertions are still very tentative and a broad ranging comparison
c T different phylogenetic levels is still much needed.

Evoked potentials likewise show no simple correlations:
they can be brief or long, early or late, simple or complex in
invertebrate brains large or small and in structures with or
without lamination. Auditory brainstem responses can be similar
among taxa from fish to primates (Fig. 3) . Evoked potentials
can be virtually absent even when units are quite active. This
is not only true quite generally for invertebrates - with some
exceptions, but also for vertebrates._Evoked waves are a facultative

form of summation that presumably requires certain geometric
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] Click stimulus

T

Fig. 3. The ABR (auditory brainstem response) in a series of
vertebrates, recorded, outside the brain by averaging from 64

to 2000 responses to airborne clicks at low repetition rate
(<10/s). This is one of the few references iIn this paper to
far-field recording from large volumes of tissue. A microphone
record of the click used for several of the species is shown

at lower left but the arrival time is not precisely the same
for all species. As long as the main initial wave is above 1 kHz
the exact composition of the click is unimportant in determining
the ABR form; for the ray the click has to be <400 Hz and the
response wave form is sensitive to its composition. Recording
electrodes in the left column and in the bird were just intra-
cranial via fine midline holes through the cranium above the
posterior cerebellum and above the rostral end of the cerebrum;
rostral electrode negative = upwards defleetison. In the mammals
electrodes were near the vertex and the mastoid extraaranially;
vertex negative = upwards deflection. All records 40- ms loyg.-.
Voltage scale mark = ca. 2 y7 for ray, perch, rat, guinea pig,
cat and dolphin, 5 \vV for dove; ca. 0.6 y7 for man. Amplifier
filters: 10-3000 Hz except dolphin, 1-5000 Hz. Modified from
Bullock [2]; Corwin et al. [4]; Merzenich et al. [6]

and temporal conditions, still poorly known. For example, the
inferior colliculus and nucleus of the lateral lemniscus of
the dolphin show no evoked potentials to sounds below 5 kHz,

whereas units must surely be active since the cerebral cortex
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shows evoked potentials to such sounds. The same is true of
the auditory thalamus of the dove - it shows no evoked waves
to sounds that evoke good waves in the cortex. Though we don"t
understand these facts in terms of volume conductor theory, it
is clear that evoked potentials are, so to speak, an option
used by some neural centers. Some neurons may be active but
invisible to the field electrodes. By extension, it is likely
that different neuronal components of the assembly contribute
unequally to the compound field seen by a certain configuration

of electrodes.

B. Temporal organization: complexity of wave forms and power
spectra

The time course or morphology of the succession of waves,
although now and then correlated with the activity of certain
units, 1is in general an unpredictable, emergent property. This
is true for both ongoing and for evoked wave forms. 1 will
speak mainly about the latter and mainly about recording with
semimicroelectrodes. Evoked potentials can be a rather complex
series of larger and smaller waves even when we are recording
the response to a single brief event in a primary sensory nucleus
in-the medulla (Fig- 4). For example a brief, physiological
stimulus to electroreceptors in electric fish causes a sequence
of four or five peaks and valleys iIn its cranial nerve nucleus,
extending out to at least 130 ms. A single light flash causes
a sequence of waves in the optic tectum which, in an elasmobranch,
can extend out to more than one second (Fig. 4B); this is due
to a sequence of discrete volleys from the retina, the last of

which peaks at 850 ms.
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Fig. 4. A. Example of complex sequence of evoked waves in a
brainstem nucleus. Record from the contralateral anterior medial
tectal surface of the ray, Torpedo following stimulation by a 5
ms, 100 \iV/cm electric pulse in the bath, exciting some and in-
hibiting other electroreceptors in the skin. Average of 4 re-
sponses. Asterisk: stimulus artifact. Calibrations: 25 ms, 50 \W,
Note Ilate, slow waves, because of which the early negative peak
at 20 ms is amplified very little.

B. Example of late, slow waves in response to 3 flashes of sub-
maximal diffuse light in the contralateral eye, at 0.5/s, re-
cording from the superficial tectum. Average of 2. Calibrations:
500 ms, 100 yF. Note the change iIn small deflections after N250.
Modified from Platt et al. [10]

If, instead of the raw wave form, we compare power spectra
- a particularly suitable form of first order analysis for the
ongoing EEG, we find that typically the power spectrum of field
potentials seen by small electrodes on or in the brain is not
narrow but at least several octaves broad, with a more or less
distinct maximum. For the general case it is a mistake to think
of brain waves as having a characteristic or dominant frequency;
only in the human subjects with a strong alpha wave - which is
not usual among mammals, is the power spectrum normally a sharp
peak. 1 find it interesting that there is such a wide divergence
among authors: some regard the alpha wave as the principal component

of the EEG, some emphasize the origin of the EEG from a myriad
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of generators of different frequencies. It seems important frcm
the comparative viewpoint that we visualize the ongoing activity
in the forebrain of mammals as being typically a mixture of many
oscillations including energy at all frequencies in a band from
about 50 Hz down to some very low frequency, usually limited
arbitrarily by our amplifiers. Although the power spectrum is
broad, it is quite different as between certain states such as
sleep and arousal and as between certain regions of the brain.
Comparing, for example cerebellum, spinal cord, different laminae
of the optic tectum and of the cerebrum, the frequency of maximum
power can be strikingly different - from <8 to >150 Hz. It locks
as though we are not dealing with a single phenomenon in respect
to sources, underlying events, synchrony or other mechanistic

variables.

C. Spatial organization: diversity in geometry and synchrony

of fields

When the neural substratum is clearly Ilaminated histologically,
the field naturally reflects this. Nevertheless,it is not always
explicable why some evoked waves have reversal depths and others
do not, or why some spread so far as to be detectable for centimeters
whereas others are only detectable within a millimeter. Some
waves can be represented as equivalent dipoles with a certain
orientation and polarity and these can be significantly different
for the several components of a response. For example, the successive
waves of the well known auditory brainstem response have quite
different axes of orientation as well as loci of the equivaient
dipole [12]. These and other differences in geometry are usually

empirical and not adequately accounted for by known anatomy and
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unit physiology. Still less understood are the ongoing waves
from various parts of the brain, apart from a few of the larger
waves in the mammalian cerebral cortex. Volume conductor theory
is well developed but has not helped much to predict or to explain
observed field potentials.

In view of the enormous literature one would suppose that
we have a good picture of the spatial organization of the EEG,
at least the cortical activity in higher mammals. This is far
from the case except in terms of very gross structure - on a

scale of centimeters. A conspicuous need is for descriptive

study of the three dimensional structure of the EEG on the millimeter
scale; this means multichannel recording with seraimicroelectrodes
in known positions, as well as efficient means of data reduction.
I illustrate with some preliminary results using a measure of
microstructure designed to quantify the degree of synchrony between
the assembly field potentials of small volumes of neural tissue.
This 1is the plot of coherence as a function of distance (Fig- 5).
We calculate coherence at each frequency over a band from 2 to
40 Hz, for each of several distances between electrodes.We find,
as one might have intuitively expected, that coherence tends to
fall as frequency rises - but by no means always and not steadily.
Coherence also falls with distance between unipolar recording
electrodes, referred to a common, distant, inactive reference
electrode. The steepness of this fall varies but coimonly coherence
is appreciably below 1.0 already at a separation of 0.5 mm and
is down to about 0.5 at only 3 to 5 mm. Such numbers should be
measured for a wide sample of states, places, depths and species
and with many more channels to permit revealing the structure

in three planes and over greater distances. Other sorts of analysis
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should also be added such as reexamining the findings of the
early toposcopic display techniques that surface waves often
travel over the cortex for some distance, die out or clash with
others, arise from loci and radiate or exhibit other spatial

patterns that might have meaning.

Fig. 5. Coherence between recording loci at different sepa-
rations; ongoing EEG from cortical surface of the rat under light
barbiturate, plotted for each frequency from 1 to 40 Hz. Each
trace is the average of 15 epochs of 2 secs each. Separation of
the active electrodes, all in a line, shown in millimeters; common
reference in nasal sinus. The power spectra for the several chan-
nels (not shown) are similar to that in Fig. 1 (top)

D. Coupling functions: variety in input-output relations

Another domain in which empirical findings of composite
assembly potentials could hardly be predicted from a limited
knowledge of single units is that of how output changes with
input changes, in each of the significant parameters such as
intensity, duration, frequency, part of the receptive field,
and rate of movement. These functions are widely variable with
loci of the brain, state variables, concomittant stimuli and
temporal factors. They constitute a major part of the characterization

of the various parts of the brain. That is to say, in addition
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to the characterization by lists of afferent and efferent projections
and by intrinsic connections, histological and neurochemical
differentiation, cell types and arrangement, significant descriptors
include the physiological properties of the assemblage as an
excitable system, even though these overall response properties
are the composites of diverse unit responses.

So much for my list of special features of assembly potentials
considered as excitable systems to be examined phenomenologically
in their own right. The message of this list of variables which
cannot be predicted from even an extensive knowledge of unit
behavior, or even explained after the fact, is not that assembly
potentials are a hopeless quagmire - which iIs one common reaction -
but instead, that they are an empirical domain, rich in information,
deserving to be studied in their own right, as signs of the
underlying activity in the assembly - just as we study another

set of signs that we call behavior.

IV. QUESTIONS FOR WHICH EVOKED POTENTIALS ARE ADVANTAGEOUS

I turn now to a group of questions for which evoked potentials
in particular are advantageous end points of measurement. These

are a kind of basic science equivalent of the clinical use of

evoked potentials in diagnosis.

A. distinguishing central afferent systems and subsystems
The functional counterpart of the anatomist"s brain nucleus
should be a collection of neurons defined by seme kind of commonality

of function or property - without any requirement that all the
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neurons are alike in all respects. Diversity of cell types in
such an assembly is usual, perhaps even universal. Unit by unit
study can bring out this diversity and sometimes, as in the
case of columns or slabs, can define a functional assembly - where
all the units share some feature. Certainly the effort is worthwhile
to test, unit by unit, whether the reality of columns or small
groups of similar (nhot identical) cells, as functional units,
extends widely to lower levels of the nervous system and to
lower vertebrates. But however that turns out, the somewhat
larger entity corresponding to a cortical area or to a subcortical
nucleus embraces a considerable diversity of cells within a
defineable commonality. Evoked potentials are not the ultimate
basis for this definition but they can often be the first and
most obvious sign that a center or focus of such and such function
exists and that it is distinct from a neighboring area because
of consistent differences in wave form or dynamic properties.
This kind of question and use of compound evoked potentials is
most readily exploited in sensory systems. A conspicuous case

is the demonstration that electroreception as a central modality
occurs in xenomystine fish and in lampreys, chimaeras, Jlungfish,
sturgeons and others (Fig- 6), much more easily by recording
evoked potentials in the torus semicircularis of the midbrain
than by single unit searching, centrally or peripherally, or

by behavioral tests.

A related situation is the demonstration that the center
for evoked activity in response to electroreception is adjacent
to but distinct from the center for response to another lateral
line, hair cell submodality - for mechanoreception, and that
in turn is distinct from the center for acoustic reception. In
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some of these situations it is so far very difficult to record
from single units, yet the evoked potential is quite reliable
and simple. With a little trouble it can be accurately
localizing, without questions of current spread from somewhere
else, with reproducibility, ample time of maintained response
- at least hours - and ready quantification of each of several

parameters - as 1 will now spell out.

30 orders

Fig. 6. Phylogenetic dendrogram of major taxa of fishes showing
the distribution of eleotroreoeption as revealed by evoked po-
tentials from spécifia brainstem centers. Small letters indicate
the taxa that possess eleotroreoeption, the major types of re-
ceptors and the type of First order medullary nucleus for this
afferent system. A, ampullae of undetermined type are the electro-
receptors; DN, dorsal octavolateral nucleus; EL, eleatroreaeptive
lateral line lobe (an alternative nucleus to DN); LA, Lorenzinian
ampullae are the receptors; TA, teleost-type of ampullae; TU,
tuberous electroreceptors. By these criteria eleotroreoeption is
absent in Mysinformes (hagfish), Holostei (gars, bowfin) and
presumably in the majority (30 orders, not listed) of Teleostei.
Bullock et al. [3]

B. Characterizing compound responses physiologically

I have already referred to the possibilities of using

physiological properties of evoked potentials for distinguishing
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between modalities and submodalities, but this -was iIn the context
of validating an anatomical separation or a sensory subsystem.
For these purposes it may not require more than the first or
second test of properties to establish the difference. Now I
want to call attention to the difficulty of being the ccmpleat”
physiologist, that is of asking whether we really have a full
knowledge of the physiological characteristics, for their own
sake, with respect to each distinguishable response type or
subsystem. Very rarely has there been an effort to be as thorough
as we take for granted in an anatomical study! To make the point
I will give a partial list of the candidate properties that might
belong in an adequate physiological characterization.

The wave form and time course of the successive phases of

the response are of course a First order series of descriptors,

Fig. 7. Upper trace: average visual evoked potential, human; 1
flash/3 sec; whole sweep = 500 ms. Lower trace: LCA = latency
corrected average. Note the time base is interrupted between the
computer-identified peaks each of which is sought with a templat
filter on a second pass through the raw data and latency shifted
to a mean on the hypothesis that there is independent jitter of
latencies. Note several peaks emerge which were not present in
the average evoked potential. Controls show that these do not
come from unevoked EEG._Modified from Aunon [1]
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including not only the latencies of peaks and valleys but their
amplitudes and the steepness of slopes. In some cases it aids
the eye to record, besides the raw wave form, a Ffirst derivative
with respect to time - thus bringing out steepness, another measure
that can be useful is a continuous plot of variance of amplitude
at each moment of time, since it is found that this can be different
for the successive landmarks of the evoked potential. Especially
when there are several peaks and subpeaks it may be useful to
assume that the variance of latency is different among them;
this can be exploited by computer programs such as Aunon @
has given us, that identity and group peaks, using temporary
templates, then go back through the raw data again, look for
peaks in each trial at the expected places, and superimpose
them by distorting the time axis between these landmarks. This
can bring to light consistent details of the response hidden in
ordinary averaging by the smear of latency play (Fig- 7).

As 1 already mentioned, the different components of the

response can have different sources and sinks and orientations
of the equivalent dipoles. These can move over time as part of
the characteristics of the response. To uncover these important
aspects of the signs of activity requires high resolution recording
methods, such as are not often used. 1| am thinking of two in
particular. One approach is exemplified by the micromapping
studies of the cerebellar granule cell layer of Welker and his
associates [11], with scores of electrode tracks per square
millimeter, as close as 50 pm apart, each track permitting stops
at several depths. These authors concentrated on fast, spikey
multinuit activity. The other approach is exemplified by the
current source density recording technique for which Nicholson
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Fig. 8. The current source density (CSD) display (right column)
compared to the average evoked potential @AEP) (left column).
Recording at the depths shown in succession, with a single micro-
pipette, from area 18 of the cat. Stimulating by a SO ys electric
shock to the optic radiation at the moment of the first vertical
line. Each AEP trace is the average of 20. CSD traces computed
offline from the accumulated AEPs, as the second spatial derivative,
with SO ym recorded steps, assuming the tissue conductivity does
not change with depth, the cortex is symmetrical horizontally,
and the brain is iIn a stationary state over the.duration of the
recording. Mitzdorf and Singer [7]

and Freeman [8] have given us a practical, 7-electrode on-line
device and Mitzdorf and Singer [7] have used a simplification
for laminar structures such as the cortex (Fig- 3). The exploitation

of these methods has an urgency for future work, since no other
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methods - with single units or microanatomy - can reveal the
actual organization, in time as well as in space, of the integrative
subthreshold activity of neural assemblies.

I turn now from the microstructure of assembly response to
another major domain of characterization, the influence upon
response functions when stimulation is repetitive at short
intervals. Usually components of the complex wave form change
with successive stimuli independently or at least differentially.
For maximizing the information learned about the system, it is
not the best strategy to use continuous repetition of stimuli
at various rates, giving a steady state, average response. Much
better is the use of short trains of about 5 or 10 stimuli, with
rest periods between trains, since this reveals the succession

from First response through facilitated or/and depressed second,

third and later responses toward the steady state (Fig. 9) . The

P25

Fig. 9. Example of the use of a short train of stimuli to show
some of the dynamics of responses in two different modalities.
Recording from the contralateral, anterior tectal surface in
Torpedo following five direct shocks to nerves. Max. n =
maxillary nerve, from electroreceptors in ampullae of Lorenzini;
sup. n - supraoptic nerve from cutaneous receptors other than
electric or lateral line. Shock trains separated by relatively
long rest periods. Averages of 16 responses. Calibrations: 50
ms, 25 ji7. Rote differences between the two modalities and
between earlier and later waves, as seen In the same tectal
locus, in respect to latency, facilitation and antifacilitation.

Modofied from Platt et al. [10]
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short train, studied as a function of frequency of stimuli within
the train, 1is more insightful than the method of paired stimuli
(conditioning and test stimuli at different intervals) which
treats the dynamics as little more than a recovery cycle. The
short train is one way to reveal the combination of earlier and
later phases of facilitation and depression, the multiple, interacting
components of the total response. These may represent important
integrative processes and they may require certain temporal
patterns of input.

Interactions with preceding, simultaneous, or even shortly
following iInput in other pathways form another important category,
seldom examined with any completeness. This includes masking
and priming, multimodal convergence, heterofacilitation and
occlusion. It should lead into consideration of the effects of
time of day, circadian rhythms, seasonal changes, behavioral

readiness and other forms of state dependence.

C. Revealing anatomical organization

A realm of questions deals with the anatomical segregation
of stimulus defined or response defined functions. Of course,
evoked potentials are far from the last word or the universally
best method - but no method is very good for this and we need
to use all those available. In some situations evoked potentials
are probably the best if not the only means available for the
first, crude, topographic segregation.

When we begin to investigate the large and seemingly little
differentiated telencephalon of relatively primitive vertebrates,
such as elasmobranches, units are rare and usually uninterested

in anything we do. Lesions or electrical stimulation of the brain
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can be insightful if we have the normal ethogram of the species,
quasi-natural aquarium conditions, plenty of patience and fortunate
choices of loci. HRP and the axon-transport techniques are of
limited help until we know the modality specificity or the
connections of the sources of iInput or the targets of output of
each forebrain area. Evoked potentials can sometimes give reliable
and discriminating answers, even though crude ones in terms of
eventual understanding of the transactions going on. For example,
we can get our Ffirst clue that there are two, or more, distinct
auditory areas in the primitive telencephalon, that they are
probably organized sequentially, and that they are not simply
points in a physiologically undifferentiated diffuse nucleus.
Even in a lower brainstem system evoked potentials can
reveal, more readily than single unit recording or experimental
anatomy, whether the separate octaval nuclei or the cerebellar
auricle or corpus or parts of the torus semicircularis receive
input from particular modalities of stimulation s\ich as acoustic,

vibrational, or pitch or yaw stimuli [9]-

D. Correlating with endogeneous events

We cannot omit from this short list the class of questions
concerned with physiological signs of the state or the activity
of the brain during or preceding significant events arising fron
within. Examples are cognitive processes associated with recognition
of the expected but rare stimulus, that give rise to the so-called
P300 wave in humans, and the processes that lead to voluntary
movements, the contingent negative variation and others. 1 want
only to make one point about this well established and active
field of exploitation of evoked potentials: the method has been
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used very little on nonhuman subjects, especially on nonprimates
and perhaps not at all on nonmammalian species. It may not be
easy and the results may be hard to compare with those from human
subjects, but 1 am guessing that there is a rich frontier of
application, given ethological guidance, to animals as diverse
and far from mammals as teleosts, elasmobranches and cephalopods
and probably also to insects, crustaceans and gastropods.

The technical and conceptual challenges mentioned herein,
or others not listed, will surely yield to new developments and
concerted effort, thus opening up still further challenges. But
even before new break-throughs there is much we can learn from
available methods by studying the compound potentials of assemblies

of neurons as signs of integrative neural activity.
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THE MAIN PRINCIPLES OF THE ORGANIZATION OF IONIC CHANNELS WHICH

DETERMINE THE EXCITABILITY OF THE NEURONAL MEMBRANE

P. G. KOSTYUK

A. A. Bogomolets Institute of Physiology, Ukrainian Academy of
Sciences, Kiev 24, USSR

The results obtained during last decades in the investi-
gations of the excitability of neuronal membranes have definite-
ly shown that the latter is based on the presence of discrete
ion-conducting structures - ionic channels - which can change
their permeability under the action of the transmembrane electric
field. OF special iImportance are the ionic channels which produce
an inward flux of cations; the positive charges carried by them
across the membrane decrease the existing transmembrane potential
difference (the so-called resting potential) and thus create con-
ditions for the activation of new ionic channels and the gener-
ation of a regenerative (self-supporting) cellular response.

A detailed description of the function of channels which
pass selectively sodium ions has been obtained from the studies
on axonal membranes (first of squid giant axons, later on of the
Ranvier nodes of myelinated fiber of the frog). At the same time
it became obvious that the sodium channels are not a sole mech-
anism for the depolarization of electrically excitable membranes.
In several cases the membranes also contain ionic channels which
pass selectively calcium but not sodium ions. The comparison of

the organization of different types of ionic channels responsible
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for the depolarization of the neuronal membrane may be of great
importance and may help to understand the general principles of
the synthesis and assembly of such channels in the nerve cell.
However, until recently an extensive study of the ionic
conductance of the nerve cell membrane was difficult because of
the lack of adequate technical approaches. The intracellular
perfusion technique developed in our laboratory opened the way
for complete separation and exact measurement of individual
ionic currents in the somatic membrane of isolated nerve cell
necessary for the description of the corresponding ion-conducting

molecular structures.

Table 1 summarizes the data about relative permeabilities
of sodium channels in different excitable membranes towards
monovalent cations obtained from the measurements of the reversal
potential shifts for the corresponding currents produced by the
relevant changes in the ionic composition of the extracellular

medium. Permeability for Na+ is taken as 1.

Table |1

Relative “permeabilities of sodium channels to different mono-
valent cations

Object Na + Li+ N 2H 5+ blHL + K+ Reﬁﬂence
o}
Squid axon 1.0 1.10 - - 0.08 [2]
Frog axon 1.0 0.93 0.59 0.16 0.09 [4,5]
Frog muscle fiber 1.0 0.96 0.31 0.11 0.05 [
Rat nerve cell soma 1.0 0.79 0.43 0.33 0.18 [101
Snail nerve cell soma 1.0 1.04 0.44 - 0.10 [°]
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One can see that the obtained permeability series are similar
and show only some quantitative differences. These series can

be adequately explained by the assumption that all sodium chan-
nels have an "ion-selecting filter” of a definite size G.1x5.18)
which pass a definite group of monovalent cations together with
some hydrating water molecules due to steric separation [4].

The formation of hydrogen bonds between the penetrating ions

and oxygen atoms in the channel wall can be an additional factor
which facilitates their passage through the channel.

Table 11 summarizes the data about the relative permea-
bilities of calcium channels. As these channels pass only
inward-going ions, the presented values were obtained from the
comparison of the maximal current values at equimolar substi-
tutions of the corresponding ions in the extracellular solution.

Permeability to Ca2+ is taken as 1.

Table 11

Relative permeability of calcium channels to different divalent

cations
- g 2+
Object Ba2+ r Caz2+ Mg2+ References
Snail nerve cell 28 2.6 1.0 0.2 31
soma
Rat nerve cell 1.8 1.3 1.0 - [10]
soma

In both cases no detectable penetration of monovalent
cations through the calcium channels has been found.

The sequences of relative permeabilities for divalent
cations in both cases are qualitatively similar, although they
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differ quantitatively. This difference may be due to the fact
that maximal current values are influenced not only by differ-
ences in channel permeability, but also by other factors like
changes in the near-membrane ionic concentration created by the
membrane surface potential. For a more detailed evaluation of
the properties of the corresponding channels we performed mea-
surements of the concentration dependence of the transmembrane
currents induced by different carrier ions. This dependence
showed a definite saturation and could be described by Langmuir®s
isotherm, from which the dissociation constants and the

pK = (-1g K*) for the complex of penetrating ion with the
binding group in the channel could be calculated. Table 111
presents the obtained values corrected for the possible changes
of the near-membrane ionic concentration. This table also
presents the pK for the effects exerted on the calcium channels
by other divalent cations which contrary to Ba2+, Sg+ and C§+
do not pass through but block the channels. This blocking effect
can be described by Langmuir®s isotherm and therefore can be
considered as a result of competitive binding of these ions to
the same binding group. The table also gives for comparison the
data about binding of divalent cations to a carboxylic group
(glycin) 1in aqueous solution.

It follows from the data presented that divalent cations can be
arranged in a continuous series according to the capability to
bind themselves to the calcium channel; this series corresponds
to that for ion binding to a carboxylic group. All divalent
cations which bind to the carboxylic group weaker than Ca”™+

pass through the channel the better, the weaker is their binding.
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Table 111

pK of divalent ion complexes with calcium channels

Object Ba2+ Ca2+ Co2+ Ni2+ Cd2+ Refﬁgences
Snail neuron 1.0 2.0 3.2 3.5 4.3 61

somatic membrane

Rat neuron 0.6 1.3 2.5 2.6 4.3 8l
somatic membrane

Carboxylic group 0.8 14 3.2 3.2 4.8 [12]

All divalent (and as well polyvalent) cations which bind to the
carboxylic group stronger than Ca2+ block the channel, the ef-
fectiveness of blocking being the higher, the stronger is their
binding.

The results obtained bring us to the conclusion that the
organization of the "ion-selecting filter" in the calcium chan-
nels is, in principle, different from that in the sodium chan-
nels. The capability of the former to select certain divalent
cations depends on the binding characteristics of the corre-
sponding binding group in the channel; binding is a necessary
step In the passage of the ion through the channel.

A question arises why the calcium channels do not pass

monovalent cations, for instance Na+, which weakly binds to the

carboxylic group but resembles Ca2+ in size. A clue for the
understanding of this important question has been given by
detection of reversible transformation of "calcium™ channels
into sodium ones after complete removal of divalent cations

from the extracellular solution (by addition of calcium-chelating
substances to the latter, cf. [7]) -The selectivity of the trans-
formed channels for monovalent cations has the sequence
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Na+ : Li+ : N2H5+ : NH,,+ = 1.0 : 0.8 : 0.5 : 0.1 which is
slightly different from that of typical sodium channels [9].
At the same time the transformed channels are not sensitive to
tetrodotoxin (a specific blocker of sodium channels) but can be
blocked by verapamil and niphedipine like original calcium chan-
nels. This finding indicates that divalent cations in the extra-
cellular solution by themselves are the reason why calcium chan-
nel excludes monovalent cations. One may suggest that the high
probability of the presence of a bound divalent cation within
the channel prevents monovalent cation from passing through.
However, a special study of the dependence of the transformation
of calcium channels upon the concentration of divalent cations
in the extracellular medium has shown that the pK for the tran-
sition is about 4 orders higher than the pK for the above de-
scribed divalent cation binding within the channel. Obviously,
the calcium channels have one more external binding group which
binds divalent cations in a highly effective way; this group,
being in a complex state, somehow prevents monovalent cations
from entering the channel.

The hypothesis about the presence of two different binding

sites in the calcium channel is supported by the finding of a
special type of sodium channels in the somatic membrane of some

dorsal root ganglion neurons of rat [10, 111. The permeability
of these channels towards monovalent cations can be described

by the series Na+ : Li+: N2H5 : NHi,+ : K - 1.0 : 0.98 : 0.47 :
0.42 : 0.26, what 1is quite close to the permeability series for
typical sodium channels <cf. Table 1). These channels are not
affected by tetrodotoxin but can be blocked by verapamil and

divalent cations in“the same way as calcium channels. In other
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words, they have an inner "ion-selecting Ffilter"” which is similar
to that of calcium channels, but they lack the outside structure
which hinders monovalent cations to enter the channel.

In summary, we may conclude that the quite complicated
problem of separation of mono- and divalent cations and gener-
ation of corresponding specific ionic currents is solved in the
excitable neuronal membrane by using at least three different
physico-chemical mechanisms based on different structural compo-
nents of the respective ionic channel. These structural compo-
nents can operate in various combinations in different types of
channels and are probably synthetized by the cell in the form
of separate subunits which further combine during reconstruction
in the membrane in a new molecular entity - the ionic channel.

Considering the functional meaning of specialized calcium
ionic channels characteristic for the nerve cell somatic mem-
brane, one should discuss their possible participation in the
generation of an active membrane response and in the coupling
of membrane and cytoplasmic processes. If present iIn sufficient
density, the calcium channels can produce an inward transmem-
brane current which will effectively recharge the membrane ca-
pacity and generate a regenerative response in the form of a
propagating impulse. Moreover, the calcium component of the
inward current can exceed the sodium one, and the action poten-
tial may be of calcium nature at normal composition of elec-
trolytes in the extracellular medium. Usually this is the case
for invertebrate neurons related to some ecological conditions
for the corresponding organisms.

However, it should be emphasized that even if the gener-

ation of a propagating impulse in the nerve cell soma is based
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mainly on the functioning of calcium ionic channels, 1in the
axon of the same cell it is changed completely to the sodium
ones. The reason why calcium ionic channels are used for the
same purpose only in the somatic (and, probably, dendritic)
membrane but not in the axonal membrane is not yet clear; prob-
ably, this difference is related to some peculiarities of the
intracellular synthesis of the corresponding channel-forming
proteins and their transport to the sites of reconstruction in
the surface membrane. It should be noted that in some cases the
possibility of the generation of propagating 'calcium" spikes
in the axon has been observed.

Nevertheless, iIn most excitable membranes the inward
currents produced by the system of sodium channels are more
than sufficient for the generation of an active membrane re-
sponse, and the participation of calcium channels is manifested
only in some modifications of the time-course of the spike. This
finding definitely indicates the predominant role of membrane
calcium conductance in other cellular functions, which may be

connected to such special physico-chemical features of Ca™4 as

its high coordination number and irregular coordination geometry
essential for the effective binding to biological molecules ir-
regular in structure.

The intracellular transport of substances from the cell
soma into dendrites and the axon is one of well defined calcium-
regulated process. It is known that the volume of transported
substances largely changes during cellular activity. The trans-
port of labelled amino acids from the soma of dorsal root gan-
glion neurons along their axons in peripheral nerves decreases
by 60 % in cases when the ganglion is placed in calcium-free
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solution; a similar procedure applied to ..he axons has no effect
on the transport. In parallel with the change in the amount of
transported amino acids a similar change also occurs in the
transport of labelled Can+ along the axons. It is quite possible
that the described changes reflect the role of inward calcium
fluxes during cellular activity in the regulation of cytoplasmic
transport processes, especially in the maintenance of certain
correspondence between the level of cellular activity and the
amount of transported substances.

The liberation of neurotransmitters, neuromodulators and
neurohormones accumulated within the cells as a result of intra-
cellular transport is another well known calcium-dependent pro-
cess. Quantitative studies of the role of inward calcium Ffluxes
in liberation of transmitter from the nerve terminals proved to
be the most effective on giant synapses of the stellate ganglion
of squid because of very large size of both pre- and postsynap-
tic elements allowing the iIntroduction in each of them of 2

microelectrodes. Similar studies of other forms of calcium-regu-

lated nerve cell secretion are still lacking.

Finally, a specific physiological function of the inward
flux of Ca”+ during cellular activity is its recurrent effect
on different types of ionic conductances of the membrane. It
may affect certain types of potassium channels rendering them
into an activated state, as well as the calcium channels switch-
ing them out of action. The intracellular feed-back links created
by these actions of Ca”+ ions obviously are of great importance

in the functioning of the nerve cell as an integrated system.
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ANATOMICAL ORGANIZATION OF THE SPINOCEREBELLAR SYSTEM/ AS
STUDIED BY THE HRP METHOD

MATSUO MATSUSHITA

Department of Anatomy, Institute ->fF Basie Medical Sciences,

University of Tsukuba, Niihari, Ibaraki 305, Japan

Using the HRP method we have identified eleven groups of
spinocerebellar tract (SCT) neurons in the cat, and deter-
mined their projection areas in the anterior and the pos-
terior lobes.

Neuronal groups projecting to lobule VIII are located
in the central cervical nucleus (CCN), Clarke®"s column and
the medial part of lamina VIl of L6 to the caudal segments
while those projecting to the paramedian lobule are lamina
V neurons of C8 to L4, marginal neurons of Clarke"s column
and spinal border cells. In the anterior lobe the CCN pro-
jects to lobules 1 to V, most abundantly to lobules 1 and
Il. The medial lamina VIlI group of L6 to the caudal segments
projects mainly to lobules 1 and I1l. Spinal border cells
project to lobules 1l to V, but predominantly to lobules
111 and 1IV. Clarke column neurons project to lobules | to
V. The medial lamina VI group and the central lamina VII
group of the cervical segments project to lobules 111 and
IV. Marginal neurons of Clarke®"s column and lamina V neurons
of the lower cervical to the lumbar segments project to
lobules 111 to V.

The present study suggests that the SCT neurons project
to different sagittal zones of the cerebellar cortex, with
various quantities in the rostrocaudal direction.

The spinocerebellar system has been established to consist
of four major tracts; the dorsal, ventral and rostral spino-
cerebellar tracts and the cuneocerebellar tract [3, 11]. The
dorsal and the ventral spinocerebellar tracts convey input from
the hindlimb regions whereas the cuneocerebellar and the rostral
spinocerebellar tracts convey input from the forelimb regions as

functional equivalents of the dorsal and the ventral spinocerebellar
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tracts [11]. Recent anatomical studies using the horseradish
peroxidase (HRP) method identified various kinds of spino-
cerebellar tract (SCT) neurons in the cat, rat, dog and monkey
[see refs. 7,8 for review!. Electrophysiological studies also
identified SCT neurons in the cervical [5] and lumbar segments
L1, 2, 13]. The present communication deals with an anatomical
aspect of the spinocerebellar system revealed by the HRP method
in the cat; classification of SCT neurons [8] and their topo-

graphic projections to the cerebellar cortex [7, 9, 10].

CELLS OF ORIGIN OF THE SCTs AND THEIR CLASSIFICATION

SCT neurons were identified in the whole length of the
spinal cord following extensive injections of HRP into the
cerebellum. In another experimental group the spinal cord was
hemisected at cervical levels (between C1 and C2 or between C5
and C6) prior to HRP injections, in order to determine whether
the axons of the identified SCT neurons cross within the spinal
cord [B1]

Six groups of labeled neurons were found on the side ipsi-
lateral to a hemisection; they give rise to crossed ascending
axons (Fig- 1, right side). In C2 to C4 labeled neurons were
c