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ROBUST ESTIMATION USING THE CAUCHY 
PROBABILITY DENSITY

L Battha1 and J Som ogyi1

[Manuscript received February 16, 1996]

The paper deals with the robust estim ation using the Cauchy-function. It gives 
a solution for regression problem compared with the m ethods of re-weighted least 
squares and Ll-norm .

K ey w o rd s: Cauchy-function; gradient method; long-tailed distributions; non  
linear solution; robust estimation

1. Introduction

The detection of outliers in data sets for which the Gaussian distribution is 
supposed, is a very important phase of the data-processing, because outliers could 
lead to unacceptable results in the least-square solution. The normal distributions 
contaminated with outliers are termed by Huber (1964) as contaminated normal 
distributions, and can be ranged in the group of “long-tailed” distributions. For 
this reason when outliers are suspected in a data set, long-tailed probability density 
functions should be used to take into account uncertainties (Tarantola 1987). There 
are two typical long-tailed densities, the symmetric exponential function exp(—|x|), 
and the Cauchy-function 1/(1 + x2). The former has the advantage that it can be 
related to the Ll-norm, where the location parameter is estimated by the median, 
making use of linear programing. The Ll-norm as an effective robust method is 
used for the geodesy, too (e.g. Fuchs 1982, Kampmann 1986, Kampmann and Wolf 
1989, Somogyi and Závoti 1989, 1992, 1993).

The Cauchy-function can be represented with a bell-shaped density curve, it 
has infinite variance and seems theoretically to be adequate for robust estimation 
(detecting suspected outliers). The use of this function leads to the solution of a 
non-linear system of equations which is quite new in the geodetic practice. This 
paper gives a short presentation of our investigation on the Cauchy-function as a 
robust estimator compared with the methods of reweighted least squares and Ll- 
norm.

2. The Cauchy probability density function

The distribution with probability function

/(x ) = (тгсг)'1 [ 1 + {(x-0)/< r}2]-1 (a > 0) (1)

is called the Cauchy distribution (Johnson and Kotz 1970).

1 G eodetic and Geophysical Research Institute of the Hungarian Academy of Sciences, H-9401 
Sopron, РО В 5, Hungary
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6 L BATTHA and J SOM O GYI

The parameters 0  and cr are the so called location and scale parameters. The 
distribution is centered at x = 0. The median is 0. Its variance is infinite and, for 
large k,

/(0 о ± Ь т ) = / ( 0 ) А 2 (2)

tends to zero as l /к 2 (Tarantola 1987). This density represents a bell-shaped curve 
with long-tails (see Fig. 1).

The object function g(x) which expresses the mathematical connection between 
the observations z,- and the parameter 0, as well as the influence function ip{x) for 
the Cauchy distribution are:

£>(x) = ln(l + x2) + C, rp(x) = 2x/(l + x2) (3)

which gives a non linear equations’ system :

П
t/>(x,- -  0 ) = 0 (4)

i=l

and 0  can be obtained by iteration.
Figure 2 shows the xl>(x) curve (influence curve) of the Cauchy distribution.

3. Numerical procedure to find the minimum of the object function 
/(x ) for the case of linear regression

m
The general problem we want to solve is the following: minimize / ( y) =  i>(j/i),

i=i
where

Vi =  j  -  6,- (1 < * < тп)

and g(x) is a nonnegative differentiable function such that

e(x) -*• -boo (|x |-+ oo).

(5)

( 6)

У

A cta  Geod. Geoph. Hung. SI, 1996



ROBUST ESTIM ATION 7

Ф ( х )

X

Fig. 2. The ф(х) curve of the Cauchy distribution

Our method applied to solve the minimalization problem is basically a combi­
nation of the gradient method (or method of steepest descent) and a variation of 
“halving the interval” .

To apply the gradient method, we compute the partial dérivâtes of /:

d f  s r  '< \  dy i V -  , /  ч 
*  = ЯГТ = Z , « (w)ö-: = Z .  e (ю)«у •дх i — 1 d íj (7)

Given a current position x, each iteration starts with computing g = grad / .  
If |g| < £g, where eg is a predetermined threshold limit, the iteration is stopped. 
Otherwise, we take a step in direction - ti  =  - g / |g | (steepest descent) to obtain x':

( 8)

Now, we proceed with a “refinement” of the position of x' along the straight 
line x' + t(x — x'). To do this, we halve the interval 0 < t < 1, to obtain x" = 
x' +  l/2(x  -  x'). If

l/(x") -  /(x ') | + |/(x") -  /(x ) | < e , (9)

(where e is the desired precision), the interval-halving is stopped. Otherwise, the 
interval [xx'] is replaced by [x"x'] if /(x ') < /(x ), and by [xx"j if /(x ')  > /(x ); 
and the above step is repeated. After some number of steps, condition (9) becomes 
true, yielding the minimum of /  on the interval [xx'] at some point y € [xx']. We 
now start a new iteration with x replaced by y.

In case of the Cauchy distribution, and when the observations can be expressed 
in linear form (as in the case of linear regression), /(x ) can be expressed in the

A do G toi.  Gtoph. Hung. SI, 1996



8 L BA TTH A  and J  SOM OGYI

following form:

/ м  = X ) e I bi ~  aií xi
•=1 \  j = 1

where g(x) = ln(l + z2) + c. From this it follows that grad /  = g, where

Table I

Normal distribution Long-tailed distribution

N Cf Rwl Ll Cf Rwl L l

1 - .0 4 6 - .0 4 6 - .0 2 5 0 - .0 2 8 - .0 1 0
2 - .0 3 4 - .0 3 4 - .0 1 6 .005 - .0 1 9 - .0 0 3
3 - .0 5 2 - .0 5 2 - .0 3 7 - .0 2 0 - .0 4 0 - .0 2 7
4 - .0 3 0 - .0 3 0 - .0 1 8 - .0 0 6 - .0 2 2 - .0 1 0
5 .012 .012 .021 .029 .017 .027
6 - .0 0 6 - .0 0 6 0 .032 - .0 0 5 .003
7 .096 .096 .099 -.9 0 2 * -.9 0 6 * - .9 0 0 *
8 .098 .098 .098 .092 .092 .097
9 - .1 3 0 - .1 3 0 - .1 3 3 .857* .861* .863*

10 .042 .042 .036 .030 .036 .030
11 .055 .055 .045 .026 .038 .037
12 .057 .057 .045 .020 .037 .033
13 .029 .029 .014 - .0 1 5 - .0 0 5 0
14 .071 .071 .069 .019 .044 .037
15 - .0 4 7 - .0 4 7 - .0 6 8 - .1 0 6 - .0 7 7 - .0 8 7
16 .045 .045 -.0 2 1 - .0 2 1 - .0 1 1 0
17 .027 .027 0 - .0 4 7 - .0 1 0 - .0 2 3
18 - .1 1 0 - .1 1 0 -.1 4 1 - .1 9 2 -.1 5 1 - .1 6 7
19 - .0 5 8 - .0 5 8 - .0 9 2 1.852* 1.897* 1.880*
20 - .0 0 6 - .0 0 6 - .0 4 3 - .1 0 3 - .0 5 4 - .0 7 3
21 - .0 1 4 -.0 1 4 - .0 5 4 - .1 1 9 - .0 6 6 - .0 8 7

*SAD 4.484 4.410 4.394
SAD 1.065 1.066 1.059 .873 .746 .751
LSD .077 .077 .087 .088 .054 .065

(± ) .062 .062 .062 .072 .055 .062
à .9792 .9792 1.0064 1.0414 1.0052 1.0266
b 2.0004 2.0004 1.9998 1.9989 1.9997 1.9993

Given values a =  1, 6 =  2
*SAD =  Sum of Absolute Deviations (including outliers marked w ith  *) 
SAD =  Sum of Absolute Deviations (w ithout values marked with *) 
LSD =  Least Square Sum of Deviations (without values marked w ith *)

Cf =  Cauchy function
Rwl =  Reweighted least-squares
Ll =  L l norm

A cta  Geod. Geoph. Hung. 31, 1996



R O B U ST ESTIM ATION 9

9k — s >
1=1

( 11)

and where
ф(х) 2x

1 +  x 2 '

The initial “guess” of x is obtained by temporarily replacing g by g(x) = x 2, 
and solving the resulting least-squares problem by a direct method (Gaussian elim­
ination with complete pivoting).

4. Numerical example

Finally we give an example of robust solution based on the Cauchy-function 
described in the previous sections using a problem of linear regression.

To show the practicability of the presented method, it was generated to the y, 
values of a simulated linear regression (у,- = ах,- + 6) noise of normal distribution 
with a few gross errors (contaminated normal distribution). Choosing a = ±0.05 
units for the standard deviation of the assumed measurements, it is obtained 0.15 
unit for the acceptable error.

The residuals of the regression model consisting of 21 points, statistical data, 
and the estimated values a and b are presented in Table I compared with the results 
of reweighted least-squares and Ll-norm methods. The first three columns of the 
table present the results of the regression with normal distributed data. Outliers 
are marked with an asterisk.

As it appears from the table, there are no significant deviations between the 
different computations. The tests we have made show that the Cauchy-function 
can also be used for the robust estimation of linear problems. In case when the 
data set is used to solve a non linear problem, this method should be a very useful 
tool in detecting the suspected outliers.
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A COMPARISON OF W EIGHT-FUNCTIONS IN ROBUST  
REGRESSION USING ITERATIVELY REW EIGHTED

LEAST-SQUARES

J Som ogyi1 and J Závoti1

[Manuscript received May 20, 1996]

The paper compares different weight-functions in robust regression using itera­
tively re weighted least-squares. These tu-functions developed from various V»-functions 
are partly known and partly worked out by us. In a small Monte Carlo study differ­
ent distributions were generated to the observations of the linear regression m odel 
to  study the behaviour of these tu-functions.

K ey w o rd s: location estim ation; Monte Carlo; regression; reweighted least-
squares; robustness; tu-estimation; weight-function

1. Introduction

The robust statistical methods are developed with the aim of reducing or lim­
iting the effects of the outliers and contaminations in cases when the measurement 
errors are assumed to follow a Gaussian distribution, or the underlying distribution 
differs from it. In geodesy the generally used method for data processing is the 
least-squares method, because it is supposed that the observation errors are nor­
mally distributed. In accordance with the geodetic traditions the most practicable 
robust method which could be used is the reweighted least-squares method based on 
weight functions. The so-called w-estimation with weight functions was proposed 
by Beaton and Tukey (1974) and Andrews (1974). In the geodetic literature the 
first such solution is the so called Danish-method (Krarup et al. 1980). Besides 
this several experiments have been made to solve geodetic and photogrammetric 
problems using iteratively reweighted LS, e.g. Veress and Youcai (1987), Faigh and 
Owolabi (1988), Somogyi and Kalmár (1991).

2. The concept of the W-estimation

Let the observations j/j , y2, .. .y„ be independent, and let T„ = T„(j/i, y2,.. • •yn) 
be a sequence of estimates or test statistics. An Af-estimate (Maximum Likelihood 
Estimate) defined by a minimum problem of the form

£ * ( ^ b min’ (i)i=i ^ '

1 G eodetic and Geophysical Research Institute of the Hungarian Academy of Sciences, H-9401 
Sopron, РОВ 5, Hungary

1217-8977/96/$ 5.00 © 1 9 9 6  Akadémiai K iadó, Budapest



A
cta G

eod. 
G

coph. H
ung. 

31, 1996

Danish Huber Sopron Andrews to

C a u c h y

Lp

Fig. 1. Weight functions

J SO
M

O
G

Y
I and J ZÁ

.V
O

TI



A
cta G

toi. 
G

coph. H
ung. 

SI, 1996

T able I. Weight functions

Mixed normal xp(x) Unbroken ip(x) Cut off tp(x)

Danish Cauchy Andrews
1 \x\ < a sin 1*1 < a

D iu(x) =
e -í+ ! \x\ > a

Ca ttdx) = —Ц- A u>(x) = X X

0 |*| > a

Huber Welsch Biweight

H w(x) —
1 |*| < a

W u>(x) =  e В w(x) = O - S ) ’
|*| < a

R |*| > a 0 |*| > a

Sopron Logistic Triangle

S io(x) =
1
2

|*| < a т / 4  tanh(f)Lo ti;(x) =  a— T u>(x) = 1 - f |*| < a

Ï+Î? |*| > a 0 M > a

Laplace

Lp iu(x) = |x |a-2

W
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Table II

N D
r. Wi

Mixed normal 
H

r, Wi

1
s

Wi
Ca

Wi
Co

ri

Unbroken t/»(r) 
Lo

Wi ri Wi
Lp

r,
1

Wi
1 -.0 4 3 1.000 -.025 1.000 -.0 3 8 1.000 -.036 .969 -.036 .967 -.022 .996 -.0 0 4 1.000
2 -.031 1.000 -.017 1.000 -.0 2 8 1.000 -.026 .984 -.026 .983 -.0 1 4 .998 .000 1.000
3 -.0 5 0 1.000 -.038 1.000 -.0 4 7 1.000 -.0 4 6 .950 -.046 .948 -.0 3 6 .989 -.0 2 6 .722
4 -.0 2 9 1.000 -.020 1.000 -.0 2 7 1.000 -.026 .984 -.026 .983 -.0 1 9 .997 -.012 1.000
5 .012 1.000 .018 1.000 .014 1.000 .014 .995 .014 .995 .019 .997 .023 .907
6 -.0 0 7 1.000 -.004 1.000 -.0 0 6 1.000 -.006 .999 -.006 .999 -.0 0 3 1.000 -.0 0 3 1.000
7 -.9 0 6 .221 -.905 .093 -.905 .029 -.906 .046 -.906 .000 -.9 0 7 .221 -.9 0 9 .001
8 .096 1.000 .093 1.000 .095 1.000 .095 .817 .094 .802 .092 .935 .086 .084
9 .867 .232 .861 .101 .866 .036 .865 .051 .864 .000 .860 .233 .850 .001

10 .038 1.000 .030 1.000 .036 1.000 .035 .971 .034 .971 .027 .994 .014 1.000
11 .049 1.000 .038 1.000 .047 1.000 .045 .952 .044 .952 .035 .990 .018 1.000
12 .050 1.000 .036 1.000 .047 1.000 .045 .952 .044 .952 .033 .931 .013 1.000
13 .022 1.000 .004 1.000 .018 1.000 .015 .994 .014 .995 .000 1.000 -.023 .886
14 .063 1.000 .043 1.000 .058 1.000 .055 .929 .054 .928 .038 .988 .011 1.000
15 -.0 5 6 1.000 -.079 1.000 -.061 1.000 -.065 .905 -.065 .899 -.084 .945 -.1 1 4 -.050
16 .035 1.000 .009 1.000 .030 1.000 .025 .984 .025 .985 .004 1.000 -.0 3 0 .545
17 .016 1.000 -.012 1.000 .010 1.000 .005 .999 .005 .999 -.0 1 9 .997 -.0 5 6 .180
18 -.1 1 2 1.000 .154 1.000 -.1 3 0 1.000 -.134 .689 -.135 .633 -.161 .828 -.202 .018
19 1.929 .000 1.894 .106 1.921 .021 1.916 .011 1.915 .000 1.887 .106 1.843 .000
20 -.0 2 0 1.000 -.058 1.000 -.0 2 8 1.000 -.034 .971 -.035 .970 -.0 6 6 .965 -.1 1 3 .051
21 -.0 2 9 1.000 -.069 1.000 -.0 3 8 1.000 -.044 .953 -.045 .951 -.0 7 8 .952 -.1 2 9 .040

ô =  
b =  
0 = 1 ,

1.0085
1.9997
6 = 2

0.9907
2.0001

0.9850
2.0002

0.9938
2.0000

0.9933
2.0000

1.0428
1.9995

1.0371
1.9989
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T ab le  II (contd.)

Cut off 1Их)
A В T

r, Wi ri Wi Г% Wi

-.034 .954 -.031 .954 -.032 .843
-.024 .976 -.022 .977 -.022 .889
-.044 .921 -.042 .912 -.043 .786
-0 .25 .975 -.023 .973 -.024 .882

.015 .991 .016 .986 .016 .921
-.005 .999 -.005 .999 -.005 .976
-.906 .000 -.906 .000 -.906 .000

.094 .675 .093 .615 .094 .531

.864 .000 .862 .000 .863 .000

.033 .955 .031 .953 .032 .883

.043 .926 .040 .921 .042 .792

.042 .927 .039 .925 .041 .795

.012 .994 .008 .997 .010 .948

.052 .893 .047 .891 .050 .752
-.068 .818 -.074 .747 -.071 .645

.021 .982 .015 .988 .018 .907
0.001 1.000 -.006 .998 -.002 .988
-.140 .372 -.146 .215 -.143 .285
1.910 .000 1.903 .000 1.906 .000
-.040 .935 -.048 .887 -.044 .778
-.050 .898 -.059 .832 -.055 .724

0.9969 1.0013 0.9999
1.9999 1.9998 1.9999

where g(y, x) is an arbitrary loss function and a is a robust estimation of scale. 
This is equivalent to the solution for T„ of the equation:

( 2)

where rp(x) = .
An alternative form of M-estimation is the so-called ui-estimation. The w- 

estimators (Tukey 1970-1971) are defined as a weighted mean of the observations:

E  y<w<
Tn(yi,  Î /2 ) • • • У п )  — '—k

E  wi
(3)

t=i

where the weights depend on the observations through W{ = w a ^  J ■

Acta Gcod. Gcoph. Hung. 31, 1996
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Fig. 2. Slope estim ates for contaminating N  (0.01 a)

Table III. Distribution: N o+N o

W eight- Degree of contamination (%)
function 5 10 15 20

D 0.0463 0.0493 0.0501 0.0525
H 0.0468 0.0511 0.0546 0.0609
S 0.0464 0.0494 0.0513 0.0551
Ca 0.0463 0.0487 0.0499 0.0520
W 0.0463 0.0455 0.0463 0.0470
Lo 0.0468 0.0514 0.0554 0.0628
Lp 0.0471 0.0517 0.0561 0.0646
A 0.0463 0.0485 0.0495 0.0509
В 0.0464 0.0456 0.0463 0.0471
T 0.0464 0.0456 0.0464 0.0471

Starting from the median 7 ^ one computes

jjO'+i ) _ (4)

A c ta  Geod. Gcoph. Hung. 31, 1996
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T a b le  IV . Distribution: N o+ C a

Weight- Degree of contam ination (%)
function 5 10 15 20

D 0.0481 0.0486 0.0484 0.0570
H 0.0487 0.0561 0.0589 0.0652
s 0.0482 0.0489 0.0490 0.0579
Ca 0.0480 0.0484 0.0482 0.0542
W 0.0479 0.0481 0.0477 0.0506
Lo 0.0486 0.0562 0.0595 0.0666
Lp 0.0497 0.0617 0.0723 0.0828
A 0.0481 0.0480 0.0476 0.0505
В 0.0480 0.0480 0.0476 0.0474
T 0.0480 0.0480 0.0476 0.0474

T a b le  V . Distribution: N o+L a

Weight- Degree of contamination (%)
function 5 10 15 20

D 0.0476 0.0478 0.0481 0.0486
H 0.0483 0.0502 0.0566 0.0618
S 0.0478 0.0484 0.0493 0.0507
Ca 0.0476 0.0478 0.0480 0.0484
W 0.0475 0.0475 0.0471 0.0467
Lo 0.0482 0.0501 0.0570 0.0624
Lp 0.0485 0.0515 0.0593 0.0646
A 0.0476 0.0478 0.0470 0.0466
В 0.0476 0.0475 0.0470 0.0466
T 0.0476 0.0476 0.0471 0.0466

until the Tn ■* converge and gives the estimates of the unknown parameters. There­
fore Tn is the so called «-estimate based on the weight function «, defined iteratively 
by Eq. (4).

3. The weight functions

The weight function «  is defined by

Щ  i f i j i O
w(x) = (5)

1 if X = 0

From every xp(x) function, belonging to g(z), the corresponding «-function can 
be derived. These «-functions can be classified according to the behaviour of ip(x) 
(soft descending, hard descending, redescending) and so put in three groups, see

Acta Gcoi.  Geoph. Hung. SI, 1996
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No+Ca

0 5 10 15 20

degree of contamination in (%)
Fig. 3. Slope estim ates for contaminating C  (6 a,  0)

No+La

Fig. 4. Slope estim ates for contaminating L  (16 cr)

for instance Holland and Welsch (1977). We developed a robust program package 
based on «-functions, some of them are known from the literature and others have 
been introduced by us, Somogyi and Závoti (1993). On the basis of the behaviour 
of ^(zj-fimctions we propose to classify the methods as follows: mixed normal, 
unbroken and cut off type. Table I shows these «-functions.
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No+No

Fig. 5. Intercept estimates for contaminating N  (0.10 a)

No+Ca

Fig. 6. Intercept estimates for contaminating C (6 a,  0)

In order to demonstrate the trends of these UJ-functions, we generated to the у,- 
values of a simulated linear regression (у,- = xtfi + Xi) noise of normal distribution 
with a few outliers. Choosing <r = ±0.05 units for the standard deviation of the 
assumed measurements, we obtained 0.15 for the acceptable error. The r,- residuals
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Fig. 7. Intercept estimates for contam inating L  (16 <r)

and the W{ weights of the regression model consisting of 21 points are presented in 
Table II. From this table it can be seen, that the to,- values corresponding to the r, 
residuals show a significant difference dependig on the type of the V>(z) functions. 
For this reason the weighted standard deviation which is used in geodesy would 
not give a correct information about the efficience of the estimation comparing the 
different weight functions. In group one weight functions D and S, in group two Ca 
and Lo and in group three A and В give essentially the same result. The Wi weights 
of functions Lp and T deviate significantly from the others, which can be explained 
with the form of their weight functions (see Fig. 1).

4. Linear regression model

We will consider the linear regression model

у = Ax + V , ( 6)

where у and v are n x 1 vector, A is a n x m matrix, l i s a m x l  vector of unknown 
parameters.

For the robust estimate of z, we have to minimize Eq. (6), with a robust g 
function:

min (7)

where a,- is the i-th row of A.
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From the necessary condition for a minimum we get that x satisfies

^ 2  ( - — —  1 = 0 for all j  . (8)
i —1 '  a '

In general rj>(x) is a nonlinear function and Eq. (8) provides a set of nonlinear 
equations the solution of which requires iterative methods.

Starting with a value x(°\ let x(;+1) represent the estimate of x from the j-th 
iteration:

*(*+1> = (A1 W U)A ) - 1A J-WU)y  (9)
and

xO+i) _  X U )  +  (.AJ-WÜ>i4)-1vli Wrf% -  A x W )  , (10)

where denote an n x n diagonal matrix with the element

wjP = w ( И )

Initial estimates of parameters was given by the least squares method with unit 
weights. After that the iterative weighted least squares were used to determine the 
parameters.

The whole process can be repeated until j  reaches same given value or — as an 
even better solution — we can use the convergence criterion:

max
к {|xO+i) _  -0)к xk <0.001. ( 12)

5. Monte Carlo study

To compare the iu-functions presented in Table I, a small Monte Carlo study 
was performed. To the y, values of a simulated linear regression (у,- = x tfi  -f xi), 
various error distributions were generated with different type of contaminations. 
These are as follows: No (normal), Ca (Cauchy), La (Laplace), No+No (normal + 
normal contaminated), No+Ca (normal + Cauchy contaminated), No+La (normal 
+ Laplace contaminated). For the last three cases the following degrees of con­
taminations were used: 5,10,15,20 (in %). Choosing again the value of 0.05 for the 
standard deviation of the assumed measurements, to the adjustment the acceptable 
error is limited by 0.15.

Hundred samples of n = 100 were generated for each combination. This number 
of samples was sufficient to demonstrate the behaviour of the ui-functions in the 
various cases.

Tables III, IV, V display the standard deviations of the location estimates from 
the samples. To the estimation of these values the trimmed mean was used.

In order to compare the relative performance of the ui-functions, we also com­
puted the relative efficiency given by Andrews et al. (1972):

. ,. _  . minimum variancerelative efficiency = ---------- ;-----------  ,
variance
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T a b le  V I. Distribution: N o + N o

W eight- Degree of contam ination (%)
function 5 10 15 20

D 1.0000 0.9229 0.9242 0.8952
H 0.9893 0.8904 0.8480 0.7718
S 0.9978 0.9210 0.9025 0.8530
Ca 1.0000 0.9343 0.9278 0.9038
W 1.0000 1.0000 1.0000 1.0000
Lo 0.9893 0.8904 0.8357 0.7484
Lp 0.9830 0.8801 0.8253 0.7276
A 1.0000 0.9381 0.9358 0.9234
В 0.9978 0.9785 1.0000 0.9979
T 0.9978 0.9785 0.9978 0.9979

T a b le  V II. Distribution: N o + C a

W eight- Degree of contam ination (%)
function 5 10 15 20

D 0.9958 0.9876 0.9835 0.8316
H 0.9836 0.8556 0.8081 0.7270
s 0.9938 0.9816 0.9714 0.8186
Ca 0.9979 0.9917 0.9876 0.8745
W 1.0000 0.9979 0.9979 0.9367
Lo 0.9856 0.8541 0.8000 0.7117
Lp 0.9638 0.7780 0.6584 0.5725
A 0.9958 1.0000 1.0000 0.9386
В 0.9979 1.0000 1.0000 1.0000
T 0.9979 1.0000 1.0000 1.0000

T a b le  V III. Distribution: N o+ L a

W eight- Degree of contam ination (%)
function 5 10 15 20

D 0.9979 0.9937 0.9771 0.9588
H 0.9834 0.9462 0.8304 0.7540
S 0.9937 0.9814 0.9533 0.9191
Ca 0.9979 0.9937 0.9792 0.9628
W 1.0000 1.0000 0.9979 0.9978
Lo 0.9855 0.9481 0.8246 0.7468
Lp 0.9794 0.9223 0.7926 0.7214
A 0.9979 0.9937 1.0000 1.0000
В 0.9979 1.0000 1.0000 1.0000
T 0.9979 0.9979 0.9979 1.0000
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where the minimum is taken over the various weight-functions considered in this 
study. Thus at least one w-function (estimate) has a relative efficiency of 1, and all 
the other w-functions will have a value less than 1. Tables VI, VII and VIII show 
the relative efficiencies for the w-functions respectively.

Figures 2-4, respectively 5-7 display the deviation of the estimated slopes and 
intercepts coefficients (in %) from the given values.

On the basis of these tables and figures it can be said, that the estimations with 
the different w-functions show no great discrepancies from each other.

6. Conclusions

The purpose of this investigation was to compare 10 different w w-functions 
in robust regression using iteratively reweighted leastsquares, and to examine the 
behaviour of these w-functions under different distributions of the observations.

On the basis of results it can be seen, that the w,- values corresponding to 
the ri residuals show a significant difference dependig on the type of the гр(х) 
functions. The influence of the different error distributions can not be determined 
using the various w-functions. As it appears from the tables and figures, there 
are no significant deviations betweeen the different computations, and the tests we 
have made show that each of the methods can be used for the robust adjustment 
of geodetic measurements.

The above statements are in accordance with the criteria of “being robust” . In 
addition, we can note that applying a non-robust estimation may lead to very bad 
estimated values if the distribution of the model is not exactly normal. Stating it 
more explicitly, we can say that in case of contaminations of 5-20 % the mixed 
normal methods yield satisfactory results. We can read off from Figs 2-7 that 
estimations of the type “cut off” are generally superior to other methods. On the 
other hand, when dealing with mixed distributions, the lestöt satisfactory results are 
produced by methods of the type “unbroken”.
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CONNECTION OF HEIGHT SYSTEMS OF H UNG ARY
AND CROATIA

S Klak1, L Feil1, N Rozic1 
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T he paper gives the outline of analyses made w ith reference to the m easuring  
accuracy, datum  comparison and the results of adjusting the network of A ustro- 
Hungarian precise levelling at the territory of the Republic of Croatia, B osnia and  
Herzegovina and Slovenia. The results of these analyses are very well interpolated  
with the problems of connecting m odem  height system s of Hungary and Croatia.

K ey w o rd s: Austro-Hungarian precise levelling; connecting of height system s of 
Croatia and Hungary; levelling network; mean sea level

1. Introduction

At the end of 1995 there was the initiative taken to connect contemporary height 
systems, i.e. levelling networks of geometric levelling, between the Republic Hun­
gary and the Republic of Croatia. The initiative lead to the first discussion of expert 
groups from both countries which were held in mid-October 1995 in Budapest. On 
this occasion, the need to connect levelling networks (height systems) was fully 
agreed upon and principal opinions regarding the number of connection points, as 
well as their location, i.e. levelling routes, synchronized.

However, it is interesting, not only from the historical point of view, that Hun­
gary and Croatia used to be not only very well connected within the former Austro- 
Hungarian monarchy, but also included into the same height system. The basis of 
this system was the precise levelling of Austro-Hungarian monarchy. Naturally, in 
the researches made so far in Croatia, a part of this levelling encompassing the terri­
tory of the Republic of Croatia is of a special interest, but because of its characteris­
tic shape, also the territory of Bosnia and Herzegovina, and Slovenia. Regardless of 
the time span of about 90 years that have passed ever since the Austro-Hungarian 
precise levelling was made, a number of bench-marks has been kept until today and 
included by means of new measurements into the modern networks of geometric 
levelling. Therefore, the old and new measuring data made it possible, although 
originating from different epochs, to determine recent crustal movements at the 
territory of Croatia, Bosnia and Herzegovina and Slovenia. Apart from that, it 
can also be presumed, although the authors of this paper have no concrete knowl­
edge about it, that a certain number of bench-marks comprehended by the precise 
levelling lines from Austro-Hungarian Monarchy and situated at the territory of

1 Faculty of Geodesy, University o f Zagreb, 10000 Zagreb, Kaciceva 26, C roatia, e-mail: 
Nevio.Rozic® public.srce.hr
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Hungary, has retained its value and has been included into the contemporary level­
ling network of Hungary. Having in mind this fact, the height systems of Hungary 
and Croatia can be regarded as already connected, but it is necessary to carry out 
a new connection for the purpose of professional and scientific interpretation of the 
results of such works.

2. Precise levelUng of Austro-Hungarian Monarchy at the territory of 
Croatia, Bosnia and Herzegovina and Slovenia

At the end of 19th century there were numerous fundamental geodetic works 
performed at the territory of former Austro-Hungarian Monarchy according to the 
recommendations of the international organisation operating in those days. They 
were supposed to be used in the process of solving a series of scientific and practical 
tasks. They implied the works on: triangulation, precise levelling, astronomic and 
gravimetric measurements, production and reproduction of maps etc. It is very 
significant, from today’s point of view, that the results of the works were regularly 
and systematically published in appropriate publications. Thus, they can be used 
today for certain analysis of scientific or practical nature.

The precise levelling was carried out by Military Geographic Institute from Vi­
enna according to the recommendation of the II General Conference, of government 
commissioners, for Central European Graduated Measurement held in 1867. The 
levelling was classified as precise levelling, and the works started about the year 
1884 and were finished about 1906.

The authors of this paper found their special interest in the data and measuring 
results referring to the part of the network covering the area of Croatia, Bosnia and 
Herzegovina and Slovenia, Fig. 1. The consideration and processing of measure­
ments imply only classical network bench-marks, and not special marks on stone 
objects, because they disappeared or were destroyed long ago. Figure 1 contains 
the following for the considered network: levelling lines numbers, numbers of nodal 
bench-marks and numbers of levelling figures in accordance with the original data 
of that levelling.

It can be very clearly seen, Fig 1., that the whole and parts of the levelling lines 
stretching over the territory of today’s Hungary are included into this network. 
These are the entire lines: No. 258 (Nagykanizsa-Zákány), No. 259 (Zákány- 
Barcs) and No. 260 (Barcs-Villány), and the parts of lines No. 271 (Kranichsfeld- 
Nagykanizsa), No. 252 (Villány-Dalj), No. 247 (Dalj-Szeged) and No. 242 (Szeged- 
Timisoara).

Because of the analyses connected with the problem of the mean sea level of the 
Adriatic Sea which has been determined in the origin of the network (Molo Sartorio 
in Triest — bench-mark BV 1), the level difference between the tide gauge in Bakar 
(bench-mark BV) and the closest bench-mark of the network of Austro-Hungarian 
precise levelling has been also included into the network, although it had not been 
originally measured within the frame of this levelling. It should be pointed out, 
that the tide gauge in Bakar is the tide gauge with the longest period of measuring 
the sea level on the Croatian coast of the Adriatic Sea, which is much longer than 
the indispensable 18.6 years.
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3. Preparation and analysis of measuring data

Measuring results for the considered part of the network of Austro-Hungarian 
precise levelling were published in special publications “Astronomisch-geodätische 
Arbeiten ...” in edition of Military and Geographic Institute from Vienna, and that 
is:

—  for the western part of the network, lines from No. 1 to No. 139, in publication 
(Militär-geographisches Institut 1896)

—  for the northern part of the network, lines from No. 140 to No. 213, in 
publication (Militär-geographisches Institut 1897)

—  for the south-eastern part of the network the lines from No. 214 to No. 275, 
in publication (Militär-geographisches Institut 1899).

The theoretical explanations of the network project, measuring method, using of 
equipment and similar, are contained in a special publication (Militär-geographisches 
Institut 1875). These publications have got the following items for every levelling 
line: numbers of bench-marks, distance and height differences measurement data, 
latitudes of bench-marks and computation corrections. By taking over these data, 
the files have been made on magnet media of PC computer for each line contain­
ing among other things the final results of the measured mean normal-orthometric 
height differences as the most important data. Table I gives the insight into one of 
these files for the line No. 14 (Mauthaus and der Savebrücke -  Cilii).

Certain difficulties have cropped up during the defining of the files for lines from 
No. 276 to No. 309. These lines cover the area of Bosnia and Herzegovina and 
Southern Croatia (Dalmatia). For theses lines, the measuring data have namely not 
been attainable in such a form as for lines from No. 1 to No. 275, but the measured 
mean normal-orthometric height differences were computed retrogradely on the ba­
sis of tentative adjustment data and closing of levelling figures. This results from the 
fact that the individual lines were measured successively and then immediately indi­
vidually adjusted within the frame of single levelling figures. Original data of these 
adjustments were published in a lot of publications: (Militär-geographisches Insti­
tut 1899, Militär geographisches Institut 1900, Militär-geographisches Institut 1901, 
Militär-geographisches Institut 1902, Militär-geographisches Institut 1905, Militär- 
geographisches Institut 1907, Militär-geographsiches Institut 1909).

The misclosures with respect to the closing of single levelling figures, inscribed 
levelling figure, elements for the evaluation of measuring accuracy, as well as the 
other indispensable data with Fig. 1 are written into the Table II.

On the basis of the data from this table, the reference probable random mea­
surement error has been determined where:

where:
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fif — number of levelling figures (including the inscribed levelling figure)
F  — length of the levelling figure 
w — misclosure of levelling figure.

This accuracy can be considered as sufficiently acceptable with regard to the 
used instruments, equipment, working procedures and measuring methods.

If the sizes of misclosures in single levelling figures are considered more thor­
oughly, Table II, it can be seen that the biggest misclosure appears in LXVII level­
ling figure. It is interesting that this figure lays partially at the territory of Zagreb,

T a b le  I. File for the line No. 14

Bench-mark Geographic Length Height Orth. Final
latitude diff. corr. height diff.

km m mm m

BV 216 46 06 04 0.000 0.0000 0.0 0.0000
BV 476 46 06 09 0.881 3.2632 0.0 3.2632
BV 477 46 06 40 2.371 5.9028 -0 .2 5.9026
BV 478 46 07 59 2.760 -4 .7 5 8 8 -0 .6 -4 .7 5 9 4
BV 479 46 08 15 2.486 1.1050 -0 .1 1.1049
BV 480 46 08 56 2.083 7.5083 - 0 .3 7.5080
BV 481 46 09 12 0.970 1.3734 -0 .1 1.3733
BV 482 46 09 40 2.959 24.8850 -0 .2 24.8848
BV 483 46 10 18 2.785 2.4422 - 0 .3 2.4419
BV 484 46 10 15 1.629 4.5329 0.0 4.5329
BV 485 46 10 05 2.917 32.5783 0.1 32.5784
BV 486 46 10 28 3.626 24.2696 -0 .2 24.2694
BV 487 46 10 40 1.446 13.8935 -0 .2 13.8933
BV 488 46 10 34 2.707 43.4131 0.1 43.4132
BV 489 46 11 13 . 2.329 61.2411 -0 .5 61.2406
BV 490 46 11 20 2.352 46.2166 -0 .1 46.2165
BV 491 46 12 27 3.327 -91 .3124 -0 .9 -9 1 .3 1 3 3
BV 493 46 13 03 2.858 -79 .8990 -0 .4 -79 .8994
BV 494 46 13 37 2.013 -30 .5210 - 0 .3 -3 0 .5 2 1 3
BV 495 46 14 45 2.311 -19 .5116 - 0 .6 -19 .5122
BV 496 46 14 58 1.009 -9 .0 5 7 8 -0 .1 -9 .0 5 7 9
BV 497 46 14 58 1.523 -11 .2908 0.0 -1 1 .2 9 0 8
BV 498 46 14 52 2.360 -12 .8523 0.0 -1 2 .8 5 2 3
BV 499 46 14 48 3.031 -17 .3213 0.0 -1 7 .3 2 1 3
BV 500 46 15 27 3.781 -1 2 .0534 -0 .2 -1 2 .0 5 3 6
BV 501 46 15 26 2.550 -7 .2 3 7 9 0.0 -7 .2 3 7 9
BV 502 46 15 11 3.347 -13 .9920 0.1 -1 3 .9 9 1 9
BV 504 46 14 42 2.942 -9 .3 4 7 4 0.2 -9 .3 4 7 2
BV 505 46 14 28 1.135 -1 .9 6 5 8 0.1 -1 .9 6 5 7
BV 506 46 14 10 1.710 -4 .8 3 7 3 0.1 -4 .8 3 7 2
BV 449 46 13 48 2.553 -2 .5 6 7 5 0.1 -2 .5 6 7 4
Sum: 70.751 -5 5 .9013 -4 .5 -5 5 .9 0 5 8

Year Observer Instrument Lev. staff
1874 Hoffmann 2984 C
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T a b le  II. Misclosures of levelling figures

LeveUing
figure

Misclosure
m

Length
km

I 0.0879 371.828
II 0.0862 436.124
LVII 0.0893 600.475
LX -0 .1 4 7 9 455.476
LXI 0.1252 446.334
LXVII -0 .2 3 9 2 410.676
LXVIII -0 .0 8 2 1 516.051
LXX 0.0464 414.094
LXXI 0.0287 458.872
LXXII 0.0139 405.690
LXXIII -0 .0 2 6 5 279.438
LXXIV -0 .0 7 5 6 424.953
LXXV 0.0378 199.948
LXXVI -0 .0 0 0 6 20.577
LXXVII -0 .1 0 4 5 518.401
LXXVIII 0.0258 357.502
LXXIX 0.1849 411.274
LXXX -0 .0 0 2 1 342.300
LXXXI 0.1266 505.748
External poligon 0.1742 2869.057

where there was a pretty strong earthquake in 1880. In order to determine the con­
sequences of this earthquake, the Military and Geographic Institute from Vienna 
performed additional and relatively extensive levelling and triangulating works. In 
the concurrence of events, the measurements of precise levelling had been made in 
some parts of levelling lines No. 265 (Zagreb - Kostajnica), No. 266 (Zagreb - 
Vrbovec), No. 272 (Zagreb - Sutla) and No. 273 (Zagreb - Jaska) before the earth­
quake, and then within the frame of determining its possible consequences also after 
the earthquake. However, the differences between the two levelling, as well as the 
results of these examinations, indicated no significant movements caused by the 
earthquake (at least not for the wider area of Zagreb).

Nevertheless, the comparison with other measurements pointed out some illogi­
calities, because the misclosure of the LXVII levelling figure is determined by using a 
part of measurements carried out before the earthquake —17.79 cm, and it amounts 
to 23,92 cm with the part of measurement made after the earthquake, which is 
remarkably larger and refers to the possible blunder. This error is most probably 
connected with the measurements in levelling line No. 266.

4. Adjustment of network

After defining the files of single levelling lines, the work on adjustment of net­
work by indirect observations in accordance with the principle of least squares has 
commenced. As it is partly to be seen from the previous chapter, the considered
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network, Fig. 1 has never been adjusted in that form, as separate and integer 
network. Namely, a larger part of this network (Slovenia, northern and western 
Croatia) has been adjusted within the frame of one part of the Austro-Hungarian 
levelling network, while single levelling figures (Bosnia and Herzegovina and South 
Croatia) have been successively adjusted by the method of inserting the levelling 
lines between two known heights.

From the files of levelling lines the data about mean normal-orthometric height 
differences and about the length of levelling lines have been taken over. As the given 
(fixed) bench-mark of the network, one has selected the bench-mark BV which is 
situated in the levelling line No. 1 (Triest-Sagrado). As its altitude, the value of 
3.3520 m above the means sea level determined in 1875 by prof. dr. Farolfi from 
only one year observation (Militär-geographisches Institut 1884), has been accepted.

It should be specially pointed out, that the height difference between the tide 
gauge in Bakar, bench-mark BV, and the closest bench-mark of the network BV 
15617 has been included into the network, although this measurement has not been 
made originally within the scope of the measuring the Austro-Hungarian precise 
levelling.

The adjustment of the network has been made by applying a special program 
system for adjusting the levelling networks NIVEL (Rozic 1992b), and the measuring 
weights have been determined reciprocally by means of levelling lines lengths. The 
adjusted values of heights of nodal bench-marks are given in the Table III, as well 
as the belonging mean errors.

On the basis of the adjustment the belonging reference probable error of mea­
surement has been determined

2 / P \  !—
u7 = ± - . / ------ = ±3.3 mm/vkm , (2)

3 y nj

where:
tij — number of levelling lines 
V — vector of measurement corrections 
P  —- diagonal matrix of measuring weight.

The amount of this error indicates to the complete agreement with the result of 
reference probable error determined on the basis of closing the levelling figures.

The relationship of the bench-mark BV heights in Bakar is very interesting. The 
value of the height of this bench-mark has been namely determined to the amount 
of 2.7803 m, and on the basis of observing the mean sea level at the tide gauge in 
Bakar, the height of this bench-mark was determined having the value of 2.6601 
m (Bilajbegovic et al. 1986). This height was determined with regard to the full 
period of observing the means sea level lasting from 18.6 years and it refers to the 
time of the 1.7.1971. (1971.5 ±  9.3 years). The comparison of these heights shows, 
apart from possible dynamic changes of the mean sea level in the course of time, 
that the mean sea level determined in Triest in 1875 is by 12.02 cm larger than 
the one that would be determined on the basis of full observation period. Thereby, 
attention should be drawn to the fact, that the mean error of the BV bench-mark 
height determined on the basis of adjustment amounts to ±5.35 cm, Table III.
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T a b le  III. Heights as related to  Triest

Nodal
bench-mark

H eight

m

Mean
error
mm

Nodal
bench-mark

Height

m

Mean
error
mm

BV 2.7803 ±53.51 BV 12488 95.1209 ±77.14
BV 38 31.1449 ±28.73 BV 12496 107.2353 ±77 .36
BV 172 732.6616 ±44.72 BV 12554 150.6659 ±77 .26
BV 216 296.1438 ±42.15 BV 12720 145.1509 ±68.68
BV 252 553.4157 ±32.89 BV 13020 168.7783 ±67.04
BV 284 361.2248 ±20.48 BV 13141 123.7817 ±60.96
BV 316 504.9208 ±49.58 BV 13195 122.2298 ±60.99
BV 318 443.3895 ±54.19 BV 13379 387.7056 ±67.92
BV 361 270.2014 ±54.61 BV 13338 519.1964 ±69.54
BV 438 272.4732 ±53.65 BV 13289 360.1300 ±72.10
BV 449 240.2539 ±50.01 BV 13525 512.2525 ±76.44
BV 5560 31.6186 ±60.89 BV 13623 222.0140 ±74.96
BV 10211 102.1971 ±92.40 BV 13704 577.4721 ±70 .40
BV 864 265.9774 ±60.47 BV 13845 9.1578 ±80.15
BV 10300 91.1449 ±92.84 BV 13854 7.7757 ±80.19
BV 10459 85.9591 ±88.54 BV 13991 323.3446 ±74.56
BV 10522 83.6434 ±88.22 BV 14316 3.5478 ±86.98
BV 10650 101.0852 ±72.33 BV 14476 3.6628 ±87.18
BV 10745 91.4189 ±71.76 BV 14296 262.6484 ±86.99
BV 10759 83.0359 ±83.11 BV 14531 7.7174 ±74.66
BV 10857 78.2428 ±92.78 BV 14549 4.5122 ±75.72
BV 10863 109.3135 ±72.25 BV 14573 92.2657 ±74 .49
BV 11114 151.5277 ±61.06 BV 14676 224.0773 ±69.66
BV 11274 132.2200 ±60.11 BV 14754 1.4089 ±80.67
BV 11304 108.4742 ±64.18 BV 14926 675.7534 ±65.31
BV 11359 94.8550 ±67.88 BV 15082 157.5471 ±60.85
BV 11372 93.3210 ±70.97 BV 15297 424.0458 ±58.05
BV 11378 119.9180 ±64.46 BV 15453 466.0159 ±58 .96
BV 11589 112.5037 ±60.45 BV 15457 459.4037 ±58 .97
BV 11631 123.6492 ±55.01 BV 15850 182.0530 ±70 .63
BV 12300 324.3387 ±55.68 BV 15986 1.1429 ±76 .68
BV 12313 5.0581 ±48.54 BV 15617 3.8738 ±52.33

It leads to the conclusion that the mean sea level in Triest (bench-mark BV 1) 
and Bakar (bench-mark BV) runs to about 12 cm (Triest gives higher altitudes). 
One should not forget the fact that this difference is determined for the mean sea 
levels defined in different epochs, and the period of observation lasted in Triest only 
for a year.

Through a special testing on the basis of measuring data of the first precise 
levelling originating from the former Yugoslavia, the stability of the bench-mark 
BV 15617, which has not changed its level position significantly in the meantime, 
has been checked and confirmed.

Referring to the previously determined difference of mean sea levels, the ad­
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justment of the considered network has been done again. The bench-mark BV in 
Bakar has been defined as fixed (given bench-mark), for which there was the value 
of 2.6601 adopted as its height. The adjusted values of heights and the belonging 
mean errors are given in the Table IV.

In this way the network of the Austro-Hungarian precise levelling covering the 
area of Croatia, Bosnia and Herzegovina and Slovenia has been adjusted for the first 
time at once and the heights of nodal bench-marks have been determined as related 
to the mean sea level in Bakar. Thus, a unique height system has been defined 
on the basis of the measurements of Austro-Hungarian precise levelling which can 
usefully applied in solving a whole lot of scientific and professional problems. One

T a b le  IV . Heights as related to Bakar

Nodal
bench-mark

Height

m

Mean
error
mm

Nodal
bench-mark

Height

m

Mean
error
mm

BV 1 3.2318 ±53.51 BV 12488 95.0007 ±71 .06
BV 38 31.0246 ±57.37 BV 12496 107.1151 ±71.26
BV 172 732.5413 ±56.96 BV 12554 150.5456 ±70.98
BV 216 296.0236 ±49.82 BV 12720 145.0306 ±61.04
BV 252 553.2955 ±43.75 BV 13020 168.6581 ±58 .47
BV 284 361.1046 ±50.82 BV 13141 123.6615 ±51 .53
BV 316 504.8006 ±59.67 BV 13195 122.1095 ±51.54
BV 318 443.2692 ±61.89 BV 13379 387.5854 ±58.92
BV 361 270.0811 ±56.98 BV 13338 519.0762 ±60.76
BV 438 272.3529 ±55.52 BV 13289 360.0097 ±63 .97
BV 449 240.1336 ±51.76 BV 13525 512.1323 ±68.67
BV 5560 31.4984 ±76.62 BV 13623 221.8937 ±66.83
BV 10211 102.0769 ±87.79 BV 13704 577.3518 ±1 .69
BV 864 265.8571 ±62.62 BV 13845 9.0375 ±72 .37
BV 10300 91.0246 ±88.27 BV 13854 7.6555 ±72.41
BV 10459 85.8389 ±83.76 BV 13991 323.2244 ±65 .77
BV 10522 83.5232 ±83.42 BV 14316 3.4276 ±79.86
BV 10650 100.9649 ±66.42 BV 14476 3.5426 ±80.08
BV 10745 91.2987 ±65.67 BV 14296 262.5282 ±79.88
BV 10759 82.9157 ±77.93 BV 14531 7.5972 ±65.67
BV 10857 78.1226 ±88.17 BV 14549 4.3920 ±66 .87
BV 10863 109.1933 ±66.91 BV 14573 92.1454 ±65.38
BV 11114 151.4074 ±58.15 BV 14676 223.9570 ±59.09
BV 11274 132.0997 ±56.08 BV 14754 1.2886 ±72.34
BV 11304 108.3539 ±59.04 BV 14926 675.6331 ±55.12
BV 11359 94.7348 ±60.95 BV 15082 157.4269 ±49.92
BV 11372 93.2008 ±64.68 BV 15297 423.9256 ±43.46
BV 11378 119.7977 ±57.48 BV 15453 465.8957 ±40 .77
BV 11589 112.3835 ±52.13 BV 15457 459.2834 ±40 .59
BV 11631 123.5290 ±48.98 BV 15850 181.9328 ±59.05
BV 12300 324.2185 ±42.00 BV 15986 1.0227 ±66 .16
BV 12313 4.9379 ±24.54 BV 15617 3.7536 ±11 .18
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of the more important is by all means the problem of determining recent crustal 
movements, which has been solved in the meantime in one variant (Feil et al. 1992a) 
and Feil et al. 1992b). On the basis of adjusted heights of network nodal bench­
marks, the calculations and adjustment of measurements have been made within 
the scope of single levelling lines. All data have served, for the purpose of easier 
and simpler usage, to the establishment of appropriate computer database ABAZA 
(Rozic 1992a) for PC by means of applying program systems DBASE III and CLIP­
PER. The basis conveys the following for the network: bench-mark number, number 
of levelling line that it is positioned in, latitude and longitude, original height of 
the bench-mark taken over from the corresponding publication of the Military and 
Geographic Institute from Vienna, adjusted height as related to the tide gauge in 
Bakar and the difference of these heights.

5. Connection of the network with Hungary

As it has already been stated, single lines in the marginal parts of the considered 
network are situated in Hungary either entirely or partly. Therefore the belonging 
values of adjusted heights can be stated for single bench-marks encompassed by 
theses lines. These values for nodal bench-marks of the network have already been 
given in the Table IV, and the bench-marks conveyed in the levelling line No. 258 
(Nagykanizsa-Zákány), Table V, can be given as an example. For the bench-marks 
included into this levelling line, the descriptions of the position in words and original 
adjusted heights as related to Triest were taken over from the publication (Militär- 
geopgraphisches Institut 1899), and the adjusted altitudes as related to Bakar and 
differences in heights from the database ABAZA. The attention should be drawn 
to the fact that height differences, in this part of the network, have the same order 
of value, but they are not constant because of the influences of measurement errors 
and of the fact that the configurations of levelling networks are mutually different 
when originally adjusted and readjusted (previous chapter).

It can be assumed that a part of these bench-marks conveyed in these lines, 
have been kept until today and included into the contemporary levelling network

T a b le  V . Data for the levelling line No. 258

Height Height
Bench-шагк Position description Triest Bakar DifT.

m m cm

BV 11114 Nagy-K anizsa, Stationsgebäude 151.5351 151.4074 12.77
BV 11261 Bahnwächterhaus Nr. 64 141.3649 141.2362 12.87
BV 11264 Bahnwächterhaus Nr. 62 139.0569 138.9274 12.95
BV 11267 M ura-Keresztur, Stationsgebäude 138.1750 138.0447 13.03
BV 11270 Bahnwächterhaus Nr. 2 134.8605 134.7290 13.15
BV 11273 Bahnwächterhaus Nr. 4 132.6379 132.5053 13.26
BV 11274 Zákány, Stationsgebäude 132.2328 132.0997 13.31
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of Hungary within the scope of new measurements. Presuming that the retained 
bench-marks are stable, the relationship of height systems of Croatia and Hungary 
can be established in a very simple way on the basis of those old measurements. 
However, the relationship determined in such a way is of an approximate character, 
so it should be necessary to make modern and more accurate measurements.

6. Conclusion

On the basis of the previous explanations one can draw a conclusion that the net­
work of Austro-Hungarian levelling on the territory of Croatia, Bosnia and Herze­
govina and Slovenia has been for the first time adjusted as a special and entire 
network leaned on the mean sea level at the tide gauge Bakar. Therefore the mea­
surements and the data of adjusting this network can be usefully applied for solving 
specific scientific and professional problems, as for example, the connection of lev­
elling networks of Hungary and Croatia, at least approximately.

t
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REAL-TIME INTEGRITY MONITORING  
OF DUAL-FREQUENCY GPS OBSERVATIONS 

FROM A SINGLE RECEIVER
C D de J ong1

[Manuscript received May 10, 1996]

Real-tim e integrity m onitoring of GPS code and carrier observations is becom ing  
increasingly im portant in the Held of high-precision navigation and position ing. A 
description is given of a recursive procedure for the integrity monitoring of dual­
frequency code and carrier observations from a single receiver. The procedure does 
not require any external information regarding station and satellite coordinates, ve­
locities and clock behaviour and tropospheric effects and is only weakly dependent 
on the observation interval. It is shown that cycle slips as small as one cycle can  be  
detected  in real-time.

K ey w o rd s: GPS; hypothesis testing; integrity monitoring; Kalman filter

1. Introduction

Real-time integrity monitoring of GPS code and carrier observations is becom­
ing increasingly important in the field of high-precision navigation and positioning. 
Originally, the accuracy requirements for most real-time applications were such that 
single frequency receivers were able to deliver satisfactory results. However, cur­
rent developments show a trend towards using dual-frequency receivers for real-time 
applications, not only for improving positioning accuracy, but also to increase pro­
duction: due to the greater redundancy, using dual frequency data allows for faster 
resolution of the integer cycle ambiguities of the carrier observations in real-time 
kinematic (RTK) applications of GPS, see e.g. (Teunissen 1993). Another trend is 
the increasing number of permanent GPS stations and networks for high-precision 
applications, such as geodynamics, maintenance of reference systems and land sur­
veying, (Mueller 1993, de Jong et al. 1994, Gurtner 1995), which traditionally 
required the deployment of dual-frequency receivers, and which, due to the large 
amounts of data being collected and the associated long processing times, could 
benefit from a data validation step in the field, i.e., in real-time.

2. Testing and reliability

The real-time integrity monitoring procedure for dual-frequency GPS code and 
carrier observations to be discussed here can be considered independent of the actual 
application for which the observations are being collected (positioning, navigation, 
generation of differential corrections, etc.). Data processing (for the sole purpose
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of data validation) is done using a Kalman filter, see Appendix A. The integrity 
monitoring procedure, (Teunissen 1990a, 1990b), is also recursive and parallels the 
Kalman filter. The associated test statistics are based on the filter’s predicted 
residual, which is defined as the difference between actual and predicted (using the 
predicted state) observation:

Vk = Ук -  Л***|к_1 , (1)

where i/* is the m-vector of predicted residuals at time Jfc, у* is the vector of ob­
servations and AkX^k-i  is the vector of predicted observations. Under the local 
(i.e., referring to a single epoch) null-hypothesis H% the predicted residuals are 
distributed as:

Hi-. V k ~ N (0 ,Q Vk) .  (2)
The null-hypothesis describes the case no model errors are present. The alterna­

tive hypothesis Я£ describes the case model errors Vi/jt are present in the predicted 
residual:

HI : (3)

The m-vector Vi/* can be parametrised as:

Vi/* = CjfcV* (4)

with the m-by-6 matrix (6 < m) given by:

C k =  {c\ c-i . . .  et)*
( 5 )v fc = (Vi v2 ... v»);.

Here we will be dealing only with observation errors, which are assumed to be either 
outliers or slips.

The testing procedure used for the real-time validation of dual-frequency GPS 
code and carrier observations is known as the DIA-procedure (Teunissen 1990a, 
1990b) and consists of the following steps:

1. Detection: An overall model test is performed to diagnose whether unspecified 
model errors have occurred.

2. Identification: After detection of model errors, identification of the potential 
source of these errors is required. This implies a search among the candidate 
hypotheses for the most likely alternative hypothesis.

3. Adaptation: After identification of an alternative hypothesis, adaptation of 
the recursive filter is needed to eliminate the presence of biases in the state 
vector.

In the detection step, unspecified model errors in the null hypothesis are detected 
using an overall model test. The LOM (Local Overall Model)-test statistic is given 
by:

mk vkQ ü^k
1 LOM -  “
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If the LOM-test is rejected, the model errors have to be identified. This is done 
by examining the LS (Local Slippage)-test statistics, corresponding to each of the 
considered alternative hypotheses. For single model errors (6 = 1, i.e., Ck =  ck), 
the LS-test statistic is given by:

tk = c№ X|/* 
yJc^Qu^cic

The alternative hypothesis for which |i*j is at a maximum is considered to describe 
the most likely model error.

For the case multiple model errors are present (6 > 1), the problem of local 
detection and identification of these errors can be solved recursively by examining 
one-dimensional alternative hypotheses. In each step, the effect of the largest LS- 
test statistic is removed from the LOM-statistic and all c-vectors, except the one 
describing the just-detected model error are orthogonalized with respect to this 
c-vector. This procedure is repeated until the LOM-test is accepted, (Teunissen 
1990b). The result of this recursive procedure is the matrix of Ck (5).

After identification of the most likely alternative hypothesis, adaptation of the 
recursive filter is needed to eliminate the presence of biases in the filtered state of 
the system. In order to be able to adapt the filter, we first need an estimate of the 
identified model errors V*. The best linear unbiased estimator of the fr-vector V* 
under Hk can be computed directly from the predicted residuals:

V* = (c iQ :kl c k)~l c ; Q : kl vk

with corresponding covariance matrix:

Qv- = ( C lQ ^ C k ) - 1 . (9)

As was mentioned before, the errors V* considered here consist of outliers and slips 
in the observations. More specifically, for the case of a slip, it will be assumed that 
it is a cycle slip of an integer number of cycles in the carrier observation. In that 
case, the error will be assumed non-stochastic, in other words, its corresponding 
covariance, see (9), will be zero. The adapted state vector x ^ k for both types of 
errors is given by:

x k\k — x*|t -  K kCkV k -  x k\k + kk(vk -  CkV k) , (10)

where the state vector before adaptation xk\k and the gain matrix K k are defined 
in Appendix A. The covariance matrix P j j of the adapted state reads:

Pi |* = A|* + K kCkQv >C*k K'k . (11)

For the expression of the covariance matrix Pk\k of the state before adaptation, see 
again Appendix A.

To conclude this section, we will now briefly discuss the Minimal Detectable 
Bias (MDB), (Salzmann 1991). The MDB is defined as the size of the model error

( 8)

( 7)
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V that can be detected with probability 7 with the one dimensional test statistic 
(7). The quantity 7 is called the power of the statistical test. For chosen reference 
probabilities c*o (the probability of rejecting H q when it is actually true) and 70, 
the non-centrality parameter Ao is given by:

A0 = A(a = ao, b = 1, 7 = 70) . (12)

The expression for the MDB reads:

MDB = (13)

MDBs provide an important diagnostic tool for inferring how well particular model 
errors can be detected; they are referred to as the internal reliability of a system. 
For the particular case considered here, they may give an indication whether slips 
as small as one cycle in the carrier observations can be detected or not.

3. GPS observation equations

The integrity monitoring is based on the following observation equations for a 
carrier observation ф and a code observation C (both expressed in meters) at time 
к :

Фк = Rk -  h  + AIV +  6ф
(14)

Ck = Rk + h  + be
where:

Rk  — contains all time dependent parameters, except the ionospheric effect, 
such as the geometric distance between receiver and satellite £>*, re­
ceiver and satellite clock errors 6rtk and 6'tk and the tropospheric 
effect ATk'.

Rk — вк + c(8rtk + 6’tk) + AT* (15)

where c is the speed of light 
Ik — ionospheric effect
N  — constant carrier ambiguity
6ф ,6c  — combined satellite and receiver delays (although these delays in

general tend to change slowly with time, they are assumed constant 
here to prevent the dynamic models from becoming too complex)

A — wavelength of one of the two GPS carriers.

4. Ionospheric modelling

In what follows it will be assumed that the ionospheric effect can be described 
accurately enough by its first order approximation:

r 40.3 TEC*
*k — p ( 1 6 )
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where TEC* is the Total Electron Content at time к and /  is the frequency of one 
of the GPS carriers. In this case the relationship Il i ,к = К1ц,к holds, where:

« = f l / f ]  . (17)

The ionospheric effect is a function of time (and place). The dynamics of the 
actual effect and its time-derivatives will be modelled as a Taylor’s series expansion:

П1 A
/(•) = V

^  C?-»)! *■1J =1 4 '
i = 0, . . . ,  n/ (18)

with corresponding system noise, characterised by its spectral density q(n‘+l\  which 
has dimension m2/s 2n,+1.

5. Real-time integrity monitoring procedure

Dual-frequency GPS receivers provide at least four observables (two code and 
two carrier measurements) from one satellite at one epoch. There will be enough 
redundancy to perform the integrity monitoring on a single channel basis. Using 
Eq. (14) and Eqs (16)—(18), the measurement model for one satellite at time к 
reads:

/  Фх \
Cx
Ф-2

\ < b J k

(  1 -1 1 0  \ (  R k \ /  6ф1 \
1 1 0 0 Ik , 6 C l
1 —К 0 1 N x +  ^

V 1 К 0 0  ) \  Ъ  У V 6 c * /
/  о . . .  о \  

0 . . .  0 
0 . . .  0 

\ o  ... о /

/  /(4
(19)

This model is not of full rank: it is not possible to separately estimate all parameters 
on the right-hand side, not even when more than one epoch of data is available. To 
make it regular, the following parameter transformation is applied:

( s  \
h
h

\  h } * V

1
1
1
1

0
0

\ (  Rk \
/

h
Nx +

/ \  »2 У i

Sc 1
6<h -  fci

_  6Фз -  fei 
7 + 1 

àç? — 6c,
2

\

/

( 20)
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which results in the measurement model:

(  Ф х  \ /  1 —2  0  0  \ (  S  \
C x 1 0  0  0 h
Ф  2 1 0  - ( / c + 1 )  0 hV C 2  j к \  1  0  0  к  — 1 J \  h  )

+

/  0 
0 
0 

V о

0 \  /  /(1) 
0
0 
0 V /(" ')

+

( 2 1 )

Due to the changing geometry between satellite and receiver and the behaviour 
of the satellite and receiver clocks, the parameter Sk in (21) changes rapidly and 
irregularly with time and is therefore hard to predict for intervals longer than a 
few seconds using e.g. a low order polynomial. Therefore, this parameter will be 
eliminated from (21) by choosing one of the observations as reference observation 
and subtracting it from the remaining ones. This choice is arbitrary, but since C\ has 
the simplest observation equation, it is preferred over the others. The corresponding 
transformation matrix T  is given by:

T  =
1 - 1 0  0 
0 - 1 1 0  
0 - 1 0 0

( 22)

and the resulting measurement model by:

Ф1 - С 1 \  Í  “ 2 0 0
Ф2 — C i =  0 - ( *  + 1 ) 0
C ' 2 - C x I k  \  0 0 К — 1

(  0 . . .  0  \ /  / C D
+  0 . . .  0

V  0 . . .  0 ) <  I < " ' )

+

(23)

As can be seen from (23) the state vector for each satellite consists of the fol­
lowing parameters:

— Three time-dependent biased ionospheric effects.

— П/ time-dependent derivatives of the ionospheric effect, see Eq. (18).

Since Sk is not present in Eq. (23) and since the ionospheric parameters change 
relatively slowly with time, the resulting model is rather insensitive to the observa­
tion interval. Also due to the elimination of Sk , no external information regarding 
station and satellite coordinates, velocities and clock behaviour and tropospheric 
effects is required.
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T a b le  I. Dual frequency code and carrier MDBs as function of observation 
interval and spectral density of the ionospheric m odel. For all examples 
the standard deviations of the LI and L2 observations were 0.25, 0.35 
m  (code) and 0.0019, 0.0024 m  (carrier). Observations were assumed
uncorrelated. For the ionosphere, a linear model (n j  +  1 =  2) was used. 
Testing parameters «о and ßo were chosen as 0.001 and 0.80, resulting in  

a non-centrality parameter Aq =  17.07

Observation interval (s) 1 30

Spectral density (m 2/ s 3) 
Code/carrier MDBs (m)

10“ 9 10“ * 10~9 10~8

LI 1.0/0.01 1.0/0.01 1.0/0.03 1.0/0.05
L2 1.4/0.01 1.4/0.01 1.4/0.03 1.4/0.05

The input for the dual-frequency integrity monitoring consists of the standard 
deviations of the observations, the order of the polynomial nj to model the iono­
spheric effect and the corresponding spectral density. In Table I the MDBs of code 
and carrier observations for some typical values of these input parameters and ob­
servation intervals are given. From this table it can be concluded that the MDBs 
of the code observations are roughly equal to four times their standard deviations. 
For the MDBs of the carrier observations there seems to be a dependence on the 
chosen value for the spectral density and the observation interval. However, the 
MDBs are all much smaller than one cycle.

6. Hypothesis testing

If hypothesis testing is based on the assumption that the observations contain 
errors which are not related to the error in other observations, then the number of 
alternative hypotheses to be tested for each epoch would be equal to the number 
of observations. The c-vectors, see (5), could then simply consist of canonical unit- 
vectors. For the integrity monitoring procedure using the transformed model (23), 
the situation is more complicated: if the c-vectors would consist of unit-vectors, 
then only errors in the transformed observations could be identified. A better 
procedure would be to base the c-vectors on the original, untransformed model (21) 
and transform them accordingly using (22).

In the actual implementation of the integrity monitoring procedure, the number 
of alternative hypotheses to examine is larger than the original number of obser­
vations. Due to the transformation (22), it appeared to be difficult to identify 
particular combinations of cycle slips on LI and L2, such as those for which the 
ratio is (almost) equal to the ratio of the two GPS frequencies (77/60 «  9/7), using 
the simple c-vectors, described above. However, if one expects this situation to 
occur, then one can also formulate the proper alternative hypothesis by a single 
c-vector, which, from a statistical point of view, is stronger than the two which 
correspond to simultaneous, independent errors on LI and L2. In this way, it is 
relatively easy to identify these combinations of cycle slips.
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T a b le  II. Applied cycle slips, identified hypotheses and estim ated errors. Observation  
interval is 30 seconds. Statistical parameters eure the sam e as for Table I. For combined  
hypotheses, i.e., hypotheses describing related LI and L2 errors, the estim ated errors 

refer to the LI errors. The L2 errors follow by applying the described relationship

Added slip 
(cycles) 

L l L2
Identified hypotheses

L l

Estim ated errors 
(cycles)

L2 L l*

1 0 Slip in L l 1.002 _ _
0 1 Slip in L2 - 0.999 -

1 1 Slip in L l =  Slip in L2 - - 0.999
9 7 Slip in L l =  9 /7  • Slip in L2 - - 9.065

154 120 Slip in L l =  f l /f2  • Slip in L2 - - 154.065
154 119 Slip in L l, Slip in L2 154.063 119.049 -

‘ Estimated errors, referring to related LI and L2 errors, are expressed in L l cycles

7. Some numerical results

The integrity monitoring procedure, as discussed in the previous sections, has 
been implemented in a software package for use at the reference stations of the 
experimental Active GPS Reference System in The Netherlands, (de Jong et al. 
1994). For testing purposes, data has been collected since 1993. To show that the 
integrity monitoring actually works, a data set was selected with an observation 
interval of 30 seconds. Cycle slips were added to either Ll, L2 or both. Next, the 
data was processed by the integrity monitoring software. Table II gives an overview 
of the added errors, the identified alternative hypotheses and the estimated errors. 
As can be seen from this table, all errors could be identified. The estimated errors 
were close to the integer cycle slips; these could be obtained by simply rounding to 
the nearest integer.

8. Conclusions and suggestions for future work

A procedure has been developed for the real-time integrity monitoring of dual 
frequency GPS code and carrier observations from a single receiver. The procedure 
is independent of the number of tracked satellites. It uses the recursive DIA pro­
cedure, (Teunissen 1990a, 1990b), to detect, identify and adapt for errors in the 
observations, which are assumed to be either outliers in code and carrier, or integer 
cycle slips in the carrier data.

The procedure does not require any external information regarding station and 
satellite coordinates, velocities and clock behaviour and tropospheric effects and is 
only weakly dependent on the observation interval, making it suitable for almost 
any kind application for which dual-frequency GPS data is used.

It was shown that cycle slips as small as one cycle can be identified; also “diffi­
cult” combinations of cycle slips, i.e., combinations of cycle slips in Ll and L2 for 
which the ratio is equal or close to the ratio of the Ll and L2 frequencies, can be 
identified.
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An interesting extension of the integrity monitoring procedure and subject of 
future research could be in the field of relative positioning. Although the models 
developed in Section 5 apply to a single receiver, they can also be used for double 
difference code and carrier data. The delays 6ф and 6c will be eliminated, irrespec­
tive of the baseline length, whereas for short baselines the ionospheric effects will 
be greatly reduced or even eliminated. As a result the parameters / i a n d  /2,* in 
(23) reduce to the double difference integer cycle ambiguities. These ambiguities 
can be determined in real-time on a single-channel basis, i.e., independent of the 
number of tracked satellites. This is not only interesting for routine RTK applica­
tions, but also for baselines with specific tropospheric conditions, due to e.g. large 
height differences or land-water transitions, for which it may sometimes be difficult 
to determine the integer ambiguities in the actual processing stage of the data, i.e., 
when determining these parameters together with the baseline components.
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Appendix A

Kalman filter equations

System dynamics:
*k+1 = Ф*+1,*я* + dk

where:
Xk — n-dimensional state vector at time к
$it+i,jfc — n-by-n transition matrix
dk — Process noise, associated covariance matrix Qk-

Measurement model:
2/i = AkXk + et

where:
Ук —  m-dimensional observation vector
Ak — m-by-n design matrix
et — observation noise, associated covariance matrix Я*. 

Predicted state and associated covariance matrix:

Xk\k-1 =
+ Qk ■

Filtered state and associated covariance matrix:

z*|it = + KkVk
Pk\k = Ц -  KkAk)Pk\k-\

( A . l )

(A.2)

(A.3)

(A.4)
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where:
Vk — vector of predicted residuals:

П  = Ук -  Ajfca?jb|jb_i (A.5)

with covariance matrix QVk :

Qvk = Rk+ AkPk\k-iAl (A.6)

К  к — Kalman gain matrix:

Kk = Pk\k-iAlQ (A.7)
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TRUNCATION EFFECTS IN USING SPHERICAL 
HARM ONIC EXPANSIONS FOR FORWARD LOCAL 

GRAVITY FIELD MODELLING

G Pa p p1 and Z T  Wang2 

[Manuscript received February 7, 1996]

The spherical harmonic expansion of N ew ton’s potential is an evident way to  
com pute the potential of density irregularities like surface topography or crustal 
thickness defined in  a spherical coordinate system  globally. Since the relatively low  
resolution of recent global density models does not m ake the detailed analysis o f the  
capabilities and features of the m ethod possible, it was tested  in the situation o f loca l 
density m odels. B oth fictive and “real” models were used in the investigations.

The fictive m odels formed a series of single spherical caps having different p a­
ram eters (capsize, thickness), the analytically com puted exact potential o f which  
was compared to different degree and order spherical harmonic expansions o f their  
potential. It turned out that for a mass m odel as sm all as 3°in capsize its gravita­
tional potential can be m odelled up to the accuracy level of 99 % with a m axim um  
degree of 360.

The real m odel, i.e., the m odel of the Neogene-Q uatem ary sediments in  the  
Pannonian Basin, Hungary, was used to investigate the resolution capabilities o f 
the spherical harmonic expansion in the situation of complicated and detailed loca l 
density m odels. The resolution was investigated in both  the space and the frequency  
dom ain. For this purpose the potential of the real m odel computed in flat-earth  
approxim ation was the reference data set. The spectral relation between spherical 
harm onic expansion and the flat-earth com putation was also determined empirically. 
It shows that the truncation of the series expansion im plied by a finite num ber of  
the degree of expansion is not equivalent to a  usual digital low-pass filtering. A n  
effort was made to explain the deviations which result in  ±0 .2  m s.d. of the geoid  
undulations at imlx =  360 in the situation of 0.1° X 0.1° tangential resolution of the  
density m odel.

K ey w o rd s: density distribution models; forward gravity modelling; power spec­
tral density functions; prism integration; spherical harmonic expansion; transfer func­
tions

1. Introduction

The gravitational potential field of a massive body is uniquely determined by its 
mass distribution according to Newton’s law of gravitation. The prediction problem 
of the potential field from a volume density model is known as the forward problem 
in physical geodesy. Different approaches have been developed to solve it in different 
situations.

1G eodetic and Geophysical Research Institute of the Hungarian Academy of Sciences, H -9401 
Sopron, РО В  5, Hungary

2Finnish G eodetic Institute,,Geodeetinrinne 2, F IN -02430 Masala, Finland
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On local areas with planar approximation, rectangular prism integration was 
used to predict geoid undulations (Nagy 1988, Papp and Kalmár 1995) and FFT 
technique was adopted for the same purpose and for the computation of terrain 
corrections (e.g. Forsberg 1985, Sideris 1994, Vermeer 1992) as well.

In global studies with spherical approximation, spherical harmonic expansions 
of the gravitational potential of the global topographic and isostatic masses were 
used extensively (Rummel et al. 1988, Engels et al. 1995).

In the recent work the precision, resolution and spectral properties of the latter 
approach were investigated by two numerical experiments in local situations.

The first one was based on a very simple, fictive and synthetic mass model 
(spherical cap) to test the effect of truncation on the precision of the expansion. 
The analytical expression of the potential of a spherical cap was used to obtain 
exact reference values for this experiment.

The second one was based on a real model of the Neogene-Quaternary sediments 
in the Pannonian Basin (Hungary) to investigate the resolution capabilities and 
other properties of the expansion. For this purpose the potential values obtained 
from the “flat-earth approximation version” of the mass model by using the rigorous 
potential formula of a rectangular prism (Nagy 1980) were applied as reference 
values. The idea behind this experiment was to check how the truncation of the 
series expansion relates to the usual low-pass digital filtering commonly used in e.g. 
(geo)physical interpretation of the gravity field.

2. Spherical harmonic expansion of the gravitational potential of 
disturbing masses under the surface of the Earth

As shown in Fig. 1, the Earth was assumed to be a sphere with radius R. 
A known disturbing mass body fl was located totally beneath the surface of the 
spherical Earth.

The gravitational potential of the body fi at point P(r, 0, Л) can be expressed 
by the Newtonian integral

r, = / c ^  =G />■=■■'■) (1)J  I J  vV2 +  r '2 — 2rr' cos Фn n

where r, 0, Л are spherical coordinates; / is the spatial distance between computation 
point P(r, 0, A) and the point Q(r\ 0 ', A') inside the body; Ф is the angle between 
the radius vectors r  and r' of P and Q respectively; g(r', 0 ', A') is the density 
function; G is the gravitational constant and dm  is the mass element.

The body Í7 was divided into subbodies so that every subbody Г2,- forming a 
spherical shell with radius between r\ and гг from the centre of the Earth, had a 
homogenous density £>,. Then Eq. (1) becomes

=  = /  
‘ * n.

r /2 sin Q'dr'dQ'dX' 
y/r2 + r'2 — 2 rr ' cos Ф ( 2 )
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Fig. 1. Sketch figure for the determination problem of the gravitational potential in  spherical
coordinates

with Ufli = Q. Of course potential V has to be piecewise integrable, i.e. the mass 
distribution inside the body fi is regular.

Outside of 0,- the gravitational potential V is a harmonic function and can be 
expanded into spherical harmonic series (Engels et al. 1995),

Vi = G e f  dX' /  de' sin 0 ' 7  dr' -
Ai 0i ri
Аз ©2

J  2
\ / r 2 +  r '2 — 2rr' cos Ф

= Ge J d \ ' J d e 1 s b e 1]dr 'Ç-  e  ( ^ ) , р,(с08ф)
Al 01 Г1 1=0 '  '

A3 0 3  гз oo . /  / \  Í
= G e f  d \ '  f  de ' sin e ' f d r ,r—  E  5п п  ( f )  •

Ai 0i ri /—0

• e  П ".(е ,л )У |,т (0 'л ')
m= —/

( 3)

Í PT

u )  = 1 p !"

_ , (cos 0) cos mX . . .  m > 0 __
for r  > r', where У/1т (0,Л) =  ̂ .m. with P, (cos0)

" (cos 0) sin |т |Л  . ..  m < 0 
being the fully normalized associated Legendre function. For clarity, the index i 
on all quantities in the right hand side of Eq. (3) was omitted. Furthermore, by
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performing the integral with respect to r' from ri to r2 one obtains,

Vi = GQXf  d\' /de'sin0'£
A! e,

• £  Fiim(e,A)Flim(e',Y).
m=—/

r '+3 _  _<+3 r2 . rl
t o  (21 + 1)(/ + 3)

(4)

In practice Eq. (4) is not efficient because the computation of the r ,+3 term 
becomes laboursome when l is large. The difficulty can be overcome by introducing 
depth D positive downward from the surface of the spherical Earth. Representing 
r  by depth D,

rj = R -  D2 
r2 = R — D\

with D\, D2 representing the depth of the upper and lower boundary of the i-th 
subbody respectively.

Then using binomial expansion, one obtains (6),

r '+3 -  r '+3 = Я'+3 ifi_^V +3_Ci-^ V +3l[l1 R )  l1 R j

2-3

Substituting (6) into (4)

R ,+3 £>2 -  Dx

=  (l + 3)R' « 5 i ^ 2 i { i _ i ± 2 ^ ± £ i +

- } ■

(/ +  2)(Z+ 1) D] + D 2D\ +  D\

Vi = Ge J 2
1=0

•'+1 R

f / + 2 Ű2 - Ű 1 (/ + 2)(/ +  l) £>22 + £>20 i + £>? 1
1 2 R  + 2 3 R2 + ' " J
I A3  ̂ 0a

E  n-(0 -A)/ d X ' {  sinS|m|A' }  / d e ' s i n e ' ? !m | ( c o s 0 / )
тп— — 1 \ сл

( 6)

(7)

the final formula suitable for computation was obtained. Equation (7) is more 
efficient than Eq. (4) due to the fact that in most situations the computation point 
P  is assumed to be located on the surface of the Earth, i.e. r = R, thus the ratio 
R ,+3/ r ,+1 may be reduced to R2. Furthermore, because D <C R  in modelling of 
the Earth crust, the binomial expansion Eq. (6) up to degree 3 is sufficient.

Although theoretically Eq. (7) gives a rigorous solution, in practice, however, an 
approximation is unavoidable because Eq. (7) can not be expanded up to infinity. 
For global investigation of the geoid undulation of topographic and isostatic masses,
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Fig. 2. Spherical cap with thickness D, capsize Ф and density Q

maximum degree and order /max = 30 was found to be sufficient (Engels et al. 1995). 
In the following sections, it will be shown that a much higher value of /max is required 
in local gravity field modelling if acceptable accuracy is desired. Two experiments 
have been carried out in order to investigate the properties of the expansion in local 
situations. The evaluation of Eq. (7) was based on a program code issued by Middel 
(1992).

3. Potential of a spherical cap with homogeneous density and constant
thickness

In Fig. 2, a synthetic spherical cap with thickness D was assumed being located 
beneath the surface of the Earth (i.e. D\ = 0 in Eq. (7)). The curvature radius of 
the cap is the same as that of the earth, its capsize is Ф, and its density is g.

The expression of the potential field for a spherical cap at an arbitrary point in 
the space is not known, but the potential on the central axis on its top (at point 
P) can be analytically expressed by Eq. (8) (see Appendix A).

=  u g 4{ H " ' 2 + H I , +

R

R - D

+ -
r  COS\k

+-
r3 sin2 Ф cos Ф

2rr' cos Ф)3 

ĵ (r' — r cos Ф)\/V 2 +  r'2 — 2rr' cos ф| +

[ln(r' -  r COS Ф +  \ / r 2 + r'2 — 2rr' cos Ф)| ^ ,

+

( 8)

where r is the radial distance of point P; r' is the variable of integration which 
should be substituted by R  — D and R  accordingly.
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0 36 72  108  144 180 2 1 6  2 5 2  288 3 2 4  360

Max. degree of spherical harmonies expansion

F ig . 3. Truncation errors of spherical harmonic expansions w ith different degree and  order, in
function  of thickness D  and capsize Ф

The error of the gravitational potential computed from the spherical harmonic 
expansion was derived by subtracting the results obtained by Eq. (8) from the 
results obtained by Eq. (7). The percentage errors are shown in Fig. 3 and Fig. 4. 
From Fig. 3, where the capsize and thickness of the spherical cap varied, one can 
see that to reach certain accuracy level, the degree and order required depend on 
the capsize in such a way that the smaller is the cap size, the higher is the degree 
and order required. The thickness of the cap has small effect on the accuracy of the 
computation. From Fig. 4, where the maximum degree and order of the expansion 
varied, one may conclude that at point P  more than 99 % of the gravitational 
potential of a homogeneous spherical cap can be approached with an expansion up 
to degree and order of 360 in the situation of a capsize as small as three degrees.

4. Geoid undulation contribution of the sediments in the Pannonian
Basin, Hungary

Earlier investigation (Papp and Kalmár 1995) has shown that in the wavelength 
range below 300 km, the geoid undulations generated by the Neogene-Quaternary 
sediments dominate among the contributions of density irregularities in the litho­
sphere of the Pannonian Basin.

The peak-to-peak amplitude of the geoid anomalies reaches 1.5 m in the area
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О 10 20 30 40 5 0  60 70 8 0  90

capsize [degree]

Fig. 4. Approximation errors of the gravitational potential of synthetic spherical caps with  
different capsize in function of different degree and order of spherical harmonic expansions

between <p = 47°-48° and Л = 17°-19°. A very detailed 3D finite element density 
model (Kalmár et al. 1995) with a resolution 3-5 km in X-Y directions and some 
hundred meters in Z direction has been developed for the interpretation of the 
local features of the geoid. In the present study, however, the original model was 
transformed to a spherical system based on the map projection used by Cadastral 
Survey of Hungary, and then it was re-gridded on a sparser grid by using the utilities 
of the GMT software package (Wessel and Smith 1991). The model generated by 
this way was obviously suitable only for the spherical computations, therefore, it was 
transformed back to the Cartesian coordinate system of the map projection. In this 
process, an attempt was made to generate an “as similar as possible” model for the 
rectangular prism integrations. Eventually, two equivalent models were obtained 
(see Fig. 5). The spherical model consists of 1724 elements (spherical prisms 
with 0.1° X 0.1° bases), whereas the Cartesian model consists of 1700 elements 
(rectangular prisms with 7 x 1 1  km bases, approximately corresponding to 0.1° x 
0.1° at the mean latitude of 47.5° of the study area). In order to simplify the 
computation, a homogeneous density of -460 kg/m3, which is the mean density 
contrast between the sediments and the upper crust in the original 3D model was 
supplied.
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Fig. 5. D epth of the pre-Tertiary basement (thickness o f the Neogene-Quatemary sedim ents) in  
the Pannonian Basin. Contour interval is 500 m. Shaded area represents the extension of available

data used for density m odel generation

4-1 Computation of the potential in the Cartesian coordinate system

For a right rectangular prism having homogeneous density g, the gravitational 
potential V  can be computed based on Eq. (9) (Nagy 1980).

V = Gg xy  ln(z + r) + yz ln(z +  r) -f zx ln(y + r)—

1
2

(  2 , У2X  arctg— 
\  xr

+ 1/ arctg-----1- z arctg
yr

x y \ '
zr ) (9)

where r is the spatial distance between the computation point P and the corners 
of the prism; and x , y, z are coordinates of the corners related to the computation 
point. Eq. (9) was evaluated by the algorithm given by Nagy (1988).
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T a b le  I. Statistical parameters of the density model and of the geoid undulations obtained  
from forward potential modelling

Data
sets

Minimum
(m )

Maximum
(m)

Mean
(m)

STD
(m)

RM S
(m )

1 thickness of sediments 0 8088.4 1742.7 ±1494.0 ± 2 2 9 5 .0
2 results from integration -8 .6 8 -1 .9 1 -4 .4 0 ±1.70 ± 4 .7 2
3 results from series exp. -8 .4 1 -1 .8 1 -4 .3 5 ±1 .69 ± 4 .6 6
4 difference (2-3) -0 .7 8 0.69 -0 .0 6 ±0.20 ± 0 .2 1

4-2 Comparison of the results

The potential generated by the disturbing mass of the sediments was interpreted 
as disturbing potential, and therefore geoid undulations were obtained by Bruns, 
formula for the comparisons.

4-21 Comparison in the space domain

In order to make the direct point-by-point comparison possible, a regular spher­
ical grid with 0.2° X 0.2° spacing was defined for the computation of potential using 
spherical harmonic expansion. It was transformed to the plane for the rectangu­
lar prism integration. In this way, Eq. (9) and Eq. (7) were evaluated on points 
identical in the sense of map projection.

The geoid undulations from the spherical harmonic expansion ( /max = 360) and 
from the prism integration are shown in Fig. 6 and Fig. 7, respectively. The 
differences between the two data sets, which can be interpreted as the effect of 
truncation of Eq. (7), are plotted in Fig. 8. The statistics of these data sets are 
listed in Table I together with the statistics of the mass model.

It can be seen from Table I that the truncation error is in decimeter level for 
/max = 360. It is in good accordance with the roughness of the density model (s.d. 
=  ±1494 meters).

It is worthwhile to notice the strong correlation between the two sets of geoidal 
undulations with the mass model by comparing Fig. 6 and Fig. 7 with Fig. 5. 
The correlation factors are 0.60 and 0.66 for the series expansion and prism inte­
gration, respectively. The truncation error is also correlated with the mass model 
by comparing Fig. 8 with Fig. 5 although the correlation factor is smaller (0.19). 
This correlation reveals the smoothing process involved in the spherical harmonic 
expansion computation. Ideally, Fig. 8 should show random features and the cor­
relation factor should be zero. The frequency domain analysis made the effects of 
smoothing more clear.

4-22 Comparison in the frequency domain — spectral interpretation of the results

As mentioned in the beginning of this section, computations have been carried 
out both on the sphere and on the plane. This situation is quite common especially

Acta Geod. Geoph. Hung. 31, 1996



56 G PAPP and Z T WANG

F ig . 6. Geoid undulation contribution of the sediments com puted from spherical harmonic ex­
pansion approximation of the gravitational potential. Contour interval is 0.2 m. Shaded area 

represents the extension of the density model

in physical geodesy where global data are usually represented on the sphere/ellipsoid 
by spherical harmonic whereas local data are treated mostly on the plane of some 
kind of map projection. A typical example is the remove-restore technique used 
in the computation of terrain correction and geoid determination (Vermeer 1992, 
Vermeer and Forsberg 1992). Therefore the spectral properties of the spherical 
harmonics in planar approximation were studied, and an effort was made to inves­
tigate the spectral relations between the undulations obtained from the spherical 
harmonic expansion and the prism integration.

It was assumed that, in one hand, the undulations obtained from the prism 
integration contained all the spectral information that could be generated by the 
mass model and on the other hand, the spherical harmonic expansion up to certain 
degree and order worked as a low-pass filter with an approximate cut-off wavelength 
of two times of its highest resolution, i.e. Acut_0ff «  2 x 180°//max. Therefore it 
was supposed that a linear system existed by which the two kind of computations 
were related.
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Fig. 7. G eoid undulation contribution of the sediments com puted from rectangular prism  integra­
tion. Contour interval is 0.2 m . Shaded area represents the extension of the density m odel

The frequency domain representation of the system function is the so called 
transfer function. In the frequency domain the relation may be written as Eq. (10).

R( f )  = T( f ) S( f )  (10)

where S( f )  is the spectrum of the signal s(<); T( f )  is the transfer function and R( f )  
is the response of the system to S(f ) .  Consequently, if S( f )  and R( f )  are known, 
the transfer function T{f )  can be determined by Eq. (11), in a somewhat similar 
way to deconvolution.

T( f )  = R( f ) / S( f )  . (11)

Applying Eq. (11) to the 2D complex spectra of the two sets of undulations, 
where the one obtained from the prism integration takes the place of S( f )  whereas 
the one obtained from the spherical harmonic expansion replaces R(f ) ,  the transfer 
function was obtained. For this purpose the geoid undulations were calculated on a 
regular planar grid of 10 X 10 km including 128 x 128 points and then FFT combined 
with 100 % cosine tapering was applied to derive 2D Fourier spectra. After complex
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50*N

49”N

48 ”N

47'N

46'N

45'N

15’E 16'E 1ГЕ 18°E 19*E 20'E 21‘E 22°E 23°E

F ig. 8. Undulation differences between prism integration and spherical harmonic expansion  solu­
tions. Contour interval is 0.1 m . Shaded area represents the extension of the density  m odel

division implied by Eq. (11) the 2D spectrum T{ f )  was transformed to radial (1-D) 
average spectrum. The normalized radial transfer functions for /max =  72, 120, 180 
and 360 are shown in Figs 9a, 9b, 9c and 9d, respectively. The basic features of 
low-pass filters can be seen clearly in the range of wavelengths > 60 km. Therefore 
the corresponding digital filters were attempted to be figured out by computing the 
normalized power spectrum of their impulse response functions which were obtained 
by using GRDFFT utility of GMT package. Between Acut_0fr and Apasa parameters 
cosine tapering was used to reproduce the smooth transition band of the transfer 
functions. The results are shown on the same figures for comparison. From the 
parameters of the digital filters (Table II), one can see that the transition bandwidth 
of the spherical harmonic “filter” inversely depends on the maximum degree and 
order /max of the expansion. That is, it correlates well with the resolution of the 
expansion. The extraordinary width of the transition bands of /max = 72 and 120 
is a reflection of the fact that the resolution is so low that the corresponding cut­
off wavelength almost reaches the horizontal extension of the disturbing masses. 
However, in any situation the transition band is somewhat too wide compared to
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attenuation [dB] attenuation [dB]

a, b,

attenuation [dB]

wavelength [km]

attenuation [dB]

wavelength [km]

c, d,
Fig. 9. Normalized radial transfer functions of different degree spherical harmonic expansions of 
the gravitational potential (light gray lines) and of the corresponding digital low-pass filters (black  

lines), а) /max =  72 ,  b )  /max =  120 ,  c) /max —  1 8 0 ,  d )  /max —  3 6 0
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T a b le  II. Transition bands of the spherical harm onic filtere and their corresponding
digital filters

Imax Spherical harm onic exp. 
^cut-off

Digital filter 
Apase — ACU| _ 0ff

Transition
bandwith

10 % of Acut_ off

72 550 km 1000-270 km 730 km 55 km
120 330 km 600-200 km 400 km 33 km
180 220 km 300-160 km 140 km 22 km
360 110 km 150- 90 km 60 km 11 km

the common digital filters where, as a rule of thumb, the transition bandwidth is 
usually determined as 10 % of the cut-off wavelength. Table II lists the transition 
bandwidths and the corresponding values determined by the “10 % rule” .

In Fig. 10 the transfer function of a low-pass filter with Acut_0ff = 190 km and 
Apass = 210 km is shown. It demonstrates that the “10 % rule” gives very good 
characteristics for sharp cut-off and high attenuation around 200 km wavelength 
which is not observable in the spherical harmonic filtering.

Another interesting phenomenon can be observed in Figs 9a-9d. The attenu­
ation gradually decreases (in absolute sense!) below the wavelength of 50-60 km, 
which is not a characteristic of a common filter. In order to find the reason of this

a t t e n u a t i o n  [d B ]

F ig. 1 0 .  Comparison of the transfer characteristics o f spherical harmonic expansion w ith /max =  
18 0  and of a d igital low-pass filter with Ap&s» =  2 1 0  km  and ACut—off =  1 9 0  km
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power [шг]

Fig. 11. Radial PSD -s of geoid undulations computed by different degree spherical harm onic  
expansions and rectangular prism integration

phenomenon, the radial power spectral densities (PSD-s) of all the geoid undulations 
obtained by forward modelling were calculated (see Fig. 11). It can be seen that the 
unusual decreasing of the attenuation of the transfer functions is caused by the “flat 
tail” starting at 50-60 km wavelength of the spectra of the undulations computed 
by the spherical harmonic expansion. First it was interpreted as systematic noise 
caused by the process of spectral analysis. However, when a digital low-pass filter
with Acut_off =  40 km and Apass = 60 km was used on the spherical data set with
/max =  120, the decrease of attenuation disappeared (Fig. 12), which implied that 
the noise existed in the data. It is assumed that this noise is always produced by 
the modelling computations and it indicates the highest resolution capability which 
can be attained from a given density model by the method applied since the same 
flat tail phenomenon was also observed in the PSD of the undulations obtained 
from prism integration carried out on a 1 x 1 km grid (Fig. 13). The possibility of 
a numerical accuracy problem was excluded because the flat tail of the spectrum 
did not change when the last (5th, 4th and 3rd decimals of meter unit) digits of the 
undulation values were consequtively truncated and the PSD was reprocessed after 
each truncation.

Recalling that the range of wavelengths below Acut_0fr — Я7̂  is the “null” 
space of the spherical harmonics therefore any spectral power with wavelength less 
than Acut_ofr is irrelevant. However, from Fig. 12, one can see that there is still 
considerable power in the range between 50 km and the corresponding theoretical
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a t t e n u a t i o n  [ d B ]

F ig . 12. Radial transfer function of (mix =  120 spherical harmonic expansion after dig ita l low-pass 
filtering of the undulations obtained by it

cut-off wavelengths which gives signal contribution with amplitude about mm to 
cm, whereas because of the wide transition band the power above the theoretical 
•^cut-off is tendentiously smaller in its neighbourhood than it should be. In other 
words; in one hand the power is “too early” attenuated by the spherical harmonic 
low-pass filter and on the other hand the attenuation below Acut_0ff is not suffi­
cient. It supports the idea of “inverse aliasing” (Hipkin 1995) — a portion of the 
long wavelength power aliases to the shorter, theoretically forbidden wavelengths 
— which may be the result of the non-exact one to one correspondence between 
spherical and Fourier harmonics (Vermeer personal commu.). The tendency of the 
signal level to increase in the wavelength range below Acut_0ff when /max increases 
may also support this idea.

5. Conclusions

The forward gravitational problem can be solved by means of spherical harmonic 
expansions for both global and local situations. The accuracy of the expansion 
with a fixed /max depends on the horizontal extension of the mass body and the 
smoothness of its bounding surface. Using spherical harmonics up to degree and 
order 360, the gravitational potential of masses larger than 6 degrees in size with a 
simple and smooth bounding surface can be modelled accurately. When it is used in 
situations where the mass model has rough boundaries, i.e. when it contains strong
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p o w e r  [m*]

Fig. 13. Radial PSD of geoid undulations obtained by prism  integration on a 1 x 1 km  grid at
1024 X 1024 grid nodes

short wavelength features the truncation implied by /max may cause significant signal 
loss at dm level.

The truncation of spherical harmonic results in low-pass filtering, but with wider 
transition bands than the ordinary digital filters. It indicates that the spectral char­
acteristics of the spherical harmonics in forward local gravity modelling are differ­
ent from that of the results obtained from rectangular prism integration. It means 
that, in case of combined application of the spherical harmonic expansion with the 
rectangular prism integration, attention must be paid to the different spectral char­
acteristics resulting from the transformation from sphere to plane. For example, 
there is a possibility to compute the gravitational field of a global model of the 
topographic and isostatic masses, and then combine it with the potential generated 
by the local model of the disturbing masses in order to obtain a detailed solution. 
In this situation proper digital low-pass and high-pass filters should be used to 
separate global and local contributions, respectively, before their combination.

Because the efficiency becomes very low when one tries to expand in a “brute 
force” way the spherical harmonics up to high degrees and orders (> 360), the 
possibility of using it in local situation is limited at the moment. It has been tested 
that in DEC ALPHA Unix system, the expansion up to degree and order of 720 is 
possible.
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Appendix

The derivation of Eq. (8)

For a spherical surface layer with capsize Ф and surface density /r, located at 
radial distance r', its potential at point P  (Fig. Al) with radius r can be written 
as

ru  sin ipdipdXV  =  G „ J df - = G , J l

where
/2 = r2 -F r '2 — 2rr ' cos ip .

By integrating over A from 0 to 2ir, Eq. (A.l) becomes
*

r'2 sin ip/
г4  gj.

dip---- —

i.e.

From Eq. (A.2) by differentiation, one obtaines

Idl = rr'sinipdip

r ' sin ip dip =  -d l  .
r

(A.l)

(A.2)

(A.3)

(A.4)

P

F ig . A l .  Sketch figure of a spherical surface layer w ith surface density ц and capsize Ф
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Substituting Eq. (A.4) into Eq. (A.3), the potential of the surface layer at point 
P  was obtained:

h / f
К  =  2тr G / r  J  d l r-  =  2 i r G ^ ( / 2 -  h )  =

h

= 2irGp^- [V i 1"2 + r12 -  2rr'cos VO — (r -  r')j . (A.5)

Now the potential of the spherical cap can be found by considering the surface 
density p  as a limit of volume density g when dr' tends to be zero, that is,

Pfi =  gdr' . (A.6)

Substituting Eq. (A.6) into Eq. (A.5) and integrating over r' from R  — D  to 
R, where R  is the upper limit of the integration, with r' < R < r, and D  is the 
thickness of the cap, one obtains,

R  ,
Vp = 2irGg J  d r '^y i\A 2 + r'2 ~  2 r r 'cos V1 — r + r') =

R - D

= 2i r G p i | [ - ^ r r /2+ | r ' 3]” _c + J [ \ / ( r2 +  r72 -  2rP cos VO3] }

+ 2nG gl |(r ' _  r cos ф )\/г2 + г'2 — 2rr' cos -0j

+ 2* G f > i ^ ^ r 2s in V

• In |(r ' — r cos V1) + y/r2 + r '2 — 2rr' coe V>] д .
(A.7)

The potential of a sphere at point P  can be found by Eq. (A.7) as a special 
case. Let tp = ír, R  — D = 0, then

Vp = 27гС ^ |[ - ^ гД2 + | я3]+ |(Я  + г)3 -5 (Д  + г)2- ^  + ^ |  =

=  2irGgi  ( | я 3 )  =  $*R3gG l = G^-
(A.8)

with M  the total mass of the sphere.
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GROUND TILT INDUCED BY PUM PING —  
PRELIM INARY RESULTS FROM THE NAGYCENK  

TEST SITE, HUNGARY
H-J K u m p e l 1 , P V a r g a 2 , К L e h m a n n 1 , Gy M e n t e s 2

[Manuscript received January 22, 1996]

In-situ tilt measurements were carried out at Nagycenk near Sopron, Hungary  
to study ground deformation induced by ground water flow. A deformation signal, 
although being rather sm all, is expected from theoretical considerations: pore pres­
sure gradients leading to ground water flow also deform the rock (or soil) m atrix  
because of resistance and friction in the pore space. At Nagycenk, the pore pressure 
gradients are produced by pumping from a well 78 m  deep. Tilt signals recorded in  
two shallow boreholes at a distance of about 7 m  from the well are clearly related to  
pum ping cycles. Assuming poroelasticity ад the adequate rheology to describe the  
dom inating physical process, the findings can be used to estim ate petrohydraulic in- 
situ  param eters not attainable through other m ethods. However, simple analytical 
expressions for spherical pressure disturbances in the homogeneous full-space pro­
duce tilt signals w ith opposite sign than observed here. This might be due to the  
vicinity o f the stress-free surface. Tilt signals from two other locations at the test  
site  that will be obtained soon will be used to verify this hypothesis.

K ey w o rd s: borehole; ground deformation; ground tilt; pore fluid; pore pressure; 
tiltm eter

Introduction

The understanding of coupled hydrological processes has been recognized to have 
increasing importance for many pragmatic applications among earth scientists and 
engineers over the past few years (Torgersen 1994). Parameter estimates are crucial 
for solving hydrogeologic problems but are often insufficiently known, e.g. because 
of the scale problem and as the nature of mechanical coupling is not yet completely 
understood. Petrohydraulic parameters which macro-scopically describe the ease of 
pore fluid flow through the rock (or soil) matrix and the mechanical response of the 
matrix to changing stress and/or pore pressure are of particular interest. Various 
laboratory tests exist to determine these parameters from rock specimens. Yet, 
since they have been removed from their original embeddings and are of limited 
size, samples disclose the rock’s in-situ behaviour only partly.

A common method to evaluate some of the petrohydraulic parameters under 
in-situ conditions are pumping or slug tests, or their inverse procedures, injection 
and bail tests. They usually reveal values for the hydraulic conductivity — or the 
transmissivity — and a rough estimate of the storativity or storage compressibility.

1 G eological Institute, Section Applied Geophysics, University of Bonn
2G eodetic and G eophysical Research Institute of the Hungarian Academy of Sciences, H-9401 

Sopron, РО В 5, Hungary
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In recent years, tilt measurements have occasionally been applied to provide further 
insight into the hydraulic in-situ behaviour of saturated formations (Kiimpel, 1989, 
Weise 1992, Maier and Mayr 1995). Usually, a pore pressure anomaly is stimulated 
and two tilt components of the resulting deformation field are observed, so that full 
coupling of mechano-hydraulic effects can be investigated. Since the tilt signal is 
small, sensors have to be of prad resolution or better.

This paper deals with pump induced deformation in the small town of Nagycenk, 
15 km east of Sopron, Hungary. The water is pumped for public supply from aquifers 
at a depth between 54 and 74 m. Tilt signals were recorded in two shallow boreholes 
at a distance of roughly 7 m and with different orientations with respect to the well. 
Here, we present these data and briefly outline the theoretical background for signal 
interpretation in the full-space case. The corresponding analytical solution predicts, 
however, the tilt signals to have opposite sign than that observed here. Two possible 
reasons will be discussed. A more complete paper is planned after tilt signals from 
two other locations have been recorded.

Data

Pumped wells are suitable objects for studying in-situ matrix deformation in­
duced by pore pressure gradients, because one has control over the most influencing 
factors: the geometrical configuration, the energy applied to the ground through 
pumping, and, in general, the local geology. The well at Nagycenk was drilled in 
1991. Details relevant for this investigation are listed in Table I.

Four tiltmeter boreholes were built in the vicinity of the Nagycenk well. A sketch 
is shown in Fig. 1. More data are listed in Table II. The annular spaces outside 
the PVC casings were filled with concrete from lower to top, sealing also the open 
bottom parts of the tubes. The open upper sections of the casings are closed by 
prefabricated concrete parts used in canalization works. Boreholes No. 1 and 2 end 
about 1.5 m below the groundwater table of the uppermost, unconfined aquifer, 
boreholes No. 3 and 4 end in the unsaturated zone above it. The lower sections of 
the former two boreholes close to a rather compact gravel formation, those of the 
latter two reside in a less compact sandy loam layer.

We have two tiltmeters for the investigations at Nagycenk, Table III gives tech­
nical details. A tiltmeter is installed pouring a layer of sand 0.1 m thick inside the 
PVC casing, tampering the sand, lowering the tiltmeter to the bottom, and fixing it 
in nearly vertical position by adding and tampering more sand in the free annular 
space. A strong mechanical coupling to the undisturbed formation is essential for 
obtaining meaningful ground tilt signals. The azimuth of the instrument installed 
is determined from the orientation of the tiltmeter’s handle at its top, aligned par­
allel to the y-direction. This can be done to an accuracy of a few degrees. The 
signal and power cable is connected to a switch box at the surface that allows high 
or low gain settings and weak or strong low-pass filtering. The instrument can be 
operated in single ended and differential mode. We operated the tiltmeters in high 
gain, differential mode and weak damping. The switch box is connected to a power 
supply (batteries) and a suitable recorder.
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T a b le  I. Details o f the well at Nagycenk, Hungary. Only the second and third aquifers from  top
are used for water supply

Parameter Quantity Remarks

D epth 78.5 m cased well
D iam eter 200 mm  

352 mm
inner casing, PVC, down to bottom  
outer casing, steel, down to 53 m

Screen 0.7 m m  
56.2 -  60.7 m  
65.7 -  74.0 m

width of aquifer filter slits
depth of upper filter section (2nd aquifer)
depth of lower filter section (3rd aquifer)

Pum p 0 .0 0 9 -0 .0 1 1  m 3/s  
(<  40 m 3/s )

power, active on demand, type Grundfoss SP  35-11, 
autom atically activated 2 to 3 times per day

Geology 0.0 — 3.6 m  
3.6 — 6.0 m
6.0 -  26.0 m
26.0 -  32.4 m
32.4 -  54.8 m  
5 4 .8 - 6 1 .8  m  
61.8 -  64.4 m
64.4 -  74.2 m  
74.2 -  100.0 m

loam, loam  with sand 
mixed size gravel
loam with sand, sandy loam, layered 
median size gravel, with lime (1st aquifer) 
loam with sand, sandy loam, layered 
coarse gravel, quartz, with lime (2nd aquifer) 
sandy loam , loam
median size gravel, with lime (3rd aquifer) 
loam with sand, loam, sandy loam, layered  
(open hole refilled up to 78 m)

H ydraulic head 3.3 m mean value below surface
Productivity 17.5 m  at 540 1/min  

22.2 m  at 720 1/min 
26.9 m  at 900 1/min

level from surface

T a b le  II. Tiltm eter boreholes at Nagycenk Test site

Borehole No. 1 No. 2 No. 3 N o. 4

Installation depth (m) 4.3 4.3 2.8 3 .8
Azim uth to well (N to E) 111 212 354 6
Radial distance г to well (m) 7.7 6.9 22.9 64
D epth z  to centre of upper well sreen (m) 54.2 54.2 56.3 55.3
Distance R  to centre of upper well sc. (m) 54.7 54.6 60.8 84.6
Diam eter of PVC casing (mm) 300 300 150 150
Shortest distance to concrete path (m) 2.0 12.2 16.2 16
Azim uth to nearest section of concrete path  
(N to E)

101 98 101 101

M onth when completed 07/94 07/94 03/95 1 0 /9 5

So far, we have tilt data from boreholes No. 1 and 2, obtained with instruments 
No. 1652 and 1655. Figure 2 displays the true geometric configuration for bore­
hole No. 1. Initially, from August 1994, the temperature at downhole depths was 
recorded together with the tilt signals. Its value was 13° ±  1°C and showed slight 
seasonal changes. Due to limited recorder capacity and for better correlation with 
more influential effects, later since July 1995, we recorded the switch times of the
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F ig . 1. P ian view of test site Nagycenk, Hungary. Topography is negligible over depicted  area 
and in  surroundings. E xcept for the concrete path, the surface is covered by grass. See Tables I 
and II for details on the pum ped well and the tiltm eter boreholes at positions Nos. 1 to  4 , and  

note the place for temperature m easurem ents inside the concrete

pump and temperature variations in the concrete path instead (Fig. 1), the latter 
with a sensor fixed inside a 8 mm in diameter hole in the concrete, six centimeters 
below the surface. Figures 3 and 4 show typical data sets from a week in August 
and in October 1995. There is a clear correlation between pumping cycles and 
tilt variations in the X- component of position No.l (XI) and the Y-component of 
position No. 2 (Y2).

It is also evident from Fig. 3 that a correlation exists between temperature vari­
ations in the concrete and tilt changes in XI, Y l, and, less pronounced, in X2. On 
sunny summer days, the concrete attains its highest temperature during the after­
noon, whereas on cloudy days, temperature variations are moderate throughout the 
day. Obviously, the tilt variations reflect temperature induced ground deformation 
emanating from the concrete. This confirms the sensitivity of the tiltmeters and a 
good coupling to the ground. Such effects are typical at shallow depths, but we will 
not make further use of this here.
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T a b le  III. Technical detail* of tiltmeters

Manufacturer Applied Geomechanics Inc., Santa Cruz, California
M odel Borehole tiltmeter, Type 722
T ype of sensor Fluid level, with electronic pick up of gas bubble position
No. o f components Two, at nominal 90 azim uth separation, named x- an d  y-component
Sensitivity (nominal) 0.1 prad in High Gain M ode, 1 prad in Low Gain M ode
Calibrated range 800 prad in High Gain M ode, 2000 prad in Low Gain M ode
Length of tiltm eter body 0.85 m
Diam eter of tiltm eter body 54 mm
Power supply - 1 2  V, 0 V, +12 V
Signal output ± 8  V analog
In-built temperature senor <  0.1 °C resolution

Pump induced tilt signals

Ground tilts due to pumping have been observed several times before (Kiimpel 
1988, 1989, Weise 1992, Maier and Mayr 1995). The tilt signal, that follows a 
characteristic, fin like shape described in detail by Kiimpel (1989), is clearly visible 
in Figs. 3 and 4.

The theory of linear poroelasticity appears to be adequate to explain the physical 
process of hydraulically induced deformation. Fundamental contributions originate 
from Biot (1941) and Rice and Cleary (1976). Poroelasticity is a rheology very simi­
lar to thermoelasticity, where pore pressure takes the role of temperature. However, 
unlike in thermoelastic problems, the full coupling between deformation and pore 
pressure can not be neglected. The approach is macroscopic, that is pores and pore 
structures are not resolved in the region considered. Complete saturation with pore 
fluid is essential for linearity in poroelasticity. The behaviour of a porous medium 
differs for drained and undrained conditions, i.e. whether fluid flow through parts 
of the medium’s surface is allowed or not. Four parameters describe the elastic 
stress-/pressure strain behaviour of the medium’s matrix, a fifth parameter reflects 
the ease of fluid flow (Kiimpel 1991, Wang 1993).

In the distant field of a pore pressure disturbance in a homogeneous medium, the 
poroelastic deformation from a spherical pressure source can be obtained through 
analytical solutions. Numerical techniques like the finite element method have been 
used to compute the deformation field for more complex situations (Kiimpel 1989). 
The solutions also allow insight into the deflection of a borehole (Fig. 5), when we 
assume that the borehole completely follows the deformation field in its vicinty. By 
comparison with the tilt signal observed in the borehole, values for rock matrix and 
fluid flow parameters can be established so that theory and field data agree. In such 
a way, in-situ poroelastic parameters not accessible by other methods are obtained.

One may choose the shear modulus G, the Skempton ratio В  (denoting the 
change of pore pressure per unit change of confining pressure for undrained con­
ditions), the Poisson ratios v and vu for drained and undrained conditions as the 
parameters of the rock matrix, and the intrinsic permeability k as the hydrologic
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D istance (m)
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F ig . 2. True scale geometric configuration of tiltmeter position  N o .l, pum ped well and concrete  
path. Groundwater is drawn from aquifers through filters 1 and 2

parameter. Note that 0 < v < vu < 0.5. Analytical solutions for the homogeneous 
full-space case reveal that in the surroundings of a well, which is initially in hydro- 
logic equilibrium and in which pumping with constant rate Q starts at time t = 0, 
the shear strain <p is

<p = cK BQ /D  (1)

(Kiimpel 1989). Herein, c is a dimensionless function of the radial distance r from 
the axis of the well, the vertical distance z from the centre of the well screen, time 
t since the onset of continuous pumping, and the hydraulic diffusivity D, namely

c(r, z,f; D) = (37 + E ~ )/( l6n )  (2)

with
E — =  1 — erf(»)
J  =  [erf(SR)/9? — 2exp(—
эг = r / уМ ш
erf(.) is the error-function, and R  =  y/r2 + z2 is the distance between the tilt sensor
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Fig. 3. D ata from week 32 in 1995. Time is local time, 1 hour ahead of UTC. Synchronized, ten  
m inutes sam pling interval for all signals. Pumping signal high means pump is active. Tem perature  
(unsealed) is that of concrete path and is inverted for b etter  optical correlation w ith t ilt  effect, 
i.e. low signal corresponds to higher temperature and vice versa. X-tilt is roughly in E W , Y -tilt  

in NS. Positive tilt signal m eans relative shift of tiltm eter top towards E (for X) or N (for Y )

and the well’s screen (filter), c increases steadily with t , approaching asymptotically 
its maximum value 0.017... . For the assessment of rock parameters from the 
maximum shear deformation at a given distance R, c can be replaced by 0.017 if 
5Î < 0.3 or i > 2.78R2/D  (Kiimpel 1989). It is convenient to use the estimated 
<90-time of the tilt signal, defined as the time when 90% of the pump induced tilt 
amplitude is built up. One may then use the relation <90 = R?/AD together with c ~
0.017 where the error is less than 10%. In fact, the final tilt amplitude will hardly be 
obtained with much higher acccuracy, because it is approached asymptotically and 
because of interference with non-pump-induced drift signals. The other parameters 
in Eq.(l) are
К  =  2r z /R 3, a geometric coefficient, and 
В  = В / 3 • (1 -I- t)u) /( l  — uu) , obviously, В / 3 < В  < В.

The hydraulic diffusivity D can be expressed as

D  = 2 a - / )(1- ^ ) g G ffl (3)
O '«-I/)

(Rice and Cleary 1976), where к = k/rj is the Darcy conductivity with 77 denoting 
the dynamic viscosity of the pore fluid. The tilt signal in the surroundings of the 
well is a superposition of the shear strain ip as given in Eq.(l) and the rotation ip 
of the tiltmeter’s environs. To a first approximation one may assume that <p is the
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F ig . 4. D ata from week 42 in  1995. Display m ode as in  F ig . 3. Tilt spikes around hour 61, at 
n o o n  on October 18th, originate from an earthquake at R yuku islands, 27.92 N, 130.34 E  at 10.50

UTC, M w= 6.9 (data from  USGS)

observed tilt signal. The sense of the tilt signal for this case is reflected in Fig. 5. 
Rotation of ground regions become, however, more important close to free surfaces 
where shear deformation is reduced. The relevance of contributions from rotation 
will deserve further attention in a separate paper.

If the rock facies of the test area is known, some of the above parameters can 
be assessed fairly well, others can not. In our case, the permeability can be roughly 
estimated from the draw down tests made in the Nagycenk well for productivity 
control (Table I). Accordingly, using a formula of Logan for confined aquifers (cited 
in Krusemann and de Ridder 1973), к is around 6 Darcy (~ 6 ■ 10~12 m2).

The adopted global parameters for the test site are listed in Table IV. r) is the 
viscosity of pure water for temperatures from 8 to 12°C, using a formula of Hard- 
ington and Cottingen (see Weast 1974). В  takes always values between 0 and 1, but 
likely falls in the range 0.2 to 0.8 for saturated sediments. The estimated ranges for 
V and v u can be argued from the fact that for increased confining pressure water can 
easily leave unconsolidated sediments under drained conditions, generally leading 
to some significant compaction of the matrix, whereas in undrained conditions the 
low compressibility of the pore fluid impedes a similar volume reduction.

Taking 2.5 hours as the fgo-time for tiltmeter positions No.l and 2 (see Figs 3, 
4), one would obtain roughly 0.1 m2/s for the hydraulic diffusivity D. A value of 
0.4 for the Skempton ratio В  and order of 500 MPa for the shear modulus G would, 
for the full space solution, agree with pump induced tilt amplitudes of 3 ^/rad, as 
recorded here (see complete parameter set in Table IV). Similar values of В  and G

A cta  Geod. Geoph. Hung. SI, 1996
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T a b le  IV . Pum p rate Q  and plausible rock/fluid parameters at Nagycenk test site assuming linear 
poroelasticity and full-space situation. The ranges o f the deduced parameter values are conservative. They  
were calculated adopting combinations which yield the lowest and highest possible values, respectively.

This explains the large range obtained for G

Pum p rate Range Adopted value Remarks

Pum p rate Q 30 -  34 m 3/h 9 • 10“ 3 m 3/s from observation
Fluid viscosity rj 12 -  1 4 • 10~3 Pa s 13 • 10-3  Pa s for pure water from 8 to 12 °C
Intrins. permeability к 3 - 1 0 - 1 0 - 12 m 2 6 • IO“ 12 m 2 from draw doWn tests
Hydraul. diffusivity D 0.080 -  0.085 m 2/ s 0.083 m 2/s D  r* R 2/4*90
Skem pton ratio В 0.29 -  0.39 0.34 Eq. 1
Poisson ratio V, drained 0 .0 5 -0 .1 5 0.10 estim ated
Poisson ratio vu, undr. 0.40 -  0.48 0.45 estim ated
S  =  В / 3(1 +  vM) / (1 -  vu) 0.31 -  0.50 0.39
Shear m odulus G 0.14 -  2.6 GPa 0.46 GPa Eq. 3
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F ig . 5. Schematics of borehole deformation in the vicinity of a well with groundwater pum ped  
(to p ), injected (center), or displaced through pressurized air (bottom ). G W L=G roundw ater level, 
W L = W ell level, Q =Injection rate, P=Pressure at well screen, P '=G as pressure in  sealed well, 
T = T ilt  amplitude, t= tim e  (from Kumpel, 1988). N ote that at Nagycenk, the well screens are at 

(much) greater depth than the tiltmeters

were found to explain the amplitudes of pump induced tilt signals in unconsolidated 
sediments observed elsewhere (Kiimpel 1989). At Nagycenk, however, the sign of 
the tilt signals is at both positions 1 and 2 opposite than predicted by the full- 
space solution. Consequently, estimates of parameter values based on the adopted 
assumptions turn out to be invalid here, or, at least one of them must be a flaw.

For instance the axis of the pumped well could, grossly deviate from the vertical, 
so that the filter locations projected to the surface fall east of tiltmeter position 1 
and south of position 2. Since such deviation would have to be at least 11°, an 
unsually high value, and nothing similar is known from the drilling record, we can 
rule out this option. A more likely reason for the unexpected tilt sign is that due to 
the shallow installation depths the tiltmeters “see” a cyclic subsidence of the surface 
whenever the pump is activated. In this case, the tiltmeters’ tops move closer to 
the well axis than their lower ends, following an inward rotation of the near surface 
layers towards the well. This effect then dominates over the shear strain that is 
solely effective in the homogeneous full-space situation, when — due to higher pore 
pressure gradients — the tiltmeters’ lower ends are attracted more strongly by the 
pore pressure deficits around the well filters than their tops.

Deeper insight and more accurate estimates of parameter values are expected
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from tilt records that will be obtained at positions No. 3 and 4. Through the 
clearly different geometric configurations we trace a radial profile of the tilt ampli­
tudes at shallow depths. In addition, a more accurate estimate of the size of the 
induced tilt signals will be received from stacking, and deviations from strictly radial 
orientations of the maximum amplitudes will be analysed as hints for anisotropy 
in pore fluid flow.

Conclusions

We carried out tilt measurements to improve the understanding of coupled 
mechano-hydrogeologic processes, and to demonstrate the capabilities of tiltmeters 
in monitoring the deformation field around pumped wells. Like Maier and Mayr 
(1995) we have used tiltmeters of ‘only’ 0.1/irad resolution but analysed signals in 
the vicinity of a much deeper well. The observed, pump induced tilt signals are 
deary above the noise level, but although their amplitudes are in agreement with 
realistic parameter values of the poroelastic sediments at the test site, they are of 
opposite sign than expected for the full-space situation. Possibly, this is caused by 
rotational effects dominating over shear deformation at the probed, shallow depths.

The results are preliminary, since data from two more tiltmeter locations will 
soon be available for verification and more accurate analyses. In particular, these 
data are expected to show how the tilt signal changes with increasing radial distance 
for the quasi half-space situation. We have already shown that tilt measurements 
can be used to study ground deformation induced by pore pressure gradients — for 
fundamental research aspects, for obtaining values of petrohydraulic in-situ param­
eters, and for specific hydrological applications where neglect of rock matrix strain 
is not justified.
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SOME CALIBRATION OF THE APPLIED  
GEOMECHANICS INC. BOREHOLE TILTMETER

MODEL 722
G y  M e n t e s 1 , К L e h m a n n 2 , P V a r g a 1 , H-J K u m p e l 2

[M anuscript received June 11, 1996]

For several years we use Applied Geomechanics Inc. (AGI) borehole tiltm eters, 
M odel 722, for measurements of ground deformation induced by ground water flow. 
These instrum ents record two com ponents of tilt with electrolytic sensors o f 0.1 /rrad 
resolution , with their performance depending on parameters like scale factor, linear­
ity, temperature behaviour and coupling to the ground. Different laboratory m eth ods  
were applied for recalibration of the borehole tiltm eters. Calibration coefficients o f 
four instrum ents were obtained using laser interferometers and mercury crapaudines 
and compared to those given by AGI. For full use o f the resolution it appears nec­
essary to  check the calibration parameters in the suggested way and to correct the  
sensor accordingly.

K ey w o rd s: borehole tiltmeter; crapaudine calibration; ground deform ation;
laser interferometer

1. Introduction

Applied Geomechanics Inc. (AGI), Santa Cruz, California, offers the instrument 
series 700 which is widely applied to monitor deformation effects in a lot of applica­
tions, mostly for geotechnical but also for geophysical use. The Model 722 borehole 
tiltmeter we use for studying ground deformation induced by pore pressure gradi­
ents in the vicinity of pumped wells (Kümpel et al., 1996), is part of that series. 
This instrument is a dual-axis, low noise analog output tiltmeter with a nominal 
resolution of 0.1 /trad. It operates at low power consumption, has a high reliability 
under rugged field conditions and can be installed in shallow boreholes down to 8 
m depth.

In various field studies carried out over several years, we have gained some 
experience with this tiltmeter type. As part of a bilateral Scientific and Technical 
Cooperation between Germany and Hungary, we started to check the instruments’ 
accuracy and characteristics. This paper deals with the recalibration of the AGI 
borehole tiltmeter Model 722, carried out at our institutes at Sopron and Bonn. 
At both places, a Hewlett-Packard laser interferometer system was used for precise 
angle measurements using an absolute calibration method. In addition, a relative 
calibration method using crapaudines was applied at Sopron. We report here on 
the results of both methods and how they are combined to establish calibration 
curves for the tiltmeters. It will be shown that the recalibration can result in more 
accurate measurements.

1 G eodetic and Geophysical Research Institute o f the Hungarian Academy of Sciences, H-9401 
Sopron, РО В  5, Hungary

2 G eological Institute, Section Applied Geophysics, University of Bonn
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T able  I. M ain specifications of the AGI M odel 722 borehole tiltm eter

T ilt sensing range: ±  800 /irad (HIGH G AIN), 
±  2000 Mrad (LOW G AIN ).

T ilt resolution: 0.1 Mrad (HIGH GAIN), 
1 *uad (LOW GAIN).

Input voltage range: + 11  to +15 VDC, -1 1  to  -1 5  VDC.

O utput voltage range: ±  8 V both in HIGH and LOW GAIN (single-ended output) 
or
±  16 V (differential output).

T ilt scale factor: about 0.1 Mrad/mV (HIGH G AIN ), 
about 1 ^rad/mV (LOW G AIN ).
B oth  scale factors are valid in  single-ended mode.
The exact values differ slightly from  tiltm eter to tiltm eter and 
are given in the calibration certificate by the manufacturer.

F ilter time constant: 0.05 s (OFF position), 
7.5 s (ON position).

Temperature scale factor: 0.1°C /m V .

Accuracy of temperature 
measurement :

±  0.75°C.

Range: -40°C  to +100 °C.

2. Technical data of the borehole tiltmeters

The Model 722 borehole tiltmeter consists of a cylindrical stainless steel body 
(85 cm long, 5.4 cm in diameter) containing two orthogonal electrolytic precision tilt 
sensors, amplifiers and signal filters for each of them and a temperature sensor. An 
external switch box, connected to the tiltmeter via a submersible steel-reinforced 
cable, hosts a panel for the tiltmeter’s gain and filter switches as well as the power 
input and signal output connectors.

The signal amplifiers of the instrument have two or three settings: HIGH, MID 
-optional-, LOW GAIN. The gain factor between the settings is 10. The filters are 
2-pole Butterworth low-pass devices with 40 dB/decade roll-off and a time constant 
settable to customer specifications. The tiltmeter can be used with FILTERED and 
UNFILTERED output. Furthermore, the sensor signal can be taken in asymmetri­
cal (single-ended) or symmetrical (differential) mode, the latter optionally. Table I 
lists the most important specifications.

3. Installation

The tiltmeter Model 722 can be installed in a shallow borehole to monitor 
changes in tilt of a nearly vertical ground element over time. For a certain sta­
bility against environmental and meteorological effects on the one hand, and for 
handling reasons during installation and possibly readjustment of the tiltmeter’s
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Fig. 1. Example for installation of the M odel 722 borehole tiltmeter

nearly vertical alignment on the other (in case the signal is drifting out of the mea­
suring range), it is advisable to place the instrument at depths between 2 and 8
m. The borehole has to be drilled with a diameter of about 30 cm, its casing will 
usually be a PVC pipe that is coupled to the surrounding formation by concrete 
(Fig. 1). The pipe’s diameter should measure around 8" to allow sufficient room 
for manipulating and levelling the tiltmeter with bars during installation. Inside 
the pipe the instrument is fixed through tampered quartz sand in order to obtain a 
strong coupling to the ground. In case of a shallow ground water table, the bottom 
end of the pipe should be sealed by a cap or slightly expanding concrete to prevent 
fluctuations of the water table inside the pipe that could affect the stiffness of the 
coupling.

The signal is transferred via cable to the switch box which can be placed in a 
trunk at the surface together with the power supply and a data logger.

4. Purpose of recalibration

Recalibration of the AGI Model 722 tiltmeters appears to be useful because of 
several reasons. These are, in order of relevance:

a) According to our experience, the Model 722 tiltmeters are stable instruments 
having a low drift. Since for our applications we are interested in measuring
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small deformations (Kumpel et al. 1996, Rebscher 1996), only a narrow part of 
the instruments’ measuring range is used. A higher accuracy might in fact be 
achieved in a smaller range if we knew the transfer functions of the tiltmeters. 
The manufacturer gives only linear scale factors. These are based on linear 
regressions through calibrations at minimum 10 points of the measuring range.

b) For long-term measurements it is necessary to know the temporal behaviour 
of the instruments. Therefore, an internal calibration unit is included in some 
high precision tiltmeters (e.g. the Askania borehole tiltmeter; Graf 1964). For 
AGI tiltmeters, only recalibrations can inform about the long-term stability of 
the instrument’s parameters (scale factor, linearity, sensitivity to temperature 
variations etc.).

c) The instruments were calibrated by the manufacturer at room temperature 
in the range 20 to 23 °C.'We use them in 3 to 5 m-deep boreholes where the 
temperature is only 10 to 12 °C. Although AGI gives a linear relation which 
can generally be used to compensate for temperature effects on the scale 
factors and the zero points, the calibration certificate has no details about 
the temperature behaviour of the built-in sensors so that only approximate 
corrections are possible.

d) The tiltmeters are set in sand during installation. One aim of our investiga­
tions was also to learn whether this type of coupling has some influence on 
the accuracy of tilt measurements in boreholes, in other words to check the 
performance of the coupling between the instrument and the casing.

5. Calibration methods

We used an absolute and a relative calibration method for testing the tiltmeters. 
The absolute calibration was done with a laser interferometer system in angle ref­
erence mode. Mercury crapaudines, which were formerly applied to instruments 
resolving earth tides, were used for relative calibration.

5.1 Calibration by laser interferometer

This kind of calibration was made at both of our laboratories at Sopron and 
Bonn (Fig. 2). The tiltmeter to be calibrated is installed in an iron tube welded 
to a rigid bottom plate that is standing on three footscrews. The bottom plate 
is a rectangular triangle with the Sopron and a circular disc with the Bonn test 
equipment. Balls placed in ball sockets at the footscrews’ tips, respectively ball-like, 
guarantee nearly a point support and low frictional movements of the screws. The 
tiltmeter can be fixed in the tube by sand or by screws. In the latter case, two sets of 
three screws, arranged at angular separations of 120 degrees, support the tiltmeter 
at the upper and lower ends in the tube. At Sopron, both tilt components can be 
tested at the same time, if the tilt axes are installed parallel to the perpendicular 
sides of the bottom plate, because the footscrews are placed at the ends of the
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d a ta  logger, pow er supply

screw  with ball socket corner cube
Fig. 2. Absolute calibration m ethod using a HP laser measurement system

plate’s hypotenuse. At Bonn, the footscrews form an equilateral triangle, and each 
tilt direction has to be tested individually. When the iron tube has to be arranged 
symmetrically to the laser beam axis, a well defined tilt signal can be applied by 
turning a footscrew on this axis. For measuring the tilt amplitude, a Hewlett- 
Packard (HP) laser interferometer system was used in angular measuring mode.

At Sopron, the measurements were carried out with a HP5528A Laser Measure­
ment System (HP-5518A Laser Head, HP-55281 Angular Optics Kit), and at Bonn 
with a HP-5526A System (HP-5500C Laser Head, HP-5505A Laser Display, HP- 
10565B Remote Interferometer, HP-10558A Beam Bender, HP-10559A Reflector 
Mount); both have an angular resolution of 0.1 arcsec or 0.5 prad, respectively. 
By comparing the tilt signal displayed through the interferometer system with the 
tiltmeters’ voltage output for a series of tilt steps, the sensors’ transfer functions 
can be obtained.

5.2 Calibration by crapaudines

The calibration method using crapaudines was formerly applied for testing highly 
sensitive horizontal pendula (Mentes 1986). A crapaudine is a cylindrical, stainless 
steel pressure box filled with mercury. The upper wall of the box is thinner than 
the others so it functions as a membrane. Increasing the pressure in the box de-
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mercury stainless steel 
pressure box

Fig. 3. Functional principle of a crapaudine. All parts are cylindrical

forms only the membrane, deformation of the other walls is negligible. The box is 
connected via a plastic tube to a mercury reservoir. If the height of the reservoir is 
increased by Ah, the membrane of the pressure box moves upwards by a distance 
A x  (Fig. 3): In good approximation, one has A x  = к Ah, where the proportion­
ality factor к can be determined by means of a laser interferometer and is called 
calibration factor of the crapaudine. Since for our crapaudines к is rather small, 
A h  has to be large (к = 0.00422 /лп/cmHg for the crapaudine SG-5, к = 0.00489 
/im/cmHg for SG-6).

Calibration of the borehole tiltmeters was carried out as shown in Fig. 4. Two 
crapaudines were placed under footscrews of the tube’s bottom plate. In several 
steps within the measuring range (30-40 points), the mercury reservoir was lifted to 
a maximum height difference A h  of 253 cm, and the output signals of the tiltmeter 
were recorded. The inclinations applied to the tube can be calculated from the 
crapaudines’ scale factors, the distance between the fixed and the lifted footscrews, 
and ДЛ, yielding tilt amplitudes of 3.19 prad in x and 3.81 prad in y. By this 
method, scale factors could be determined continuously over the measuring range. 
An average scale factor valid for the entire range (as given by the manufacturer) 
can be calculated as an average of local, step-wise scale factors. The accuracy of 
this method is less than that of the interferometric one because of the limited ac­
curacies of the crapaudines. The crapaudine method is nevertheless a way to check 
the linearity of the transfer function directly. It represents a supplementary method 
to gather the tiltmeters’ characteristics with a different technique, i.e. with inde­
pendent uncertainties. Although we made no use of it, this method is also suitable 
for obtaining the tiltmeters’ frequency response by lifting the mercury reservoir 
periodically with different frequencies.

6. Results of the recalibration

In June 1995, the tiltmeter serial no. 1655 was calibrated at Sopron. The mea­
surements were made in the institute’s cellar floor test laboratory at a temperature 
T  — 21°C using a HP leiser interferometer. The tiltmeter was fixed in the tube
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d a ta  logger, pow er supply

Fig. 4. Relative calibration m ethod using crapaudines

by screws. Then, laser and crapaudine calibrations of the same instrument were 
simultaneously carried out in a second laboratory at T  = 12°C. Here, the tiltmeter 
was fixed either with screws or with sand. These investigations allow a comparison 
of the tiltmeter’s characteristics under the influences of temperature, calibration 
method and way of coupling (Table II). Fig. 5 shows a synopsis of the results.

AGI gives a linear relation between the scale factor and the temperature, de­
scribed by a temperature coefficient Ks and a zero shift S K z  ■ For the used tilt 
sensors, Ks  should be about +0.05%/°C, S K z  approximately 1-2 /irad/°C. From 
the scale factors obtained at 12 and 21°C, the temperature coefficients for these 
sensors can be calculated as Ksx = 0.5338%/°C and K sy = -0.5348%/°C. These 
coefficients are nearly equal in both directions, probably due to the symmetrical 
construction of the sensors. The reason for different signs must be investigated in 
further studies. The scale factors for both calibration methods at the same boundary 
conditions, temperature and coupling, confirm each other within their uncertainties. 
In this test run, the way how the tiltmeter is fixed to the iron tube is insignificant 
only for one tilt component (r). For the second component (y), the scale factors 
differ by about 0.00074 /irad/mV. It is possible that the estimated uncertainties, 
gathered from earlier calibrations at Bonn, do not represent the conditions in this
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T able  II. Exam ple of the recalibration results (tiltm eter, serial no. 1655)

Calibration m ethod Crapaudine Laser interferometer AGI

Range «  ± 2 0 0 /írad ±800/zrad

Fixing screws screws sand screws
Temperature [° C] 12 12 12 21 22

X-Component

Scale factor [prad/m V] 0.09644 0.09634 0.09665 0.10097 0.09987
Linearity error [%] 2.7 1.2 1 0.55 3
Correlation factor r2 0.9988 0.9999 0.9998 0.9999 0.9999

Y-Component

Scale factor [prad/mV] 0.09681 0.09759 0.09685 0.09712 0 .09997
Linearity error [%] 2.2 1 1.1 0.83 3
Correlation factor r2 0.9996 0.9999 0.9999 0.9999 0.9997

run. A systematic effect is not obvious, because this should show up in both tilt 
directions. So far, we have no reason to believe that the coupling conditions at field 
installations with quartz sand cannot be reproduced by screws in the calibration 
test equipment.

Three tiltmeters, serial nos. 317, 367, 368, were calibrated in August 1995 in 
the cellar laboratory of the Geodetical Institute at Bonn applying the absolute 
method. The room temperature was similar to that of the AGI calibration so that 
we can compare our results to those given in the instruments’ certificates without 
a temperature correction. In several, repeated test runs, we obtained reproducible 
values enabling us to describe the tiltmeters’ transfer functions for each tilt sensor 
and each gain (see Fig. 6, as an example). These functions appear to render the 
bubble sensors’ geometries rather than the amplifiers’ behaviour. They can be 
used to calculate calibration parameters for individual measuring ranges in order 
to correct the tilt data. Within the range of ±200 /trad, which is the one we use 
for some of our applications, the scale factor given by AGI had to be changed by 
order up to 10%. Nonlinearity effects resulted in a maximum deviation of up to 5% 
of the signal amplitude.

In April 1996, we examined seven more tiltmeters of Model 722 with the absolute 
method in the same laboratory (serial nos 2520-2525 and 2581). In that way we 
have data of instruments built at different periods between 1991 and 1996. The 
yieldings will be presented in a later paper.
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F ig. 5. Comparison of 1.)  scale factors К  obtained by laser interferometer calibration, a)  Axing 
w ith  screws (squares), b) Axing w ith sand (triangles), and crapaudine calibration (circles) w ith  
that o f AGI (cross), for the x -  (dark) and the у-com ponents (light symbols), respectively, and  
2 . )  the temperature coefficients K s  and the observed temperature scaling behaviour for tiltm eter, 

serial no. 1655. N ote that error bars represent average errors

7. Conclusions

In order to increase the accuracy of the tilt signals, two independent methods to 
recalibrate the Applied Geomechanics Inc. borehole tiltmeter, Model 722, were ap­
plied. An absolute and a relative method give reproducible calibration coefficients. 
The obtained characteristics of the instruments for each tilt sensor were evaluated 
and compared with those given by the manufacturer’s calibration certificate. The 
conclusions of our investigations are:

—  For larger tilt amplitudes and phenomenological research, a (corrected) linear 
scale factor is sufficient to describe the deformation signals that are moni­
tored by the tiltmeter. Within small measuring ranges and for quantitative 
investigations, knowledge of the nonlinear characteristics appears necessary. 
Application of correcting terms may result in changes of signal amplitudes by 
up to 5%.

—  Because the manufacturer’s calibration temperature does not correspond to 
that in most field installations, it is necessary to know the temperature be-
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F ig . 6. Nonlinearities for tiltm eter, serial no. 317, a) x-com ponent, b) у-com ponent. W ith  
linear regression analysis, scale factors K x — 0.08881 /irad /m V  and К  y — 0.09504 jirad /m V  were 
obta ined  within a measuring range ±2  V (~  ±200jzrad). T his figure shows the deviations from  
th e  regression result. For th is sensor, AGI gives K x — 0.099938 ;irad/m V and K y =  0.1001549  
jxrad/m V within the range ±800/irad. The two curves show opposite measurement directions, 
nam ely  for increasing and decreasing tilt amplitudes. One reading was taken every 100 /xrad, on 
average. The shaded areas m ark the uncertainties for each run due to the lim ited resolution of the

laser interferometer
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haviour of the sensors. Our results do not confirm the given informations, 
further investigations are needed.

— The way of fixing the borehole tiltmeters to the iron tube does not significantly 
influence the transfer function of the instruments. For the calibration, fixing 
by screws can be applied to simulate coupling at field conditions.

So far, we have recalibrated eleven instruments of the discussed tiltmeter type 
in order to examine their transfer functions. Details of the latest tests will be 
published elsewhere.
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EARTHQUAKES AND ASSESSMENT OF SEISMIC RISK
A M e s k ó 1

[Manuscript received May 13, 1996]

Earthquake hazard is perceived today differently than even a decade ago. It is 
m ainly due to some “unexpected” m ajor earthquakes. Seismic hazard m aps of m any  
European countries are being reevaluated and updated. Seismic risk is no longer 
based on simply the m axim um  effects recorded in a few hundred years o f h istorical 
records. Review and reassessment of the hazard has becom e a vital scientific task in  
Hungary.

B asic seismological quantities such as intensity, m agnitude and peak accelerations 
and the growing awareness of seismic risk together with its foundations are briefly 
explained, and the probabilistic seismic risk analysis is discussed with an em phasis on  
the uncertainties of input data and their consequences on the reliability o f estim ates.

K ey w o rd s: assessment of seismic risk; earthquake hazard; intensity scale; m ag­
nitude scale; peak acceleration; seismic source

Introduction

“The vulnerability of Europe to the earthquakes is critically growing . . .  many 
populated areas become highly vulnerable to weak earthquakes which did not cause 
damage in the past” , stated the Council of Europe in 1991. Seismic hazard maps 
of many European countries are being reevaluated and updated since it has been 
realized that seismic risk can not be simply based on maximum effects recorded 
in a few hundred years of historical record. Review and reassessment of hazard of 
several vulnerable large-scale constructions as well as reliable assessment of hazard 
of several potential sites of such structures to be built has become, therefore, a 
vital scientific task in Hungary. Previous efforts for evaluating those risks should 
not be neither underrated nor discarded but should be reconsidered in the view of 
new experiences. A large scale safety review of the Paks NPP started in 1991 and 
several improvements are being implemented which will enhance its capability to 
withstand earthquakes.

In due course of long lasting debate between earth scientists and construction 
engineers even basic seismological quantities such as intensity, magnitude and peak 
accelerations were many times misunderstood and misinterpreted. Therefore they 
are briefly explained as they have been defined, have evolved and are now understood 
by the international seismological community. The growing awareness of seismic risk 
together with its foundations is also briefly summarized.

In the last part of the paper the probabilistic seismic risk analysis is discussed 
with an emphasis on the uncertainties of input data and their consequences on the 
reliability of estimates. The possible large scatter of estimates is illustrated with an 
example.

1 Departm ent of Geophysics, Eötvös Loránd University, H -1083 Budapest, Ludovika tér 2, 
Hungary
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Intensity of earthquakes

Seismologists began to use intensity as an applicable yardstick of the size of 
an earthquake in the 19th century. Intensity is estimated by means of the degree 
of damage to buildings and other constructions, the amounts of disturbances to 
the surface of the ground and, further away from the epicentre, the feelings of the 
observers.

The assessment of earthquake intensity on a descriptive scale does not depend 
on measuring the ground motion with instruments but rather on actual observations 
of the effects. Though the descriptive scale can not be very accurate it continues to 
be important because the long historical records from seismically active countries 
are based on such descriptions, and in remote, sparsely populated areas there are 
simply no seismographs to measure ground motion. Historical sources cover the past 
millennium with varying degrees of completeness and reliability while instrumental 
data correspond to less than one century. Under the most favorable circumstances 
some countries, e.g. China, Japan, countries around the Mediterranean can call 
upon more than a thousand years of documented historical seismicity, together 
with more spotty information from ancient times.

When a study of the intensity of an earthquake is made nowadays, questionnaires 
are circulated to a wide group of inhabitants of the affected region. In addition to the 
responses to these questionnaires seismologists prepare lists of all kinds of damages. 
Then estimated intensity values are plotted on maps and isoseismal contours are 
drawn.

The isoseismal map provides crude but valuable information on the distribution 
of the ground shaking. The rate at which shaking effects diminishes with distance 
can be used to estimate focal depth and the coefficient of attenuation.

The first intensity scale w e i s  developed by Rossi and Forel in the 1880’s. The scale 
hais values ranging from I to X. In 1902 the Italian seismologist and volcanologist 
Mercalli constructed a more refined new scale with 12 values, which served as the 
bEisis for the Mercalli-Cancani-Sieberg (MSC) scale. A somewhat modified and 
carefully defined version of that scale was worked out by Medvedev, Sponhauer and 
Kárník in 1964. This scale, called the MSK scale has also 12 values, often called 
degrees and denoted by °. The latest version, the “European Macroseismic Scale 
1992” or MSK-92 has been worked out by the European Seismological Commission 
(Grünthal 1993). The new arrangement adapted for the scale is:

a) Effects on humans

b) Effects on objects and on nature
(excluding damage to buildings, effects on ground and ground failure)

c) Damage to building.

The new European Macroseismic scale (1992) defines building types and vulner­
ability classes as well as damage grades and quantifies “few”, “many” and “most” 
more accurately than the previous MSK scale. There are six vulnerability clEisses, 
denoted by A, B, C, D, E and F, and the most likely vulnerability classes as well as
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probable and exceptional ranges are given for several types of structures. The most 
vulnerable types are rubble stone and fieldstone masonry buildings (class A) and the 
less vulnerable buildings are the reinforced concrete constructions with high level 
of antiseismic design (class F and probable class E). In the classification of damage 
the new scale uses two large groups and detailed descriptions are given separately 
for masonry buildings and to buildings of reinforced concrete. The names of the 5 
grades are:
Grade 1: negligible to slight damage (no structural damage)
Grade 2: Moderate damage (slight structural damage, moderate non-structural 

damage)
Grade 3: Substantial to heavy damage (moderate structural damage, heavy non- 

structural damage)
Grade 4: Very heavy damage
Grade 5: Destruction (very heavy structural damage).

In the group of reinforced concrete buildings the description of grade 2 is as 
follows: “hair-line cracks in columns and beams, mortar falls from the joints of 
suspended wall panels, cracks in partition walls, fall of pieces of brittle claddings 
and plaster” , and grade 3 reads as “cracks in columns with detachment of pieces of 
concrete, cracks in beams”.

“Few” is understood as 0 % to 10 %, “many” is between 20 % and 50 % and 
“most” corresponds to the range of 60 % to 100 %. The range 10 % to 20 % might 
be an exceptional extension of “few” or “many”, and the range 50 % to 60 % might 
be considered either “many” or “most” .

The intensity degrees are:
I. Not felt VII. Damaging

II. Scarcely felt VIII. Heavily damaging
III. Weak IX. Destructive
IV. Largely observed X. Very destructive
V. Strong XI. Devastating

VI. Slightly damaging XII. Completely devastating.
As an example the definition of the intensity 9° or IX (Destructive) earthquake 

is quoted from the MSK-92 description.
“a) General panic. People may be forcibly thrown to the ground.
b) Many monuments and columns fall or are twisted. Waves are seen on soft 

ground.
c) Many buildings of vulnerability class C suffer damage of grade 3. Many 

buildings of class В and a few of class C suffer damage of grade f.
Many buildings of class A and a few of class В suffer damage of grade 5.
Many buildings of class D suffer damage of grade 2, a few suffer grade 3. A few 

buildings of class E suffer damage of grade 2."
It should be pointed out that class D corresponds to reinforced concrete buildings 

with minimum level of antiseismic design and class E corresponds to reinforced 
concrete buildings with moderate level of antiseismic design. It involves, that only 
a few (normally up to 10 %) class E buildings suffer moderate damage in cases of a 
9° intensity earthquakes.
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An inventory of historical earthquakes, even completed with estimated magni­
tudes, may be instructive as to potential sources but is of little help in solving 
engineering problems which requires physical parameters of ground motion. This 
motion reflects not only the source and wave propagation characteristics but also 
the effects of the uppermost soil layers at the site. The accuracy of intensity esti­
mates, obviously depends on the number and reliability of the collected data. For 
historical earthquakes the accuracy of the estimates depends on the availability 
of descriptions. Clearly, the descriptions become more and more scarce and less 
reliable as we go back in time. The accuracy of estimates for earthquakes which 
occurred more than 200 years ago can hardly be better than 1.0°.

M agnitude of earthquakes

An earthquake magnitude was originally defined by Richter (1935) as the log­
arithm of maximum amplitude measured in microns on the record of a standard 
torsion seismograph with a pendulum period of 0.8 sec, magnification of 2800 and 
damping factor 0.8, located at a distance of 100 km from the epicentre. A calibration 
curve was constructed to reduce the amplitude, observed at an arbitrary epicentral 
distance to that expected at 100 km. This magnitude scale is now referred to as 
local magnitude Ml -

A magnitude scale based on teleseismic surface waves was described by Guten­
berg and Richter (1936) and developed more extensively by Gutenberg (1945). For 
shallow earthquakes at distances between 15° and 130° he proposed the formula

M s = log A + 1.656 log D  +  1.818 ,

where A is the horizontal component of the maximum ground displacement (in 
microns) due to surface waves with periods of 20 sec, and D is the distance. Many 
formulas for M have been suggested other than the one by Gutenberg with slightly 
different parameters. The IASPEI (International Association for Seismology and 
Physics of the Earth’s Interior) officially adopted the following formula:

Ms  =  log(A/T)max + 1.66 logD  + 3.3 ,

where (A/T)max is the maximum of all А/ T  i.e. amplitude/period values of the 
wave groups on a record. For T = 20 sec the IASPEI formula becomes nearly 
identical to Gutenberg’s original proposal.

Another magnitude scale is based on the amplitude of teleseismic body waves, 
defined by the formula

m b = log (A/T) max "t" Q 1

where Q is a function of epicentral distance and focal depth for eliminating the 
path effect from observed amplitudes. (A/T)max is again the maximum in the wave 
group of either P, PP, or SH. Separate tables and charts of Q have been constructed 
for each phase. The first calibration curve has been empirically determined by 
Gutenberg and Richter (1956) and several times improved.
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The convenience of describing the “size” or “strength” of an earthquake by 
one number (the magnitude) proved to be applicable. Unfortunately, during the at­
tempts to create an universal magnitude several competing schemes were introduced 
and the resulting confusion led to lack of confidence in the quantitative aspects of 
magnitude.

The best practice of seismological observatories in recent years has been to 
concentrate on two magnitude scales. For shallow earthquakes with well-recorded 
surface waves M s is used. Ms, called surface-wave magnitude, gives roughly a 
continuation of the local Richter magnitude and is best suited to characterize the size 
of damaging earthquakes. The body-wave magnitude, on the other hand, denoted by 
rrij, has the great advantage that the registration of any earthquake, deep or shallow, 
local or far away, always starts with a P onset. The two generalized magnitude 
scales have now been developed so that there is reasonable consistency for large 
and moderately large global earthquakes. There are, of course, difficulties due to 
focal mechanism, path effects and geological structures beneath the seismological 
stations. Treatment of these variations continues to be an important seismological 
task. As a whole, magnitude determinations have uncertainties of at least 0.1 and 
sometimes 0.2 units.

The body wave magnitude and surface wave magnitude are different. The ap­
proximate relation between mj and Ms is

mj = 2.5 + 0.63Ms ■

Magnitude has also been related empirically to maximum or epicentral intensity. 
Although the correspondence is a rough one, it is nevertheless useful for estimating 
magnitudes of historical earthquakes. The first such formula is due to Gutenberg 
and Richter (1943) and reads as

M  = a / + 6 + clog(tf) ,

where M  is the (local or surface-wave) magnitude, I  is the maximum intensity, 
H  is the focal depth, and a, b and c are numerical constants. The constants can 
be slightly different for different geographical areas. The method of determination 
usually includes collecting all those earthquakes for which both magnitudes and 
maximum intensities as well as focal depths are available and determine the pa­
rameters by least mean square fitting. It is clear that the magnitude — intensity 
relation can not be treated as a law of nature or an exact relation between two 
well-defined and exactly measurable physical quantities. On the contrary, the lin­
ear dependence of magnitude on maximum intensity should be considered a useful 
approximation.

Hungarian seismologists (e.g. Zsíros et al. 1989, Zsíros 1990) computed magni­
tudes of historical earthquakes from the maximum intensity and (estimated) focal 
depth by the simple empirical formula

M  = 0.6/o + 1.8 log Я — 1.3 .

The parameters (i.e. a = 0.6, c = 1.8 and b = —1.3), have been determined from 
a few recent earthquakes. The scatter of points in a M  — Iq diagram is quite
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large, illustrating that maximum intensity and magnitude are not deterministically 
related. Roughly speaking, magnitude measures the energy and intensity measures 
surface effects (related to amplitude, velocity and acceleration of ground motion as a 
function of frequency). The relation between magnitude and intensity as well as the 
error margin of the intensity of historical earthquakes involves that magnitudes of 
historical earthquakes can not be accurately determined. As a whole, the accuracy 
of the derived magnitude can hardly be better than ±0.5.

Magnitude is sometimes roughly estimated from the length of surface fault rup­
ture length L, a procedure clearly applicable to shallow earthquakes only. Bolt 
(1978) gave the approximate formula based on worldwide data

Ms = 6.03 + 0.76 log L

(L  is measured in kilometers). The Japanese estimate (Matsuda 1975) reads as

log i = 0 .6 M - 2.9 .

Acceleration of ground shaking

Acceleration of ground shaking does have much bearing on the forces affecting a 
structure. All structures must withstand the pull of gravity. Therefore, even when 
no special earthquake code is applied, they will usually withstand acceleration in 
a vertical direction during earthquake shaking. In contrast, experience has shown 
that horizontal motions are critical and the back-and-forth motion of the ground 
can cause considerable damage. Acceleration of the shaking is usually expressed as 
a fraction of gravity (g). Although peak value of horizontal acceleration is impor­
tant, damage to structures may be occurring throughout the entire period of strong 
ground shaking. The second parameter of importance in acceleration records is the 
duration of strong shaking, often called the bracketed duration. This is the duration 
of shaking above a certain threshold acceleration value, commonly taken 0.05<? and 
is defined as the time between the first and the last peaks of motion that exceed 
this threshold value.

Acceleration is measured by strong motion seismographs often called accelero- 
graphs designed to operate near the source of the earthquake in such a way that 
it would not go off-scale even during the strongest shaking. Accelerographs have 
now provided literally thousands of records of seismic shaking, both away from and 
within buildings. Measurements of such accelerograms indicate that the accelera­
tion in the shaking of firm ground in most moderately large earthquakes, at places 
a few tens of kilometers from the source, lies in the range of 0.05# to 0.35ÿ. For a 
few events it has been found that some peaks of high-frequency waves may reach 
unexpectedly high accelerations. (E.g. the Bear Valley, California earthquake of 
4th September, 1972, M  = 4.5, the Ancona, Italy earthquake of 21st June, 1972, 
M  =  4.7 produced horizontal accelerations over 0.6</.) Generally, the peak vertical 
acceleration is less than the peak horizontal acceleration, the average ratio is of 
about 50 percent.
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Seismic ground motion on soil sites can be substantially larger than on rock 
sites. There are many documented cases in which the soil, because it is less stiff 
than the underlying rock, has amplified bedrock earthquake ground motions. An 
extreme example of this was the Mexico City earthquake of 19th September 1985. 
Amplification factors of 2 even at frequencies around the fundamental period of the 
ground motion are not exceptional.

When measured accelerograms are not available at the site, expected accelero­
grams could be computed by using an appropriate input accelerogram, chosen from 
a strong motion database and the transfer properties of the geological column under 
the site. The input accelerogram should match the magnitude, distance and focal 
mechanism characteristic to the seismogenic areas around the site. The geological 
column is usually approximated by horizontal layers. The required data is: veloci­
ties of longitudinal as well as of transversal waves and quality factors representing 
attenuation for both types of waves for all layers. The angle of incidence, depend­
ing on distance and geological structure is an additional variable. Computations, 
however, by no means make measurements superfluous.

The changing awareness of earthquake hazard

Earthquake hazard is perceived today quite differently than even one or two 
decades ago. It is mainly due to some “unexpected” major earthquakes.

In 1968 soviet scientists at the Institute of Physics of the Earth in Moscow 
produced improved seismic zonation map for the whole Soviet Union. On the map 
southern Armenia appeared as intensity 7 to 8 (on the MSK scale). To be more 
specific for the town Spitak the map stated intensity 8. Earth decided differently 
and on the 7th December, 1988 produced a devastating earthquake with a maximum 
intensity of 10.

There were some other surprises. For the town of Gazli, built on a large gas 
reservoir 90 km north-west of Bukhara, in the desert of Uzbekhistan, the map 
indicated a maximum intensity of 5 to 6, which was not enough to prevent the 
destruction of the town in 1976 by a magnitude 7 earthquake with a maximum 
intensity exceeding 9. Architects continued to believe the official map, produced by 
the prestigious institute and buildings were reconstructed according to the original 
estimate of hazard. In 1984 the town was once again demolished by another intensity 
9+ earthquake.

Such unexpected earthquakes by no means happened only in the (former) So­
viet Union. Canada has also received some unpleasant surprises. In 1985 two 
earthquakes, magnitude 6.6 and 6.9 occurred within a few month in the region of 
North-West Territories, mapped as having an upper bound magnitude of only 6.0. 
Far-away from any human settlements it startled mostly seismologists in Ottawa.

The scientists involved in the preparation of the seismic zoning made the funda­
mental mistake of assuming that a few hundred years of their recorded history had 
produced a sufficient sample of earthquakes to define the highest effects that would 
be produced in the future. The implicit logic involved is that it assumes the tectonic 
time-scale that controls the repetition of earthquakes is shorter than that of human
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recorded history. It is only in case of the fastest moving plate boundaries in Japan 
or Chile that the recurrence interval is shorter than the historical record, Even 
on the San Andreas fault two centuries of observation is not enough to establish 
recurrence of major earthquakes. The Northridge earthquake of 17th January 1994 
occurred along a buried thrust fault, previously unknown. Moving to the east, away 
from the San Andreas fault the crust is deforming less rapidly and the recurrence 
interval lengthen, perhaps to a few thousand years, along faults of the Basin and 
Range. Still further to the east, the recurrence intervals of major earthquakes along 
faults are thought to have, and in some cases have been demonstrated to exceed 
100 000 years.

The reason that almost every year large earthquakes cause astonishment and 
are labeled as surprises is because they are compared with a historical record that 
is grossly insufficient to display the complete picture of seismicity. A number of 
European countries defined their seismic hazard solely of maximum effects recorded 
in a few hundred years of history, that may be less than 1 percent of true recurrence 
interval.

In this context it might be useful to remember some recent earthquakes. In 
1988 an earthquake of magnitude 6.9 struck Armenia leaving at least 25 000 dead. 
According to the seismic zoning map by the “scientifically approved” experts it 
could never have been possible. As a comparison, a year later the San Francisco 
earthquake of magnitude 7.1 caused only 63 fatalities.

More recently an earthquake (1995) reduced Neftegorsk’s buildings to instant 
rubble leaving two thirds of the town’s 3000 inhabitants buried in the debris. Quot­
ing President Boris Yeltsin “Neftegorsk has been wiped off the face of the earth” . 
Though the maximum credible earthquake at the area of the G/N project is smaller 
than the Neftegorsk’s earthquake by 1.0 unit (between magnitudes 6.0 and 6.5) it 
is symptomatic that six seismic measuring stations on Sakhalin had been closed as 
an economy measure.

As far as seismic risk is concerned, level of uncertainty is inherently high. Any­
one could realize the level of uncertainty involved in earthquake prediction. Japan, 
from obvious reasons, spent over 1 billion USD over the last 30 years on scientific 
earthquake monitoring and prediction without predicting a single major quake. E.g. 
the Kobe earthquake of 7th January 1995, magnitude 7.2 struck unexpectedly. The 
situation is very similar in California. The Northridge earthquake (17th January 
1994, magnitude 6.8) was generated by a blind thrust fault unknown to researchers. 
But awareness and research is rewarding. Due to updated building codes and their 
enforcement, supported by continuous warning of seismologists, and the understand­
ing and awareness of the general public, the latter earthquake claimed 61 lives while 
the earthquake of identical magnitude (6.8) in Northwest Armenia in 1988 caused 
at least 25 000 fatalities

The Council of Europe, realizing that earthquake risk is neither a prediction nor 
a hunch but a very real potential danger, has called the attention of European gov­
ernments, at the occasion of the international conference on earthquake prediction 
(Strasbourg, 15-18 October, 1991) to the following:

“The vulnerability of Europe — its people, ecology and economy — to the earth­
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quake is critically growing, due to the growth of population, destabilization of the 
ground and infrastructures in large cities and proliferation of constructions which, 
if  damaged, will trigger a catastrophe. For these reasons, many populated areas 
become highly vulnerable to weak earthquakes which did not cause damage in the 
past.

Significant reduction of the damage from the earthquake can be achieved by a 
comprehensive set of safety measures, permanent and activated at different stages 
of earthquake prediction: long-term (tens of years) and short-term (weeks or less).

Earthquake predictions feasible at present are very limited in accuracy and reli­
ability. Nevertheless, they may allow to prevent significant part of the damage, if 
proper safety measures are undertaken.”

For many countries, it may be convenient to allow seismic hazard to languish at 
the state of the art of the 1970s because to update seismic hazard map would only 
throw into doubt and create public alarm over engineering decisions made at the 
time. However, earthquakes will occur in sensitive areas above the naive impositions 
of “maximum earthquake effects”. When they do the public and media response 
becomes both dramatic and irrational. It is up to geoscientists, schooled in a time- 
scale that extends out from the historical, to call attention to the real risk and be 
brave enough to declare that engineering decisions are flawed and irresponsible.

Assessment of seismic risk

Seismic hazard analysis is understood as the quantitative estimation of the haz­
ard of ground shaking due to earthquakes at a site. Recent methods of analysis 
incorporate geological, geophysical, seismological and earthquake engineering infor­
mation’s in a systematic way. Hazard analysis provides valuable information for 
decision making on mitigating the earthquake threat.

Comprehensive routine monitoring system of microearthquakes is sometimes 
established because a log-linear extrapolation of the frequency (logarithmic scale) 
— magnitude (linear scale) distribution of smaller earthquakes provides the only 
way to estimate the frequency of larger earthquakes in regions of relatively low or 
moderate seismicity. That kind of recurrence pattern of earthquakes has been well 
documented on a worldwide basis and it is extensively used for assessment of long 
term seismic risk (e.g. Cornell 1968, ICOLD Manual, 1987) for major engineering 
projects.

There are two basic approaches of assessment of seismic hazard: the proba­
bilistic and the deterministic approach. The probabilistic assessment provides a 
basis for representing natural variability and allow the incorporation of uncertain­
ties arising from incomplete knowledge. Results usually are given as probabilities 
of not exceeding some particular level of ground motion at a site during a time pe­
riod of interest. The basic input data sets are the distribution of earthquakes in a 
wider neighbourhood of the site and the ground motion attenuation with distance. 
The deterministic analysis identifies seismic sources and estimates the Controlling 
Earthquake (CE) or the Maximum Credible Earthquake (MCE) for each source. 
For various areas of the Pannonian Basin the MCE is usually assumed to be be-
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tween 6.5 and 7.0. Magnitudes and distances of the MCEs and elastic parameters 
of layers below the site allow the computation of site specific ground motion due 
to these earthquakes. Usually acceleration of ground shaking as a function of fre­
quency or bracketed acceleration is determined. In order to apply the deterministic 
earthquake hazard assessment input accelerograms are used which could rightly be 
considered as representative accelerogram of the Maximum Credible Earthquake. 
The detailed geological model in the simplest case of horizontal layering should in­
clude the following parameters: thickness’ of the layers, velocities of longitudinal 
and of transversal waves in the consecutive layers and, at last, quality factors for 
both types of waves in the consecutive layers. The difficulties of the deterministic 
approach will be discussed elsewhere.

Following the international definition (e.g. McGuire and Arabasz 1990) we un­
derstood the seismic risk analysis (SRA) as the estimation of future possible earth­
quake effects, specifying a time period for which the estimation is made, a quan­
tification of the adverse effect, and the probability of the adverse effect during that 
time period. The probabilistic seismic hazard analysis (PSHA) is considered a vital 
part of any SRA and it is understood as the quantitative estimation of the hazard 
due to earthquake ground motion at a site, considering all possible earthquakes in an 
area, estimating the associated shaking at the site and calculating the probabilities 
of those occurrences for specified time periods.

The fundamental elements of a PHSA are the descriptions of the earthquake en­
vironment: the seismic sources, the magnitude distribution and the ground motion 
as a function of distance and magnitude, and a probability analysis summarizing all 
those input data into an integrated picture of the seismic hazard. Each set of inputs 
requires some hypothesis or interpretation and both the lack of data or competing 
interpretations introduce uncertainties. In the following discussion each element 
is described together with the difficulties of its unambiguous determination. The 
international and Hungarian practice is compared and the possible consequences of 
uncertainties are illustrated by some examples.

Sources of earthquakes

The first element of a PSHA is to identify where earthquakes will occur. Along 
tectonic plate boundaries active crustal faults or large-scale seismogenic features 
are usually specified as sources of earthquakes. In intra-plate tectonic setting, how­
ever, observed seismicity may not be readily associated with identifiable faults. 
Each seismic source is specified by some map and depth geometry that includes 
the hypocenters of potential earthquakes. The depiction of seismic source zones 
inevitably involves practical considerations relating to scale and the modeling of an 
imperfectly understood, complex earth. Translating faults from a geological map to 
a source-zone map requires interpretation and judgment relating to inferred faults, 
continuity of faulting etc. The subsurface geometry of faulting must be specified in 
addition to the fault trace. Although more complex assumptions are possible, it is 
common practice to assume that a fault is equally likely to rupture anywhere along 
its length or depth. Scale considerations may leqd to grouping small individual 
faults or close faults into areal or volumetric sources.

MAGYAR
TUDOMÁNYOS AKADÉMIA 

KÖNYVTÁRA
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Seismic source zones are drawn to delineate discrete domains where earthquakes 
originate with similar character. In this regard there must be consistency between 
the definitions of the seismic sources and the magnitude distributions derived to 
described them. Various assumptions are possible for seismic source zones, but the 
most common are that each source describes a domain within which earthquakes

i. are equally likely in space,

ii. conform to the same magnitude distribution,

iii. have the same maximum magnitude, and

iv. are independent from event to event.

If the prediction of ground motion depends on the style of faulting or any other 
property of the source, this property must be specified for each source.

At several places in the Pannonian Basin association between faults and observed 
seismicity is problematical and weak therefore it is difficult to specify source zones 
of earthquakes. Source zones which are being regularly used by the Hungarian 
Seismological Observatory can be found in Zsíros (1990). Quadrangle shaped areas 
are chosen to make computation easier and depth distribution is not considered. All 
points within source zones are considered equally probable epicenters of earthquakes. 
Though this subdivision and the related assumptions might be appropriate as a first 
approximation, further improvements are necessary.

Magnitude distribution

For each seismic sources a probability distribution of earthquake sizes are re­
quired. Earthquake magnitude is regularly used as the standard measure of size. In 
Hungary, however, seismologists prefer intensity since magnitude determination for 
historical earthquakes seems more difficult. The advantage of dealing with intensi­
ties involves that the frequency of a given intensity at the sites can easily be derived 
from the intensity distribution of the seismogenic zone and the intensity attenuation 
relation. The uncertainty of determination becomes higher if the number of events 
decreases. The frequency of larger quakes has a large margin of error.

Figure 1 illustrates a magnitude distribution which is used as an estimate of a 
source area with dimensions 20 km X 100 km. The time history includes 110 years 
and the confidence intervals of the straight line fitted to the observed frequency- 
magnitude data are also shown. The upper-bound earthquake is assumed to be of 
magnitude mmax = 7.0. Note, that the recurrence time interval of a magnitude 6 
earthquake is about 500 years and that of the upper-bound earthquake is about 
3000 years.

Effects of the attenuation

The frequency of intensities at the sites is the sum of contributions from each 
element of the source area. Due to the attenuation the contribution of an element 
is shifted towards smaller intensities, depending upon its distance from the site. 
There are two points to be mentioned now.
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1 year

The first is the upper limit used for the distribution. If one assumes that in­
tensities higher than a given limit, e.g. /max = 9° will never occur in the source 
area, merely because they did not occur in the investigated short time period, one 
severely cuts the upper end of the distribution at the site. Defining a source zone 
at a given distance and limiting unrealistically the high intensity part of the distri­
bution results in unrealistically low seismic risk. It seems to be a better practice 
estimating first the recurrence interval and determine the upper limit by applying 
this time limit to the intensity-frequency relation.

The second remark concerns the role of the distribution of focal depths. Atten­
uation depends on the focal depth as well as on the distance, and the Kövesligethy 
formula clearly expresses this dependence. If one uses a single attenuation curve 
which includes only the distance then shallow and relatively deep quakes give the 
same contribution. It is in contrast to observations. Some experimenting with the 
Kövesligethy formula and an assumed depth distribution shows that the intensity- 
frequency relation can change. It should also be mentioned that taking into account 
the depth distribution does not necessarily increases the frequency of higher inten­
sities.
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Computation of probabilities for given time intervals

Neglecting site effects, i.e. the modification of intensity due to near-surface ge­
ological conditions, the intensity of an earthquake generated in the source area can 
be determined from the magnitude and epicentral distance. Monte-Carlo model­
ing can be used to compute an intensity-frequency distribution / ( Im ) at the site 
corresponding to the assumed magnitude-frequency distribution and the assumed 
areal distribution of earthquakes. The probability that Im is exceeded can also be 
determined for any time interval. Figure 2 illustrates intensity-probability relations, 
obtained from ten separate Monte-Carlo modeling for the time span of 100 years. 
The magnitude distribution of Fig. 1 and a uniform areal distribution have been 
applied while the effect of depth has been neglacted There is a large scatter. One 
can state, however, with some confidence that the probability of an earthquake oc­
curring in the source area and causing an intensity 6.5 or higher at the site is about 
0.5.

100 y ea rs

Intensity
Fig. 2
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SEISMIC HAZARD ASSESSMENT 
FOR CSALLÓKÖZ REGION

T Zsíros1

[Manuscript received November 10, 1994]

Csallóköz region — the studied area — is a border region between Hungary and  
Slovakia along the river Danube, where a controversial hydroelectric power plant has 
been built. In this paper the seismic hazard assessment of the region is presented  
using the traditional probabilistic approach (Cornell 1968). The maximum expected  
earthquake intensities with 70 % and 90 % probabilities of not being exceeded in  100 
years vary from 6.6 to 6.85 and from 7.1 to 7.7, respectively in the region. For 1000 
year tim e span the maximum expected intensities at 70 % and 90 % probabilities of 
not being exceeded will be between 7.6-8.2 and 8.0—8.6, respectively.

K ey w o rd s: Csallóköz region; earthquake; Hungary; intensity; probability; seis­
m ic hazard, Slovakia; source zones

Introduction

Natural hazards, including seismic hazards, represent a potential future danger, 
which can be expressed by the probability that an event of a certain level should 
not be exceeded during a period in the future. Seismic hazard can be expressed by 
parameters, such as: earthquake intensity, acceleration, response spectrum, dura­
tion of excitation, frequency content, etc. All these parameters, when they reach 
a certain level, endanger the structures, and represent a potential hazard. There­
fore, it is natural to make efforts to foresee, or possibly define the occurrence of 
the above-mentioned parameters in the future. A simple deterministic approach is 
not possible, i.e. various future events, including the earthquake, cannot be forecast 
with certainty. However, based on statistical analysis of past earthquakes, and their 
observed accelerations, the probability of the occurrence of certain accelerations in 
the future can be estimated. For hazard estimation, an acceleration distribution 
function is required

F(a/t) = P(A < a/t) (1)

i.e. the probability that the acceleration A, should not be exceeded in a period 
of t years. This means that from acceleration distribution F (а/t)  the acceleration 
which will not be exceeded under some probability and during a period of time is 
determined. By convolution of the seismic hazard and vulnerability of structures 
and components as elements of seismic risk, the seismic risk at which the structures 
and components will be subjected could be determined. Since the attenuation of

1 G eodetic and Geophysical Research Institute of the Hungarian Academy of Sciences, H -1112 
B udapest, Meredek u. 18, Hungary
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accelerations has not been known in the Carpathian Basin we use the intensity 
decline curves in the estimation process.

The methodology which is currently used for seismic hazard assessment com­
prises the following steps:

a) Delineation of seismic zones (source of earthquakes)

b) Determination of earthquake frequency

c) Estimation of intensity attenuation

d) Seismic hazard assessment.

The principal technique of this process was originally suggested by Cornell (1968) 
and further developed by others i.e. McGuire (1976), Algermissen and Perkins 
(1976), Bender and Perkins (1987). Csallóköz region — the studied area — is a 
border region between Hungary and Slovakia along the river Danube, where a con­
troversial hydroelectric power plant with a gate system has been built by diverting 
of the river.

Seismic zones

During the estimation of seismic hazard, at first, the source areas — where the 
earthquakes are primarily expected — must be defined. Except for the case of 
zones with high seismic activity, the delineation of source zones is rather difficult. 
Since the criteria for the delineation of source zones has not been defined exactly it 
provides an opportunity for debate. It is only sure, that a source area has to contain 
earthquakes which are needed for the estimation of recurrence curves of events. In 
a region of relative low seismicity — like the Pannonian Basin — the points of view 
contradict each other:

—  One aim is that the source zone should be delimited to the possibly smallest 
area, since each point of the source region is considered as a source of future 
earthquake.

—  The other aim is that, however, the source area should be as large as possible, 
to contain more events, and this makes the estimation of earthquake frequency 
more reliable.

Nevertheless further argument, information offered by geology, tectonics, geophysics 
and geodesy influence the determination of source areas, too. It is, however, difficult 
to determine their weights as long as one has no quantitative information on the 
measure of the effect exerted by these data and parameters on the seismicity of the 
area. In this study the determination of source zones have been made, first of all, on 
the experienced seismicity pattern. Altogether 15 source areas were delineated (Fig. 
1) and this seismotectonic model is nearly the same as the one used in earlier study 
(Zsíros 1990) for the hazard assessment of Paks Nuclear Power Plant. Only one 
more seismic source zone was defined in the north Zala region of western Hungary.
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Fig. 1. Earthquake source rones used for hazard estimation with the largest epicentral events 
w ithin 5 km. The present and the historic (before 1920) borders of Hungary are also p lotted

For the studied area (Csallóköz region) source zone No. 1 and No. 11 are the most 
important ones and the contributions of the farthest zones to the seismic hazard 
are negligible.

The sizes and shapes of the source areas and the frequencies of the earthquakes 
occurring in them, respectively, can be naturally determinant for a given site stud­
ied. However, the modification of a source area means significant change in the 
hazard estimation only if it is connected to considerable changes in the area and/or 
in the earthquake frequency. In this case — due to the attenuation curves — the 
crucial factor is the distance between the modified source area and the site for which 
the hazard is estimated.

The procedure used in this study, however, allows some location uncertainty — 
which is chosen as 20 km for every zone — and so the hazard is calculated by using 
soft boundaries of the source model.

Frequency of earthquakes

Several studies (e.g. Richter 1958) proved that the frequency of earthquakes 
of different strength is different, i.e. there exists a linear relationship between the 
strength (magnitude, epicentral intensity) of the earthquakes and the logarithm 
of their number. With respect to the epicentral intensity I0 and the cumulative 
frequency N  the equation:

log(JV) = a + b ■ I0 (2)
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T a b le  I. Threshold parameters used for the selection  
of the m ain  shocks. Я -  epicentral distance (km ), T  
-  time span elfter the occurrence of the m ain shock  
(day), T '  -  tim e span before the occurrence of the  

m ain shock (day), I0 -  epicentral intensity

lo Я (km) Т  (day) T '  (day)

2° 5 1 1
2° -  3° 5 1 1

3° 10 3 3
3° -  4° 10 3 3

4° 15 10 7
4° -  5° 15 10 7

5° 20 30 20
5° -  6° 20 30 20

6 ° 25 250 50
6° -  7° 25 250 50

7° 30 470 90
О001оь- 30 470 90

8° 35 930 150
8° -  9° 35 930 150

9° 40 1400 370
9° -  10° 40 1400 370

10° 45 1830 730

is valid, where
N  — number of earthquakes which exceeded I0
a, b — constants characterizing the seismic activity of the area investigated.

For the determination of the recurrence curves (Eq. (2)) the earthquake cata­
logue of the Carpathian region (Zsíros 1994) was used. As the assessment method 
handles the occurrence of earthquakes as a Poisson process, the fore- and after­
shocks must be excluded from the determination of the earthquake frequency, since 
they do not follow the Poisson distribution. In the selection of the main shocks a 
certain measure of subjectivity is unavoidably included, as it is not defined which 
shock must be regarded as the main one in every case. Studying the earthquake 
sequences of significant events in the Carpathian Basin, time and distance thresh­
old parameters were determined (Zsíros 1993) for the selection of the main shocks. 
These threshold parameters of Table I were used in filtering out of the fore- and 
aftershocks in this study.

In the vicinity of radius R  of the main earthquake with epicentral intensity I0, all 
shocks with epicentral intensity I  < I0 are regarded as foreshocks if their occurrence 
time differs from the main shock’s occurrence time by less than T  or equal to T '. 
Similarly, all shocks with epicentral intensity I  < I0 are regarded as aftershocks if 
their occurrence time differences from the main shock’s occurrence time are smaller 
than T  or equal to T '.

In the determination of frequency recurrence curves, the crucial point is the
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T a b le  II. Time intervals belonging to the com­
plete observation of earthquakes of different epi- 

central intensities

Epicentral intensity Tim e span

/о > 8° 1700-1993
8° >  I0 >  7° 1800-1993
7° >  1„ >  6° 1850-1993
6° > I„ >  5° 1880-1993

homogeneity and the completeness of the data set. On the basis of the investigation 
of the earthquakes occurred in the Carpathian Basin, the time suitable intervals 
belonging to different epicentral intensities are compiled in Table II.

The earthquake frequency was determined in all source zones on the basis of 
the criteria shown in Table II. At the application of the frequency Eq. (2) for each 
source area, an upper /max value is determined and the occurrence of earthquakes 
with higher epicentral intensity is excluded. On the basis of historical seismicity 
of the Carpathian region Jmax was chosen as 10" in the 12th source zone (Friuli 
region), while in the other source zones as 9°.

Intensity attenuation

An important aspect of estimating ground shaking is knowing how the ground 
motion produced by an earthquake is modified by transmission from source to site. 
For this purpose the maximum ground motion parameters used to be measured in 
different epicentral distances and the average attenuation curves of these parameters 
are constructed. Since the attenuation has not been known from instrumental 
ground motion data in the Panhonian Basin, the curves of earthquake intensity 
decline — as the only data observed — are used for the calculation of the seismic 
hazard.

On the basis of the isoseismal maps of about one hundred earthquakes occurred 
in the Carpathian Basin new intensity attenuation curves were compiled (Zsíros 
1996) using the Kövesligethy model (Kövesligethy 1906). This model assumes that 
the energy of seismic waves declines owing to the geometrical spreading and to the 
absorption of the media. In this way the intensity of the shaking is the function of 
the epicentral intensity, the epicentral distance, the focal depth and the absorption 
coefficient of the media. These new intensity attenuation curves are used in the 
computations.

Estimation of hazard

When the sources of future earthquakes are defined (seismic zones are delin­
eated) , the activity rate (frequency) of earthquakes are known in the source areas 
and the intensity attenuation curves are determined, then the seismic effect on the
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F ig . 2. Maximum earthquake intensity expected not to be exceeded a) at 70 % and b) at 90 % 
probab ility  in 100 years in Csallóköz region. Slovakian nam es of the locations shown in the figure: 

Bratislava-Pozsony, Gabcikovo-Bős, K om ám o-Kom árom
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Fig. 3. M aximum earthquake intensity expected not to  b e  exceeded a) at 70 % and b ) a t 90  % 
probability in  1000 years in  Csallóköz region. Slovakian nam es of the locations shown in the figure: 

Bratislava-Pozsony, Gabéikovo-Bős, Kom ám o-Kom árom
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site in question can already be calculated. In the actual calculations SEISRISK 
III computer program (Bender and Perkins 1987) was used. This program — un­
like former ones i.e. EQRISK (McGuire 1976) — permits earthquake rates to vary 
smoothly near a source boundary without being significantly different in the centre 
of the region from the rates assumed in the uniform-seismicity model. And it is 
because the locations of actual earthquakes are normally distributed.

If it is assumed that the distribution of earthquakes is Poissonian — that is 
earthquakes occur randomly with time — the probability of occurrence P ( I  > I ', t )  
can be calculated as follows

P{1 > / ' , < )=  1 — exp(—A • t) (3)

where:
N  — yearly number of intensities greater than I 1 
t — number of years in a period of interest.

For 100 and 1000 year time intervals the seismic hazard at 70 % and 90 % 
probabilities is presented for Csallóköz region in Figs 2-3.

The maximum expected earthquake intensities at 70 % and 90 % probabilities of 
not to be exceeded in 100 years vary from 6.6 to 6.85 and from 7.1 to 7.7, respectively 
in the region. For 1000 year time span the maximum expected intensities at 70 % 
and 90 % probabilities of not to be exceeded will be between 7.6- 8.2 and 8.0-8.6, 
respectively.
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MACROSEISMIC FOCAL DEPTH AND INTENSITY  
ATTENUATION IN THE CARPATHIAN REGION

T Z s í r o s 1

[Manuscript received October 29, 1996]

Based on the isoseismal maps of 124 earthquakes in the Carpathian region (4 4 .5 -  
50.0N; 15.0-27.5E ) focal depths are estim ated using the Kövesligethy m odel for the  
intensity attenuation. The obtained results show that 65 percent of the studied  
earthquakes occurred in  the 12 km upper part of the crust and deeper than 60 km  
focal depth events are located only in the Háromszék-Vrancea zone. The m ost fre­
quent depth interval is the 9-12  km depth domain and the estim ation yields an 
average depth of 11 (± 7 ) km and an average absorption of 0.016 (±0 .027) km -1  
in  the Carpathian Basin (44.5-50.0N; 15.0-25.0E ). Intensity attenuation curves of 
earthquakes with different epicentral intensities tire compiled and the distribution of 
absorption versus focal depth are shown in the paper. According to the presented  
com parison the intensity attenuation in  the Carpathian Basin is close to that expe­
rienced in South Spain.

K ey w o rd s: Carpathian region; earthquake; focal depth; isoseismal; K övesligethy

Introduction

The focal depth of an earthquake is one of the most uncertainly determined 
source parameters. For historical earthquakes the only available method to deter­
mine the depth is the macroseismic way. Even today, we can only rely in some cases 
on the macroseismic focal depth estimations due to the lack of dense seismic net­
work and due to the model uncertainties in depth-velocity structure of the media. 
Using macroseismic data, however, it is a disadvantage that both the estimation of 
earthquake intensity and the compilation of isoseismal map are subjective.

For the focal depth estimations, in this study, the isoseismal maps were selected 
from the following sources: Cvijanovic (1970), Cvijanovic et al. (1989), Drimmel 
and Trapp (1982), Gutdeutsch et al. (1987), Kárnik et al. (1981), Karpiv et al. 
(1980), Kiss (1983), Kostyuk and Rudenskaya (1982), Polonic (1980), Procházkova 
and Káraik (1978), Rudenskaya et al. (1983), Shebalin et al. (1974), Szeidovitz 
(1984), Zátopek (1940) and Zsíros (1983a, 1983b, 1988, 1989, 1995). Every se­
lected isoseismal map contains at least three isoseismals and the coordinates of the 
earthquake epicentres are between 44.5N-50.0N in latitude and 15.0E-27.5E in lon­
gitude. If the source has not contained the radii of isoseismals, the distances of the 
isoseismals from the epicentre were determined by the “equivalent circle” method. 
In this method the isoseismals are approximated by perfect circles centred at the 
epicentre. The epicentral distances are computed by setting them equal to the av­
erage radii of equivalent concentric circles having areas equal to that encompassed

'G eod etic  and Geophysical Research Institute of the Hungarian Academy of Sciences, H-1112  
B udapest, Meredek u. 18, Hungary
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Fig. 1. Frequency distribution of focal depths in the Carpathian region (44.5-50.0N; 15 .0-25.0E )
based on 108 earthquakes

15 17 19 21 23  2 5  27 29

Fig. 2. Epicentre distribution of earthquakes classified into 8 different focal depth ranges w ith the 
present and the historic (before 1920) borders o f Hungary

by the corresponding isoseismals. Based on the conditions mentioned above 124 
earthquakes in all were collected for the focal depth estimations.

Method

The attenuation of earthquake intensity with distance is described by the Köves- 
ligethy formula (1906)

h  -  h  = 3 • log + 3 • a  ■ log(e) • (Dk -  h) ( 1 )

A cta  Geoi. Gcoph. Hung. SI, 1996



MACROSEISMIC FOCAL DEPTH 117

where 
/ .  - epicentral intensity
h  - intensity at Dk hypocentral distance
D \ = r l + h2
Гк radius value of the isoseismal к (km)

6 6

a \  b
a- 5 «■k « *

♦ \

$ 4- + 4  + ~  4 • * *  A * •  •
c
V ^ 4  -I- C

£  л +■ 4 ^ 4 £  3 ♦ •  V«» *  *

2 + > 2
N -  3 N -  9

10 20  30 40 50 20 40 60 80 100 1 2 0  140 160
D i s t o n c e  ( k m ) D i s t a n c e  ( k m )

Fig. За. а-f: Intensity attenuation of earthquakes w ith different epicentral in tensities in  the 
Carpathian Basin (44.5-50.0N; 15.0-25.0)
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h -  focal depth (km) 
a  -  absorption coefficient (km-1) 

log(e) = 0.4343.
This model assumes that the energy of seismic waves declines owing to the geo­

metrical spreading and to the absorption of the traversed media. Based on this idea 
the unknown h and a  parameters in Eq. (1) can be estimated using a nonlinear 
least-square method (Bevington 1969). In the actual calculations BECS Fortran 
computer program (Tárcsái 1991) was used. In different seismological compilations 
(e.g. Macroseismische Beobachtungen, Wien) and catalogues (e.g. Ribaric 1982) 
published in countries of the Carpathian region usually a simplified version of the 
Kövesligethy method, the Blake formula (Blake 1941) is used. In the Hungarian 
earthquake catalog (Zsíros et al. 1988) covering the whole Carpathian Basin, the fo­
cal depth values are based either on the Kövesligethy model or on the Blake formula. 
However, the intensity decay of earthquakes has a better fit to the Kövesligethy 
model against to the Blake one (Kamik and Algermissen 1978). Earlier, based 
on the Kövesligethy model, the focal depths of the central part of the Carpathian 
Region were already estimated (Zsíros et al. 1989) but the process used was not

10 9 <

9
\  i 8 J

8 7 - ». à k .  2Ä

7
>4 >- 6 - c m

c
£  5 С ц л  ü S û  Л

“  4 • OKA ЛД Д
•

3 3 \ ü  Д

N -  3 2

1
N »  3 N -  3

100 2 0 0  300 2 0 0  400 600 8 0 0  1000
D i s t o n c e  ( k m ) D is to n c e  ( k m )

F ig . 3b. g-i: Intensity a ttenuation  of earthquakes w ith different epicentral intensities in  the  
C arpathian Basin (44.5-50.ON; 15.0-25.0), j: Intensity a ttenuation  of intermediate focal depth  

earthquakes from the Háromszék-Vrancea region. N -  number of events used
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0 20 40 60 80  100 120 U O

Fig. 4. Absorption coefficient (or) versus focal depth (h) estim ated from 124 earthquakes in the 
Carpathian region (44.5-50.0N; 15.0-27.5E)

* Belgium Д Switzerland 0  Algeria О Carpathian Basin

□ S. Spain •  Central USA WVrancea (intermediate events)

10 10* 10s

a non-linear one, which is needed for the solution of the non-linear equation of 
Kövesligethy.

Results and conclusions

The results of the depth estimations summarized in Table I show that 65 percent 
of the all 124 studied events occurred in the 12 km upper part of the crust and 
deeper than 60 km focal depth earthquakes are located only in the Háromszék- 
Vrancea intermediate focal zone. The frequency distribution of the depth values in
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T a b le  I. Results of macroeeismic depth estimations of earthquakes occurred in  the  
Carpathian region (44.5-50.ON; 15.0—27.5E)

Date Time Epicentre Io h °h a n

1443 Jun. 05 48.8N 18.6E 8.0 37. 29. .0044 .0076 3
1590 Sep. 15 48 .IN  16.IE 9.0 18. 0. .0034 .0001 5
1763 Jun. 28 (05:28) 47.7N  18.2E 8.5 6. 1. .0066 .0018 5
1783 Apr. 22 (04:45) 47.7N 18.2E 8.0 16. 1. .0083 .0005 3
1786 Feb. 27 (03) 49.7N 18.5E 7.5 38. 4. .0080 .0008 5
1786 Dec. 03 (16) 49.7N 20.0E 7.5 42. 11. .0088 .0024 5
1790 Apr. 06 (19:29) 45.7N 26.6E 8.0 74. 11. .0009 .0003 4
1810 Jan. 14 (17:09) 47.4N 18.2E 8.0 8. 1. .0176 .0018 3
1834 Oct. 15 (06) 47.6N 22.3E 9.0 13. 6. -.0011 .0052 3
1838 Jan. 23 (18:45) 45.7N 26.6E 8.0 105. 12. .0013 .0002 4
1858 Jan. 15 (19:15) 49.2N 18.7E 7.5 7. 0. .0011 .0004 5
1876 Jul. 17 (12:17) 48.0N 15.2E 7.5 10. 2. .0063 .0035 5
1880 Oct. 03 (05:18) 46.3N 24.IE 7.0 17. 2. .0066 .0011 4
1880 Nov. 09 (06:33) 45.9N 16.IE 9.0 13. 5. .0019 .0055 3
1884 Mar. 24 (19:59) 45.3N 18.4E 7.0 9. 2. .0032 .0048 3
1885 Apr. 30 (23:15) 47.3N 15.4E 8.0 6. 1. .0062 .0020 5
1888 Aug. 16 (04:25) 47.6N 18.2E 5.0 9. 1. .0293 .0043 3
1893 Feb. 24 (17:35) 48.6N 17.8E 6.0 3. 1. .0317 .0254 3
1893 Mar. 11 (09:25) 48.0N 23.0E 6.0 9. 1. .0402 .0053 3
1893 Aug. 17 (15:35) 45.7N 26.6E 7.0 108. 17. .0032 .0006 3
1894 Mar. 04 (06:35) 45.7N 26.6E 6.5 128. 75. .0035 .0025 3
1899 Jun. 11 (00:30) 47.9N 16.4E 6.0 5. 0. .0131 .0046 3
1901 Feb. 16 (20:06) 46 .IN  15.0E 6.5 10. 1. .0029 .0012 4
1901 Apr. 02 (16:47) 45.5N  20.7E 7.0 12. 2. .0012 .0016 4
1901 Dec. 17 (14:12) 45.8N 16.0E 7.0 6. 0. .0055 .0014 4
1902 Oct. 24 (17:52) 45.9N 16.0E 6.0 10. 0. .0030 .0008 3
1902 Dec. 17 (15:20) 46.ON 15.IE 6.0 11. 8. .0170 .0172 3
1903 Jun. 26 (04:28) 47.9N 20.4E 6.0 10. 3. .0243 .0146 3
1903 Sep. 13 (08:02) 45.7N 26.6E 6.5 32. 7. .0034 .0016 4
1904 Feb. 06 (02:49) 45.7N 26.6E 6.0 75. 9. .0022 .0006 3
1905 Apr. 28 (21:04) 46. IN  16.2E 6.0 8. 1. .0056 .0039 3
1905 May 23 (13:13) 45.9N 15.3E 7.0 10. 2. .0477 .0109 4
1905 May 29 (11:16) 46.2N 16.2E 6.5 8. 2. .0075 .0052 4
1905 Dec. 17 (22:16) 45.9N 16.IE 7.5 7. 0. .0038 .0004 4
1906 Jan. 02 (04:26) 45.9N 16.IE 8.0 10. 1. .0028 .0008 5
1906 Jan. 09 (23:05) 48.6N 17.5E 8.0 10. 2. .0132 .0068 3
1906 Jan. 16 (02:52) 48.6N 17.5E 7.5 8. 1. .0263 .0083 4
1906 Mar. 04 (11:38) 44.6N 15.4E 6.0 12. 2. .0085 .0047 3
1906 Apr. 29 (09:15) 47.3N 22.2E 6.0 14. 3. .0179 .0057 3
1908 Feb. 19 (21:11) 48.0N 16.7E 7.0 6. 0. .0003 .0004 4
1908 May 28 (08:27) 46.9N 19.7E 7.0 12. 1. .0119 .0015 5
1908 Oct. 06 (21:40) 45.5N 26.5E 8.0 78. 7. .0027 .0003 4
1909 Oct. 08 (09:59) 45.4N 16.2E 8.5 12. 1. .0073 .0006 6
1909 Oct. 10 (05:55) 45.3N 16.3E 5.5 30. 3. .0027 .0012 3
1910 Jan. 28 (23:58) 45.4N 16.2E 7.0 15. 4. .0018 .0023 4
1910 Jan. 29 (00:12) 45.4N 16.2E 6.0 18. 6. -.0001 .0028 3
1910 May 11 (20:18) 47.7N 16.0E 6.5 8. 2. .0017 .0032 3
1911 Jul. 08 (01:02) 46.9N 19.7E 8.0 12. 1. .0098 .0009 6
1912 May 25 (18:02) 45.7N  27.2E 7.0 87. 8. .0034 .0005 3
1912 Sep. 19 (22:15) 46.2N  16.9E 6.0 5. 0. -.0053 .0011 3
1913 Jul. 23 (22:03) 45.7N 26.6E 5.5 59. 8. .0124 .0023 3
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T ab le  I (contd.)

D ate Time Epicentre Io h 0h a (Ta n

1914 Mar. 24 (09:19) 45.7N 15.3E 6.0 10. 1. .0653 .0077 4
1916 Jan. 26 (07:38) 45.5N 24.5E 8.0 23. 6. .0051 .0018 5
1916 Jul. 14 (20:27) 45.IN  15.0E 6.5 17. 2. .0034 .0012 4
1917 Jan. 29 (08:23) 45.9N 15.6E 8.0 5. 0. .0030 .0009 5
1919 Sep. 05 (20:37) 46.5N 16.0E 6.0 9. 1. -.0017 .0015 3
1921 Jan. 15 (10:55) 45.7N 20.IE 7.0 26. 2. .0161 .0014 4
1922 N ov. 24 (02:15) 45.6N 18.7E 7.5 10. 5. -.0006 .0050 3
1924 Aug. 12 (16:27) 45.8N 18.8E 7.0 12. 2. .0074 .0024 3
1925 Jan. 31 (07:05) 47.9N 20.4E 7.5 5. 0. .0549 .0049 3
1926 May 19 (10:11) 44.5N 20.6E 6.0 12. 2. -.0013 .0025 3
1926 Jun. 28 (20) 48.ON 23.7E 5.5 5. 0. .0050 .0044 3
1926 Aug. 10 (01:10) 48.0N 23.7E 6.5 9. 1. .0373 .0094 3
1926 Sep. 28 (15:42) 47.7N 16.0E 7.0 5. 0. -.0019 .0014 4
1927 Feb. 20 (06:48) 46.3N 16.9E 6.5 9. 2. .0125 .0083 3
1927 Jul. 25 (21:35) 47.5N 15.5E 7.0 8. 1. -.0046 .0012 3
1928 Mar. 18 (23:50) 45.4N 17.2E 7.0 10. 1. .0086 .0023 4
1928 Aug. 25 (21:09) 45.9N 15.6E 7.0 5. 2. .0005 .0109 3
1929 Nov. 05 (07:50) 46.8N 19.7E 5.0 19. 4. .0399 .0147 3
1930 Mar. 05 (23:55) 48.7N 17.6E 7.0 6. 1. .0053 .0037 3
1930 Aug. 22 (05:49) 48.0N 19.4E 6.0 11. 1. .0303 .0031 3
1931 Apr. 07 (01:35) 48.2N 22.5E 6.0 6. 0. .0277 .0017 3
1934 Mar. 29 (20:07) 45.8N 26.5E 8.0 110. 22. .0059 .0013 4
1936 Sep. 06 (04:49) 45.7N 21.IE 7.0 5. 1. .0189 .0032 4
1937 Apr. 04 (15:40) 45.3N 18.0E 7.0 8. 1. .0112 .0028 4
1937 Jun. 10 (01:43) 48.IN  21.4E 6.0 8. 0. .0221 .0015 3
1938 Mar. 27 (11:16) 46.0N 16.9E 8.0 17. 1. .0123 .0013 4
1938 Nov. 08 (03:12) 47.9N 16.4E 7.0 5. 0. -.0082 .0006 3
1939 Mar. 23 (05:44) 47.4N 22.0E 6.0 23. 3. .0152 .0028 3
1940 Jun. 24 (09:57) 45.8N 26.5E 5.5 34. 1. .0005 .0003 3
1940 Oct. 22 (06:37) 45.8N 26.4E 7.0 117. 12. .0045 .0006 3
1940 Nov. 10 (01:39) 45.8N 26.8E 9.0 53. 11. .0009 .0003 6
1940 D ec. 17 (10:53) 45.IN 18.2E 6.0 27. 2. .0104 .0011 3
1949 Mar. 14 (12:46) 45.7N 15.3E 6.0 17. 0. .0160 .0007 3
1950 Aug. 31 (17:22) 44.9N 17.4E 8.0 3. 0. .0038 .0005 5
1951 Feb. 20 (00:14) 48.0N 19.IE 6.5 15. 2. .0166 .0025 4
1953 Sep. 13 (08:02) 47.0N 17.2E 6.5 5. 1. .0449 .0122 4
1953 O ct. 01 (18:27) 46.0N 15.5E 7.0 3. 0. .0040 .0039 4
1956 Jan. 12 (05:46) 47.4N 19.1E 8.0 10. 1. .0097 .0011 6
1956 Mar. 31 (14:07) 47.0N 17.0E 6.0 10. 1. .0363 .0078 3
1956 M ay 02 (11:48) 47.0N 17.0E 5.0 7. 1. .0460 .0094 3
1956 D ec. 14 (00:12) 47.9N 20.3E 5.5 14. 3. .0451 .0130 3
1957 Sep. 22 (14:44) 45.7N 21.IE 5.5 5. 1. .0739 .0322 3
1959 May 27 (20:38) 45.7N 21.IE 7.5 4. 0. .0039 .0018 5
1959 May 31 (12:16) 45.8N 27.4E 6.0 45. 1. .0044 .0003 3
1959 D ec. 02 (18:20) 44.6N 15.4E 7.0 12. 0. .0086 .0006 3
1960 O ct. 22 (19:18) 45.6N 21.2E 6.0 14. 1. .0066 .0012 3
1963 D ec. 02 (06:49) 47.9N 16.4E 6.0 20. 1. .0170 .0018 4
1964 Apr. 13 (08:30) 45.3N 18.IE 8.0 27. 2. .0075 .0007 4
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T able  I (contd.)

Date Time Epicentre Io h Oh O f OCL n

1965 Oct. 24 (06:27) 48.2N 22.7E 7.0 3. 0 . .0967 .0138 4
1966 Nov. 11 (16:16) 45.3N 16.0E 7.0 8. 1 . .0164 .0021 4
1967 Jul. 29 (13:35) 48 .ON 23.5E 5.5 3. 1 . .1869 .0921 3
1968 Dec. 03 (20:58) 44.6N 18.6E 6.5 8. 1 . .0103 .0030 4
1969 Apr. 12 (20:39) 45.2N 25.0E 6.0 10. 1 . .0004 .0021 3
1969 Oct. 26 (15:37) 44.8N 17.3E 7.5 23. 3. .0076 .0013 5
1969 Oct. 27 (08:11) 44.8N 17.2E 8.5 14. 2. .0034 .0007 6
1969 Dec. 31 (13:19) 44.7N 17.2E 7.0 12. 1 . .0028 .0011 4
1972 Jan. 05 (04:58) 47.8N 16.3E 6.0 8. 2. .0074 .0073 3
1972 Apr. 16 (10:10) 47.8N 16.2E 7.5 9. 0 . -.0006 .0001 5
1972 Apr. 16 (11:05) 47.7N 16.2E 6.5 5. 0 . -.0034 .0014 3
1974 Apr. 17 (01:31) 46.0N 21.IE 6.0 14. 1 . .0288 .0046 3
1976 Jan. 14 (11:53) 4 9 .IN 24.0E 5.5 3. 0 . .0377 .0100 3
1976 Feb. 07 (20:46) 49 .ON 24.0E 6.0 3. 0 . .0504 .0048 3
1977 Mar. 04 (19:21) 45.8N 26.7E 8.0 108. 19. .0017 .0003 5
1977 Sep. 25 (08:25) 48.3N 22.7E 6.5 6. 0 . .1379 .0066 4
1979 Mar. 08 (01:20) 47.7N 23.5E 5.5 10. 0 . .0207 .0024 3
1979 Mar. 30 (15:56) 47.7N 23.3E 6.5 9. 2. .0218 .0067 4
1979 May 12 (21:34) 47.3N 15.2E 6.0 5. 1. -.0006 .0028 3
1983 Apr. 14 (14:52) 47.7N 15.0E 6.5 8. 2. -.0035 .0021 4
1985 Jun. 05 (23:54) 48. ON 16.3E 5.5 4. 1 . -.0045 .0144 4
1985 Aug. 15 (04:29) 47 .IN  18.IE 7.0 10. 2. -.0004 .0016 4

Io  -  epicentral intensity 
h -  focal depth (km) 
a  -  absorption coefficient (km - 1 ) 
s -  standard deviation 
n -  number of isoseismals

T a b le  II . Average focal depth and absorp­
tion coefficient of earthquakes w ith  epicentral 
intensities 5° — 9° in the Carpathian Basin 

(44.5-50.ON; 15.0-25.0E)

Io h (km) or (km  1) n

5° 12±6 0.0384±.0085 3
5° -  6° 10±9 0 .0406Í.0607 9

6° 11±6 0.0174±.0170 28
6° -  7° 9±3 0 .0223Í.0377 13

7° 10±5 0 .0103Í.0205 26

s 0 1 00 о 15±13 0 .0109Í.0164 11
8° 14±10 0.0079±.0047 12

8° -  9° 11±4 0.0058Í.0021 3
9° 15±3 0.0014Í.0023 3

Io -  epicentral intensity 
h — focal depth 
a  — absorption coefficient 
n — number of earthquakes
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T a b le  III . Average focal depth and absorption 
coefficient of earthquakes w ith epicentral in­
tensities 7° and 8° in the Háromszék-Vrancea 

intermediate focal region

Io h (km) a  (k m -1) n

7° 104±15 0.0037Í.0007 3
8° 95±17 0.0025±.0020 5

/о -  epicentral intensity  
h -  focal depth  
a  -  absorption coefficient 
n -  number of earthquakes

T a b le  IV . Average absorption coeffi­
cient for different focal depth intervals 
of earthquakes in the Carpathian region 

(44.5-50.0N; 15.0-27.5E)

h (km) a  (km “ 1) n

1 - 5 0 .0275Í.0457 22
6 - 10 0 .016Ü .0241 46

1 1 - 15 0 .0106Í.0120 21
1 6 - 20 0.0119±.0120 9
2 1 - 60 0 .0068Í.0049 16
6 1 - 130 0.0029Í.0015 10

h -  focal depth  
a  -  absorption coefficient 
n -  number of earthquakes

the Carpathian Basin (44.5-50.ON; 15.0-25.0E) is presented in Fig. 1, where the 
most frequent depth interval is the 9-12 km depth domain, and the estimation yields 
an average depth of 11 (±7) km with an average absorption of 0.016 (±0.027) km-1 . 
The epicentre distributions of earthquakes used in this study are shown in Fig. 2, in 
which the focal depths are classified into 8 different depth ranges. According to this 
estimations the Sub-Carpathian region (47.5-48.5N; 22.5-24.0E) is the most shallow 
(h < 10 km) source zone and there are no earthquakes with deeper than 20 km focal 
depth in the central part of the Pannonian Basin (practically in the present territory 
of Hungary). The intensity attenuation curves of earthquakes with different epicen- 
tral intensities are presented in Fig. 3(a-j) using the average depth and absorption 
values (see Table II and III) in the Kövesligethy model. Though the absorption 
coefficient (a) is characteristic of the media traversed by the earthquake waves a 
dependence of the absorption from the epicentral intensity can be noticed in Table
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II. The main reason of this phenomenon, however, the different distribution of the 
weaker (I0 < 6°) and the stronger (I0 >8°) events in space. The Sub-Carpathian 
earthquakes are especially characterised by high intensity attenuation. A secondary 
factor might be the somewhat deeper focuses of the stronger earthquakes, that is 
the traversed media are different in the cases of weaker and stronger events. The 
input (isoseismal) data are also plotted in the figures to demonstrate the scattering 
of intensities. The distribution of the absorption coefficient (a) against the focal 
depth (h) in Fig. 4 shows considerable scattering in the upper 20 km crust in con­
trast to the deeper depth domain. It must be noted, however, that the number 
of data in the deeper zone is much less. For different depth domains the average 
absorptions are summarised in Table IV for the Carpathian region. In Fig. 5 some 
available observed intensity attenuations (Gupta and Nuttli 1976, Mayer-Rosa 1993) 
are compared with the intensity declines in the Carpathian region. According to 
this comparison the intensity attenuation in the Carpathian Basin is close to that 
experienced in South Spain.
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ESTIMATION OF VELOCITY PERTURBATIONS 
USING  AMPLITUDE AND PHASE FLUCTUATIONS 

FOR EARTHQUAKES RECORDED AT G AURIBIDANUR  
SEISMIC ARRAY IN SOUTHERN INDIA

J ayant N T ripathi1 and Avadh Ram2 

[Manuscript received November 1, 1995]

The Chernov m edium  approach has been applied for analysis of 24 earthquakes 
recorded at Gauribidanur Seismic Array (GBA) in  southern India. Correlation co ef­
ficients o f log-amplitude and phase fluctuations betw een every possible pair o f se is­
m om eters are used to determine the correlation length  of the medium. The Chernov  
theory can be well applied for the observed P-wave velocity perturbations at 0 .5  H z. 
Thus, the average correlation length for the G aussian correlation function is deter­
m ined to be about 18 km . The estim ated velocity perturbations for GBA are around  
1.4 % -  2.3 %, which is slightly greater than the corresponding estimates by previous  
workers for the array while the extension of the m edium  is around 660 km . T h e  
scattering coefficient under GBA at 0.5 Hz is 9.0 — 22.7 x  10-1  km- 1 . The B o m  
approxim ation condition is violated for frequencies higher than 0.5 Hz due to  the  
strong scattering coefficient for the region under G BA.

K ey w o rd s: am plitude and phase fluctuations; Chernov theory; correlationlength; 
Gauribidanur Seismic Array; lithospheric structure; seism ic scattering

1. Introduction

The observed irregular spatial variations of amplitude and travel times of seismic 
waves at the earth surface limit the accuracy of seismic probes, which are used 
for studying the Earth’s interior and earthquake source mechanisms. Scattering 
of seismic waves is a common cause of these variations. Hence, understanding 
of the physical mechanism of scattering of seismic waves will provide an accurate 
evaluation of the capability of a seismic probe and an insight into the nature of 
inhomogeneities in the Earth’s crust and upper mantle.

The Gauribidanur array located in southern India (Fig. 1) provides an oppor­
tunity to study the scattering mechanism for short period P-waves. Example signal 
variations across the array are shown in Fig. 2 for four earthquakes. The variation 
of signal amplitude results not only from the heterogeneities beneath the array and 
its seismometer sites but also from the different azimuths of the waves recorded 
across the array. Thus, the Chernov (1960) random media approach may be ap­
plied. The essence of this random media analysis is to provide an estimate of the 
root mean square (r.m.s.) variation of the velocity perturbations of the crust and
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1 2 8 J N TRIPATHI and A RAM

upper mantle in the vicinity of the array, the extent of the inhomogeneous medium 
and the correlation length; the correlation length is a measure of the wavelength of 
the structural anomalies. Thus, the structural heterogeneities may be statistically 
described by Chernov Theory (1960) for the region.

This stochastic approach is desirable for obtaining the statistical properties of 
the heterogeneities when the medium beneath an array has multi-scale and com­
plex heterogeneities (Nikolaev 1972, Aki 1973, Berteussen et al. 1975, 1977, Flatté 
and Wu 1988, Wu and Flatté 1990). Nikolaev (1972) inferred the velocity pertur­
bations from deep seismic sounding data of a sampled region. The first statistical 
study of the data from the Large Aperture Seismic Array (LASA) was done by Aki 
(1973). Although the variance transverse correlation fluctuations of the phase and 
log-amplitude of the direct P-arrivals were used by the earlier workers (Aki 1973

F ig . 1. Location and configuration of the Gauribidanur m edium  apperture seism ic array (array 
configuration after Mowat and Burch 1974)
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and Capon 1974 for LASA; Berteussen et al. 1975 for NORSAR and LASA and 
Berteussen et al. 1977 for GBA), the phase fluctuation information was either trans­
formed into slowness functions (Capon 1974) or into time residuals (Berteussen et 
al. 1975, 1977). The stochastic model of the heterogeneous media was assumed to 
be a uniform isotropic random media with a Gaussian correlation function charac­
terized by the relative velocity perturbations and average scale length a. Recently, 
transverse coherence functions and angular coherence functions have been used for 
an estimation of transmission fluctuations (Flatté and Wu 1988, Wu and Flatté 
1990, Flatté and Moody 1990, Flatté et al. 1991, Flatté and Xie 1992, Tripathi and 
Ram 1995).

In this paper, phase fluctuation information have been directly used, instead 
of slowness functions or time residuals, in a Chernov random media approach for 
a medium-sized array (GBA) and an estimation made of the extent of the struc­
tural inhomogeneities in the vicinity of GBA. In this analysis, 24 events, having 
a reasonable azimuthal coverage, were considered. Significant information about 
the heterogeneities beneath the GBA have been obtained. Finally, these results are 
compared with results from similar investigations for other arrays.

2. The Gauribidanur Seismic Array (GBA)

The Gauribidanur Seismic Array (GBA), which is located in southern India, 
was sponsored by the U.K. Atomic Energy Authority (UKAEA) in the early sixties 
with the cooperation of the Bhabha Atomic Research Centre (BARC), Government 
of India. The array became operational in October, 1965. The array location and 
configuration are shown in Fig. 1. The array is L-shaped with each line (called the 
Blue and Red lines) containing 10 short-period (1 s) vertical-component Willmore 
Mk II seismometers spaced at approximately 2.5 km, resulting in an overall length 
of about 25 km for each line. The seismometer vaults are set in Archean rocks with 
unweathered gneiss lying within 2 meters of the surface over most of the region. 
The output of each seismometer is telemetered to a central recording laboratory 
where it is recorded on a separate channel of a 24-channel FM magnetic tape. A 
detailed description of the GBA was given by Ram and Mereu (1977) and Varghese 
et al. (1979).

3. Geology of the Gauribidanur Array Region

The Indian Peninsula is a triangular plateau, elevated 250-850 m (average eleva­
tion 750 m), with a vertex extending far into the Indian Ocean. The area around the 
Gauribidanur array is surrounded by ranges towards the east and south. The rocks 
beneath the array are gneissic granite of Archean age, and their general foliation 
trend is NNW-SSE. A thin layer of soil varying in thickness from 1.5 to 4.5 me­
ters covers the area. Basement is composed of highly-folded crystalline schists and 
Archean gneisses intruded by granite and granite gneiss with wide spread forma­
tion of gneous metamorphosed rocks. Exposed basement rocks in north-eastern and 
southern parts of the Indian peninsula make up two-thirds of the shield area, be­
lieved to be Precambrian. The cover sediments of the platform in the north-western 
Paninsular regions are known as the Deccan Traps.

Acta G cod. Gtoph. Hung. SI, 1996
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T a b le  I. List of earthquakes used in  the present study

E vent
No.

Date Orig. Time 
h m  s

Location  
lat long

FD(h)
km

D elta
(Д )

Az. Mag.

1 02.09.1980 16 39 14.3 17.27°N 73.77°E 33 5.08 317 .0 4.7b
2 05.04.1984 14 32 57.6 29.4 °N 81.06°E 33 16.04 11.4 4.1b
3 09.10.1981 14 31 01.6 17.82°N 85.54°E 0 8.86 60.2 4.7b
4 10.08.1981 10 58 24.4 31.10°N 77.82°E 33 17.42 1.1 4.4b
5 22.12.1980 04 36 08.0 26.7 °N 89.6 °E 33 17.28 39.1 4.4b
6 23.10.1981 23 44 44.5 29.89°N 94.93°E 0 22.9 42.0 5.1b
7 11.07.1972 05 54 44.1 36.38°N 70.73°E 206 23.47 346 .3 5.4b
8 11.07.1972 20 46 11.6 24.29°N 94.70°E 48 19.46 54.4 4.6
9 08.04.1972 5 23 49.1 5.08°N 61.99°E 33 17.42 242.4 4.9

10 08.04.1972 6 42 13.3 29.67°N 89.47°E 33 19.49 32 .9 4.8
11 09.04.1972 8 43 48.5 40.13°N 78.83°E 14 28.45 2.4 4.7
12 10.04.1972 22 47 36.8 35.13°N 71.61°E 49 21.58 353 .7 4.9
13 10.04.1972 14 35 34.3 28.28°N 53.08°E 33 26.95 306 .6 4.6
14 11.04.1972 6 0 4.6 37.37°N 62.00°E 33 27.38 332.5 4.9
15 16.04.1972 1 27 55.7 1.84°N 99.83°E 33 26.99 123.0 5.3
16 17.04.1972 2 24 49.3 33.96°N 72.88°E 45 20.69 349.2 4.8
17 17.04.1972 10 35 45.7 25.58°N 95.63°E 108 20.64 52.0 5.0
18 17.04.1972 15 12 43.5 31.94°N 59.34°E 44 24.66 320.7 4.5
19 21.04.1972 21 19 29.5 34.99°N 81.03°E 33 21.54 8.1 4.8
20 22.04.1972 13 17 57.7 17.41°N 94.31°E 33 16.69 74.7 4.8
21 27.04.1972 5 51 6.3 0.58°N 99.64°E 54 26.13 120.9 5.3
22 28.04.1972 0 52 56.8 31.26°N 84.90°E 33 18.87 20.1 5.1
23 21.08.1972 21 57 17.2 8.28°N 105.95°E 62 35.69 125.9 5.3
24 03.09.1972 16 48 28.8 35.98°N 73.42°E 36 22.57 351.5 6.3

Orig. T im e =  Origin Time FD =  Focal Depth
Az =  Azim uth Mag. =  M agnitude

4. Crustal structure beneath the array

Several studies have revealed that GBA is situated on mainly homogeneous 
structure (Corbishley 1970, Ram and Mereu 1977). Using the local earthquake 
data Arora (1971) proposed a two layer crustal model in the vicinity of the array 
with top an upper granitic layer 16 km thick over a second layer 19 km thick, i.e. 
with the Moho at 35 km depth. The P-wave velocities were found to be 5.7 and 6.5 
km-s-1 for these two layers above mantle of 8.0 km s“ 1. In an earlier study, Arora 
et al. (1970) used a series of local earthquakes recorded at GBA to delineate the 
crustal structure of southern India. They observed that Moho-refracted phase from 
approximately the NE direction emerges at smaller angles compared to that for the 
other directions. This led them to propose non-uniform intermediate layers or a 
dipping Moho (about 4°) beneath GBA. However, Berteussen et al. (1977) pointed 
out that time residuals at GBA could be explained satisfactorily by a dipping plane 
coincident with the Moho (dip 6° and strike N 13°E beneath the array.

5. Seismological data

The 24 earthquakes used in this analysis are listed in Table I. The data were 
obtained from the GBA and from Ram (1976). The selection was made on the
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basis of a best possible distance and azimuth coverage. The corresponding P-wave 
records were also all characterized by good signal to noise ratios.

We calculated the Fourier amplitude and phase spectra for frequencies 0.4 to
1.5 Hz at an interval of 0.1 Hz and also between 3 and 5 Hz. Thus, we excluded 
those frequencies at which contamination by noise was expected or for which the 
spectral noise was prominent. Because the results at frequencies 0.1 Hz apart are 
not independent, we included only those frequencies which were more than 0.2 Hz 
apart. Our final data consisted of 192 sets for 24 earthquakes, each set consisting 
of 20 amplitude and 20 phase delay measurements. The obtained root-mean-square 
log-amplitude and phase fluctuations at different frequencies are given in Table II.

6. Statistical properties of amplitude and phase fluctuations

We calculated the variances of phase delay (ф) and logarithm of amplitude (In A) 
and the correlation between them. The rms (root mean square) phase and logarith­
mic amplitude fluctuations at different frequencies are listed in Table II. The rms 
phase fluctuations ((To) ranged from 0.63 to 1.03 and the log amplitude fluctuations 
(cru) ranged from 0.24 to 1.08. In Chernov theory the ratio <ти/сгф suggests the 
physical mechanism of the scattering. The observed ratios were less than unity, as 
expected from the theory, except for three cases. All of the observed correlation 
coefficients (192 out of 192) were positive, as also expected by Chernov theory.

The spatial correlation of amplitude and phase delay fluctuations are important 
because their correlation distances are directly related to the dimension of inhomo­
geneity of wave medium. The spatial autocorrelation for phase and log amplitude 
was calculated for all possible pairings of array seismometers (Fig. 3). If all 20 
seismometers of the array recorded the earthquake then the total number of array 
pairs will be 190. Thus, with these 190 transverse autocorrelation coefficients for 
log-amplitudes and phase fluctuations we can determine 190 correlation lengths and 
thus find the best possible result with minimal uncertainty. Statistical properties 
of amplitude and phase fluctuations are discussed in detail by Chernov (1960), Aki 
(1973), Capon (1974), Berteussen et al. (1975, 1977).

7. Chernov Theory and its application for the Single Layer Model 
with a Gaussian Correlation Function

Acoustic wave scattering was considered by Chernov (1960), where the wave 
source is a monochromatic plane wave and the wave medium is characterized by 
random fluctuations of wave velocity a. In the past, the space domain formulation 
of Chernov (1960) has been used for fluctuation analysis (Aki 1973, Capon 1974, 
Capon and Berteussen 1974, Berteussen et al. 1975, 1977). Explicit results were 
derived for the Gaussian correlation function by Chernov, assuming a uniform and 
isotropic random layer of thickness R  with Gaussian correlation function

A(r) = < p 2> e x p ( - r 2/ a 2) , (1)

Acta Gcod. Geoph. Hung. SI, 1996
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nt —^̂ /ŷ V̂ Â VVwV'/̂ '^^
я 7 -*-----vvV /̂V'AA /̂VV'/^—v*^v-
M---- •vwVV̂A'WWV̂—-vV-*V\
я î ■■ --•''r-b*/\j\s*j\Af*/\/w\^—**̂ w»v*̂  

я I I ---------- '~v^ '/V ^ y \A /^ V \A / '^ 'A A,v̂ 'v-»

• inc J
Cb)

I I -

I I -

H ( *v—-v-̂ WŴ Y4̂ -̂ —
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T a b le  II . R oot m ean square phase and log-am plitude fluctuations 
and correlation coefficients at different frequencies for the earthquakes 
shown in Table I. 0 ( о А / о ф )  and D ( q) are the wave parameters ob­

tained from о А /о ф  and e, respectively, using Eqs (6) and (5)

Event FYeq. <ти Оф <ти/<Гф e & ( с и/<Гф) D(g)
N. Нг

.5 .50 .86 .58 .13 2.35 25.84

.7 .46 .86 .54 .09 2.01 42.21

.9 .45 .87 .52 .09 1.89 43.02
1.0 .45 .88 .51 .08 1.85 45.48
1.2 .45 .90 .50 .11 1.73 33.00
1.5 .44 .92 .48 .10 1.62 34.05
3.0 .41 .90 .46 .09 1.51 40.81
5.0 .41 .91 .46 .09 1.50 40.51

.5 .76 .92 .83 .12 7.67 27.39

.7 .74 .93 .79 .10 6.10 34.02

.9 .63 .93 .68 .09 3.52 38.50
1.0 .62 .93 .67 .07 3.37 56.84
1.2 .64 .93 .69 .06 3.68 67.78
1.5 .69 .91 .76 .09 5.21 40.64
3.0 .42 .91 .46 .07 1.51 59.19
5.0 .44 .90 .49 .13 1.70 24.47

.5 .44 .88 .50 .10 1.77 33.60

.7 .43 .91 .47 .17 1.60 16.71

.9 .44 .94 .47 .11 1.59 29.69
1.0 .44 .87 .51 .09 1.83 38.77
1.2 .44 .89 .50 .09 1.74 43.92
1.5 .41 .89 .46 .09 1.53 40.12
3.0 .43 .90 .48 .11 1.61 32.27
5.0 .42 .94 .45 .10 1.45 35.33

.5 .83 .91 .91 .13 16.16 23.54

.7 .81 .92 .87 .11 10.96 33.46

.9 .84 .91 .92 .09 18.25 41.62
1.0 .59 .91 .64 .10 3.01 34.71
1.2 .87 .90 .97 .10 57.10 37.66
1.5 .59 .91 .66 .08 3.17 51.28
3.0 .70 .89 .79 .09 6.21 41.62
5.0 .47 .90 .52 .10 1.89 34.93

.5 .82 .91 .90 .16 15.11 18.97

.7 .69 .88 .78 .12 5.80 27.21

.9 .67 .89 .75 .13 4.97 24.46
1.0 .67 .89 .75 .08 4.84 52.16
1.2 .61 .90 .68 .14 3.45 22.26
1.5 .77 .92 .83 .09 8.06 41.28
3.0 .44 .90 .49 .08 1.67 48.66
5.0 .36 .93 .39 .13 1.18 24.37

.5 .46 .86 .49 .22 2.64 11.26

.7 1.08 .91 1.19 .13 .00 25.93

.9 1.07 .91 1.18 .07 .00 59.84
1.0 1.07 .91 1.17 .09 .00 43.78
1.2 .80 .93 .85 .08 10.12 47.79
1.5 .74 .88 .84 .15 8.38 19.55
3.0 .77 .93 .83 .09 7.71 42.93
5.0 .43 .91 .48 .12 1.61 28.87
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T able II (contd .)

Event Freq. <ru <ти1<?ф ß 0(<ти/<тф) D(ß)
N. Hz

.5 .47 .91 .52 .12 1.86 26.60

.7 .43 .93 .46 .08 1.54 45.78

.9 .39 .90 .43 .13 1.38 23.44
1.0 .44 .92 .48 .10 1.65 33.73
1.2 .42 .86 .49 .13 1.69 23.96
1.5 .45 .89 .50 .15 1.75 19.65
3.0 .39 .90 .43 .12 1.38 27.62
5.0 .42 .86 .49 .14 1.68 22.53

.5 .47 .93 .51 .17 1.82 16.53

.7 .41 .88 .47 .12 1.57 29.30

.9 .41 .88 .47 .19 1.55 13.82
1.0 .40 .89 .45 .18 1.44 15.05
1.2 .38 .91 .41 .14 1.28 22.47
1.5 .44 .89 .49 .15 1.72 19.28
3.0 .43 .93 .46 .16 1.51 18.54
5.0 .36 .92 .39 .12 1.17 26.20

.5 .53 .95 .56 .22 2.17 11.41

.7 .38 .88 .43 .17 1.36 17.00

.9 .44 .87 . -51 .19 1.84 13.65
1.0 .54 .89 .60 .14 2.55 23.09
1.2 .47 .89 .52 .09 1.92 44.66
1.5 .40 .87 .47 .17 1.55 16.38
3.0 .35 .90 .39 .15 1.16 19.97
5.0 .33 .92 .36 .21 1.05 11.91

.5 .47 .90 .52 .13 1.91 23.86

.7 .54 .91 .59 .11 2.45 29.88

.9 .53 .91 .59 .16 2.45 17.81
1.0 .37 .88 .42 .10 1.34 38.06
1.2 .45 .89 .51 .16 1.80 18.53
1.5 .39 .91 .43 .16 1.37 17.97
3.0 .36 .94 .38 .17 1.14 17.12
5.0 .39 .79 .49 .12 1.72 26.43

.5 .37 .78 .48 .17 1.61 16.68

.7 .40 .88 .46 .10 1.52 37.95

.9 .37 .67 .55 .09 2.14 43.29
1.0 .34 .65 .53 .23 1.92 10.55
1.2 .37 .92 .41 .08 1.26 49.47
1.5 .39 .85 .46 .13 1.53 24.84
3.0 .40 .88 .45 .17 1.49 15.97
5.0 .34 .91 .38 .16 1.12 19.06

.5 .51 .88 .58 .17 2.33 16.07

.7 .54 .89 .61 .10 2.64 34.12

.9 .54 .90 .60 .09 2.50 40.16
1.0 .44 .86 .51 .11 1.79 31.98
1.2 .44 .87 .50 .07 1.76 60.05
1.5 .46 .93 .49 .10 1.70 35.86
3.0 .36 .89 .40 .20 1.23 13.06
5.0 .36 .93 .39 .13 1.18 24.37
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T a b le  II (contd.)

Event
N.

Freq.
Hz

<TU /оф 6 0(<7и/<?ф) О Ы

13 .5 .44 .94 .47 .21 1.57 12.19
.7 .45 .88 .51 .07 1.82 52.98
.9 .46 .88 .52 .12 1.91 28.49

1.0 .46 .88 .52 .08 1.89 46.56
1.2 .39 .85 .46 .12 1.50 26.20
1.5 .40 .86 .47 .19 1.59 14.00
3.0 .32 .89 .36 .20 1.06 12.87
5.0 .39 .91 .43 .14 1.34 22.86

14 .5 .57 .91 .62 .19 2.74 14.32
.7 .53 .90 .59 .15 2.41 21.06
.9 .36 .73 .49 .25 1.70 8.88

1.0 .35 .74 .47 .28 1.59 7.46
1.2 .43 .85 .51 .19 1.82 13.55
1.5 .49 .84 .58 .13 2.35 24.30
3.0 .24 .90 .26 .11 .70 30.34
5.0 .32 .90 .35 .13 1.02 25.19

15 .5 .45 .91 .50 .18 1.73 15.63
.7 .48 .89 .54 .11 2.02 29.62
.9 .49 .93 .52 .15 1.91 20.24

1.0 .48 .89 .53 .11 1.98 31.43
1.2 .47 .95 .50 .19 1.74 13.72
1.5 .43 .84 .51 .12 1.83 27.72
3.0 .33 .91 .36 .22 1.07 11.30
5.0 .34 .86 .39 .18 1.19 15.56

16 .5 .49 .90 .55 .14 2.10 21.94
.7 .51 .92 .56 .15 2.16 19.71
.9 .41 .89 .45 .13 1.49 25.94

1.0 .40 .89 .45 .08 1.48 48.35
1.2 .42 .90 .47 .12 1.59 27.83
1.5 .42 .91 .46 .06 1.51 69.01
3.0 .39 .88 .44 .15 1.41 20.13
5.0 .35 .92 .38 .15 1.12 20.41

17 .5 .39 .88 .44 .15 1.41 19.66
.7 .42 .91 .46 .13 1.53 25.27
.9 .36 .72 .50 .25 1.75 8.77

1.2 .45 .91 .49 .20 1.69 12.59
1.5 .39 .88 .45 .16 1.45 17.62
3.0 .24 .92 .26 .16 .69 17.87
5.0 .38 .87 .43 .19 1.37 14.46

18 .5 .47 .86 .55 .22 2.10 10.95
.7 .48 .88 .54 .10 2.07 36.41
.9 .45 .91 .49 .23 1.70 10.15

1.0 .45 .93 .48 .14 1.64 21.22
1.2 .43 .91 .48 .11 1.62 32.69
1.5 .52 .88 .59 .15 2.43 19.54
3.0 .40 .89 .46 .15 1.50 19.87
5.0 .41 .90 .46 .12 1.50 28.12
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T able  II (contd.)

Event
N.

Freq.
Hz

<-Tu <тф Ои/сГф e П ( о и1<Тф) D(e)

19 .5 .57 .92 .63 .16 2.80 18.65
.7 .41 .90 .45 .12 1.47 28.16
.9 .42 .85 .49 .14 1.71 22.88

1.0 .39 .76 .51 .15 1.84 21.01
1.2 .42 .90 .47 .10 1.55 35.67
1.5 .37 .90 .41 .10 1.28 36.33
3.0 .35 .92 .38 .17 1.13 16.15
5.0 .32 .91 .35 .19 1.02 13.70

20 .5 .58 .95 .61 .22 2.64 11.23
.7 .56 1.00 .56 .08 2.20 50.39
.9 .35 .67 .52 .20 1.88 12.77

1.0 -.34 .64 .53 .26 1.93 8.29
1.2 .40 .88 .45 .20 1.48 13.18
1.5 .51 .86 .59 .10 2.45 34.91
3.0 .41 .88 .47 .11 1.56 31.97
5.0 .30 .90 .33 .23 .95 10.62

21 .5 .57 .94 .61 .27 2.63 7.60
.7 .55 1.00 .55 .13 2.13 24.79
.9 .38 .72 .53 .09 1.94 43.20

1.0 .37 .69 .54 .12 2.00 28.60
1.2 .43 .85 .50 .18 1.78 14.95
1.5 .50 .85 .59 .14 2.48 21.43
3.0 .34 .95 .35 .16 1.02 18.18
5.0 .40 .84 .48 .22 1.63 10.97

22 .5 .57 .87 .66 .10 3.24 35.57
.7 .39 .91 .42 .11 1.33 32.43
.9 .40 .89 .45 .06 1.47 70.29

1.0 .50 .89 .56 .11 2.18 29.64
1.2 .38 .88 .43 .24 1.36 9.79
1.5. .47 .90 .53 .11 1.93 30.88
3.0 .38 .91 .42 .16 1.33 17.49
5.0 .32 .88 .36 .14 1.06 22.53

23 .5 .45 .90 .50 .25 1.74 8.97
.7 .50 .91 .55 .06 2.07 65.45
.9 .49 .90 .55 .07 2.08 53.61

1.0 .49 .88 .55 .12 2.14 26.71
1.2 .48 .95 .50 .28 1.75 7.44
1.5 .42 .84 .50 .28 1.76 7.49
3.0 .41 .93 .44 .20 1.44 13.38
5.0 .31 .91 .34 .25 .99 8.90

24 .5 .39 .88 .44 .14 1.44 21.33
.7 .53 .89 .60 .11 2.54 31.91
.9 .54 .89 .60 .09 2.58 39.51

1.0 .53 .89 .59 .12 2.49 26.65
1.2 .46 .91 .50 .12 1.79 27.57
1.5 .48 .87 .56 .12 2.17 28.25
3.0 .39 .88 .44 .12 1.41 26.90
5.0 .38 .87 .44 .25 1.42 8.71
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where r is the space separation, ц = 6c/Co, and a is the correlation length. The 
log-amplitude and phase fluctuations can be obtained (Chernov 1960)

<r„ = < u2 > = (\/^/2) < /i2 > k2aR  • (1 -  (tan-1 D)/D)  (2)

<Тф = <ф2> = (%Д-/2) < /J2 > k2aR ■ (1 + (tan-1 D)/D)  , (3)

where к is the wave number, R  is the layer thickness and D is the ‘wave parameter’ 
defined by

D = 4R/ka2 . (4)
The correlation coefficient between log amplitude and phase fluctuation is defined 
as

g = <иф> /(< u 2> <ф2>)1!2 , or 

g =  (1/2) • log(l + D2)/ (D2 — (tan-1 D)2)1/2 .
The ratio of rms log-amplitude and rms phase fluctuations is given by

<ru _  < u2 > ^ 2 1 — (tan 1 D)/D)ll 2
Уф ~  < ф2 > !/2 “  1 + (tan- 1 D ) / D y /2 '

We see from the Eqs (5) and (6) that the g and y  are functions of D only. Thus, 
D can be estimated independently from these equations. From the calculated D, 
the layer thickness R  can be obtained by using Eq. (4), if we know the correlation 
length a. It can be shown that when D >  1 the transverse correlation length of log 
amplitude and phase are approximately equal to correlation length. Thus, correla­
tion length a can be estimated from a measurement of the transverse correlation of 
и and ф for the case of D 1.

The transverse correlation of и and ф for D  1 can be obtained (Chernov 1960) 
from

exp(—x ^ / a 2) -  • (П/2 -  Si( j j  ■ х Ц а 2))
( l - £ t a n  ~l D)

exp(—х Ц а 2) + jf  • (П/2 -  Si(-fr ■ J^ /a 2)) 
(1 + ■p tan 1 D)

where xt  is the distance between two seismometers of a pair, Si  is the function 
defined as

(sinf)/< dt
о

(9)

and gu and дф are the transverse autocorrelation coefficients for log amplitude and 
phase fluctuations respectively, defined as

<Ul«2><?u — 9< и г >
and (10)

< Ф1 Ф2  >
(И )ёФ ~ <ф2> •
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GflURIBlOANUR ARRAY

Fig. 3 . A schematic diagram of the Gauribidanur seism ic агтау (G BA) showing pair com binations
of some of the seism om eters

The above expressions are valid only for small l/а  values, which means that the 
sensor separations must be small. Chernov (I960) has shown that these formulae 
are applicable only when l/а  is smaller than 3 for D — 10. Berteussen et al. 
(1977) have shown that the correlation length a for the medium beneath GBA is 
about 20 km. The length of each line of GBA is about 25 km and the maximum 
distance between two sensors (Дю and B\o) is about 32 km; the minimum distance 
between any two seismometers is about 1.5 km. Hence l/а  varies from 0.075 to 1.6 
and thus is always less than 3. In comparison, at LAS A the maximum distance 
between sensors is about 110 km and correlation length is about 10 km. Thus 
l /a  =  11(^> 3). Thus, application of Chernov Theory at GBA does not need 
modification whereas application at LASA does need modification. Berteussen et 
al. (1975) have generalized these equations for time residuals and Capon (1974) has 
modified them for slowness fluctuations. We have used these equations for phase 
fluctuations directly.

Thus reshuffling and adding Eqs (7) and (8) we find

a =  -a 4 /log (ви + еф + -  Pu)tan 1 D̂ j j
1/2

(1 2 )

and we can then calculate the correlation length a.
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In deriving the above formulae, two main approximations, namely the Born and 
Fresnel approximations, were taken into consideration. The condition for the appli­
cability of the Born approximation is that the scattering field is small in comparison 
to the primary plane wave and may be expressed quantitatively using the fractional 
energy lost from the primary waves by scattering.

The fractional energy lost by scattering from primary waves during propagation 
over distance R  is given by

Д I / I  = v/П- < p 2> ifc2aß (l — exp(fc2a2)) (13)

for a medium characterized by the correlation function N(r) = exp(—r 2/a 2). This 
Born approximation is valid for small A I / I .

The scattering coefficient for forward scattering (к a 1) can be defined by the
fractional energy loss per unit propagation distance. Thus, the scattering coefficient 
g for the Gaussian correlation function is given as

g = A I / I R  = (П)1/2- < /i2 > k2a . (14)

The Fresnel approximation allows replacement of a model spherical waveform 
by a parabolic one, thereby neglecting backscattering and requiring the scattering 
to be directed forward. If к a = 2Па/Л is large, most of the scattered power is 
concentrated within the small solid angle 0  ~  l / k a  in the forward direction. Thus, 
the Fresnel approximation is valid for large ka.

The condition of large ka is a crucial one in our application of the Chernov 
theory to the elastic wave problem. Equations 2 to 13 were obtained for the acoustic 
pressure wave in a medium with velocity (or refractive index) fluctuations but with 
uniform density. The relative strength of the scattering source, given by the ratio 
of density anomaly to velocity anomaly, decreases with increasing ka. Of course, in 
the limit of ray theory (ka —* oo), only the velocity anomaly determines the wave 
amplitude. Similarly, the velocity anomaly is the most important scattering source 
of elastic waves for large ka. Further, according to Knopoff and Hudson (1964, 
1967), the P  to S  and the S  to P conversion can be neglected if ka is large.

8. Discussion and conclusions

The wave parameter, D, can be determined independently from Eqs (5) and (6), 
using correlation coefficient g and ratio cru/ ff0 respectively. The relation between 
<tu/<tq and g is shown in Figs 4a-4d for the frequencies of 0.5, 1.0, 3.0 and 5.0 Hz. 
The solid curve is the theoretical relationship, obtained by eliminating D from Eqs 
(5) and (6), and the 90 % confidence limits for the correlation coefficients were 
obtained by Fischer’s (1954) z transformation for a sample of size 20. The corre­
sponding confidence limits for the ratio of standard errors have been obtained using 
the F -distribution and were found here to be within the limits of the correlation 
coefficients except where the ratio was very close to unity. The majority of the data 
fell within the 90 % confidence limits for the frequency of 0.5 Hz (Fig. 4a). But, at 
frequencies of 1.0 Hz (Fig. 4b), 3.0 Hz (Fig. 4c) and 5.0 Hz (Fig. 4d), the majority 
of the data fell outside the 90 % limits.

Acta Gcod. Geoph. Hung. 31, 1996



1 4 0 J N TRIPATHI and A RAM

RATIO OF RM5LOO AMPUTUOE TO RMS PHASE

F ig . 4a. The ratio (<ти/<Тф) of rms log-amplitude fluctuations to rms phase fluctuations is  p lotted  
aga in st correlation coefficient g. The smooth curve is the theoretical relation obtained from  Eqs 

(5) and (6) after elim inating D  a) at frequency Q.5 Hz, b) at frequency 1.0 Hz

The Born approximation condition can be calculated from Eq. (13). The frac­
tional energy loss from primary waves is A I / I  «  0.6 for 0.5 Hz. As A I / I  is 
dependent on the square of frequency, so that at 1. Hz A I / I  «  2.4, the Born 
approximation can not be applied here for a frequency of 1.0 Hz and the Chernov 
formula can not be applied at 1.0 Hz and higher frequencies. However, as ka is 
about 6.7 at 0.5 Hz and 13.3 at 1.0 Hz, the Fresnel condition is satisfied. Aki (1973) 
has also concluded that Chernov formula can be applied at around 0.6 Hz but not 
near 1.0 Hz.

Here the data at 0.5 Hz were used to estimate D  and a (Table II). The average 
wave parameter, D, was found to be 20.1 and the correlation length a, was found 
to be 18 ± 1 km. Thus, the correlation length is slightly less than the 20 km 
observed at GBA by Berteussen et al. (1977) but somewhat greater than the 10-16 
km correlation length found for LAS A and NORSAR using subsets of instruments 
having a comparable aperture to that at GBA. The extension of the medium, R, is 
found to be about 660 km at 0.5 Hz. For the average value of 0.52 for the rms log- 
amplitude the deduced rms variation in P-wave velocity is found to be 1.4 %. On 
the other hand, the rms variation in P-wave velocity is observed to be 2.3 % when
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Fig. 4b. The ratio (<tu/<t^) of rms log-amplitude fluctuations to rms phase fluctuations is p lo tted  
against correlation coefficient g. The smooth curve is the theoretical relation obtained from  Eqs 

(5) and (6) after elim inating D  c) at frequency 3.0 Hz, d) at frequency 5.0 Hz

the average value of 0.898 for the rms phase is used. However, the difference is not 
significant. Thus, we conclude that the heterogeneity of the medium beneath GBA 
is characterized by a Gaussian correlation length of about 18 km with about 1.4 % 
-  2.3 % velocity perturbations and it extends to 660 km in depth. The scattering 
coefficient, g, for these values of < /I2 > 1/i2 and a is found to be 9.0 — 22.7 X 10“ 4 
km“ 1 at frequency 0.5 Hz, which is greater here than weis found for refracted waves 
in the USSR (10-3 to 10“ 4 km-1 for 5 < /  < 10 Hz) (Nikolayev 1968, Nikolayev 
and Tregub 1970) and in the Kanto region, Japan (0.22 to 0.5 for 1.5 Hz to 24 Hz) 
(Aki 1980).

Berteussen et al. (1977) also noted some complex time residuals. They suggested 
an exceptionally homogeneous medium beneath GBA. The results of this study 
reveal that the crust and upper mantle structures beneath the Gauribidanur array 
is homogeneous but slightly less homogeneous than that proposed by Berteussen 
et al. (1977), but its homogeneity is less compared to similar investigations at 
NORSAR and at LASA. A summary of the transmission fluctuations analyses for 
the various single layer models is given in Table III. Here, the crustal/upper mantle 
scattering zone is also suggested by high semblance values for the Dharwar Cratons
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T a b le  III. Summary o f transmission fluctuation analysis by Chernov theory for single layer m odels

D ata

f <T0 <7u c ue a Extent D a
Hz sec km km

Aki LASA 0.5 0.6 0.19 0.32 0.35 10 0-60 5 4 %
(1973)
Capon LASA 0.8 0.52 0.10 0.37 0.23 12 0-136 6 1.9 %
(1974)
Berteussen LASA 0.7 0.08-0.11 0.02-0.025 0.26-0 .42 15 0-50 0 .3 -3  %
et al. (1975) 
Berteussen NORSAR 0.7 0.26-1.75 0.05-0.4 0.15-0 .36 15-60 0-100 0 .5-2  %
et al. (1975) 
Berteussen GBA 0.05-0.08 20 0-250 • 15-.3  %
et al. (1977) 0-650
Present
work

GBA 0.5 0.90 0.29 0.52 0.16 18 0-660 20 1.4-2 .3  %

C0 rms phase fluctuations
ot rms arrival tim e fluctuations

rms log am plitude fluctuations
a correlation length
D wave parameter, defined by D  =  4Я2/АГо2, where R  is the layer thickness
а P-wave speed perturbation, defined by & =  <(5ог/с*о)2 >1/2
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(Mohan and Rai 1992) and also by anomalous time delays for teleseism crossing 
beneath the Closepet granite and recorded at GBA (McCarthy et al. 1983). The 
Bababudan Group, which consists of mafic and ultra-mafic rocks of perdominantly 
volcanic origin, north and north-west of the array, may also have scattering effects. 
Thus it may be worthwhile to apply the direct inversion scheme of Aki et al. (1976, 
1977) for a detailed mapping of the anomalous lithospheric structure beneath GBA.

In this study, phase fluctuations are directly used for the analysis purposes in 
Chernov theory instead of time residuals or slowness fluctuations for a medium 
aperture array. Thus, we conclude that the medium beneath GBA is less homoge­
neous than what due to the extremely complex geological processes that occurred 
during the evolution of Cratons and intrusions and the volcanic processes that took 
place beneath this area within the upper mantle. This study also shows that the 
seismic scattering tomography technique may be used for imaging broad geological 
features.
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SHEAR WAVE VELOCITY STRUCTURE  
OF NORTHERN AND NORTH-EASTERN ETHIOPIA

F Kebede1’4, A Vuan3, T Mammo2’4, G Costa3, G F Panza4 

[Manuscript received November 27, 1995]

The non-linear inversion technique known as hedgehog is utilised to define the  
average crustal structure of North and North-Eastern Ethiopia. To accom plish the  
task a two dimensional frequency-time analysis is performed to obtain Rayleigh wave 
group velocity dispersion curves. Six earthquakes recorded by the broad-band d ig ita l 
seism ograph installed at the Geophysical Observatory of Addis Ababa University are 
utilized. The crustal structure between the Gulf of Tadjura (western Gulf of A den) 
and Addis Ababa crossing southern Afar (path I) can be approximated by a  to ta l  
thickness of about 22 km  with average S-wave velocity in the range 2 .3-3 .9  k m /s .  
The crust-m antle transition is poorly developed at greater depths and the shear w ave  
velocity rsinges from 4.0 k m /s to 4.3 km /s. If the effect of the plateau part is taken  
into account the average total crustal thickness is found to be less than 18 km  and  
the average S-wave velocity varies in the range 2 .4 -3 .9  km /s. The low shear wave 
velocity under the Afar crust is consistent with the result of other geophysical stu d ies . 
For path  II, which passes through the border of the Western Ethiopian p lateau, th e  
average crustal structure is found to be approximated by a thickness of about 40 km  
and average S-wave velocity between 3.0 k m /s and 3.9 km /s. The crust overlies a 
lithospheric m antle with a shear wave velocity in  the range 4.1-4.4 km /s.

K ey w o rd s: anomalous mantle; crustal structure; FTAN and inversion

1. Introduction

The geological history of Ethiopia and its neighbouring countries indicates that 
in early Tertiary it became the site of intense magmatic and tectonic activity that 
has continued to the present day. From early Tertiary until the end of the Eocene 
period extensive vertical uplift took place with the eventual splitting of the crust 
into three rift systems — the Red sea, the Gulf of Aden and the Ethiopian Rift 
(Gass 1970) which are closely connected with (Fig. 1) in a structural and kine­
matic way (e.g. Mohr 1967, Mohr 1970a, 1970b, McKenzie et al. 1970, Gass 1975, 
Bonatti 1987, Makris and Ginzburg 1987, Bohannon et al. 1989). These three 
rift systems meet in the Afar triple junction which is a unique geophysical and 
geological province. This junction is one of the two areas in the world (the other 
being Iceland) where crustal spreading, dike injections and the formation of new
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lithospheric plate material can be observed by geologists (Barberi and Varét 1975, 
1977, Berhe 1986). Based on a small-scale plate tectonics model, Barberi and Varét 
(1975, 1977) proposed within Afar the existence of spreading centres connected by 
transform faults. This, in turn, led to the identification of several micro plates which 
move relative to each other. On the other hand, Berhe (1986) argued that the Afar 
depression and its neighbouring regions are experiencing an extensional tectonics 
due to spreading and dike injection. According to this idea one may expect the 
presence of normal faults as the only manifestations for the mode of deformation in 
Afar. In general, the unresolved issue as to which tectonic model can better explain 
the Afar tectonics indicates the complexity of the area. Furthermore, it indicates 
the extent to which the crust-mantle system in the region is complex and deformed 
due to relative motion of plates in the region. In this respect, the Afar depression 
is probably the best suited area for studying the different stages of development 
from a true continental rift (East African rift) to a juvenile oceanic trough (Red 
Sea, Gulf of Aden).

To infer crustal velocities Searle (1975) used dispersion of surface waves along 
a path crossing the southern part of the Afar depression and concluded that the 
crustal thickness is about 20 km.

Using deep seismic soundings data (Berckhemer et al. 1975) and gravity data 
(Makris et al. 1975) the crustal structure of the Afar depression has been stud­
ied along several profiles (especially along the central and northern part of Afar). 
Berckhemer et al. (1975) proposed that the crust below the Ethiopian plateau has 
a thickness of about 38 km and overlies a mantle of normal seismic velocity, a typ­
ical shield structure. They also proposed that in Afar the depth to the top of the 
anomalous mantle (P-wave velocity ranging from 7.3 km/s to 7.6 km/s) varies from 
16 km (northern Afar) to 26 km (southern Afar) and estimated the thickness of 
the anomalous mantle layer to be in the range from 15 km to 40 km. Makris et al. 
(1975) proposed that the crustal thickness of Afar is in the range from 14 km to 22 
km and that of the Ethiopian plateau (western and eastern plateau) is in the range 
from 30 km to 42 km.

From travel times of some earthquakes located in the Gulf of Aden and the 
Red Sea and recorded at the WWSSN (World Wide Seismological Station Network) 
station at Addis Ababa (AAE) Searle and Gouin (1971) obtained a Pn-wave velocity 
of 7.95 km/s and a Sn-wave velocity of about 4.3 km/s for waves propagating 
through Afar. Furthermore, from the 1969 Serdo earthquakes in central Afar, Dakin 
et al. (1971) obtained, a P-wave velocity of 7.4 km/s at the base of the crust in 
western Afar.

From near earthquakes travel time observations Searle and Gouin (1971) gave an 
upper limit of 48 km for the crustal thickness below Addis Ababa (on the western 
Ethiopian plateau). The crustal spectral transfer ratio was determined for Addis 
Ababa from long period teleseismic P-waves by Bonjer et al. (1970) and associated 
with a crustal model of 38 km thickness. The upper layer is 24 km thick with 
average P-wave velocity of 6.0 km/s, the lower layer is 14 km thick with 6.9 km/s 
for P-wave and the mantle top P-wave velocity is 8.2 km/s.
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36° 38" 40* 42" 44* 46°

Fig. 1. Major structural elements in  and around Afar depression. MER, and DJI denote the m ain  
Ethiopian rift system  (part of the northern part of the E ast African rift system) and D jibou ti, 
respectively. Heavy lines in the Red Sea and the Gulf o f A den show the axial troughs. Lines 
indicate m ajor faults in  the region. Thé broken line in the southern Red Sea indicates the proposed  
transform fault connecting northern Afar to the axial trough of the Red Sea (Barberi and Varét

1975, 1977)

2. Data source and analysis

In March 1993 the Seismological station (AAE) at the Geophysical Observatory 
of Addis Ababa University upgraded its recording capability by installing a broad­
band three component digital seismograph system equipped with a Guralp CMG- 
3T seismometer and Nanometrics data acquisition system. The system sampling 
rate is 40 samples per second. Since the installation of the seismograph system 
quite a large number of local and teleseismic events have been digitally recorded 
at AAE. However, for most of the local earthquakes recorded by the station it 
was not possible to get origin time and epicentral location accurate enough for the 
purpose of this study. Thus, we selected those events which were large enough to 
be recorded by other WWSSN stations outside Ethiopia and consequently their 
hypocentral parameters determined. Table I gives the hypocentral parameters of
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F ig . 2. Map showing m ajor tectonic provinces in Afar and neighbouring regions. So lid  star  and 
so lid  circle indicate the earthquake epicenter and the A A E seismic station, respectively. Rom an  

numbers I and II are intended to ind icate propagation paths

the six earthquakes selected for this study. The parameters given in the table 
are taken from Earthquake Data Report (EDR) bulletin published by the United 
States Geological Survey. Figure 2 gives the location of epicentres of the events 
studied here and the paths to the AAE station, while Fig. 3 shows sample vertical 
component seismic records for some of the events (events 2 and 5 in Table I) .

The paths between the epicentres and AAE station are divided into two groups 
(paths I and II, see also Fig. 2). Path I is sampled by the seismic waves generated by 
earthquakes occurred in the Gulf ofTadjura (western Gulf of Aden) and propagating 
through the southern part of the Afar depression. For this profile about 70 % of 
the path lies in the rift (Afar depression). Similarly, path II is followed by seismic 
waves originated from the northern part of Afar depression. About 90 % of the 
propagation path is through the western Ethiopian plateau.

In this study Rayleigh waves, recorded on vertical component broad-band digital 
seismograms, are utilized. Data are corrected for the instrument response and 
resampled with a Is step.

The two-dimensional frequency time analysis (FTAN) (Dziewonski et al. 1969, 
Levshin et al. 1972) followed by phase equalization technique is employed to enhance
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Time (s)

Fig. 3. D isplay of vertical component seismograms for some of the events studied here as recorded  
by the broad-band seismograph system  at the AAE station: a) for event 2 in Table I; b ) for event

5 in Table I
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T a b le  I. H ypocenter parameters for the six  earthquakes used in  
this study

No. D ate Lat.
(N)

Long.
(E)

m b Ms Dist.
km

1 0 2 /0 5 /1 9 9 3 14.470 40.093 4.7 3.7 622.7
2 0 2 /0 5 /1 9 9 3 14.573 39.993 4.7 4.3 631.4
3 04 /0 5 /1 9 9 3 14.560 39.864 4.4 - 627.2
4 05 /0 5 /1 9 9 3 14.371 40.148 4.7 4.4 613.4
5 11/04 /1994 11.826 42.805 5.5 4.7 540.9
6 24/04 /1994 11.600 43.089 5.2 4.7 553.3

10 20 30 40
Period (s)

F ig. 4. Display of the two-dimensional Frequency Tim e A nalysis (FTAN) for event 5 in  Table I

the fundamental mode Rayleigh wave (see also Herrmann and Russell 1990). During 
the data processing, band pass filtering and windowing are utilized. A detailed 
description of the method is given in Levshin et al. (1992).

Figures 4 and 5 show the dispersion curves obtained by performing FTAN anal­
ysis for events number 5 (path I) and number 2 (path II), respectively.

3. Inversion for shear wave velocity structure

The dispersion curves are mainly sensitive to shear wave velocity variations 
and this feature can therefore be used to find the S-wave velocity distribution with 
depth through an inversion scheme. To accomplish the task the non-linear hedgehog
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5 10 20 30 40
Period (s)

Fig. 5. D isplay of the two-dimensional Frequency Tim e Analysis for event 2 in  Table I

Shear wave velocity (km/s)

2

Fig. 6. Accepted shear wave velocity structures for path I (southern Afar) without correction for
the effect of the plateau part

inversion procedure as developed by Kelis-Borok and Yanovskaja (1967), Valyus 
(1972) and Valyus et al. (1973) is utilized. A detailed description of the method, 
with the discussion of the appropriate parametrization of a plane layered Earth 
model, is given by Panza (1981).

To start the inversion process an initial model, characterised by shear and com-
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T a b le  II. R ange of the parameters and their incremental steps 
used in the inversion, a) for the path I (AFAR), and b) for the 

path II (ERITREA)

a)

Parameter Minimum M aximum Step
P I 2.199 (km /s) 2.701 (k m /s) 0.100 (km /s)
P2 1.900 (km) 7.016 (km ) 0.500 (km)
P3 0.007 0.098 0.005
P4 2.859 (km /s) 3.561 (k m /s) 0.100 (km /s)
P5 3.999 (km /s) 4.501 (k m /s) 0.100 (km /s)
P6 3.999 (km /s) 4.501 (k m /s) 0.100 (km /s)

b)

Parameter Minimum M aximum Step

p i 2.739 (km /s) 3.441 (k m /s) 0.100 (km /s)
P2 1.400 (km) 6.016 (km) 0.500 (km)
P3 0.002 0.032 0.002
P4 2.759 (km /s) 3.661 (k m /s) 0.100 (km /s)
P5 4.099 (km /s) 4.701 (k m /s) 0.100 (km /s)
P6 2.900 (km) 21.10 (km) 3.000 (km)

Shear wave velocity (km/s)

pressional wave velocities and density of the different layers, must be defined. The 
starting model must reflect a general subsurface picture of the region under consid­
eration. Accordingly a model proposed by Searle (1975) for path I and the AFRIC 
model (Gumper and Pomeroy 1970) for path II are chosen as starting models.

Density values in each layer are determined from the corresponding shear wave

Acta  Geod. Geoph. Hung. SI, 1996

Fig. 7. Accepted shear wave velocity structures for path  II as obtained in this study



SHEAR WAVE VELOCITY STRUCTURE 153

T a b le  III . Single point error in the observation 
determined by the variance in the group velocity 
measurements a) for the path I (AFAR), and b) 

for the path II (ERITREA)

a)

Period Group velocity Single point error
s km /s k m /s

40.0 3.390 0.100
20.0 3.139 0.095
13.3 2.945 0.080
10.0 2.809 0.075
8.00 2.655 0.070
6.66 2.579 0.055
5.71 2.529 0.040
5.00 2.489 0.030

b)

Period Group velocity Single point error
s km /s lcm /s

40.0 3.159 0.100
30.0 3.090 0.080
20.0 3.000 0.060
10.0 2.904 0.050
9.00 2.897 0.040
7.00 2.889 0.030
5.00 2.886 0.020

velocities using the Nafe-Drake curve (e.g. Talwani et al. 1959). Furthermore, the 
compressional wave velocity needed in the input is computed by taking the Poisson’s 
ratio equal to 0.25. All earthquakes studied here are regional earthquakes with the 
longest epicentral distance around 630 km (see Table I). For such an epicentral 
distance and the period range considered here (see Figs 4 and 5) the difference in 
group velocities between a flat layered and spherical earth models is negligible (see 
Bolt and Dorman 1961, Brune and Dorman 1963). Thus no correction for the effect 
of earth flattening is performed.

Once the starting model is defined the goal of the inversion is to determine the 
depth of the crust-mantle boundary and to retrieve the lithospheric mantle shear 
wave velocity. For both paths I and II, we fix the thickness of the uppermost 
sedimentary layer equal to 3 km while we let variable its S-wave velocity parameter 
(PI). Below this depth we use a linear velocity gradient modelled with 6 thin layers 
of equal thickness. Therefore the deeper crustal structure is described with three 
variable parameters (P2, P3, P4): P2 represented the thickness of the layers, P3 
the velocity gradient and P4 the shear wave velocity below the sediments. Finally
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AFAR

Period (s)
F ig . 8. Comparison of the observed dispersion curves for path  I (dashed lines represent the 
variability  range of the observations), not corrected for the effect o f the plateau part, with the 
theoretical dispersion curves obtained from the crustal structures, solution of the inversion, shown

in Fig. 6

the shear wave velocity of the upper mantle is allowed to vary up to a depth of 70 
km (P5 and P6).

The inversion of the group velocities of path II is performed in a similar manner; 
in this case the parameter P6 represents the thickness of the layer under the crustal 
gradient and not its velocity. The range of the parameters and their incremental 
steps are shown in Table Ha for path I and in Table lib for path II.

For each period the variance of the group velocities along similar paths is used 
as single point error. The models, for which the root mean square (RMS) is less 
than or equal to 0.055 km/s and the single point error is less than or equal to the 
values given in Table IIIa,b are considered acceptable.

Accepted models for the shear wave velocities are given in Figs 6 and 7 for path I 
(AFAR) and path II (ERITREA). The comparison of the observed dispersion curves 
(dashed lines, representing the range of variability of the group velocity) with the 
theoretical ones, computed from the solutions shown in Figs 6 and 7, is given in 
Figs 8 and 9 for path I (AFAR) and path II (ERITREA).
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ERITREA

Period (s)
Fig. 9. Comparison of the observed dispersion curves for path  II (dashed lines represent the vari­
ability range of the observations) and the corresponding theoretical dispersion curve as obtained  

from the crustal structures, solution of the inversion, shown in Fig. 7

4. Discussion and conclusion

Figure 6 shows the shear wave velocity structures as obtained for path I (AFAR). 
The crust has a total thickness ranging between 18 km to 22 km and the lithospheric 
mantle has a low shear wave velocity ranging from 4.0 to 4.3 km/s, even if in the 
inversion we have explored also normal mantle shear-wave velocity values (> 4.3 
km/s).

To correct for the effect of the plateau, AFRIC model as given by Gumper and 
Pomeroy (1970) was employed. The observed Rayleigh wave group velocities along 
with the corrections needed to remove the effect of 175 km of plateau path are given 
in Table IV. The same parametrization applied for path I (AFAR) is used to invert 
the group velocities corrected for the effect of the plateau. The inverted shear wave 
velocity structures, AFARC, for path I, after correction for the effect of the plateau 
part are shown in Fig. 10. The total crust can be approximated by shear wave 
velocities ranging between 2.4 km/s to 3.9 km/s. The lithospheric mantle shear 
wave velocity varies in the range 4.0-4.3 km/s. The comparison of the observed 
(group velocity variability ranges in the experimental data represented by dashed 
lines) and theoretical dispersion curves is shown in Fig. 11. The total thickness
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T a b le  IV . Observed group velocities and cor­
responding correction needed to remove the ef­

fect o f the western Ethiopian plateau

Group velocity 
km /s

Correction
km /s

3.39 -0 .1 1 3
3.14 +0.097
2.95 -0 .0 3 1
2.81 -0 .1 1 1
2.66 -0 .1 5 9
2.58 -0 .1 7 6
2.53 -0 .1 8 5
2.49 -0 .1 9 3

Shear wave velocity (km/s)

Ï»
2
D
О

F ig . 10. Accepted shear wave velocity structures for path  I as obtained in  th is stu dy  after 
correcting for the effect of the plateau part

to the top of the lithospheric mantle is less than 20 km and is smaller than the 
one obtained for the total path between the recording station and the epicentre 
(uncorrected case).

In general, our results are in quite good agreement with those of Searle (1975), 
both results indicating the presence of a low shear wave velocity (the presence of 
anomalous mantle) beneath the Afar crust.

Along several profiles (mainly in central and northern part of Afar depression) 
deep seismic soundings and gravity surveys have been conducted (Berckhemer et 
al. 1975, Makris et al. 1975, Makris and Ginzburg 1987), and they all show the 
presence of a low shear-wave velocity (anomalous mantle) beneath the Afar crust.

The crust for path II can be approximated by a total thickness greater than 
40 km, with a shear wave velocity ranging between 3.0 km/s to 3.9 km/s. The

A cta  Geod. Geoph. Hung. SI, 1996



SHEAR WAVE VELOCITY STRUCTURE 157

AFARC

Period (s)

Fig. 11. Comparison of the observed dispersion curve for path  I, corrected for the effect o f the  
plateau part (dashed lines represent variability range of the observations), with the corresponding  
theoretical dispersion curves obtained from the crustal structures, solution of the inversion, shown

in Fig. 10

lithospheric mantle shear-wave velocity varies in the range from 4.1 to 4.4 km/s 
lower than the typical one for stable continents and Precambrian shields (Panza 
1980, Henkel et al. 1990). The crustal thickness is comparable with the 38 km 
proposed by Berckhemer et al. (1975) for the western Ethiopian plateau and it is 
thinner than the 48 km crustal thickness proposed by Searle and Gouin (1971). A 
layer by layer comparison of the results obtained here with the model of Berckhemer 
et al. (1975), shows that the significant difference between the two results is mostly 
limited to the top (both for thickness and shear wave velocity) crustal layers. This 
difference can be due either to the poor resolving power of the used data set with 
respect to the uppermost part of the model or to the different locations of the 
sampled areas.

As a general conclusion we may observe that the surface feature marking the 
edge of the western plateau seems to extend almost vertically at depth. This is a 
quite different feature with respect to the Central European rift system, where the 
rift boundaries seem to be not so sharp (Ahorner 1970, Panza et al. 1980, Panza 
1984).
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CONSTRUCTION OF VELOCITY RELATIONS IN  ABU  
M ADI AND RUDEIS FORMATIONS IN SOME OIL 

FIELDS, EGYPT
Adel A A O thman1 and Esam A Abd E l-G awad1 

[M anuscript received O ctober 4, 1995]

Improved subsurface informations were achieved by applying a realistic velocity  
m odel. In El-Khalig and E u t  Um El-Yusr oil fields, Rudeis Formation was pene­
trated by different wells. Another two wells in the Nile D elta, Hosh Isa # 1  and Kafr 
El Dawar # 1  are selected, in  which Abu Madi Formation is exists and the V,f, values 
are introduced to acquire proper velocity relation. The interrelation betw een the  
velocity and the available petrophysical parameters was investigated. 15 suggested  
velocity models were studied and only 8  models give reasonable m ultiregression co­
efficients (C) relative to the sonic velocity. The depth is the common param eter in  
those 8  models. High C values are obtained with V15, which equals 0.863 in  El- 
Khalig, and 0.457 in  East Um  El-Yusr. C  values are raised after introduction o f V ,/, 
ratio in both Hosh Isa and Kafr El-Dawar wells.

K ey w o rd s: petrophysical parameters; seismic velocity; shale content; velocity  
m odels

Introduction

The interest to find new sources of energy, needs to improve the present tech­
nology. Exploration and production of hydrocarbons state a serious problem for 
search for energy. Seismic exploration has become accepted as the basic tool of the 
oil prospector. According to the capability of adapting to the increasing complexity 
of exploration requirements, reflection seismology has reached significant position. 
Geometric mapping of the subsurface which is considered the way to detecting of 
structural traps is one of the targets of seismic exploration. Connecting structural 
framework with a lithology, assists the investigator to locate stratigraphic traps. 
Estimate the quality of the deposits detects the presence of fluids and their inter­
faces.

The above mentioned remarkable progress is essentially due to the seismic veloci­
ties. Geophysicists began to make use of continuos velocity measurements (Schlum- 
berger’s sonic tool) in order to construct synthetic seismograms. The synthetic 
seismogram became a kind of bridge between geology and geophysics. Stacking 
velocity as one of the processing parameters showed a close approximation to the 
wave velocity as measured in the borehole (Cordier 1985). This velocity reconstitute 
accurately the depth horizons over the set of seismic investigations, both in two and 
three dimensions. Furthermore, velocity enables us to study the variations in fa­
cies of geological regions. Developments are still continuing and many applications 
which depend mainly upon seismic velocity occupied wide areas.

1 A1-Azhar University, Departm ent of Geology, Post No. 11884, Nasr City, Cairo, E gypt
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That was a fast outline to understand the importance of the velocity parameter 
in modern seismology. Hence, the seismic velocity model in any proposed area for 
exploration, is the most important element for the prospector. Upon the velocity 
model depend many seismic computations and techniques. The geologic interpreta­
tion of the seismic time sections depends also on the understanding of the accurate 
velocity model through the seismic line. Briefly, the seismic model for exploration 
geophysicist is very important.

Many authors studied the wave velocity and its relation with the other petro­
physical parameters in the medium of wave propagation. From many we can 
highlight the works of Wyllie et al. (1956, 1958), Biot (1956), Geertsma (1961), 
Domenico (1974, 1977), Marschall (1984). Wyllie and his coworkers related the 
wave velocity and the porosity of the medium of propagation. Marschall (1984) 
modified the so-called time average equation to another one by introducing more 
petrophysical parameters to the Wyllie’s model to be a modified time average one. 
Domenico and others studied the parameters affected the longitudinal and shear 
wave velocities. These petrophysical parameters include the porosity, bulk density, 
compressibility factors, beside the water saturation in the medium. Xu and White 
(1995) derived a velocity model in terms of Kuster-Toksoz-Gassmann theories for 
clay-sand mixtures.

The main target of this study is to introduce a new velocity model relating the 
depth of the used parameter as a factor as well as the bulk density, the porosity, and 
water saturation to the velocity. Consequently we applied this idea on a hypothetical 
geological model to show the variation of the velocity with the combination of these 
parameters. Finally, the velocity models were calculated for real data measured and 
computed by logs recorded in drilled wells from some Egyptian oil fields.

Basic idea

Many researchers as Han et al. (1986), Klimentos and McCann (1990), Marion 
et al. (1992), and Mavko and Jizba (1991) observed the relation between the wave 
velocity in a medium and the petrophysical parameters. Velocity of propagation of 
seismic waves depends on a number of factors which are sometimes interconnected 
(Cordier 1985). One of the main factors is depth below the surface of the formation 
under consideration. Experimental relationships between velocity and depth of the 
burial have been investigated by numerous authors as Faust (1951, 1953), Wyrobeck 
(1959), and Acheson (1963, 1981). Approximately, the velocity of seismic waves 
increases with depth, but that not always true due to interference of other factors. 
The second factor is the lithology, in terms of mineralogical composition and texture 
at least. Birch (1942), Clark (1966), and Serra (1979) have published tables of 
velocities as function of lithology. Due to the overlap of the velocity ranges for 
different rocks, it is difficult to define the lithology by means of velocity only. The 
porosity may be the third factor. The influence of the porosity and the nature of 
the fluids contained in pores have been determined by many researchers. Wyllie 
et al. (1956, 1958) studied the relation between the velocity and the porosity of 
the medium, and introduced the well known relation as time average equation. His
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T a b le  I. List of symbols used for different parameters in the presented technique

c m = compressibility of the m atrix
C b = compressibility of the rock free from fluid

= compressibility of the fluid in the pores
С Я = compressibility of the gas in the pores
Ф = porosity of the rock
n = shear modulus of the rock free from fluid
ß = C m /C b
еь = bulk density = фдь + ( 1  — Ф)Ст

Qm = density of the matrix
e i = density of the fluid in the pores
Su, = water saturation
Vw = wave velocity in water
VG = wave velocity in gas
vm = wave velocity in the m atrix
Vf = wave velocity in the fluid
к

=
coupling coefficient between rock and fluid varying from 1 . 0  (no coupling) 
to oo (perfect coupling)

model may be expressed in the following form:

Ф , 1 -Ф  ' y4
y ]  + ~V^T

It should be distinguished that the definition of all parameters used for equations 
in the present study is presented in Table I. Hence, the Wyllie’s model in implicit 
expression could be written as:

V =  №  ■ (2)
Marschall (1984) introduced, a modified expression for the Wyllie’s model and 

we can call it the modified time average model. In this model, the effects of the 
water saturation and the gases in porous medium was taken into consideration. The 
following equation expresses the Marschall’s model as:

V =

& + Ф(1 -S y y )  

Va log
Ш

, 1 -Ф
+ ~ v —V m

(3 )

Although, Eq. (3) may be rewritten in the coming form:

V =  № , S w , C a , C m) .  (4)

Many authors have interest to relate both the longitudinal and shear velocities 
with the petrophysical parameters of the medium. Biot (1956) published his theory 
to express the velocity in a partially saturated media, relating it with different 
petrophysical parameters. In addition to Biot, Geertsma (1961) and Domenico
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(1974, 1977) studied the effect of the porosity, bulk density, shear modulus, and the 
compressibility factors. Domenico (1977) introduced the following expression:

Hence, in a functional form Eqs (5) and (6) may be expressed as follows:

Vp = /(Ф, Qb,H, K,Cb, Cm, Cf) (7)

VS = f ( 9 , m t iit K ) . (8)
The first term of the Eq. (5) covers the effect of the rock matrix and the second 

term covers the effect of the fluid contained in the pores. Practical application of 
this formula assists to distinguish between two main types of rocks, consolidated and 
unconsolidated rocks. In the unconsolidated rocks, the nature of the contained fluids 
has a direct influence on the velocity of a formation. But in the consolidated rocks, 
the physical characteristics of the rock are much less affected by depth below the 
surface and the fluids contained in the reservoir has little effect on the velocity. The 
state of the fractures in the rock is the last factor which affect the wave velocity. 
Gardner et al. (1974) demonstrated experimentally the effect of the presence of 
microfractures on the wave velocity, and concluded that fractures lead to a reduction 
in the velocity of the seismic pulse through the rock.

Theoretical model

A model is a representation of a natural phenomenon or process (Koch and 
Link 1970). From the previous described velocity models, clearly there is a good 
relation between the wave velocity and the different petrophysical parameters of 
the medium. This encourages us to construct a velocity model applying the nu­
merous petrophysical parameters concerning the medium in which the waves are 
propagated. These parameters are the depth, bulk density, porosity, and the wa­
ter saturation. The available velocity models in the literature include one, two or 
three petrophysical parameters only. We try to introduce a new velocity model to 
describe the wave velocity in a medium by relating it to the depth, the porosity, 
the density, and the water saturation.

The velocity is estimated applying the linear multiple regression technique. The 
statistically estimated velocity is compared and correlated with the measured sonic 
velocity. Table II describes the suggested 15 velocity models which installed from
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the combinations of the four parameters against the velocity. The 15 models may 
be classified into four groups as shown in Table II. Four examples in terms of 
mathematical form of the suggested linear velocity models are shown in Table III.

A test was needed to clarify the capability of the suggested velocity models. 
Hypothetical velocity model was created and called MODEL5. Two cases of this 
designed model summarize the relation between the velocity and the depth. The

T a b le  II. Designation of different forms of the suggested elastic 
velocity m odels. Correlation coefficients (C) of these suggested  
m odels com puted with respect to the initial velocity (VO), for 

both  MODEL5A and MODEL5B

No. Velocity function Symbol CModelSA C M o d e l S A

15 } ( Z ,  е ь , Ф, S w ) V15 0.9694 0.8748

14 f (Z,  еь,  * ) V14 0.9020 0.8746
13 6b» S w ) V13 0.9587 0.8640
1 2 f ( Z ,  Ф, S w ) V12 0.9399 0.8740
1 1 f(6b> ^u;) V l l 0.5461 0.3604

1 0 H Z ,  еь) V10 0.9014 0.8637
9 HZ,  Ф) V9 0.8883 0.8739
8 H Z ,  Su,) V8 0.9269 0.8628
7 П в ь , * ) V7 0.4134 0.3598
6 Неь, Sw) V6 0.4996 0.2899

5 / ( * ,  Sw) V5 0.3115 0.2668
4 H Z ) V4 0 . 8 8 6 6 0.8620
3 Неь) V3 0.3974 0.2858
2 / ( * ) V2 0.1798 0.2639
1 f(Sw) VI 0.1763 0.1281

T a b le  III. Examples of velocity models ex­
pressed in  functional forms. Four m odels, ev­
ery one represents one group of the discussed 

15 models

[1] V  =  f ( Z ) :
=» V4 =  ao +  a iZ

[2 ] V  =  f ( Z ,  еь):
=> V 1 0  =  bo +  bi Z  -f- 62  Сь

[3] V  =  ] ( Z , еь, Ф):
=► V14 =  со +  ci Z  +  С2Вь +  С3 Ф

[4] V  =  / (Z ,  еь, * , $ . ) :
=> V15 =  do +  d \ Z  +  d?eb +  d3 $  •+■ d<Sw
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first case (MODEL5A) describes increasing velocity generally with depth as shown 
in Fig. la. The second one (MODEL5B) shows the velocity when it involves a 
low velocity layer or zone within the succession of layers as shown in Fig. lc. As 
a function of the effect of the petrophysical parameters as density, porosity, water 
saturation besides depth on the estimated velocity by utilizing the derived velocity 
models, a group of synthetic seismograms were calculated and plotted side by side 
for the designed velocity model and shown in Figs lb and Id.

The correlation coefficient between the suggested velocity models and the initial 
(reference) one gives a reasonable results for that type of velocity models which 
involving the parameter Z  (depth). Values of the calculated correlation coefficients 
(C) for the hypothetical models MODEL5A and MODEL5B are displayed in Table 
II. The other suggested velocity models, which includes porosity, or water saturation 
or bulk density in separate case or conjointly, produced low correlation coefficients 
compared with the measured one. It should be noted that the reference model (or 
the initial model,VO) in the real data means measured sonic velocity and is utilized 
for calibrating any calculated one. Therefore, we shall apply the models V4, V8, 
V9, VIO, V12, V13, V14, and V15, to compute the synthetic seismograms. The 
amplitudes in the different computed synthetic seismograms are normalized due to 
VO. It is obvious that the shape and the amplitude of the seismic events are changed 
as the change of the suggested velocity model. In the case of increasing velocity 
with depth, most of the signals appear on the synthetic seismograms. But that is 
different for the low velocity layer example, where the amplitude of the signals is 
weakened after the low velocity layer.

P rep ara tio n  of used data from  well logs

In the present study, used parameters were prepared and calculated applying 
software programs as SATA and DEMY-LOG (Abd El-Gawad 1992). These pro­
grams were concluded from the broad range of log interpretation techniques. Some 
corrections performed for the calculated parameters. Environmental corrections 
were applied to density, neutron, and gamma ray logs. The determination of the 
effective porosity is mainly based on the combination between neutron and density 
logs. The water saturation was calculated through the so-called “INDONESIA” 
equation (Schlumberger 1972). The hydrocarbon saturation (Sh) and its subdi­
visions; the residual hydrocarbon saturation (Shr) and the movable hydrocarbon 
saturation (Shm) were determined according to the normal analytical relations 
(Schlumberger 1974):

Sh = 1 -  S w "I
Shr = l - S x 0 } • (9)

Shm = Sh -  Shr J
The average value of each of the V,h, Фе and Sw was calculated for each zone in 
each well. V,h and Фe are the shale content and effective porosity respectively.
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Fig. 1 . A) MODEL5A is a hypothetical velocity model in which the velocity increases by increasing  
depth. Upper part of the figure shows special synthetic seismograms for the presented velocity  
m odels. B) \ |0 D E L 5 B  is a hypothetical velocity m odel which shows a low velocity layer. The 
presented synthetic seismograms declare the decrease of the am plitudes of waves passed through

the low velocity layer
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Estimation o f wave velocity models for real data

Gulf of Suez area

The suggested velocity models were applied for real measured data in two lo­
cations. The computed practical velocity models are derived for East Urn El-Yusr 
#  1 and El Khalig #5 in the western side of the Gulf of Suez. Location map of 
the studied area including the selected two wells are shown in Fig. 2a. The strati­
graphic succession of the rock units in this area was configured by means of electric 
logs. Many investigators studied the geology of the Gulf of Suez, we note from 
them El-Heiny and Morsi (1992), and Harwood and Tewfik (1992). Economically, 
the Miocene sediments of the Gulf of Suez are very important. Most of petroleum 
reserves are related to these different sediments. The Lower Miocene is repre­
sented by Gharandal Group which overlies unconformably the Eocene Limestones 
and conformably underlies Ras Malaab Group. This group is classified into Rudeis 
Formation and Nukhul Formation from top to base. Rudeis Formation is the main 
target of the present study. Therefore, a close up details will be completed in the 
next item.

Rudeis Formation:

The thickness of Rudeis Formation in the present study is varying between 
21 m and 708 m (East Um El Yusr #1). Based on lithology, applying the log 
correlation data, it can be differentiated into two informal units, upper and lower 
with unconformity surface (Mid-Rudeis unconformity). The upper unit consists of 
shale, sandstone, and limestone. The lower unit consists of calcareous shale and 
calcareous sandstone with a few streaks of limestone. The lower part of Rudeis 
Formation is absent probably due to non-deposition.

East Um El-Yusr #1

The suggested velocity models are calculated and presented in Fig. 3 and Table 
IVa for this well. In Fig. 3, the influence of introduction different petrophysical 
parameters on the wave velocity are illustrated by means of synthetic seismograms, 
as shown in Fig. 3b. The synthetic seismograms are displayed according to the 
relative time. That means at zero time starts the upper surface of the formation. 
If we know the preceding velocities, then we can calculate exactly the start time on 
the time-axis. It is clear to observe the variation in the phase, shape and amplitude 
of the wavelets. It should be mentioned that all plotted synthetic seismograms are 
normalized due to the initial measured velocity in E. Urn El-Yusr #1. The aim 
of this illustration form to show the variations by every applied velocity model on 
the amplitude side by side to the initial model (Vo). Figure 3 shows some selected 
velocity models compared with the measured one (the solid line in the figure). V4, in 
which the velocity relates depth alone, is displayed in Fig. 3c. V10 which describes 
the influence of the bulk density in addition to the depth, as shown in Fig. 3d. 
The third computed velocity model is V12 to relate the velocity with the depth, 
the porosity and the water saturation, plotted in Fig. 3e. In case of introducing
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Fig. 2. A) L ocation m ap shows the sites of East Um  Yusr # 1  and El Khalig # 5  wells, G ulf of 
Suez, E gypt. B): Location map pointed the positions of Kafr El Dawar # 1  and Hosh Isa # 1  wells. 

A bu Madi Formation presented in  the two wells is characterized by high shale content
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four parameters, as by V15, the bulk density and the depth are enclosed besides the 
porosity and the water saturation, Fig. 3f. For every constructed velocity model 
a complete statistical examinations are applied. The T- and F-tests are calculated 
for the available data. Analysis of variance is studied within confidence interval 
equal to 95 %. The T-test is applied for every parameter inserted in the computed 
velocity model. The tolerance between every parameter in the velocity model and 
the other parameters is calculated to show the interconnected relations. F-test is 
calculated for the computed velocity model to evaluate and determine how match 
the model with the normal F-distribútion. Accordingly, the multiple regression 
coefficient, between the estimated velocity model and the measured velocity one, 
for every model is calculated and displayed with every plot. In Fig. 3c, V4 shows 
multiple regression coefficient (C) equals 0.19. The best C-value.is given by V15, 
but the estimated velocity model shows poor matching with the derived model 
from the sonic log measurements. This poor matching may be due to the effect of 
another petrophysical parameters and are not included in the suggested model. The 
final results by means of the constructed velocity models for the studied well, are 
displayed in Table IVa. From these results, we can state, for example, if you have 
information only about the depth location of the Rudeis Formation in the E. Urn 
El-Yusr #1 or the most near adjacent wells you can estimate the velocity values as 
function of depth. The estimated velocities matched only 19 % from the measured 
or the real one. The estimated velocity applying the velocity model V15 is different. 
Estimated velocities by means of this model (V15) matches 45.7 % from the true 
measured velocities derived from sonic logs.

El-Khalig #5

Through Figs 4a to 4f and Table IVb, El-Khalig #5  is displayed. In Fig. 4a, the 
measured velocity is illustrated in addition to the computed synthetic seismograms 
for the selected velocity models applying different petrophysical parameters mea­
sured or calculated in the well, as shown in Fig. 4b. The measured velocity shows 
decrease of the velocity with increase depth, in the upper part of the formation. 
In the lower part, the velocity increased with depth. This affects the appearance 
of the amplitudes on the synthetic seismograms specially in the lower part of the 
formation. Estimated velocities applying V4 model gives poor matching with the 
measured velocities, which the correlation coefficient equals 0.383, as shown in Fig. 
4c. The estimated velocities show good similarity with the measured one for mod­
els VIO, V12, and V15. For V15, estimated velocities, harmonize 86.3 % from the 
derived velocities from sonic logs in the present well, as displayed in Fig. 4f. Re­
sults of the constructed velocity models for El-Khalig #5 is illustrated in Table 
IVb. According to these results, the calculated velocities due to V4 leads to 38.3 % 
from the measured (actual) velocities. But applying V10 gives 86.1 % real veloci­
ties. The matching value is decreased in case of V12, which equals 73.4 % from the 
measured velocities. For V I5, increased the correlation coefficient slightly to give 
86.3 % of the real velocities. That is the best value could be obtained according to 
the available data in this well.

Acta  Gcod. Gcoph. Hung. 31, 1996



VELOCITY RELATIONS IN OIL FIELDS 171
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Fig. 3. A) Derived interval velocities in Rudeis Formation from sonic log in  E ast Urn Yusr 
# 1 . B) Synthetic seismograms illustrate some of the suggested velocity m odels. Some se­
lected  velocity models as V4 (C ), VIO (D), V12 (E), and V15 (F) are displayed in  dashed  
lines correlated with VO (solid line). Correlation coefficient (C) between every m entioned m odel

and VO is shown with every one
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El-Khaljg #5: (Rudeis Fm.)
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F ig . 4. A) Derived interval velocities in  Rudeis Formation from sonic log in  E l K halig # 5 .  
S y n th etic  seismograms for different velocity models and the com puted correlation coefficient 
disp layed . The initial velocity m odel VO (solid line) is compared with V4 (C ), V10 (D ), V12 I

and V15 (F) as dashed lines
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T a b le  IV . A) Results of the constructed velocities due to different suggested m odels and  
its  relationships with the proper petrophysical parameters in Rudeis Formation, E ast 
Urn Yusr # 1 . B) Constructed velocity models w ith special petrophysical param eters 
are presented for Rudeis Formation in  El Khalig # 5 .  C) Constructed velocity m odels  
related to different petrophysical parameters are presented for Abu Madi Form ation  
in  Hosh Isa # 1 . D) Constructed velocity m odels related to different petrophysical 

parameters are presented for Abu Madi Formation in Kafr El Dawar # 1

V15 — -1426 .65  -  0 .0 6 2  +  2 .38fs +  4.94Ф -  219.57Sw A
V14 = -1726 .25  -  0 .0 6 2  +  2.4pt> +  5.59Ф
V13 = - 4 1 9 . 8 - 0 . 1 2 2 + 2 . 0 5 ^ -  271.51Sw
V12 = +4764.67 -  0 .0 9 2  -  19.74Ф -  404.67Sw
V10 = - 6 3 1 .9 -  0 .1 3 2  +  2.04еь
V9 = +4356.24 -  0 .0 9 2  -  19.11Ф
V 8 = +2773.47 +  0 .6 4 2  -  66.94Sw
V4 = +2714.77 +  0 .6 3 2 [East Urn Yusr # 1 ]

V15 = -5 5 5 4 .0 3  -  0 .3 7 2  +  4.27Cb +  3.19Ф -  85.37S w В
V14 = -5 785 .05  -  0 .3 5 2  +  4.32еь +  5.73Ф
V13 = -5159 .45  -  0 .3 5 2  +  4.12еь -  111.37Sw
V 1 2 = -3 8 9 .3 7  +  3 .0 0 2  -  51.38Ф -  255.58S(y
V10 = -5 0 1 6 .3 8  -  0 .3 1 2  +  3.99eb
V9 = -9 2 1 .5 3  -  3 .1 6 2  -  45.46Ф
V 8 = -9 2 0 7 .4 7  +  7 .5 6 2  +  589.12Sw
V4 = -11010 .05  +  8 .9 3 2 [El K halig # 5 ]

V15 — +1978.5 -  0 .0 1 2  +  0.19еь -  9.84Ф +  6 .7 lS w C
V14 = +1776.06 +  0 .0 4 2  +  О.Збеь -  5.58Ф
V13 = +1716.29 -  0 .3 7 2  +  0.85еь +  3 .74S w
V12 = +2508.00 -  0 .0 4 2  -  10.69Ф +  6 . 8 6 S w
V10 = +1654.94 -  0 .2 3 2  +  0.77Qb
V9 = + 2 7 8 7 .9 -  0 . 0 1 2 -  7.04Ф
V 8 = +4953.01 -  0 .7 4 2  +  3.07SW
V4 = +4646.69 -  0 .5 9 2 [Hosh Isa # 1 ]

V15 — -4 6 4 .9 7  +  0 .5 2  +  0.002еь -  5.02Ф +  9 .3 5 ^ D
V14 — +3109.06 -  0 .1 2  +  O.lCb -  6.08Ф
V13 = -2 2 0 9 .1  +  0 .6 9 2  +  0.25eb +  10.25SW
V12 = -4 6 3 .4  +  0 .5 2  -  5.03Ф +  9 .3Sw
V10 = +1405.28 +  0 .0 6 2  +  0.42g(,
V9 = +3235.01 -  0 .0 8 2  -  6.42Ф
V 8 = -2 3 0 2 .1 8  +  0 .8 1 2  +  10.76Sw
V4 = +1558.93 +  0 .2 1 2 [Kafr El Dawar # 1 ]

West of the Nile Delta area

In this area, two wells, in which the Abu Madi Formation exist, were studied. 
Abu Madi Formation is the most promising formation in the Nile Delta, since many 
gas discoveries were proved within its porous sands. The effect of shale content on 
the calculation of the velocity function is investigated. The studied wells are Kafr 
el Dawar #1 and Hosh Isa #1, as shown in Fig. 2b.
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Abu Madi Formation:

The Formation is characterized by a series of thick layers of sands with in- 
terbedded thin shales. It represents the beginning of the Pliocene transgressive 
phase. This formation was deposited in deltaic environment and grades up into 
a shallow marine environment (Schlumberger, Egypt, 1984). The shale content 
increases upwards throughout the formation.

Hosh Isa #1

For Hosh Isa #1, the suggested velocity models are studied and exposed through 
Figs 5a to 5f and Table IVc. The variation in the phase, shape and amplitude of 
the wavelets is observable in the studied well. Figures 5c to 5f show some selected 
velocity models compared with the measured one (the solid line in the figures). 
V4, in which the velocity relates depth alone, is displayed in Fig. 5c. V10 which 
describes the influence of the bulk density in addition to the depth. The third com­
puted velocity model is V14 to relate the velocity with the depth, the porosity and 
the water saturation. In case of introducing four parameters, as by V15, the bulk 
density and the depth are enclosed besides the porosity and the water saturation. In 
Fig. 5, V4 shows multiple regression coefficient (C) equals 0.23. The best C-value 
is given by V15, but the estimated velocity model shows moderate matching with 
the derived model from the sonic log measurements. This type of matching may 
be due to the effect of another petrophysical parameters and are not included in 
the suggested model. The final results by means of the constructed velocity models 
for the studied well, are displayed in Table IVc. From these results, we can state, 
for example, if you have information only about the depth location of Abu Madi 
Formation in the Hosh Isa #1  or the most near adjacent wells you can estimate the 
velocity values as function of depth. The estimated velocities using V4 matched 
only 23 % from the measured or the real one. The estimated velocity applying the 
velocity model V15 is different. Estimated velocities by means of this model (V15) 
matches 61.4 % from the true measured velocities derived from sonic logs.

Kafr El Dawar #1

Kafr El-Dawar is displayed in Figs 6a to 6f as well as in Table IVd. In Fig. 
6a, the measured velocity model is illustrated in addition to the computed syn­
thetic seismograms for the selected velocity models applying different petrophysical 
parameters. The measured velocities show generally increase of the velocity with 
increase depth. In the upper part of the formation, a thin strip shows higher ve­
locity than adjacent layers preceded by low velocity one. This change in velocity 
affects the appearance of seismic amplitudes as shown in Fig. 6b. Estimated veloc­
ities applying V4 model gives poor matching with the measured velocities, which 
the correlation coefficient equals 0.1, as shown in Fig. 6c. Estimated velocities 
show few similarity with the measured one for models VIO, V14, and V15. For 
V15, estimated velocities, harmonize 58.7 % from the derived velocities from sonic 
logs in the present well. Results of the constructed velocity models is illustrated
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Fig. 5. A) Derived interval velocities in Abu Madi Form ation from sonic log in  Hosh Isa  ф 1.  B) 
Synthetic seismograms illustrate different velocity m odels correlated to the initial ve loc ity  (VO) 
with C-values. Initial velocity m odel (solid line) associated w ith V4 (C), VlO (D ), V 14 (E ), and  
V15 (F ), which expressed in dashed lines. Correlation coefficient (C7) for V15 is the im proved one
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in Table IVd. According to these results, the calculated velocities due to V4 leads 
to 10 % from the measured (actual) velocities. But applying V10 gives 24 % real 
velocities. The matching value is increased in case of V14, which equals 42.1 % 
from the measured velocities. For V15, increased the correlation coefficient to give 
58.7 % of the real velocities. That is the best value could be obtained according to 
the available data in this well.

Effect o f shale content on velocity models

In studying a physical phenomenon, if we introduce all appropriate variables in 
an equation that will increase and raise the value of the correlation coefficient for the 
equation. To which extent is any parameter or variable is effective for constructing 
the equation. That is the role of the applied statistical techniques through F- and 
T-tests and others. By introducing the V,/, ratio specially to the data measured 
in the area west of the Nile Delta, according to highly shale content in rocks of 
Abu Madi Formation, the two wells were studied. Figures 7a and 7b describe the 
shale ratio (V,/,) in both Hosh Isa #1 and Kafr El Dawar #1. In Hosh Isa # 1 , as 
displayed in Fig. 7a, the V,/, value ranges from 3 % to 49 %. Introduction of V,/, 
parameter to compute the velocity model V15 increases the likelihood circumstance 
of the calculated velocity with the actual (sonic) one. In case of Hosh Isa #  1, the 
new constructed velocity model (V15A) increased the correlation coefficient to 0.926 
as measure of likelihood or matching between the new model and the sonic velocity.

In the same figure, the water saturation (Sw ) shows decrease by increasing the 
V,h value at the same depth. The mobile hydrocarbon saturation (5/,m) show 
similar habitat as V,/, by increasing the depth. The new velocity model V15A may 
be expressed as follows:

V15A = 3238.71 + 0.07Z + 0.13^ -  25.57Ф +  0.055^ -  15.33V,/, . (10)

Equation (10) represents a powerfully velocity model for Hosh Isa #1 which recovers 
92.6 % from the actual (sonic) velocity. Results of introduction of V,/, values in the 
constructed velocity model for Kafr El Dawar #1  is considered in Fig. 7b. The 
correlation coefficient after applying V,/, ratio equals 0.96 and higher than that of 
velocity model without shale ratio. It should be mentioned that the shale content 
in this well ranges from 1 % to 55 % and it considered high, as shown in Fig. 7b. 
The suggested new velocity model including V,/, values may be expressed as:

V15A = 2815.01 + 0.21Z -  0.01ft -  29.04Ф + 1.255^ -  20.88V, h . (11)

Applying this new velocity model for Kafr El Dawar #1 recovers 96 % from the 
actual velocity value.

Conclusions

The present study focused its target to construct velocity models. The con­
structed models utilize different petrophysical parameters are compared with mea­
sured velocity values. The applied petrophysical parameters are the porosity, bulk
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velocity (m/S)
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Fig. 6 . A) Derived interval velocities in Abu Madi Formation from sonic log in. K afr E l Dawar 
# 1 .  B ) Synthetic seismograms illustrate selected velocity m odels correlated to the in itia l velocity  
(VO) w ith the com puted C-values. The VO velocity m odel (solid line) associated w ith V 4 (C ), VlO

(D ), V14 (E), and V15 (F)
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F ig. 7. A) Effect of introduction V,h ratio on the velocity m odel V15. V15A, which the enhanced  
velocity  m odel (dashed line), is associated with VO (solid lin e). еь and Ф in the exposed equation  
expressed bulk density and porosity, respectively. Vlh  ratio, S h m  > and S w are exhibition as function  
w ith  depth  for Abu Madi Form ation in Hosh Isa # 1 . B) V 15A  shows enhanced velocity m odel 
(dashed  line), which associated w ith V0 (solid line). Vah ratio, 5^m , and S w are presented as for 

Abu Madi Formation in Kafr El Dawar # 1
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density, water saturation, in addition to the subsurface depth of the considered 
formation. Fifteen velocity models are suggested. Only 8 models, in which the 
depth as parameter is common, are chosen for investigation. V15 gives velocities 
in good matching with the measured one. The other models, show different degree 
of similarity with the real measured data. In case of V4 model, whereas the main 
parameter is the depth, shows poor harmonization with the derived velocities from 
sonic logs.

Results may be enhanced if we applied the constructed velocity models to many 
wells involving the considered formation. Also, the present study deals with elastic 
velocities neglecting the effect of the attenuation as medium character. This of 
course affects the recovery of the real velocity values by the estimated one.

Introduction of the shale content into the computations of the constructed ve­
locity models shows good results. This applied to the wells of the west Nile Delta 
area due to the existence of the shale in higher ratios. The correlation coefficient 
for Hosh Isa #1 raised from 0.614 before considering of V,h value to 0.926 after in­
troduction of it. In case of Kafr El Dawar #1, the correlation coefficient increased 
from 0.587 without V,h parameter to 0.960 after introducing it in the calculations.
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REGIONAL TIME AND M AGNITUDE PREDICTABLE  
SEISMICITY MODEL FOR NORTH-EAST IN D IA  

AND VICINITY

D Shanker1 and V P  Sing1

[Manuscript received March 25, 1996]

Investigation of the time dependent seism icity in four seismogenic sources of 
North-East India and vicinity indicates that strong shallow earthquakes in  each  
source exhibit short as well as interm ediate term  time clustering. Intervent tim es  
of strong shallow mainshocks were determined and used for each source in  an  a t­
tem pt at long-term  prediction. The following relations have been obtained.

log Ti =  —0.24M min +  0.52Afp -  0.01 log m 0  -  0.38 
M f =  -0.53ЛГт ;„ +  0.78M P +  0 .79 log m 0  -  15.16

which relate the intervent tim e, Tt in years and the surface waves m agnitude o f the  
sm allest m ainshock considered (M mln), the m agnitude of the preceding m ainshock  
(M p), the m agnitude of the following m ainshock ( Mf )  and the moment rate in  each  
source per year (mo). On the basis of these relations and taking into account the  
tim e o f occurrence and the m agnitude of the last mainshock in each seism ogenic  
source, tim e dependent conditional probabilities for the occurrence of the n ext large  
( M,  >  6 .0 ) shallow mainshocks during the next 1 0  years as well as the m agnitudes  
of the expected mainshocks are determined.

K ey w o rd s: earthquake model; cum ulative magnitude, mainshock; pred iction  of 
earthquakes; seismic hazard; seism ic moment ; tim e and magnitude predictable m od el

Introduction

Most of the earthquake generation models currently used for seismic hazard eval­
uation assume a Poisson or other memoryless distributions (Cornell 1968). How­
ever, a temporal dependence between large earthquakes in several regions has been 
currently observed (Shimazaki and Nakata 1980, Sykes and Quittmeyer 1981, Wes- 
nousky et al. 1984, Papazachos 1989, Sing et al. 1992). Two kind of time-dependent 
models have been proposed; the slip-predictable model, according to which the size 
(coseismic slip, mangitude) of a future earthquake in a seismogenic source depends 
on the time elapsed since the last earthquake, and the time-predictable model, ac­
cording to which the time of occurrence of a future earthquake depends on the size 
and on the time of occurrence of the last earthquake in the seismic source. Most 
of the aforementioned investigations as well as other independent data (Mogi 1981, 
Karakaisis et al. 1991, Singh et al. 1992, Shanker and Singh 1995) favour the time 
predictable model.

Research work on the time dependence between strong earthquakes can be of 
theoretical interest because it can improve our understanding of the earthquake

1 Departm ent of Geophysics, B an aras Hindu University, Varanasi-221005, India
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Fig. 1. Tectonic map showing division of the North-East India region and vicinity into four m ajor  
zones of seism ic activity (after G upta et al. 1986)

generation process, as well as of practical importance, because it can contribute to 
long-term earthquake prediction and to a more accurate of seismic hazard evaluation 
(Kiremidjian and Anagnos 1984, Anagnos and Kiremidjian 1984).

An investigation has been carried out for last several years to identify time- 
dependent relations between strong earthquakes which occurred in seismogenic 
sources of shallow earthquakes in North-East India and its vicinity. The method­
ology suggested by Papadimitriou and Papazachos (1994) has been used to include 
a new term in the relations both for the intervent time and the magnitude of the 
expected main shock. This term depends on the yearly moment rate rho in each 
seismogenic source.

The purpose of the present study is to test and apply this time and magnitude 
predictable model in the North-East India region. An attempt concerning long-term 
earthquake prediction in this area w e i s  made by Goswami and Sarmah (1982) on the 
basis of the Gumbel’s extreme value theory. The most outstanding features of the 
North-East India region are the intensity of seismicity and the complexity of the 
presently active tectonics. The area includes the interaction of at leEist four major 
tectonic elements: the Eastern Syntaxis (Zone I), the Arakan Yoma and the Naga 
Thrust Fold Belt (Zone II), the Shillong Plateau (Zone III) and the Main Central 
and the Main Boundary Fault of the Himalayan Frontal Arc (Zone IV) (Fig. 1).
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Method

Papazachos and Papaioannou (1993) on the basis of the intervent times of strong 
mainshocks in the seismogenic sources of the Aegian area, proposed relations of the 
following form:

logT« = ЬМт\п + cMp + dlog m0 + t (1)
Mj = BM mm + CMp + D log m0 + m . (2)

The model exposed by these relations has the advantage that all parameters (6, c, 
d, t, В, C, D and m) are calculated by all available data from all the seismogenic 
sources.

The moment rate rho, that is, the moment released per year in each seismogenic 
source, is a measure of the seismicity level and varies from source to source, but it 
can be reliably calculated if enough data are available for the source. These data 
concern not only the magnitudes of the few mainshocks but also all the data of 
strong and small shocks available for each source. The values of rho have been 
determined by Just Summing the moments of the earthquakes (derived by seismic 
moment Purcaru and Berckhamer (1978) formula:

log Mq = 1.5 M, + 16.1

where Mo is the seismic moment and M, represent the surface wave magnitude) 
and dividing by the corresponding time. The accurate determination of moment 
rate rho is problematic for smaller regions because in these cases its value depends 
on a relatively small sample of large earthquakes. On the contrary, calculation of 
rho is based on large samples of data of a wide range of magnitudes and on the 
magnitude of the largest earthquake of the region which is usually known or can be 
reliably estimated. For this reason, rho was calculated for each seismogenic region 
and is used in the present study.

For the determination of the parameters of Eq. (1) as well as for Eq. (2), one 
can use a well-known technique (Draper and Smith 1966, Weishergs 1980), which 
has been widely used. A computer program used on this method and written by 
Papazachos was used to calculate model parameters for the present study.

Seismogenic sources and data used

The division of the studied area into seismogenic sources, that is into parts 
of the seismic zone having individual characteristics from the seismotectonic point 
of view, is one of the basic requirements for the application of the methodology 
explained above. Following Papazachos (1989), seismotectonic criteria, seismicity 
level, type of faulting, and geomorphological criteria were used. The spatial dis­
tribution of intermediate (M, > 5.5) earthquake is also taken into consideration 
in this separation. Thus four seismogenic sources (Fig. 2) were defined along the 
major tectonic features of the area. The events included in each seismogenic sources 
are not necessarily originated by the same fault but belong to the same tectonic
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F ig . 2 . Earthquake epicentral distribution of the shallow m ainshocks w ith M a >  5.5 for the period  
1906-1984 . The four seism ogenic sources are demarcated by elliptical boundaries. Open triangle 

and  circle denote foreshock/aftershocks with the m agnitude 5.5-6.4, 6 .5-7.4 respectively

environment. A number of faults plane solutions for the sources 1, 2 and 3 show 
strike slip and thrust faultings wehereas source 4 is situated in Tibetan region of 
extensional environments (Molnár and Tapponnier 1978).

The earthquake catalogue prepared by the National Geophysical Data Centre, 
Boulder, Colorado, USA was used for the period 1906 to 1984 with surface wave 
magnitude M, > 5.5. The plot of epicentre is shown in Fig. 2. The clustering 
pattern of epicentres is seen at four places showing high level seismicity. These places 
were identified as seismogenic sources and demarcated by elliptical boundaries. For 
these zones earthquakes of 5.5 < M, < 7.5 were considered for statistical derivation.

Table I gives the name of the sources and the relevant information on the main- 
shocks in each seismogenic sources as well as moderate (M, > 5.5) foreshocks and 
aftershocks. The cumulative magnitude, M  of each sequence, that is the magnitude 
which corresponds to the total moment released by the major shocks (mainshock 
and large foreshocks and aftershocks) of each sequence is calculated according to the 
relation suggested by Hanks and Kanamori (1979). These cumulative magnitudes 
were used in this study instead of the magnitudes of the mainshocks.

In each seismogenic sources, after considering the first minimum magnitude 
Afmin, of all the mainshocks, the year of occurrence of preceding mainshock, tp, 
the year of occurrence of the following mainshock, t j ,  and the intervent times T, 
between successive mainshocks with magnitudes equal to or larger than M mln are
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T a b le  I. Information on the basic data used for each seismo- 
genic sources

Source
D

Date 
M Y

Epicentre 
ф° Xе

Ai. M

Teng Chung 28 03 1914 25.0 99.0 6.9 6.9
25 09 1930 25.3 98.9 6 . 0 6 . 0

16 05 1941 24.0 99.0 6.9 6.9
1 1 06 1961 25.2 98.6 5.6 5.6
29 05 1976 24.6 98.9 6.9 7.2
29 05 1976 24.5 98.7 7.0 -

31 05 1976 24.3 98.6 6 . 2 -

0 2 06 1976 24.9 98.8 5.9 -

2 1 07 1976 24.7 98.7 6.3 -

M yityina 16 1 0 1929 25.8 98.7 6.5 6.9
28 04 1930 25.8 98.7 6.3 -

2 1 09 1930 25.8 98.4 6.5 -

04 1 1 1930 25.6 98.3 6 . 0 -

0 2 1 2 1930 25.8 98.3 6 . 0 -

18 1 0 1931 26.0 98.0 5.6 -
03 0 1 1932 25.5 98.5 5.6 -

1 1 08 1933 25.5 98.5 6.5 -

19 0 1 1934 25.5 98.2 6 . 0 -

31 1 0 1941 25.4 98.4 6.3 6.3
Shingowiyang 31 08 1906 27.0 97.0 7.0 7.0

04 05 1955 27.0 97.0 5.8 5.8
2 2 09 1962 26.5 97.0 6 . 0 6 . 0

30 05 1976 26.6 97.0 5.6 6 . 2

1 2 08 1976 27.7 27.1 6 . 1 -

Namco 14 1 0 1921 30.5 91.0 6.3 6.3
03 09 1940 31.0 91.5 6.3 6.4
04 1 0 1940 30.5 91.5 6 . 0 -
17 1 1 1951 31.0 91.6 6.3 7.9
18 1 1 1951 30.9 91.6 6 . 8 -

18 1 1 1951 30.5 91.0 7.9 -

17 08 1952 30.5 91.5 7.5 -

calculated. Then, the second minimum magnitude, Mm;n is considered, and new 
intervent times between successive mainshocks with magnitudes equal to or larger 
than the second M mm are calculated. This procedure is continued until the last 
Aimin is considered. The results of these calculations are given in Table II.

Results

By the use of the data set listed in Table II the following relation was determined:

log Tt = -0.24Mmin + 0.52MP -  0.01 log m0 -  0.38 (3)
with a correlation coefficient equal to 0.78 and a standard deviation equal to 0.13. 
Figure 3 displays a plot of

logT* = logT + 0.24Mmjn -  0.52JWp + 0.01 log mo + 0.38
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T a b le  II. Seismogenic Source D ata used to determine 
the parameter of the empirical relations

M p M f T tp 4 log mo

Source- 1

5.6 6.9 6 . 0 16.42 1914 1930 25.32
6 . 0 6.9 10.64 1930 1941
6.9 3.6 20.06 1941 1961
5.6 7.2 14.97 1961 1976

6 . 0 6.9 6 . 0 16.42 1914 1930
6 . 0 6.9 10.64 1930 1941
6.9 7.2 35.04 1941 1976

6.9 6.9 6.9 27.13 1914 1941
6.9 7.2 35.04 1941 1976

Source-2
6.3 6.9 6.3 12.04 1929 1941 25.17

6.3 6.5 13.39 1941 1955
6.5 6.9 6.5 25.43 1929 1955

Source-3
5.8 7.0 5.8 48.70 1906 1955 24.79

5.8 6 . 0 7.38 1955 1962
6 . 0 6 . 2 13.69 1962 1976

6 . 0 7.0 6 . 0 56.06 1906 1962
6 . 0 6 . 2 13.69 1962 1976

6 . 2 7.0 6 . 2 69.70 1906 1976
Source—4

6.3 6.3 6.4 18.83 1921 1940 26.19
6.4 7.9 1 1 . 2 1 1940 1951

6.4 6.4 7.9 1 1 . 2 1 1940 1951

as a function of Mp, where T, Mm;n, log rho and Mp are the observed values. The line 
drawn through the data is a least squares fit. The positive correlation between the 
repeat time and the magnitude of the preceding mainshock suggest that the time- 
predictable model holds in the area under study. Figure 4 shows the frequency 
distribution of log(T/Tt ), which is fitted by normal distribution with ц = 0 and 
<r =  0.13.

The values of the parameters of Eq. (2) were determined by the use of all 
available information from Table II, and the following empirical formula was found:

Mf = —0.53Mmjn + 0.78MP -f 79 logm0 -  15.16 (4)

with a correlation coefficient equal to 0.53 and a standard deviation equal to 0.50.

Prediction  of strong shallow mainshocks

Prediction of strong earthquakes in a long-term sense is a very common target of 
earthquake studies. The validity of time-predictable model expressed by the relation 
(3) provides a tool for such predictions, since the time of the next strong mainshock 
in each seismogenic sources can be estimated by this relation. It is better, however,
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Fig. 3. Dependence of the repeat time on the m agnitude of the preceding main-shock, M p . The  
numeral denotes the number of coinciding points

Fig. 4. The frequency distribution of the observed repeat times, T,  compared to the theoretical
ones, Tt

T a b le  III. Expected m agnitude M j  and the 
corresponding probabilities; Pi о for the occur­
rence of large (Л/min >  6.0). Shallow main- 
shocks during the period 1996-2005 in North- 

East India

Seismogenic
source

Source
name

M , Pio

1 TengChung 6.7 0.02
2 Myitkyina 6.6 0.92
3 Shingowiyang 6.0 0.74
4 NamCo 8.2 0.21
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to estimate the probability of occurrence of the next mainshock larger than a certain 
magnitude in a certain time interval, because there is a considerable uncertainly in 
the calculation of repeat time.

Among the probabilistic methods widely used for such purposes, the ones which 
take into account the time elapsed since the occurrence of the last strong shock look 
more appropriate. Following Papazachos and Papaioannou (1993) it was found that 
the ratio T/T, follows a lognormal distribution. One can calculate the conditional 
probability that a mainshock with M > Mm;n will occur in a seismogenic source 
during the next At  years (from now) if the last earthquake occurred in the source, 
t years ago (from now), by the relationship:

P(At) =
F 1 1 - F (»

1 - F 1( * . )
(5 )

where
I ,  =  log Г Ц Д 1 )

L, =  log ( £ )
and F  denotes the complementary cumulative value of the normal distribution with 
mean equal to zero and standard deviation и (0.13).

Given the date and the magnitude of the last event in a seismogenic source as 
well as the uncertainties of the model expressed by its standard deviation {a — 0.13), 
the probabilities of occurrence of the next shallow mainshocks with M, >6.0 during 
the next 10 years were computed. Table III gives information on the magnitudes, 
M f , of the expected mainshocks and the corresponding probabilities, Pw, based on 
the model expressed by the relation (3) and (4). The estimated probabilities are 
high (P10 > 0.50) for sources Myitkyina and Shingowiyang. We must note that the 
absolute values of the probabilities are of relative importance, that is their changes 
from source to source are of significance. This is so because these values may change 
if a larger sample of data is used.

Discussion

This study attempts to quantitatively assess the probabilities of occurrence and 
the magnitudes of future large (M, > 6.0) shallow mainshocks in the four seis­
mogenic sources of North-East India. The estimation of conditional probabilities 
and the magnitudes of the expected events was based on the time and magnitude 
predictable model expressed by the relations (3) and (4).

There are several cases where this model was applied, on the basis of the method­
ology followed in the present study; i.e. for the Aegean area (Papazachos 1988a, 
1988b, 1989, 1991, 1992, 1993, Papazachos and Papaioannou 1993), for the seismic 
zone of South and Central America (Papadimitriou 1993), for Japan area (Papaza­
chos et al. 1994) and for Iran (Karakaisis 1994). The “Time and magnitude pre­
dictable model” tested in the present paper differs from the time and slip-predictable 
models of Shimazaki and Nakata (1980). In those original models the intervent time
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is proportional to the coseismic slip of the preceding or of the following mainshock, 
but for the model expressed by Eqs (1) and (2) these relations are different. On 
the other hand, those original models are applied in a single fault or simple plate 
boundary, while the model tested in the present paper is applied in seismogenic 
sources which may include several faults.

The model presented by relation (3) and (4) containing different terms have some 
physical meaning. The term ЬМт1п and BM m\n (6 = -0.24, В = -0.53) expresses 
the observational fact that the larger the magnitude of an earthquake in a seismic 
region the larger its repeat time. The term cMp (c = 0.52) indicates that the larger 
the magnitude of a mainshock in a seismogenic region the longer the time till the 
next mainshock. This indicates that the generation of an earthquake in a fault of 
a seismogenic region affects the stress level in other faults of the same region. The 
meaning of the term CMp (C = 0.78) in relation (4) is that a large mainshock in a 
seismogenic region is followed by a small one. This can be explained by assuming 
that large earthquakes reduce much the stress level in all faults of the region and, 
since the tectonic loading is constant, the stress level in a small fault reaches soonner 
the maximum stress. For this reason, small mainshocks are followed by larger ones 
as it indicated by this same term.

The term d log mo and Dlogrho (d = —0.01 and D = 0.79) express the tectonic 
loading which is excerted on the seismogenic region and is assumed to be constant. 
It is expected that, for certain Mmm and Mp, the repeat time, T  to decrease (d 
negative) and the magnitude of the following mainshock to increase (D  positive) 
with the increase of the tectonic loading, that is with the seismicity level of the 
corresponding seismogenic region. Here the value of the parameter ‘d’ is very small 
that means the moment rate will play an insignificant role in the estimation of 
the theoretical repeat time. In the relation (4) the parameter ‘C’ is positive that 
contradicts the principle of the model. This is due to the limited available data set 
used. The estimates of the seismic potential presented in this study are meant to 
be interpreted as longterm forecasts only.
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REGIONAL MAGNETOTELLURIC (MT) ANISOTROPY  
IN THE PANNONIAN BASIN (HUNGARY)

A Á d á m 1

[Manuscript received February 7, 1996]

The deep MT sounding curves measured in  the Pannonian Basin inside the  
Carpathian arcs show anisotropy characterized by the following features:

—  The extreme MT sounding curves (Rhom ax and Rhomin) strongly differ from  
each other from the S-interval on, i.e. in  the increasing branch of the M T  
curves characterizing the resistive crystalline basem ent of the sedim entary  
cover. Rhomin curves give for the resistivity o f the basement extrem ely low  
values.

—  Directions of Rhomax values are near to N-S or NNW -SSE.

—  The apparent depths to the conductive asthenosphere derived from R hom ax  
and Rhom in curves are very different. In the case of Rhomax curves —  ex­
cept a few very isotropic areas — it is >  100 km  and in case of Rhom in, as 
shallow as < 50 km. Their geometric m ean better approximates the depth s  
m easured by seismological m ethod and calculated from geothermal data in  the  
hot Pannonian Basin with a heat flow of about 100 m W m - 2 .

—  Extrem e local basement structures like deep narrow extensions! 3D basins (e .g . 
Békés graben) do not change this character of MT curves at long periods.

—  A numerical m odel with anisotropic basem ent resistivity does not com pletely  
explain these features. The main source can probably be found in the E (E N E )- 
W (W SW ) directed deep crustal fractures cutting through the whole crust and  
forming basin and range structure.

K ey w o rd s: anisotropy; asthenosphere; conductivity anomaly; deep sounding; 
m agnetotellurics; numerical modeling; tectonics

1. The main features of the deep MT sounding curves measured in 
the Pannonian Basin inside the Carpathian arcs

—  The extreme MT sounding curves (Rhomax and Rhomin) strongly differ from 
each other from the S-interval on, i.e. in the increasing branch of the MT 
curves characterizing the resistive crystalline basement of the sedimentary 
cover. Rhomin curves give for the resistivity of the basement extremely low 
values.

—  Directions of Rhomax values are near to N-S or NNW-SSE.

1 G eodetic and Geophysical Research Institute of the Hungarian Academy of Sciences, H-9401 
Sopron, РО В 5, Hungary
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—  The apparent depths to the conductive asthenosphere derived from Rhomax 
and Rhomin curves are very different. In the case of Rhomax curves — except 
a few very isotropic areas — it is > 100 km and in case of Rhomin, as shallow as 
< 50 km. The Rhomax indication is much weaker, i.e. the decreasing branch 
of the MTS curves is far from the asymptotes. The Rhomin curves better 
approximate the depths measured by seismological method and calculated 
from geothermal data in the hot Pannonian Basin with a heat flow of about 
100 m W m 'l
Typical MT curves are shown in Fig. 1 from SE-Hungary (7/O.D MEZŐ VÁ­
SÁRHELY) with the results of ID inversions. (See MT sites along PGT 1 
and 4 Pannon Geotraverses and Rhomax directions in Fig. 2.)

—  Similar difference appears in the apparent depth of the crustal conductors 
calculated by Rhomax and Rhomin curves (Fig. 3) measured in the area of 
the Transdanubian CA. (In Fig. 4 the rose diagram of the Rhomax direction 
is also shown.) This statement refers here also to the apparent depth of the 
asthenosphere derived from these curves. In this case only the Rhomax curves 
are distorted by static shift, therefore these are of В polarization.

—  Extreme local basement structures like deep narrow extensional 3D basins (e.g. 
Békés graben) do not change this character of MT curves at long periods.

2. Numerical models for explanation of the regional anisotropy

2.1 Effect of the anisotropic basement rocks

Following the numerical technique of O’Brien and Morrison (1967) model-compu­
tations have been carried out both for anisotropic sediments and anisotropic baise­
ment rocks (Ádám et al. 1972a). As stated, the angle difference of the increas­
ing branches of the extreme sounding curves (S-interval) at measuring sites in the 
Great Hungarian Plain may be generated by the anisotropy of the metamorphic 
basement rocks. It was also concluded that an anisotropic medium with thick­
ness of some tens of km-s is needed for the interpretation. It should be remarked 
that ID inversion of the measured curves does not give so high anisotropy coeffi­
cients (Л = s/g tjo i) as those used by O’Brien and Morrison in their calculation 
(pi =  1000 Dm, Q2  = 50 Dm). In the case of the measuring site PGT4-2 (Hód) the 
resistivity of the basement was inverted to 270 Dm and 38 Dm, respectively.

Concerning the depth to the asthenosphere essential difference appears between 
the calculated anisotropic and the experimental models.

In case of and <r2 basement conductivity the decreasing branches of the calcu­
lated anisotropic model curves, indicating the conductive asthenosphere meet each 
other and so give the same asthenospheric depth (Fig. 5a). Having an intermediate 
conductive layer in the layer sequence — this can be the asthenosphere if the ulti­
mate conductive layer corresponds to the phase-transition of peridotite at a depth 
of 400 km — there is no difference between depths of this intermediate conductor 
derived by inversion from the two extreme model curves.

A d a  G to i .  Geoph. Hung. SI, 1996
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f/oif mező vásárhely) (shown in Fig. 2)
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The cause of this great difference can only be found in the structural inho­
mogeneities as concluded by Adám et al. (1972a) summarizing the results of the 
anisotropic model calculations.
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2.2 Numerical models for crustal inhomogeneities

In the following inhomogeneity models will be studied to find explanation for 
the difference in the apparent asthenospheric depth given by Ehomax and Rhomin 
curves in the Pannonian Basin. First 2D models and then their 3D modulations 
will be examplified.
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2.21 2D models and their effect on the layer parameters in case of so-called 
formal interpretation (FI)

2.211 Horst and graben models

From 2D models, the EM distortions of the basement “graben” and “hörst” will 
be studied at first after Berdichevsky and Dmitriev (1976). The distortion of the 
hörst model results in resistivity increase in the B-polarization. Its consequence is 
that the Rhomax curves supply greater depth values to the conductive half space 
(cr3 =  oo) than the real one which is well determined by the E polarized Rhomin 
curves (Fig. 6). According to the isopach map of the Pannonian Basin the resis­
tive basement elevations (horsts) are very frequent, nevertheless, the probability of 
occurrence of the opposite structures, i.e. of the grabens could be similar.

Acta G toi. Geoph. Hung. SI, 1996
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F ig . За. MT sounding curves (Rhom ax) measured in  the area of Transdanubian CA (Á dám  1981 )

In case of the grabens the character of the polarization of the Rhomax and 
Rhomin curves turns over. The Rhomin curves of В polarization do give in this 
case shallower depth value for the conductive half space (:asthenosphere) than the 
real one expressed here by the Rhomax curves of E polarization. The apparent depth 
indicated by Rhomin curves depends on the relative position of the measuring sites 
in the graben similarly to the hörst mpdel.

If the graben has very steep walls, the distortion of the so-called “edge effect” (wall 
effect) appears in the В polarized Rhomin curves and they indicate false conductors at
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Fig. 3b. MT sounding curves (Rhomin) measured in the area of Transdanubian CA (Á dám  1981)

shallow depth. A classical example of the edge effect is that caused by Pre-Kopet-Dag 
downwarp (Berdichevsky and Dmitriev 1976). Although similar effects can also occur in 
the very deep graben of the Pannonian Basin, this type of anomaly cannot explain the 
general — regional — character of MT sounding curves measured here.

The effect of a sinusoidal relief in the third layer (asthenosphere) is shown after 
Berdichevsky and Dmitriev (1976) with E (рц) and В (ßx) polarized MT curves and 
apparent asthenospheric depths derived from them (Fig. 7). The distortion of the В 
polarized curves similar to that obtained in case of the hörst and graben of the resistive

Acta Geoi. Geoph. Hung. SI, 1996
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Fig. 7. D epth  profiles in  a  m odel of sinusoidal relief, / i j / / 1 2  =  25; a  =  0.2; S i/S™ '" =  100; 

L / h i  =  400; L rm in =  2; h is the true depth to the conducting formation, and /i|| is apparent 
depth  obtained from curves (B-pol.) and g  ̂ (E-pol.) (Berdichevsky and D m itriev 1976)

basement! Therefore beneath a sedimentary basin with upwelling asthenosphere (see later) 
the two effects on В polarized curves can decrease each other.

2.212 Conducting dikes

As a next step, the distortion effect of the longitudinal and transversal fracture 
zones containing loose and broken rocks with electrolytes of low resistivity should 
be studied in the Pannonian Basin as their directions and those of the extreme MT 
resistivity values are strongly related to each other.

Single conductive dike

In the centre of a conductive dike the E polarized sounding curve gives the real 
depth to the top of the dike (Tátrallyay 1977). The apparent depth increases with 
distance from the dike centre (Adám 1987). The indication of В polarized curves for 
the conductive dike is much weaker and therefore the depth determination is also

Acta Geod. Gcoph. Hung. SI, 1996
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F ig. 8a. E polarized sounding curves calculated above a layer m odel having a conductive dike and 
conductive basement (asthenosphere) (Ádám  1987)

more unreliable (Fig. 8). In В polarization the conducting dike, similarly to the 
sedimentary basin (graben model) decreases the apparent depth to the conducting 
half space (4th layer in our layer model) giving the lowest apparent depth in the 
dike centre.

Parallel conducting dikes

Along a profile above a dike system the difference between the E and В polarized 
Rho and phase (tp) values do not change at a given period. The indication of the 
dikes by В polarized sounding curves is here also weaker and therefore the apparent 
depth values are more unreliable than in case of the E polarized curves (Fig. 9a). 
Moving away from the centre of the dike system an apparent deepening of the top 
of the dikes appears in case of E polarization (Fig. 9b). The В polarized curves 
give shallower depth to the asthenosphere than the real one (Fig. 9c).
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Fig. 8b. H polarized sounding curves calculated above a layer m odel having a conductive dike and 
conductive basement (asthenosphere) (Ádám 1987)

This conducting dike system in the upper mantle (in the asthenosphere) may 
cause similar mantle anisotropy as experienced by Mareschal et al. (1993) in the 
Canadian shield and can explain the differences between the apparent astheno- 
spheric depths derived from Rhomax and Rhomin curves in particular if the В 
polarized curves are distorted by static shift. Mareschal et al. (1993) explained the 
dike system partly by graphite partly by fluid in deep fracture zones or by “fossilized 
stress fields” in the deep rocks.

The described dyke system successfully explains the EM distortion observed 
in the area of the Transdanubian crustal anomaly (Adam 1992). As was shown 
by Ádám (1981), strong static shift due to different near-surface formations was 
superposed to the weak indication of the В polarized sounding curves. Figure 10 
gives relation between the near-surface formations of different resistivity and the 
apparent depth of the conductive blocks derived from Rhomax and Rhomin curves

Acta Gcoi. Geoph. Hung. SI, 1996



204 A ÁDÁM

О  Geotools
МГ Workstation

by

MTA CCM Sopron 
CsaUcoi Endre a.
H

F ig . 9a. Conducting dyke system  em bedded in resistive m atrix w ith conductive asthenosphere. E 
and В polarized sounding curves with ID inversion of E-pol. curves
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Fig. 9b. Conducting dyke system  embedded in resistive m atrix with conductive asthenosphere. 
Apparent “E-pol” structure of the dyke system
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Fig. 10. R elation between the apparent depth of the crustal conductor in the area of th e  Trans- 
danubian CA and near-surface geological formations (Adam 1981)

for this area. The static shift practically appears only on the Rhomax curves as 
В polarized ones giving systematically greater apparent depth values. Hence, the 
static shift should also be taken into account when studying the regional anisotropy.

2.22 3D effects

A detailed study has been published about the EM distortions in the 3D Békés 
graben and their effect to the determination of the asthenospheric depth (Adam et 
al. 1993). According to model calculations of Berdichevsky and Dmitriev (1976) 
(Fig. 11) and to our experimental ones apparent asthenosphere depth values in the 
3D graben derived from the extreme MT curves continuously decrease towards the 
centre of the graben and are smaller than the real one (Fig. 12). In 1994 a similar 
effect has been experienced in an other subbasin, in the Makó graben (Adám 1994).

These grabens have very steep walls as shown by the isopach map, nevertheless, 
the edge effect can be excluded. Namely, the edge effect should appear perpendic­
ularly both to the eastern-western walls (see measuring sites 6 and 7 in Fig. 12) 
and to the similarly steep northern wall (sites 4 and 5). In this latter case just the 
Rhomax represents the quasi В polarization, also an edge effect does not appear 
here. The situation in the Makó graben is the same. There is great difference 
between apparent asthenospheric depths derived from Rhomax and Rhomin (MT 
anisotropy).

It is interesting to remark that in the area of the Békés and Makó grabens there 
is an almost 90° turn in the direction of Rhomax curves between T  — 16 and T  = 
100 s from E-W to N-S direction. The latter remains constant at the greater periods 
(Fig. 13 for site HOD). The Rhomax direction certainly reflects local effects below 
100 s. (This local effect can also be found in the telluric ellipses of same period and 
in the Wiese arrow corrected for the regional effect.) A similar phenomenon appears 
in the centre of the Great Hungarian Plain at measuring site Turkeve-Csodaballa.

Acta Gcod. Gcoph. Hung. 31, 1996
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F ig . 11. Berdichevsky and D m itriev’s (1976) 3D m odel (conducting embedding) and its effect to 
the quasi E and В polarized M TS curves

The rotation of Rhomax direction represents the transition from a 2D sedimen­
tary basin to a system of 3D subbasins (Békés and Makó grabens) having steep 
walls. In the 2D basin covered by thick (at least 2-3 km) sediment the great axis of 
the impedance ellipses (polar diagram) is directed in E-W, i.e. in the strike direc­
tion of the 2D structure. When the 3D subbasins start to deepen from the lowest 
homogeneous level of 2D structure at the period corresponding to this (penetra­
tion) depth, the Zxy polardiagram begins to rotate into the northern dip direction 
of the subbasins. This direction corresponds to the quasi strike direction (quasi 
E polarization) of the 3D “grabens” in its centre and quasi dip direction (quasi В 
polarization) at the same time at their northern walls.

As shown by Fig. 13, there is a continuity in the change of the apparent as- 
thenospheric depth between the areas inside and outside the Békés graben (i.e. its 
northern foreground) and the difference is too much between the two extreme depth 
values. This phenomenon can only be explained by a regional 2D structure of “hörst 
character” which includes the “3D micro-structures” . Therefore the surrounding of 
these latter ones should be involved into the interpretation.

The mentioned regional 2D structure in the foreground of Békés and Makó 
subbasins is boundered by a basement elevation (threshold) coming into beeing 
probably by the Békés tectonic line in E.NE-W.SW. If we want to explain the
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hlkm)

Fig. 12. The relation between the apparent depth to the asthenosphere and the conductance of 
the surface sediment (5 j )  in the Békés graben (Ádám  et al. 1993)

regional anisotropy similar effects should be generalized in connection with the 
almost parallel longitudinal (and transversal) tectonic line system — appearing 
also in Horváth’s (1993) Neogene tectonic map (Fig. 14) and Kalmár et al’s (1995) 
gray scale map of the pre-Tertiary basement (Fig. 15) — forming “basin and range” 
structures from the resistive basement and it seems that the “hörst” effect prevails 
in the character of the distortion.

Returning to the case history of the 3D Békés graben, the most reliable as- 
thenospheric depth at the rim of this subbasin can be get by the extrapolation of 
the Rhomin depth values towards the rim in Fig. 11 where the 3D effect can be 
neglegted. The depth of the asthenosphere is 60-70 km here.

The Wiese induction vectors of long periods (T > 20 min) in the Pannonian 
Basin are southward directed, i.e. in the dip direction of the block structures, 
representing the direction of В polarization, too (Fig. 16). Nevertheless, their 
regional content is questionable, which may be due to the Carpathian conductivity 
anomaly in the Western and Eastern Carpathians.

The role of the conductive basement fractures in the MT anisotropy of the 
mantle, according to Mareschal et al’s (1993) idea — on the basis of the parallel 
conductive dike model — should be further studied first of all their physical reality 
in the plastic mantle.

Most recently a new question emerged: how does influence the local elevation of 
the conducting asthenosphere (mantle plume) beneath deep extensional subbasins 
(e.g. along the Pannonian Geotraverse (PGT 1) the Békés graben, Jászság subsi­
dence) the regional MT anisotropy. At present there is only a rough indication of 
these local upwelling of the asthenosphere in the MT image (Ádám et al. 1996) 
which is not enough for correct modelling. Information on the shape, the dimen-
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T a b le  I. Numerical m odels for the explanation of the regional MT anisotropy

Characteristic 
difference 
between  

Rhom ax and 
R hom in curves

Numerical model Consequences

A ngle difference in 
S-interval

Anisotropic basement 
rock (p —► со)

It satisfactorily explains the angle difference be­
tween the increasing branches of the extrem e MT 
curves

It does not give explanation for the difference in 
the apparent depth of conductors appearing in  the 
E- and B-pol. curves

Difference in the 
apparent depth to 
the crustal and

2D “hörst” basement 
m odel

The B-pol. curves (Rhomax) give greater apparent 
depths for the asthenospheric layer than the real 
one indicated by E-pol. curves

m antle  conductor 
( as thenosphere ) 
given  by the ex­
trem e M T curves

2D “graben” in the 
basement

The B-pol. (Rhomin) curves give shallower appar­
ent depths for the asthenosphere than  the real one 
indicated by E-pol. curves

2D single conductive 
“dike” embedded in 
resistive matrix on 
conductive half space 
(asthenosphere)

B oth the E- and B-pol. curves give apparent 
depth value for the top of the dike which increases 
with distance from the dike centre. T he indica­
tion of B-pol. (Rhomax) curve is m uch weaker 
therefore more unreliable than the E -pol. curve 
(Rhomin). The B-pol. curves —  in  addition —  
can be strongly distorted by galvanic effects. 
Concerning the asthenosphere the B -pol. indica­
tion similar as in case of a graben m odel and gives 
apparently shallower depth, than the real ones

2D parallel conduc­
tive dike system  em­
bedded in resistive 
m atrix on conductive 
half space (astheno­
sphere)

The B-pol. curves in the centre of the system  can 
give greater apparent depth —  if any —  to the 
top of the dike system  than the real one. The 
indication of the asthenosphere is sim ilar as in case 
of a 2D graben (and of a single long dike).

3D effects: 3D sed­
imentary basin with 
conducting astheno­
spheric layer

B oth quasi E- and B-pol. curves ind icate the as­
thenosphere shallower than it is in  reality

Elevation of the con­
ducting astheno­
sphere beneath nar­
row and deep exten- 
sional subbasins (e.g. 
Békés graben, Jász­
ság subsidence)

The character of the E- and B -pol. curves could  
be very similar to those of crustal (near-surface) 
conducting dikes well approxim ating the measured 
deep sounding curves (Fig. 1) nevertheless the 
contrast in  B-pol. effect o f the relief of the re­
sistive basem ent and of conductive asthenosphere 
has to be taken into account (F ig. 7)

Conclusion:  The great difference between the apparent asthenospheric depths derived from  the 
extrem e (E- and B-pol.) M T curves can be explained by “basement hörst structure” or “par­
allel conductive dyke system” in  the asthenosphere corresponding to the local elevation of the 
asthenosphere.
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Fig. 13. The change of Rhomax direction in function of period in  MT site HÓD in the Makó 
graben (see in Figs 1 and 2)

sion and regional distribution of these geometrical changes in the asthenosphere 
is needed for the modelling, nevertheless, their effect — similarly to the idea of 
Mareschal et al’s (1993) model — cannot be excluded. The character of the E and 
В polarized sounding curves of a conducting dike (Adam 1987) is very similar to 
the shape (indication) of the deep MT curves in the Pannonian Basin as shown in 
Fig. 1. As mentioned in connection with Fig. 7 the contrast of the В polarization 
effect of the relief of the resistive basement and of the conductive asthenosphere has 
to be taken into acount.

Conclusions

It is our fundamental interest to find the cause(s) of MT anisotropy to be able 
to explain the great difference between the deep structures derived from the ex­
treme (Rhomax and Rhomin) sounding curves in many MT measuring sites in the 
Pannonian Basin. MT soundings carried out in quasi-isotrope, homogeneous area 
(e.g. in Nagycenk observatory, Adám et al. 1981) hint at the greater reliability 
(i.e. withouth distortion) of those conductive structures which have been calcu­
lated by MT curves supposedly being of E polarization (Adám et al. 1982). These 
conductive structures are in better agreement with other physical parameter of the 
Pannonian Basin, first of all with its high geothermal anomaly.
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F ig . 16. Induction vectors o f lon g  periods (T >  20 m in) in  the Pannonian basin (Á dám  et al.
1972b)

The map of the Neogene tectonics (Horváth 1993) and of the crystalline base­
ment structures of the Pannonian Basin (without sediment) (Fülöp and Dank, 
MAFI 1987) both hint at the fracture tectonics of the basement, the mechanically 
strongly crushed, loose and therefore conductive linear structures having at least 
two main directions (longitudinal and transversal) which are closly related to the 
MT anisotropy. The structure of this type of fracture cutting through the whole 
crust is shown by Posgay and Szentgyörgyi’s (1991) seismic section. In connection 
with this strike slip zone (in Szolnok flisch area), Ádám and Steiner (1993) studied 
the probability of the deepening of the crustal and mantle conductive layers here.

On the basis of the geologic-tectonic structure of the Pannonian Basin, of the 
studied numerical models, of the experience got from the investigation of the graphitic 
blocks of the Transdanubian crustal anomaly (parallel isolated conductive dikes); 
static shift due to different geological formations, and of the detailed study of the 
3D subbasins, the following conclusions can be drawn concerning the MT regional 
anisotropy observed here.

It should be taken into account:

—  the intrinsic anisotropy of the sediments and first of all that of the meta- 
morphic crystalline basement rocks. This anisotropy does not distort the 
determination of the conductive asthenosphere;

—  the almost parallel tectonic line system of the Pannonian Basin directed in 
E(ENE)-W(WSW) and perpendicular to them (Horváth 1993) which form 
“basin and range” structure in the basement and probably represents a con­
ductive dike system, too, cutting through the crust;
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— a quite new aspect could be the local upwelling of the asthenosphere beneath 
deep extensional subbasins boundaries of which are determined by the above 
mentioned tectonic lines.

The determining effect in the MT anisotropy is given by this block-structure. 
This structure — as has been shown in case of the 3D Békés and Makó graben — 
in most cases causes a “hörst type 2D B-polarized distortion”, i.e. the depths to 
the crustal and mantle conductive layers derived from В polarized Rhomax curves 
are much greater than the real ones and the depths are better approximated by E 
polarized Rhomin curves. As remarked in connection with the В polarized sounding 
curves measured in the area of the Transdanubian conductivity anomaly first of all 
these Rhomax curves are distorted by the static shift, too.

Some conclusions are summarized in Table I.
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T H E  S T R U C T U R E  O F  T H E  U P P E R  C R U S T  
I N  T H E  S O U T H  P O R T U G U E S E  Z O N E  
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[Manuscript received May , 1996]

Five M T soundings were carried out in the South Portuguese Zone, in order to get 
a first approach to  the conductive structure associated w ith the regional geological 
features. The profile running roughly NNE-SSW is 40 Ian long and it crosses the  
main flysch formations. The recording frequency ranges of 180-1/125 Hz were ap­
propriate for defining the upper crust structure and for im aging major geoelectrical 
features in the m iddle crust. The preliminary processing included impedance tensor 
analysis, ID  inversion and modelling of the apparent resistivity and phase responses. 
A 2D m odel of electrical conductivity structure associated with the southern part of 
the Portuguese m ainland was obtained from forward 2D numerical modelling. The  
resulting structures are consistent with results previously obtained from seismic re­
fraction data and shows a deep fault (strike roughly N 115E), that may represents 
the south lim it of the pyrite belt. A less resistivity zone (50-20 Ohm m) occurs 
in the Upper Paleozoic crust and can be tentatively associated with the presence of 
blackshist facies rocks. Two conductive blocks in the upper crust (resistivity of 30-35  
Ohm m ) were clearly defined. Those blocks might correspond to major shear zones 
associated w ith faults. The derived resistivity structure suggests that the proposed  
detachm ent level m ight occur at 15 km depth.

K ey w o rd s: electrical conductivity; Iberia; magnetotellurics; modelling; Portu­
gal

Introduction

The available geophysical information concerning deep structures of western 
Iberia has been obtained from seismic refraction surveys and from gravity and 
aeromagnetic maps. Generally a global agreement, between the regional variscian 
zones and the geophysical characteristics of each zone, was recognized. However, 
several features are still without a clear geophysical and geological interpretation 
(Mendes Victor et al. 1993, Miranda et al. 1989, Torres and Lisboa 1988).

According to the accepted model for the formation and evolution of the SW 
variscian foldbelt, the South Portuguese “terrain” and the Iberia “terrain” crustal 
structures would be the result of a continent-continent collision with a NE to E sub­
duction (Ribeiro et al. 1988, Silva et al. 1990). The South Portuguese Zone (SPZ) 
consists of Upper Paleozoic low-grade sediments ante volcanics, the Pyrite belt, 
and is separated from the Lower Paleozoic metasediments and abundant granitic

1 Departam ento de Fisica da Universidade de Lisboa and Centro de Geofisica da Universidade  
de Lisboa, R. Escola Politécnica, 58, 1250 Lisboa, Portugal, e-mail: fraissa<Sskull.cc.fc.ul.pt
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MT site and regional strike Seismic sta tions . ®  H angingwall block
Foorwall block

I  Mi-Mira F o rm a tio n  Г ]  Mt-Mérrola F orm ation  I _J  V-Volcano-Sedimentary Ш PQ -Phyllite-Q uartzite 

E 3  PI Pulo F o rm a tio n  |  Of-Beja-Acebuches O p h io lite

F ig . 1. Location of MT sites (numbers) and main geological setting of the region (sim plified from 
O liveira (1990) and Matias (1996)). The open and solid circles represent footwall and  hangingwall 
b lo ck s interpreted from seism ic refraction profiles. GTMZ, Galicia-Trás-os-Montes subzone; CIZ, 

Central Iberian Zone; OMZ, Ossa-Morena Zone; SPZ, South Portuguese Zone

intrusions of the Ossa Morena Zone (OMZ) by an Hercynian suture that contains 
ophiolitic sequences (Beja-Acebuches ultramafics).

To improve the knowledge on the deep geology, a profile of deep magnetotelluric 
(MT) soundings, oriented approximately in the NE-SW direction has now being 
carried out by the Centro de Geofisica da Universidade de Lisboa/Faculdade de 
Ciências as a part of the Europrobe/Iberia project (Fig. 1). The main goals are: 
1. to determine the electrical resistivity distribution in the crust, 2. to detect the 
faults and sole detachment levels, mainly if they are high dipping and 3. to confirm 
the existence of the suture (given that suture zones appear with high anomalous 
conductivity in other parts of the world).

In this paper the preliminary results concerning the resistivity distribution in 
the upper and middle crust of the South Portuguese Zone will be presented.
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Magnetotelluric data

The MT profile is about 40 km long, extending from the southern limit of the 
SPZ to the “pyrite belt” (Fig. 1). Distances between stations were between 8 
and 14 km. The MT data were acquired, using a Garchy MT system (CNRS- 
Geolnstruments, France), with four channnels. The recording frequency range was 
180-1/125 Hz. The measurement direction of the horizontal fields were nearly N45E 
and N135E, in accordance with the main direction of the variscian structures. The 
time series have been processed, after visual inspection, by using the cascade deci­
mation and a robust method based on Sutarno and Vozoff (1991) work. Although 
each measuring site was carefully selected, all the recorded data contain a consid­
erable amount of noise in the 1-1/10 Hz band, mainly associated with power lines, 
mining activity and urban activity.

The MT impedance tensor at each station was examined to determine its dimen­
sionality using the three normalized dimensional weights (Dl, D2 and D3) intro­
duced by Kao and Orr (1982). According to those authors, the dimensional weights 
attempt to assess the relative importance of ID, 2D and 3D structures contributions 
simultaneously. The dimensional weights for the sites 1 and 3 are shown in Fig. 2a, 
together with skew values. In both stations the largest dimensional weight is Dl. 
However, the reciprocal behavior of the Dl and D2 weights, in station 3, suggests 
that the contribution of the 2D structures increases with depth. The data exhibit 
low values of skew (< 0.2) and D3 weight, suggesting that the contribution of 3D 
conductive structures is not important. As was pointed out by Kurtz et al. (1990), 
there is no set acceptable upper value for skew, but generally values greater than 
0.2 are taken to indicate the presence of 3D structures.

The impedance tensor, at each station, weis analyzed to determine the regional 
direction, following the methods described by Zhang et al. (1987), and by Chakridi 
et al. (1992). Taking into account tectonic considerations, a regional strike nearly 
E-W, on average, was obtained using the former method (Fig. 2b). The values 
obtained from the latter method are ranging from N82E to N120E (Fig. 1).

It has been a common practice to find individual strike directions at each site 
and to present the apparent resistivity and phase curves in the rotate frames. If 
the results from different sites are referred to different coordinate axes, a simple 
interpretation of the data is impossible, and a regional strike must be obtained 
(Gamble et al. 1982). Figure 1 shows that there is a stable strike of about N115E 
for four sites in good agreement with the direction of the main geological structures 
in the SPZ. Exception is site 5 with a strike of N82E, revealing the influence of 
electrical structures related to the “pyrite belt” . Despite this local deviation we 
decided to take a N115E regional strike as representative of the region.

After the regional strike had been selected, the MT data were rotated into a 
coordinate system with the Y axis along the strike direction, so that the electric 
fields in the X direction (N25E) represent the B-polarization and the orthogonal 
electric fields are the E-polarization.

Figures 3 and 4 show В and E polarization of the rotated curves for the five sites. 
The data acquired over the Baixo Alentejo flysch group (sites 1, 2 and 3), do not
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F ig. 2. T he variation with period of, a) dimensional factors D l ,  D2, D3 and Skew for sites 1 and  
3, b) regional and local strikes for site 3 based on Zhang et al. (1987) algorithm

show a strong scattering in the apparent resistivities, all the values corresponding to 
the shortest periods being in the same decade. The data acquired over the “pyrite 
belt” (Figs 4b, 4c, sites 4 and 5), show higher apparent resistivity values. No control 
of the possible static shift effect is possible using MT data alone (Kurtz et al. 1993), 
and statistically the number of stations is not significant to provide an estimate of 
the level of the regional apparent resistivity curve. Therefore we decided to deal 
with the superficial distortion by imposing constraints from the previous seismic 
refraction studies.

Qualitative analysis shows that the stations 1 and 2 are characterized by a 
similar shape, suggesting the presence of local conductors beneath the uppermost 
layers. At station 3, located near the south border of the Mertola formation, the 
apparent resistivity in the E-polarization, separates from the B-polarization in the 
range of 0.1 to 1 s. The divergence of both polarizations suggests the presence of 
lateral conductors. The apparent resistivity curves corresponding to northern sites 
(4 and 5), are different from those to south, revealing the influence of the volcano 
sedimentary complex.
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Station 1
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F ig. 4a. MT data and 2D m odel responses. Note that the apparent resistivity curves a t site  5
were static-shift corrected
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Station 5

B Polarization E Polarization

ID inversion and modelling

As a preliminary step to 2D modelling the rotated data were inverted for min­
imum ID earth structure using a program based on the algorithm presented by 
Johansen (1977). The obtained models for both polarizations are presented in Fig.
5. Figure 3 shows the data and model responses for three representative sites of the 
model: site 1 for the southern part, sounding 3 near the main deep fault and site 
5, located on the phyllite-quartzite formation.

Taking into account seismic information related to interfaces, ID trial-and-error 
modelling (Patra and Mallick 1980) was also performed to estimate the electrical 
conductivity distribution at each site. The results were obtained by adjusting the 
parameters of the model in order to reach a satisfactory fitting between the calcu­
lated and observed values of apparent resistivity and phase (Fig. 3). The parameters 
for each site were correlated with those of the adjacent sites in order to obtain the 
most consistent model. The final results are presented as layered models for both 
polarizations in Fig. 5b. These results were obtained from MT data in the rotated 
coordinate system (N25E-N115E) without static-shift corrections. The agreement 
between both experimental and calculated curves is generally satisfactory. Excep­
tion is the E-polarization phase at site 3, in the period range from 0.1 to 10 s, which
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Fig. 5. ID  electrical resistivity models obtained a) from inversion for minimum layers and b) from  
trial-and-error m odelling taking into account seismic information. Note the vertical scale changing

at 2 km depth (dashed line)
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is not well fit by the ID inversion and modelling (Fig. 3). This feature seems to be 
associated with a 2D conductive structure, as it will be discussed further below.

Both presented composite ID cross-sections show the main structural trends, in 
particular the lateral contact associated with a fault south of site 3, and the low 
resistivity zone beneath the Mira flysch formation (sites 1 and 2).

Considering the second layer as being homogeneous, with a resistivity of 300 
Ohm m, and constraining the thickness of the flysch group to 4-5 km, the data 
from site 5 was static-shift corrected.

2D modelling

The 2D trial-and-error model was obtained from the apparent resistivity curves 
rotated in accordance with the mean regional strike (N115E), using the finite- 
element algorithm described by Rijo (1977). Taking into account the interpretation 
of the seismic refraction profiles (Matias 1996), some relevant interfaces in the crust 
were constrained. The ID (B-polarization) resistivity distribution was used as a 
starting model to compute the 2D model. The final resistivity model with its geo­
logical interpretation is shown in Fig. 6. Detailed interpretation of the resistivity 
structure is not possible because very few soundings are available. However, three 
outstanding features are seen in the model:

1. The Mira and Mertola formations, with resistivities ranging from 200 to 300 
Ohm m and thickness varying between 1.5 and 3 km, seem to be quite uniform 
along whole profile;

2. The Upper Paleozoic (at depths greater than 4 km) presents a strong change 
on resistivity. Indeed, unexpected low resistivity values (50-20 Ohm m) occur 
in the southern part of the studied zone;

3. Two blocks with low resistivity (30-35 Ohm m) beneath stations 3 and 5 are 
clearly defined.

Figure 4 shows the agreement between the observed and calculated data (both 
polarizations). In general the B-polarization model response, calculated at 3 points 
per decade on a logarithmic scale, agree fairly well with the field data. The model 
does not fit the E-polarization data as well as the B-polarization at stations 3 and
5. Nevertheless, a reasonable fit w e i s  obtained for E-polarization from the southern 
part of the profile, i. e., sites 1 and 2, located relatively far removed from the fault 
and with a predominant ID structure. At sounding 5 the E-polarization model 
response does not fit the observed data, probably because the site has a different 
strike preference (N82E).

Discussion

The electrical structure of the uppermost crust is characterized by two layers 
with resistivity ranging from 200 to 300 Ohm m that, in according to exposed 
geology, correspond to the Mira formation (Namurian) and the Mertola formation
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Fig. 6. 2D electrical resistivity m odel

(Upper Visean). The lithology is dominated by shales, siltstones and greywackes 
that form the Baixo Alentejo flysch group (Oliveira 1990). In the southern part of 
the profile those two zones are underlain by a less resistive layer (50 Ohm m). In 
this area the frequency range is not able to resolve the interface at a depth of 5 km, 
that is shown in seismic refraction profiles (Matias 1996). The zone of 20 Ohm m 
is required to produce the descending apparent resistivity values which occur with 
increasing period at site 2. However the top and penetration of this structure are 
not well controlled. The question concerning the origin of the good conductivity 
of those zones has not any answer, at present. However, the available geological 
information suggests that the low resistivity will probably be associated with black 
(graphitic) schist (Ribeiro, personal communication).

Beneath the Mértola formation, a resistive layer (1000 Ohm m) is required at
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1.5 to 4 km depth, to explain the increase of the apparent resistivity at sites 3,
4 and 5. The bottom of this lpyer was constrained by seismic data. The spatial 
sampling of the MT soundings is too large to detail the deep transition between 
Mira and Mertola formations. However, the model shows that it can be interpreted 
as a near vertical fault (normal/reverse ?). The narrow conductive block extending 
at least to 3 km is only defined by the E-polarization data at site 3, and may be 
associated with fluid transport effects through the shear zone. The model shows 
that, in the southern part, the sedimentary layers are thicker than in the northern 
part. These results are in good accordance with the seismic interpretation, as can 
be seen in Fig. 1, where the hangingwall and footwall blocks are represented by 
solid and open circles respectively.

A high resistivity (1600 Ohm m) unit is modeled beneath site 4, corresponding 
to local features related to volcano sedimentary formation. The northern part of the 
model shows that the thrust fault associated with the phyllite-quartzite formation 
is a quite shallow tectonic structure, which is in good agreement with the known 
geology of the region.

The conductive block underneath site 5 is required to fit the E-polarization 
data and probably is associated with a fault at the north edge of the “pyrite belt” . 
However we can not exclude the possibility that, at least the upper part of this 
conductive feature, might represent disseminated mineralization.

There are few longer period data. Therefore the structure at depths greater than 
10 km is very poorly resolved. The interfaces at 15 and 25 km were constrained 
from seismic data. Some sensitivity tests performed by perturbing the depth of the 
15 km interface show that it can vary from 12 to 18 km without significant data 
misfit. It is interesting, however, to see that the geoelectrical structure at depths 
greater than 15 km seems to be uniform along whole the studied region, confirming 
the geological hypothesis that the Lower Paleozoic was not deformed (Ribeiro et al. 
1988).

According to Matias (1996), a seismic velocity anisotropy, in the layer beneath
5 km depth, is revealed by seismic data. The velocity changes with azimuth being 
the fast velocity axis oriented WNW-ESE. The value of anisotropy (6-7 %) in 
the upper crust can be attributed to foliation in a schistose formation, and an 
equivalent electrical anisotropy, associated with the 2000 Ohm m layer, would be 
expected. However, the available MT data seem not support this hypothesis. The 
characteristic divergences in orthogonal resistivity components seem to be quite 
consistent with 2D structure.

Conclusions

On the basis of our MT results, the SPZ can be divided into two zones, the deep 
boundary between them running in an almost N115E direction. MT and seismic 
data modelling suggest that this boundary is a fault with a thicker sedimentary 
formation to the south. Besides, the regional lateral resistivity variation in the 
Upper Paleozoic indicates that the fault is deep and suggests new aspects for the 
geodynamic evolution of the SPZ, mainly, that the detachment level, between Upper
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and Lower Paleozoic, will probably be deeper than supposed (Silva et al. 1990). 
The 2D model suggests that it may occur at 15 km depth, associated with the 
decreasing on the resistivity.

The MT data and interpretation have limitations and many questions remain 
yet unsolved. Nevertheless, new and interesting results were obtained in this prelim­
inary analysis. Further research is needed with new and deeper MT soundings, to 
improve the knowledge on the electrical structure of this part of the Iberian massif.
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FIRST RESULTS FROM FOUR DEEP MT SO UNDING S  
ALONG A W EST-EAST PROFILE OF 40 KM LONG  
AT 35°S LAT. AND 70°W  LONG. IN THE A N D E A N  

CHAIN, ARGENTINA, SHOWING A VERY HIGH  
CONDUCTIVE CRUST

H G F o u r n i e r 1 , M J  M a m a n í1 , M M u n o z 2 , A N M a i d a n a 1 ,
I R o k i t i a n s k y 3 , E B o r z o t t a 1 , B  C a s t i g l i o n e 1, J V e n e n c i a 1

[Manuscript received May 6, 1994]

Four MT soundings in a profile of 40 km long, nam ely from West to East: E l 
Desecho, Los Molles, Alfalfalito and Puesto M endez Viejo, show a crust having a 
very high conductivity:

1. On the West side, El Desecho and Los M olles, and on the East side, P u esto  
M endez Viejo, having an entire column w ith very great conductivity from  near  
the surface to the Moho, situated at nearly 60 km  depth.

2. In the central part, Alfalfalito, having the volcano El Infiemillo, at abou t 7 
km on the NE side, with a resistive column from near the surface until 20 km  
depth. Hot sulphurous water springs are in  the Los Molles area and a b asa ltic  
overflow is visible пеги- the sounding of AUaUalito.

Induction vectors estim ated for the sites indicate a current canalization running  
south of Los Molles vidley (see Fig. 1). The field work was made at the end  of  
1991 and at the beginning of 1996. In the latest case, we have used the new “EM I” 
equipment.

K ey w o rd s: Andes Chain; Argentina; m agnetotelluric; magnetovariational

Introduction

In Fig. 1 we see the four soundings’ disposition made along an East-West profile 
of 40 km long near a zone of one active and many extinguished volcanos situated at 
the west extreme of the profile. The general direction of the four soundings’ profile 
arrives at the same latitude as the Peteroa active volcano (Tormey et al. 1989). 
The beginning of this volcanic active zone is the Plio-Pleistocene period. The latest 
eruption date is 9 February 1992.

There is no seismic activity between 35° and 36° South Latitude in this region.

^ r ic y t —Conae—Geofisica, Casilla de Correo 131, 5500 M endoza, Argentina 
2 Depart2im ento de Geológia y Geofisica, Universidad de Chile, Casilla 2777, Santiago, Chile 
3POB 3387 /7 , 252146 K iev-146, Ukraine
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I. Magnetotelluric study

The general trend of the phenomenon in the first stage of this study is given in 
Fig. 2a to Fig. 2d. The two tensorial resistivity and the two-phase curves are given 
for each sounding. Strike directions are shown in Fig. 3.

In Fig. 4 we group the four chosen tensorial curves given in Fig. 2. These 
curves are chosen because they are on the Rho minimum values — these directions 
of the Rho minimum are generally parallel to the tectonic directions. In this way, 
we can obtain the interpretation sections using the basic formula (Fournier et al. 
1963). Table I shows the list of thicknesses and resistivities for the four soundings, 
following ID modelling, used to build Fig. 5, which gives a schematic section of the 
layers for the four soundings. Figure 5 is logarithmic in depths.

The elements to interpret the section 0-10 km on the West extreme and 0-20 
km on the East extreme of the profile into the Earth’s crust are: 1. the chemical 
differentiation; 2. the distance from the seismic silent zone (35° — 36° LS); 3. the 
Peteroa active volcano at the samp latitude; 4. the geochemical change of the 
eruptive rocks from North and South directions of the studied sites (Hickey et al. 
1986, Stern 1987); 5. from 35° S, to North direction, the volcanic arc is situated on 
the water dividing line (NS) and to the South of this parallel, at the west side of 
tha t same line (Munoz Bravo et al. 1989).

For the section 10-58 km depth to the west extreme and 20-58 km depth to 
the east extreme: 1. The maximum depth of the conductive layer (58 km) is in

70*w

F ig . 1. Position of the sounding sites, between Curicó in Chile and Malargue in  Argentina. 
E D : E l Desecho; LM: Los Molles; AL: Alfalfalito; PMV: P uesto  Mendez Viejo. Four induction  
vecto rs indicate the approximate presence of a conductivity anomaly (CA) running W -N W  to 
E— S E  direction, South of Los M olles valley. *: sounding sites for the next campaign o f 1996-1998

A c ta  Geod. Geoph. Hung. SI, 1996



A
cta G

tod. 
G

coph. 
H

ung. 
31, 1996

T a b le  I. Layers com position from the four sounding results

El Desecho 

6 layers

Los Molles 

6 layers

Alfalfalito 

6 layers

P uesto Mendez Viejo 

7 layers

E 1cm km ohm .m E km km ohm.m E km km ohm.m E km km ohm .m

0.5 0.5 13.
2. 2 5.4 0.4 0.4 1.6 1.5 1.5 22. 3.0 2.5 5.5
4. 2. 3.9 1. 0.6 0.27 1.65 0.15 0.8 5.5 2.5 13.
6. 2. 3.0 13. 12. 2. 20. 18. 650. 18. 12.5 2.5

57. 51. 2.58 58. 45. 3.3 58. 38. 15. 58. 40. 60.

447 390 2000 443 385 2000 448 390 2000 453 395 2000
oo OO 1 OO OO 1 OO OO 1 OO OO 1

M
T SO

U
N

D
IN

G
S IN

 TH
E A

N
D

EA
N

 C
H

A
IN

, A
R

G
EN

TIN
A

 
233



2 3 4 H G FOURNIER et al.

agreement with the results given by the gravimetric measurements (57 km) for the 
lower limit of the crust: (Fraga and Introcaso 1988), see Fig. 6. 2. The thickness 
change of the continental crust from 30-35 km at 37° S to 60 km at 34° S (Lommitz 
1962, Lowrie and Hey 1981)). 3. The Sb index of partial melting of mantle peridotite 
(Onuman and López Escobar 1987).

In the region comprised by this work the volcanos are located on extensional 
fractures whose strikes are in NNW-SSE direction. The inactive volcano V on Fig. 
1, situated at the centre of our profile, (Alfalfalito -  AL) could stand on one of these 
fractures which is visible in South-East direction.

In general we should be very careful with the interpretation of this profile because 
on one hand we have only four soundings and, in the other hand, we are near the 
crest of the Andes.
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Fig. 2a. Tensorial sounding curves of the four sites: El Desecho. The two tensorial resistivities
and  the two phase curves are given for each sounding
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II. Magnetovariational study

Using the H , D and Z  magnetograms corresponding to high periods, obtained 
from the magnetotelluric sounding work, it was possible to make a magnetic varia­
tion analysis. Induction vectors, according to Wiese, were obtained for El Desecho: 
Fig. 7a, Los Molles: Fig 7b, Alfalfalito: Fig 7c and Puesto Mendez Viejo: Fig. 7d 
along Los Molles valley.

In order to accomplish the study, the following linear relation was used:

Z  = a #  + bD ,

where H, D  and Z  are the magnetic variation field components in x ,y  and z di­
rections. a and b are complex coefficients. A manual processing was made using 
events almost in phase in order to obtain a and b as real numbers.

Dividing the previous expression by D or H  and making its plotting, a and b 
were calculated for the range of periods between 20' — 150'. Then, the induction
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Fig. 2b. Tensorial sounding curves of the four sites: Los Molles. The two tensorial resistivities
and the two phase curves are given for each sounding
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vectors were obtained as:
с = ii + bj •

These vectors indicate the presence of current canalization and conductivity anoma­
lies in the ground, which are perpendicular to induction vectors.

The results can be seen in Fig. 1. Four induction vectors indicate the presence 
of a conductivity anomaly (CA) running W-NW to E-SE direction, south of Los 
Molles valley. Only an approximated position of the CA is suggested in Fig. 1, 
because with the information we have now, it is impossible to know with precision 
the central line of this CA. Therefore, more field data will be necessary to get in 
the future in order to assure our results. It is interesting to see, as it is shown in 
Fig. 1, that the probable continuation of the CA just mentioned, in West direction, 
would arrive near Peteroa active volcano, situated on the border between Chile and 
Argentina. That detail suggests a possible genetic link between these two tectonic 
features.

Fig. 2c. Tensorial sounding curves of the four sites: Alfalfalito. The two tensorial resistivities and
the two phase curves are given for each sounding
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On the other hand, it was possible to compare magnetograms corresponding 
to Los Molles and Alfalfalito sites with synchronous magnetograms obtained from 
Pilar Geophysical Observatory. This observatory is located in the central region 
of Argentina (Cordoba province), far from the Andean range, on an almost cra- 
tonic zone, at a distance from Los Molles of about 700 km in NE direction. The 
comparison was made in the range of periods between 10 min to 2 hours.

As a result, it was visible that the geomagnetic variation field measured in Los 
Molles and Alfalfalito locations is approximately the same as the Observatory’s. 
This situation suggests that thermal manifestations, visible in Los Molles valley, are 
essentially local and superficial in character, perhaps derived from Peteroa active 
volcano, placed 50 km west from Los Molles site, on the border between Chile and 
Argentina, as mentioned before.
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Fig. 2d. Tensorial sounding curves of the four sites: Puesto Mendez Viejo. The two tensori&l
resistivities and the two phase curves are given for each sounding

Acta Gtod. Gcoph. Hung. 31, 1996



238 H G FOURNIER et al.

Conclusion

In general, we can say that the crust in the region of Alfalfalito site seems to be 
very distrubed in relation with the surrounding area due to, among other factors, 
magmatic processes whose superficial evidences we have mentioned before. For the

F ig . 3. Strike curves for the four sites: ED: El Desecho; LM: Los Molles; AL: A lfalfalito; PMV: 
P u e sto  Mendez Viejo. The m entioned angles are taken from  m agnetic North clockwise direction. 

These strikes correspond to given curves shown in Fig. 2

F ig . 4. Chosen curves taken as the good ones for doing the unidimensional intepretation for each 
sounding: ED: El Desecho; LM: Los Molles; AL: Alfalfalito; PMV: Puesto Mendez Viejo. W e have 
chosen  the curves having the value of Rho minimum. T hese curves are generally parallel to  the

Andean chain axis

A cta  Geod. Geoph. Hung. 31, 1996



MT SOUNDINGS IN THE ANDEAN CHAIN, ARGENTINA 239

W  + > -8 0 -^ * ------ *3-0 k m -------«4-«---------  11.0 ----------- «4»------------  13J0 -------------- — 6J5 — *4 £7

Fig. 5. Logarithmic section of the studied zone. We see the three soundings, El Desecho, Los Molles 
and Puesto Mendez Viejo having a very conductive nearly com plete column; the conductivity  
increasing from 10000 S to the East side until 15000 S to the West side. It is interesting to  
m ention that because in the extrem e West of our profile there is, as we have m entioned before,

one active volcano (see Fig. 1)

Fig. 6. Gravimetric m odel for the crust in the region of the parallel 35° S after Fraga and Introcaso  
(1988). Ош- results correspond well with this model. The four values of A l,  A2, A3 and A4 from  

Fig. 5 fall on the surface S. Consequently, we may say that M to M’ line is the M oho one

three other soundings, the complete sections form near the surface to the Moho 
are very conductive: from West to East, about 15000 S to 10000 S. The induction 
vectors estimated for the four sites show a current canalization south of Los Molles
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F ig . 7a. Graphical estim ation o f a and b coefficients and W iese induction vector representation.
a) for El Desecho; b) for Los Molles

valley (see Fig. 1). With the information we have now, it is impossible to know 
the distance between this canalization and Los Molles valley and how strong this 
canalization is.

These conclusions should be taken only as an approximation to the study of the 
geological structure of this region of the Andean range. In the future it would be 
necessary to undertake more field work in this area to obtain more information to 
be able to confirm or reject these conclusions.

Future work

We need more soundings at each extremity of the profile, see Fig. 1: two at the 
East of Puesto Mendez Viejo, three between El Desecho and the volcanic border 
and three at the West of the border with Chile. In this way we could understand 
much better the profile having 100 km long with 14 MT soundings in the East-West 
direction. We could do valuable bidimensional interpretation. We are preparing 
this supplementary research for the period 1996-1998.
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Fig. 7b. Graphical estim ation of a and b coefficients and W iese induction vector representation, 
c) for Aifalfalito and d) for P uesto  M endez Viejo
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PLASM ASPHERIC PARAMETERS DERIVED FROM  
W HISTLER OBSERVATIONS AND THEIR RELATION 

TO IONOSPHERIC ABSORPTION AND  
GEOMAGNETIC PULSATIONS

F M ärcz1, P Bencze1, J V er ő1

[Manuscript received March 18, 1996]

Plasmaspheric electron densities derived from ground-based whistler observations 
(at Tihany, Hungary) have been analysed for showing their changes with L  and ge­
om agnetic activity. Ionospheric absorption and the /o F 2  param eter sim ultaneously 
determ ined at two high m id-latitude stations (K ühlungsbom  and Juliusruh, Ger­
m any) are studied together with the plasmaspheric param eter during a selected in­
terval including a geom agnetic disturbance. Results show that both  the absorption  
and the /oF2 param eter increase after geomagnetic storm s and these events can be  
coupled with changes in the plasmasphere. Satellite observations during the sam e 
interval confirm these findings. Geomagnetic pulsation activ ity  (at the Nagycenk  
station, Hungary) is rather attenuated if the /oF 2m»* values increase to a  lim it of 
about 10 M Hi, as detected earlier for winter m onths of the corresponding hem i­
sphere around solar activity maximum. Additionally, a quite peculiar short-term  
attenuation was revealed in the springtime pulsation activity, too.

K ey w o rd s: attenuation of geomagnetic pulsations; geom agnetic activity; iono­
spheric absorption; ionospheric / qF 2 parameter; plasm aspheric electron density

1. Introduction

The character of the plasmasphere being the inner region of the magnetosphere 
is somewhat similar to that of the neighbouring ionosphere. The ionized particle 
populations of the two regions are quite closely coupled with each other. Conse­
quently, ionospheric phenomena should be influenced by changes in the plasmas­
pheric plasma. Electron densities in the plasmasphere can be determined by direct 
measurements using satellite-borne equipments and they can also be studied by 
means of a ground-based technique i.e. by analysing the characteristics of whistlers. 
Whistlers are VLF waves generated by lightning flashes and they propagate along 
geomagnetic field lines between the hemispheres. The whistler-based method has 
the advantage that electron densities can more frequently be determined at an ap­
propriately chosen site and this allows to study changes with time in a certain area 
of the magnetosphere.

At the Tihany Observatory (Hungary, geom. latitude: 43°N) whistler obser­
vations were quite continuously carried out in the seventies and the data set was 
used by the research group of the Geophysical Department of the Lorand Eötvös

1 G eodetic and Geophysical Research Institute of the Hungarian Academy of Sciences, H-9401 
Sopron, РОВ 5, Hungary
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University (Budapest) for determining some parameters of the plasmasphere. They 
derived the electron density for the equatorial plane, the electron density at a height 
of 1000 km and the tube content. As whistlers travel along rather different paths, 
the deduced plasmaspheric parameters belong to different L-values. Thus we have 
information for various parts of the plasmasphere and in some cases we can follow 
the changes of the mentioned parameters with time, too.

Most of the successful ground-based methods applied for the study of the iono­
sphere are based on the propagation of radio waves. One of these methods (the 
so-called A3 method) is aimed at the determination of the attenuation of radio 
waves obliquely reflected from the ionosphere. The determined parameter, the so- 
called ionospheric absorption depends on the electron density of that part of the 
ionosphere where the radio waves are reflected from. It is well known that the 
absorption deduced for the mid-latitude lower ionosphere shows a peculiar change 
after certain geomagnetic storms. Ionospheric absorption increases during the main 
phase of the storm and in addition it remains enhanced well after the main phase 
for several days, sometimes even for a fortnight. The enhanced absorption is due 
to the increased ionization in the lower ionosphere which is caused by magneto- 
spheric particles precipitating there from the radiation belts due to wave-particle 
interaction (Lauter and Knuth 1967). Thus, the mentioned ionospheric event is 
connected with magnetospheric processes, moreover changes in parameters of the 
interplanetary space might also play a role in the appearance of the event as shown 
by Mrcz (1988, 1991, 1992). Co-ordinated ground-based and satellite measure­
ments (Larsen et al. 1976) confirmed the relation between increased ionization in 
the ionosphere and particle precipitation from the plasmasphere associated with 
geomagnetic storms (which could finally lead to the enhancement of ionospheric 
absorption).

As that kind of satellite measurements which timely corresponds to a certain 
absorption event is not so often available, it seemed to be worth using plasmas­
pheric parameters derived from whistler observations in a comparative study, i.e. 
to analyse the changes of the plasmaspheric electron density together with those 
in ionospheric absorption at times of geomagnetic disturbances. In addition to the 
latter object, a simultaneous analysis of geomagnetic pulsation activity and a pa­
rameter of the upper ionosphere (/oF2) will also be discussed in the present study. 
Namely, it was shown that a significant minimum appears in the annual variation 
of pulsation activity in winter of the corresponding hemisphere around the solar 
maximum years (Verő and Menk 1986, Zieger 1991). The minimum coincides with 
maxima occurring both in the equatorial particle density derived from whistler data 
(Verő 1965) and in the electron density of the upper ionosphere as shown by /oF2 
(Verő and Menk 1986). The latter authors found that the attenuation of pulsations 
is connected with a limit for /oF2 (being about 10-11 MHz). The present study 
intends to test whether this limit might be confirmed on the basis of further data.
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2. Results

2.1 Equatorial electron densities derived from whistler data

Electron density values determined for the equatorial plane on the basis of Ti­
hany whistler data have been available for the interval between 1970 and 1975. 
Samples were drawn from this set according to an aspect which made it possible 
to study the changes of electron density within a rather wide L-zone and in de­
pendence of geomagnetic activity. Actually, 163 electron density values have been 
selected out of the whole set and they covered the zone between L = 1.3 and 3.7. 
This sample has been divided into two groups by roughly distinguishing the high 
and low geomagnetic activities on the basis of the daily EAp-value. The group for 
high geomagnetic activity (EKp > 25) consisted of 76 data and the remaining 87 
cases formed the group for low activity (EKp < 25).

The individual electron density values are plotted versus L in Figs la  (for L =
1.3 — 2.5) and lb (for L = 2.5 — 3.7) where they are denoted by different symbols 
according to geomagnetic activity. In spite of the spread of data, the decrease of 
the equatorial electron density with increasing L is clearly shown in both figures. 
Nevertheless, a relation between the electron density and geomagnetic activity is 
not striking. For showing up a general change in the electron density according to 
L and considering also geomagnetic activity, we have grouped the electron densities 
step by step (using a distance of 0.1 in L) and have determined the median value

L-vaJue
Fig. la .  Equatorial electron densities derived from whistler observations versus low L -values for

days of different geomagnetic activity
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Fig. lb .  T he same as in Fig. la ,  bu t for higher L-values

electron density
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L-value

Kp-eums <25 * Kp-sunt >25
Fig. 2. Medians of electron densities versus L  and  depending on geomagnetic activ ity
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electron density

10000

1000
«ta 16-17 17-13

L-vaiue
13-19 19-2.0

•*■*"* Kp-sum: <25 * Kp-sunt >25

Fig. 3 . The same as in Fig. 2, but determined on the basis of whistlers o f high quality for a
narrow L- zone

of each group both for high and low geomagnetic activities. (Electron densities 
derived for L-values below 1.5 and above 3.2 were quite rare therefore these cases 
have been united into two extreme groups.) The medians are plotted versus L in 
Fig. 2 where they are distinguished according to geomagnetic activity. (In this 
figure, the dotted line linking the values given for low activity — EK p < 2 5  — 
merely helps in distinguishing the medians belonging to different activity levels.) 
The medians for high activity are generally less than those for low activity above 
L =  2.0, except the value in the zone L = 2.6 — 2.7. Nevertheless, the electron 
densities are higher for high geomagnetic activity as compared with those for low 
activity in the zone between L — 1.7 and 2.0. We could confirm the reality of this 
behaviour based on a set of selected data as shown in the following.

The colleagues at the Geophysical Department of the Lorand Eötvös University 
qualified the whistlers used for determining the electron densities. As the spread of 
the individual electron density values depends on the quality of whistler observa­
tions, we discarded values which were derived from whistlers of low quality. Thus 
for the zone from L < 1.6 to L = 2.0, we calculated new medians from the remainig 
values and these are shown in Fig. 3. At L-values below 1.7, the electron densities 
determined for high geomagnetic activity are less than those for low activity, how­
ever, the opposite is true for the zone between L = 1.7 and 2.0 i. e. the finding in 
Fig. 2 seems to be a real one.
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2.2 Plasmaspheric and ionospheric parameters associated with geomagnetic
disturbances

As described in the introductory part, ionospheric absorption may inrease after 
certain geomagnetic disturbances. The preceding section has shown that the equa­
torial electron densities in the plasmasphere and their changes with L might also 
depend on geomagnetic activity. Consequently, it seemed to be worth analysing 
both parameters associated with geomagnetic disturbances. In addition, a parame­
ter characterizing the upper ionosphere (the daily /oF2max) should also be included 
in the analysis. The electron density data derived on the basis of whistler observa­
tions are sporadic, they are rarely available for consecutive days. This circumstance 
made more difficult the simultaneous investigation of the ionospheric parameters 
and plasmaspheric electron densities for a long period. Nevertheless, we could find 
some cases for which these parameters were at our disposal during a quite appro­
priate interval, even if gaps also appeared (mainly in the plasmaspheric data). One 
of these cases is treated below.

In the second half of December 1971, there was a rather strong geomagnetic 
storm as indicated by the daily EAp-values in Fig. 4. Following a quiet period, 
the geomagnetic activity suddenly increased on December 17 (EAp = 42) and it 
decreased to the pre-storm level after 3 days. This storm was followed by a smaller 
one on December 22. The simultaneous changes in ionospheric absorption are also 
shown in Fig. 4. They are given as departures from the corresponding monthly 
median expressed in percents (Lss%). The absorption in the lower ionosphere was 
determined at a middle latitude station (Kiihlungsbom, geogr. latitude of the 
reflection point: ~  55°N) by the A3 method (at 245 kHz) for sunset. For showing the 
changes in the upper ionosphere, daily values of the /oF2max parameter determined 
at the Juliusruh station (geogr. latitude: 54.6°N) are used. Departures from the 
monthly median expressed in percents are shown in this case, too.

The equatorial electron densities derived from whistler observations at the Tihany 
observatory have been available for three consecutive days (on December 18, 19 and 
20) during the investigated interval. As shown in Fig. 5, the electron density data 
cover a rather wide zone (between L = 1.3 and 3.1) on the day (Dec. 18) imme­
diately after the onset day of the geomagnetic storm which is characterized by a 
quite high activity (EXP = 27). For the two following days, several electron density 
data are plotted at L-values above 1.9; on these days the geomagnetic activity was 
lower, especially on December 20. Figure 5 shows that the plasmaspheric electron 
densities are usually higher for a wide range of L on the day characterized by high 
geomagnetic activity as compared with those derived for the two days of lower ac­
tivity. The present results are peculiar since the situation was opposite for L > 2 in 
Fig. 2, where the electron densities were generally lower for high geomagnetic activ­
ity than for the lower one. Thus for certain geomagnetic storms, it can be expected 
that the increased electron density extends to a larger area of the plasmasphere 
and not only to a narrow zone immediately below L — 2.0 as could be suggested 
on the basis of Figs 2 or 3. For an additional comparison, Fig. 5 also shows the 
electron densities derived for two L-values on a quiet day (Dec. 9: EAp = 15) well
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— Kp-iurn И  Lw(%) S  foF2 max{%)
Fig. 4. Changes in geom agnetic activity (£ Ä p ), ionospheric absorption (K ühlungsbom , Lss%) 

and the /o F 2 m»T parameter (Juliusruh) around a geom agnetic storm in December, 1971

before the onset of the geomagnetic storm. (The line linking the two values hints 
at the trend of the change with L.) The corresponding electron densities for the 
investigated high activity day (Dec. 18) are also higher than these reference values.

As shown in Fig. 4, ionospheric absorption was well below the normal on the 
onset day of the geomagnetic storm, however, it suddenly increased on the following 
day for which an electron density enhancement has been revealed within a wide 
area of the plasmasphere (see Fig. 5). This hints at the fact that the flux of 
energetic electrons in the outer radiation belt was abundant due to acceleration 
processes and radial diffusion, thus the conditions for wave-particle interaction were 
favourable. Consequently, the precipitation of particles from the plasmasphere into 
the ionosphere could indeed cause an enhanced ionization there which finally led 
to the increase of the ionospheric absorption on December 18. Absorption remains 
high on the next day, too, in spite of the low electron densities shown for a wide 
range of L in Fig. 5. On this basis it can be concluded that the intense particle 
precipitation did only cease on December 20 when the ionospheric absorption is 
somewhat below the normal. The following smaller geomagnetic disturbance is 
not accompanied by an enhancement of the ionospheric absorption, i.e. it can 
be supposed that the plasmaspheric conditions should be unfavourable for particle 
precipitation because of the decay of particles in the radiation belt during the former 
geomagnetic disturbance, or the spectrum of precipitating particles changed during 
and after this storm. If the latter supposition is true it would mean that particles 
with higher energies (e.g. electrons of > 40 keV which could penetrate deep into 
the lower ionosphere after the previous storm and caused the enhanced absorption)
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13 15 1.7 19 2.1 2.3 2.5 2.7 2.9 3.1
L-vaiue

* 12 18,(27) 12 18.(18) 12 20.(8) 12 08.(15)

F ig. 5. Equatorial electron densities versus L  for days following and preceding the geom agnetic
storm in December, 1971

яШ  K1 — foF2 max

F ig . 6. Changes in pulsation activity (as shown by the K l-in d ex  determined at N agycenk) and in  
the /o F 2 mlx parameter (Juliusruh) in  winter 1971

are missing from the spectrum and those with lower energies were only preserved. 
These particles can merely reach the higher ionospheric levels and not the lower 
ionosphere where the attenuation of the used radio wave (245 kHz) takes place, 
thus no absorption enhancement can be observed. A parameter characterizing the 
upper ionosphere (/oF2max) is also given in Fig. 4 and its changes suggest that the 
previous considerations might be acceptable; namely the /oF2max is high from the
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K1 activity index foF2 max (MHz)
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Fig. 7. The sam e as in Fig. 6, but for the spring 1972

beginning of the first storm and it remains enhanced till the second geomagnetic 
disturbance. Nevertheless, it is to be noted that the electron density in the F- 
region also depends on composition changes and the increase of the electron density 
between the two geomagnetic disturbances and during the second one might be due 
to thermospheric winds altering the composition by lifting the F-region.

2.3 Damping of geomagnetic pulsations associated with changes in foF2max

It was mentioned in the introduction that a minimum appears in the annual 
variation of pulsation activity which occurs in winter of the corresponding hemi­
sphere around solar maximum years and this might be related to a limit for the 
corresponding /oF2 value, however, the limit might only be estimated (being about 
10-11 MHz, according to Verő and Menk 1986). As the event studied in the previ­
ous section occurred in a northern winter month, in December 1971 (and this year 
was in the descending phase of solar cycle 20, however, near to the preceding max­
imum), we extended our analysis for finding a relation between the used /oF2max 
parameter and an index characterizing the activity of geomagnetic pulsations.

Geomagnetic pulsations are regularly observed at the Nagycenk Observatory 
(Hungary, geom. latitude: 47.2° N), and the data processing yields various indices 
for characterizing the activity of different kind of pulsations. We have used the 
К 1-index characterizing the pulsation activity in the 0-2 min period range for our 
investigation. Figure 6 shows the values of the Kl-index together with those of 
the /oF2max parameter for the same interval (between December 14 and 24, 1971) 
investigated previously. The /oF2max approached to the 10 MHz value on December 
19 and 20. It is striking that the pulsation activity (as shown by the Kl-index) 
drops to a minimum on the same days (there is no other similarly low value during 
the interval studied, except that on December 14). The ionospheric parameter 
decreased on the following day, simultaneously the Kl-index began to increase and
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T a b le  I. /oF 2 maximum hourly medians 
(around noon, in MHz) at Juliusruh and 
averaged pulsation activity indices (K l)  at 
Nagycenk for winter and spring m onths in  

3 consecutive years

M onth January April
Year / oF2 K l / 0F2 K l

1971 9.2 4.26 7.5 5.00
1972 7.8 4.19 8.2 3.77
1973 7.3 5.84 6.0 6.00

it remained at a rather high level for some days. The results of Fig. 6 yield a further 
confirmation for the earlier findings, namely they convincigly show for the present 
case that the attenuation in pulsation activity is really associated with the level of 
the /oF2 parameter representing the electron density in the upper ionosphere.

An additional case is presented in Fig. 7 which occurred some months later (in 
April 1972) than the previous one. The same parameters (/oF2max and Kl-index) 
are shown for the interval between April 10 and 20. Pulsation activity is on a 
rather low level during the whole period. The /oF2max surpasses the 10 MHz value 
on April 13 and remains near to this level till April 17. As experienced earlier, the 
attenuation of pulsations most likely occurs in winter months of the corresponding 
hemisphere around solar activity maximum. Notwithstanding, the presented low 
pulsation activity appeared in spring and this is somewhat peculiar. There is, how­
ever, another peculiarity which might explain this “spring damping” of pulsations: 
the /oF2 parameter (around noon) was unusually high in this spring month. During 
the period investigated here, it was even higher than the maximum hourly median 
for a winter month of the same year (January, 1972) or in January of the following 
year (1973). For comparison, Table I shows the highest hourly medians for /oF2 
(appearing around noon) in three consecutive years (1971, 1972 and 1973) both for 
January and April as well as the corresponding monthly averages of the Kl-indices. 
It is evident from Table I that the /oF2max values shown for the investigated in­
terval in Fig. 7 are indeed extremely high for this season, and the Kl average for 
April 1972 is also the lowest in comparison with those determined for April of the 
neighbouring years. As the low level of pulsation activity coincides with these ex­
treme /oF2max values, we suggest that an attenuation of pulsations can take place 
in an unusual (spring) season, too, if the conditions in the upper ionosphere and 
plasmasphere are similar to those being usual in winter of the actual hemisphere. 
It is to be admitted that not the high /oF2 values themselves (which are equivalent 
to the high electron densities in the upper ionosphere) might directly be responsible 
for the attenuation, they should only be regarded as indicators of coupled magne- 
tospheric processes leading to the low pulsation activity. Namely, it is to be noted 
that the electron density in the plasmasphere depends on the electron density in 
the F-region because of the striving of the ionosphere/plasmasphere system after
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equilibrium by diffusion. Additionally, a great part of the pulsations are due to L 
shell resonance. This means that not only their period but also their amplitude is 
affected by the electron density in the plasmasphere. Increasing electron density 
can increase the period and above a certain limit it can also reduce the amplitude 
(like a damped oscillator).

Equatorial electron densities derived from whistler observations are sporadic for 
the interval in Fig. 7. For the day with the highest /oF2max (on April 13), an 
electron density of about 7000/cm3 could, however, be determined at L ~  1.9 (i.e. 
in the inner part of the plasmasphere) and the geomagnetic activity was moderate 
(EAp = 20). This electron density is twice higher than that found on December 
19, 1971 for almost the same Z--value and geomagnetic activity, as can be seen in 
Fig. 5. Thus, in addition to the increased electron density in the upper ionosphere 
(indicated by /oF2max) we also have an indication for the highly increased plasmas- 
pheric electron density on April 13, 1972 when simultaneously the pulsation activity 
is rather damped (by a factor of about two). It is not inconsistent to consider that 
this extreme conditions in the plasmasphere might contribute to the attenuation of 
geomagnetic pulsations even in spring, albeit it is more regular in winter.

3. Discussion and conclusions

The analysis of electron densities derived for the equatorial plane from selected 
whistler observations has proven a decrease of this parameter with increasing L for 
a quite wide zone of the plasmasphere, as could be expected. Nevertheless, the 
presented results revealed a dependence of this change on geomagnetic activity and 
a peculiarity of the change within the inner plasmasphere (between L — 1.7 and 2.0). 
In this narrow zone, the electron densities are higher for high geomagnetic activity 
than for the lower one, whilst the opposite is true in the investigated other zones of 
the plasmasphere. Additionally, we found certain geomagnetic storms for which this 
behaviour does not hold. Data for a selected case (Fig. 5) show that the electron 
densities can also be enhanced outside of the mentioned narrow zone outwards to 
about L — 3, after a strong geomagnetic storm. This storm was followed by an 
increase of ionospheric absorption, i.e. in accordance with accepted interpretations 
(e.g. Lauter and Knuth 1967) it is suggested that electrons did precipitate from 
the plasmasphere into the ionosphere due to wave-particle interaction and they led 
to the enhancement of ionization in the lower ionosphere causing the increase of 
absorption. For the present case, the appropriate abundance of electrons in the 
plasmasphere was detected on the basis of a ground-based method using whistler 
observations.

The above mentioned conditions are confirmed by the results of Larsen et al. 
(1976). They carried out ground-based measurements with coordinated satellite ob­
servations of quasi-trapped and precipitating electrons over Ottawa (45°N, 76°W). 
By means of the ground-based partial reflection measurements, electron concentra­
tion profiles for D-region altitudes (between ~  60 and 90 km) have been derived. 
For the period after the December 17, 1971, geomagnetic storm (which has been 
analysed in the present study, too), Larsen et al. (1976) reported significant fluxes 
of precipitating electrons of > 130 keV near Ottawa and a simultaneous excess ion­
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ization in the D-region determined by ground-based technique. They proved that 
the D-region poststorm conditions (at middle latitudes above Ottawa) were caused 
by precipitating electrons from the radiation belt, and they argued that the quasi- 
trapped electron fluxes might be 3-4 orders of magnitude higher over Ottawa than 
those over other mid-latitude stations in central Europe (~ 10°E). In comparison 
with the intense electron precipitation over Ottawa, however, a less significant elec­
tron precipitation should be expected over stations in Germany, as stated by Larsen 
et al. (1976). Our results given in Figs 4 and 5 clearly confirm this expectation. 
As shown by the increased ionospheric absorption (Fig. 4), the ionization in the 
D-region over Kühlungsborn (Germany) was really enhanced, but only for two days 
after the onset of the geomagnetic storm of December 17, 1971, and an increased 
electron density was also found for a wide zone of the plasmasphere on December 
18 (Fig. 5). Consequently, our results allow to conclude that plasmaspheric pa­
rameters determined on the basis of whistler observations yield a useful tool for 
interpreting certain plasmaspheric and ionospheric relations, especially in the case 
of missing satellite data.

Results given in Figs 6 and 7 hint at a rather strong attenuation of geomagnetic 
pulsations associated with high electron conentration in the upper ionosphere (as 
shown by /oF2max). In the first case (Fig. 6), the attenuation takes place in winter 
corresponding to earlier findings (Verő 1965, Verő and Menk 1986). In this case of 
strong damping, the limit to which the /oF2max approached was around 10 MHz; 
this value does not contradict the limit estimated in a recent study (Verő et al. 
1995) on the basis of data for another period (winter 1991), even if the latter limit 
was somewhat higher. Figure 7 showing another case of strong damping yields a 
quite surprising result as the attenuation of pulsation activity appeared in spring 
(April, 1972). Moreover, it lasted rather long and was accompanied by /oF2 values 
which are unusual for this season as can be seen from a comparison in Table I. 
Based on samples of electron densities derived from whistler data for L  ~  1.9, 
the plasmaspheric conditions also departed from the normal in the investigated 
period. The unusual /oF2max values well indicate these extreme conditions in the 
plasmasphere, i.e. the increased particle density. As suggested previously (Verő 
et al. 1995), the source of damping of pulsations should be outside of the upper 
ionosphere; the attenuation is most likely associated with the enhanced particle 
density in the equatorial zone of the plasmasphere at around L = 2. The present 
results confirming this suggestion detected a new aspect: it seems that a short-term 
strong attenuation of pulsation activity might occasionally appear in another season, 
too (not exclusively in winter), if the plasmaspheric conditions are winterlike, i.e. 
highly favourable for damping, namely if the field line resonance is attenuated by 
the increased electron density in the plasmasphere.
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ARE SHELLS OF FIELD LINE RESONANCE OF FIN ITE  
THICKNESS OR INFINITELY THIN?

J  V e r ő 1

[Manuscript received July 19, 1996]

The problem of the thickness of shells of geom agnetic field lines, along which  
resonance may take place, is discussed. These shells play an important role in  the  
excitation  of geom agnetic pulsations (Pc3-4). It is found that shells have a fin ite  
thickness of about one or a few hundred km.

K ey w o rd s: field line resonance; geomagnetic pulsations; mathematical m od ­
elling

Field line resonance (FLR) is now a well established source for a significant 
part of the geomagnetic pulsations Pc3-4 (Chen and Hasegawa 1974, Southwood 
1974). The main characteristics of pulsations with an FLR origin is that their 
period changes with geomagnetic latitude or L-value (Orr 1978, Cz Miletits 1980, 
Cz Miletits et al. 1990), while the change with time is much less (Verő 1996). 
The rate of the change vs. latitude was found in average to be about 10 percent 
for one geomagnetic degree. Nevertheless, the change is often not smooth, the 
period is constant for a certain range of latitudes, followed by a very rapid change 
(Cz Miletits 1980). That is why the idea of “shells” has emerged. Now, “shells” 
may have two different meanings: according to the first concept, resonances along 
different field lines are coupled, therefore shells pulsating with a certain (constant) 
period have a finite thickness (Kurchasov et al. 1987, Verő and Cz Miletits 1994), 
be it expressed in L-value, be it in surface distance within which the period remains 
constant. In the other concept shells are not coupled, the period changes smoothly 
with L-value or latitude, and finite thickness “shells” do not exist, each shell of 
a certain period is infinitely thin. As shells of field lines play a central role in 
the following discussions, let us consider the effect of infinitely thin “shells” on the 
pulsations which result from the field-line resonance. (In such a case, the “thickness” 
or “surface width” of the shells may be defined as a distance where the amplitude 
of the signals coming from the actual shell drops to a certain fracture, e.g. to 0.7 
times the maximum value). The resulting signal is then the sum of signals coming 
from an infinite number of shells. It can be approximated at a given location by the 
sum of many shell resonances, each of a slightly different period and of an amplitude 
being determined by the distance from the actual location. We use in the following 
model computation the sum of an increasing number of components; in the first 
approximation, there is a central period, corresponding to the field line resonance 
of the station, the next two components — with amplitudes less by a factor of
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2 — come from the distance corresponding to the shell width where the periods 
differ by 10 percent from the central period; this distance was supposed to be 100 
km. These values correspond to the experimentally observed rate of change of the 
period at the latitude of the Nagycenk observatory (Verő and Cz Miletits 1994) for 
which the central period, 20 s, was also used. The next pair of components are 
at a twice greater distance, with periods and amplitudes computed corresponding 
to the previous rule, and so on until the amplitude drops below 1 percent of the 
initial (unit) value. In the second approximation, all distances are halved, else the 
process is the same. In the third step, distances are again halved and so on. The 
amplitude in the time moment 0 is made equal 1 in each approximation. (If the 
rate of the period change vs. latitude is different, the resulting dynamic spectra 
only change in scale, but not in form). This means that the following Fm values are 
to be computed:

+  7.2m
g — In 2 (n 0n )  c o s  [ 2 E ( 1  +  0 . 1 n 0 ) " ]  f

n = - 7 .2 m
+ 7.2™

y  g — I n 2 ( n 0n ) 3 

n = -7.2™

where Fm is the computed signal, Ft and Fo are the values of the function at t and 
0 respectively, and

where m runs from 0 to 3 (the serial number of the approximation, the computer­
time increases exponentially with the number of components), n from — to +  (at 
this point the amplitude of the corresponding component drops below 0.01 times 
the value in the origin), and t from 0 to, say 3000 (s). It is supposed that at time 
t =  0 all components (resonances) are in-phase, that is why cos-functions appear in 
the formula.

Figures 1 to 4 show.the waveforms and the dynamic spectra for the 3000 s long 
portion after the initial impulse for m = 0 to 3. In the case m =  0 (Fig. 1), a 
beating structure can be rather well seen similarly to “normal” beats, with some 
additional features due to interference from more than two components. The most 
important such feature is the existence of longer “super-beats”, being more than 
2000 s long (over hundred cycles). In Fig. 2, for m  = 1, these long beats become 
shorter, about 200 s, but their length is variable, and as an additional feature, a 
quiet interval follows the initial impulse. At higher values of m (Fig. 3, m  =  2), 
these features get more and more accentuated, especially the quiet interval after the 
initial impulse gets longer and longer. At m = 3 (Fig. 4), the quiet interval is about 
1000 s long. Moreover, some kind of dispersion is also seen, the period increases 
within each “beat”, and at the beginning of the next beat, it drops again to the 
initial value, below the central period, 20 s. The period changes between about 17 
and 25 s. None of the features mentioned in connection with the model given here 
are present in observed beats.

A consequence of this mathematical model is that field line resonance is more 
likely to appear in shells of finite thickness, thus shells of field lines are coupled to
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m»0

1000 1500 2000 2500 3000

Fig. la .  Waveform of signals resulting from Eq. (1) in the case of m =  0. The beating structure 
is clear, but “super-beats” appear, too, which are unknown in pulsation records

FO

SU 100 150 200 250 300

Fig. lb . Dynam ic spectrum of the waveforms in Fig. la
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m-1

F ig . 2a. Waveform as in Fig. la ,  but for m =  1. W ith increasing m , the signal differs more and 
m ore from pulsation records. Here the beating structure is less clear than in Fig. la  —  the beats 

in the in itia l part are too long, later they get confused

F1

50 100 150 200 250 300

F ig . 2b. Dynamic spectrum  of the waveforms in Fig. 2a. In the initial long beat, dispersion is
apparent being unknown in pulsations
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m-2
1 ------------ 1------------ 1------------ г-
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- 0.6

- 0.8

0 500 1000 1500 2000 2500 3000
s

F ig. За. Waveform as in Fig. la ,  but for m =  2. The initial part (impulse) is followed by a  quiet 
interval, then long “super-beats” follow again, at the end a very confused waveform w ith  traces of

a beating structure are seen

F2

50 100 150 200 250 300
Fig. 3b. Dynam ic spectrum of the waveforms in Fig. 3a. Both the initial quiet interval and  the 

dispersion in the superbeat got more accentuated
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Fig. 4a. Waveform as in Fig. la ,  but for m =  3. The difference from pulsation records is very 
great here, as the initial im pulse is followed by about 20 m in of calm , then a nearly 10 m in long 

“super-beat” follows, then again calm  for m ore than 10 min

F3

50 100 150 200 250 300
Fig. 4b. Dynamic spectrum  o f the waveforms in Fig. 4a. Here the deviation from dynamic  
spectra of pulsations are very clear, too: the dispersive superbeat is very far from anything seen

in pulsations
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each other. The thickness of the shell is between one hundred and a few hundred 
km (as found e.g. by Kurchasov et al. 1987, Verő and Cz Miletits 1994) and this is 
thus the thickness of the shell which resonates with a certain period, and the period 
changes stepwise and not smoothly with latitude or L-value. All facts gathered 
hitherto are clearly in favour of the stepwise change.

This research has been supported by the Hungarian State Grants Nos 1171 and 
19568.
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T O  T H E  H IS T O R Y  O F  T H E  B IR T H  
O F  S O L A R -T E R R E S T R I A L  P H Y S IC S

W S c h r ö d e r 1

[Manuscript received March 25, 1996]

The early history of solar-terrestrial physics is supplemented by som e, m ostly  
German contributions.

K ey w o rd s: geomagnetism; history; solar-terrestrial physics; sunspots

I

Cliver (1994) recently discussed the different historical roots of solar-terrestrial 
physics. He dealt understandably mostly with the Anglo-American influence. It 
is nevertheless clear that the history of solar-terrestrial physics was strongly influ­
enced, even initiated by German scientists. Thus in the following this interesting 
field, representing a connection between astronomy and geophysics, is laborated in 
some details.

II

Hamel (1995) discussed recently the interesting controversy about the ideas on 
comets. Something similar is also valid for the auroras: they belong to the phe­
nomena of heavens which had been theologically interpreted and understood for 
several centuries (Schröder 1984). Their interpretation, their transfer in an exact 
representation with the means of exact sciences succeeded only in the 18th century 
after the great aurora of March 1716 had prolongedly impressed people in Germany.

The role played by Johann Wilhelm Ritter (1776-1810) is to be emphasized in 
the scientific investigation of this phenomenon. He dealt with fireballs and mag­
netic thunderstorms among others, as auroras were called in those times. Causes 
and connections had been understood always in a telluric framework. They had 
been considered as phenomena completely of the atmosphere and of geomagnetism, 
respectively, while the latter was considered as an innate property of the Earth. 
Similarly to F W J Schelling (1775-1854), Ritter meant by magnetism the cross- 
connections and cause of the mentioned phenomena (see e.g. Ritter 1803, Harden­
berg 1804, Treder 1984).

In the years 1803/04 Ritter published a paper in Gilberts Annalen with the 
characteristic title “On northern lights and their period, and on the connection of 
northern lights with magnetism, that of magnetism with fireballs, lightnings and 
electricity” . There is no reference to an extraterrestrial source; Ritter remarked, 
however, at another place which has to be counted to the ancestors of the later

1 Hechelstrasse 8, D -28777 Bremen Rönnebeck, Germany
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Auroral 1720/23 1739/42 1751 1760 176 9 /7 0  1779 1788 179 7 /9 8
m axim um

Solar 1718.2 1738.7 1750.3 1761.5 1769.5 1778.4 1788.1 1805.2
m axim um

solar-terrestrial physics: he wrote on “over-mature thunderstorms” and on “im­
mature auroras” in a letter to Karl von Hardenberg. This proves that a mere 
description of the phenomenon was transgressed: he asked about the causes even if 
the explanations were and had to remain of a speculative character (see in Ritter 
1966).

Ritter investigated the connection between magnetism and “galvanism” (i.e., 
electric currents) which was later quantitatively proven by Ritter’s friend and cor­
responding partner, H Oerstedt (1777-1841), then by A M Ampère (1775-1836) and 
by M Faraday (1797-1867) based on experiments carried out in the years 1820, 1821 
and 1831 respectively. (This led to the Maxwellian theory of electromagnetism).

Ritter succeeded nevertheless in reaching an important conclusion: in 1803 he 
called attention to the fact that auroras (“northern lights”) appeared in certain 
time intervals more frequently. Table I summarizes the time of maxima of auroras 
as given by Ritter and the solar maxima as they recently accepted.

At Ritter’s time, the solar cycle had not yet been discovered therefore he could 
not consider this connection. Using the years of the solar maxima which became 
known after Ritter’s time, a significant coincidence is obtained. Moreover it was 
evident for Ritter that auroras have a connection with magnetism; he supposed that 
changes in the occurrence of auroras are consequence of a general disturbance of 
the magnetic orderliness.

Ritter’s remarks characterize — in spite of being unsatisfactory — a progressive 
change of the ideas.

Alexander von Humboldt discussed in Volume 4 of his “Kosmos” the connection 
between magnetic storms and auroras which he had systematically studied since 
1803. Humboldt referred to observations at high latitudes (especially to observations 
made by Sabine, see later). For Humboldt, “magnetic thunderstorms” and auroras 
were two kinds of appearance of the same single phenomenon. He mentioned that E 
Halley (1650-1742) noted already in 1716 this connection owing to the big auroral 
event in March 1716. Besides the 1716 aurora led to a re-evaluation as an authority 
like Ch Wolff, the philosopher held an open lecture in Halle to soothe the anxious 
public. He tried to convince the audience that it was a natural phenomenon — this 
statement was at that time a completely new idea (Schröder 1984, 1995).

Humboldt returned to the connection between auroras and magnetic storms in 
the correspondence with C F Gauß and with H C Schumacher. He asked especially 
for references on great auroras and at observed geomagnetic storms. Humboldt 
stuck, however, to the notion of “magnetic thunderstorm” and did not suppose a 
connection Earth-Sun.
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The following development is closely connected with the study of the Sun and 
with geomagnetic observations: there is a complex connection between them where 
different scientists chose different paths of approach. Alexander von Humboldt and 
later Arago, too, published interesting surveys of these early times (Humboldt 1858, 
Arago 1865). Humboldt succeeded in an observation of the aurora on December 
20, 1806: The deviation from the known values in declination reached during this 
night 26'29”, thus the connection between geomagnetic variations and auroras was 
clearly established (Humboldt 1808, 1858, Biermann 1977, 1979).

Measurements of the geomagnetic field led geophysicists J von Lamont (1805- 
1879) and E Sabine (1788-1883) to a new conception. (Humboldt referred to this 
in “Kosmos” , see Lamont 1867). Both found a connection between geomagnetic 
variations and a possible variability of the Sun. Lamont called attention to a poss- 
sible period of 10 1/3 years in the magnetic declination data. Independently of 
Lamont, Sabine supposed a periodic change in the intensity of the magnetic field 
which should have some purely cosmic origin. He considered the source in the peri­
odic changes of the Sun. Both discoveries happened in a time when Schwabe from 
Dessau published his solar observations. He concluded that there is a period of 
about 10 years in the occurrence frequency of sunspots (Humboldt 1858, Lamont 
1867).

I ll

Lamont’s, Sabine’s and Schwabe’s results indicated a terrestrial-cosmic connec­
tion in geomagnetic phenomena. It became evident that geomagnetic variations 
originate from the Sun. Was this already the birthday of solar-terrestrial physics? 
This problem has to be discussed in more details to be able to give an exact response 
to this question. In spite of the fact that connections were found and described, 
nevertheless, empirical data were lacking. They were only presented by the Swiss 
astronomers Rudolf Wolf and Hermann Fritz (Fritz 1873, 1881, 1878, Wolf 1877).

The task was to show a causal connection between terrestrial and solar events. 
For this purpose, long series of data and special methods of processing were needed. 
The decisive step in this direction was made by Rudolf Wolf (1816-1893). He 
presented the necessary data as follows in Table II.

From these data he deduced an average sunspot period of 11.111 ± 0.038 years. 
Further he remarked that years of sunspot maximum coincide with years when 
“northern light phenomena .. .occur remarkably often” (Wolf 1877, pp. 659-670).

Wolf introduced as measure of sunspot occurrence the relative sunspot number 
г = k ( f  + 10y), where /  is the number of spots counted on a certain day, g is the 
number of sunspot groups, F is a factor depending on the person of the observer. 
Wolf traced sunspot cycles back far into the 18th century thus they became available 
till 1749. Since 1849, data have been produced without gaps.

Wolf tried continuously to improve his results and therefore he consequently 
continued his research. It is to be emphasized here that he published in 1857 a 
list of auroras (owing to his historical interest) containing 5500 data. This enabled 
further studies to understand better solar-terrestrial connections.
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T a b le  II . Years of sunspot m axim a and minima
after Wolf

M axim um  (year) M inim um  (year)

1626.0 ± 1 .0  (Scheiner)
1717.5 ±  1.0 (Rost) 
1816.3 ±  1.0 (Stark)
1829.5 ± 1 .0  (Schwabe)
1837.5 ±  0.5 (Schwabe)
1848.6 ±  0.5 (Schwabe)

1645.0 ±  1.0 (Hevelius)
1755.5 ±  0.5 (Zucconi)
1810.5 ±  1.0 (Fritsch) 
1823.2 ±  0.5 (Stark)
1833.6 ±  0.5 (Schwabe)
1845.0 ± 0 .5  (Schwabe)

Fortunately, Wolf’s work was continued by another scientist. This person was 
Hermann Fritz (1830-1893), a professor of machine construction and technical draw­
ing. He was a non-professional astronomer who interested himself with astronomy 
and geophysics in his spare time.

Hermann Fritz supplemented Wolf’s auroral catalogue with a lot of observations. 
The result was the today famous “List of observed auroras” , published in 1873 with 
support from the Austrian Academy of Sciences. This book created the empirical 
basis for future work in this field. Fritz started on the basis of this catalogue as 
well as with other solar and geomagnetic data to look exactly for possible causal 
connections between solar and terrestrial phenomena. He succeeded already in 
1862 to prove the correlation between the frequencies of occurrence of auroras and 
sunspots, moreover that auroral maxima and minima occur within the eleven-year 
period simultaneously with those of sunspots.

A further step forward succeeded Fritz in the direction of the geographical dis­
tribution of auroras. (Muncke called already attention to the fact (see Schröder 
1984, 1995) that auroras are more or less frequent at certain places and at dif­
ferent geographic latitudes, respectively). He coded the observations according to 
the sites of observation and deduced from this system a series of curves which he 
called isochasms (from the Greek x<*<7/h?i an extraordinary or awe-inspiring phe­
nomenon) and which connect places where auroras occur with the same frequency. 
Fritz’s curves from 1866 and 1874 give with considerable accuracy the occurrence 
frequency of auroras, and from it, he concluded to the existence of an auroral zone.

The Dutch Society of Science at Haarlem posed in 1876 a competitive question. 
Fritz took part at this competition and obtained in 1878 the “Golden Medal” . In the 
same year his book was published on “The connection between sunspots with the 
magnetic and meteorological phenomena of the Earth” . In the book he dealt with 
southern lights, too, i.e. with auroras of the southern hemisphere. The comparison 
of the northern and southern hemispheres resulted in remarkable similarities.

Fritz’s work on the auroras, as well as Wolf’s studies of the Sun are important 
cornerstones in the understanding of solar-terrestrial connections. All prerequisites 
became available at this time both from the geomagnetic and from solar side to 
enable a deeper understanding of the physical causes of this connection.
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T a b le  III. Developments in solar-terrestrial physics in the 18-19th centuries

J Lamont (1845/67) 
Б Sabine (1852)

C Wolff (1816)
J W Ritter (1803) 
A Humboldt (1807)

A Gautier (1869)

E Halley (1716)

H Schwabe (1843)

R Wolf (1857, 1877) H FYitz

A Angstrom (1867/68)
E Goldstein (1879) 
F Zöllner (1881)

W Foerster (1872) 
0  Jesse (1872)
W Boiler (1898)

(1862, 1873)
J Lovering (1867) 
J Loomis (1860)

C Vogel (1872) К Birkeland C Stornier (1904/12)
(1899/1912)

N o te : years indicated in the table refer to highlights of the activity in solar-terres tried physics 
and year of the publication of important works, respectively

IV

The next step was due to come from the Sun’s monitoring. Carrington ob­
served on September 1, 1859 a chromospheric disturbance. Later it was found on 
the records of the Kew observatory that at this time all the three elements of the 
geomagnetic field suddenly changed. Marchand noticed additionally that the max­
imum magnetic disturbance occurred when spots crossed the central meridian on 
the Sun. It became soon evident that some connection has to exist there. Else 
Wilhelm Foerster (1832-1921) dealt with the same problem, too. He noted in 1872 
that one had to look for the source of these disturbances in the solar environment. 
Especially interesting physical considerations were made at that time by Johann 
Karl Friedrich Zöllner (1834-1882). He supposed among others the source of geo­
magnetism in currents of the fluid outer core of the Earth which cause by friction 
electric currents (Zöllner 1881).

Zöllner’s study of the aurora on October 25, 1870 is also remarkable when he 
as first recorded the red auroral line. The source of the light in connection with 
auroras he supposed to be “glowing gas particles in our atmosphere” . Moreover 
Zöllner declared unambiguously that it must be a connection between processes 
on the Sun and certain events on the Earth. Zöllner emphasized very clearly this 
causal physical connection between Sun and Earth, a fact which had been since 
mostly disregarded (also by Oliver). The further development in the knowledge 
about the connection between Sun and Earth was due to the use of spectroscopic 
methods, to the results of the study of cathode- and channel-rays (Goldstein), to the 
experimental study of auroras (terella experiments) by Kristian Birkeland (1867— 
1917), further to the use of photography in the measurement of the height of auroras. 
At the beginning of the 20th century it became evident that auroras are phenomena 
of the high terrestrial atmosphere being influenced and controlled by solar activity.
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The “birthday” of solar-terrestrial physics was thus in the mid-19th century. It 
is by no means the result of the activity of a single scientist or even of a single 
group of scientists, it is more the result of a many-sided approach to the problem. 
Contributions from the geomagnetism were as necessary as those from solar physics; 
moreover, exact methods of statistical treatment and processing of a big amount of 
data were necessary, too. It was possible on the basis of a large number of single 
steps to reach a re-evaluation of the phenomenon aurora and from it, to a deeper 
interpretation of the connections Sun-Earth.
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A NOTE ON THE SUGGESTED VARIABILITY  
OF THE LENGTH OF THE SOLAR CYCLE D U R IN G  
RECENT CENTURIES AND SOME CONSEQUENCES

W S c h r ö d e r 1 and H-J T r e d e r 2 

[Manuscript received July 9, 1996]

It is shown that there exists neither physical explanation nor plausible m echa­
nism  which could initiate or support any variability in the length of the solar cycle. 
Furthermore, any suggestions concerning a relationship with terrestrial clim ate are 
questionable and without any supporting physical evidence.

K ey w o rd s: auroral cycle; length of the solar cycle; Maunder mimnimum

Recently Lassen and Friis-Christensen (1995) have published papers in which 
they suggested that variations in the length of the solar cycle have occurred in 
recent centuries. Furthermore they suggested that a possible relationship exists 
with terrestrial climate. From our present physical understanding these conclusions 
cannot be accepted.

Furthermore the authors have used a rather limited number of literature refer­
ences and have overlooked many critical papers published in recent years concerning 
solar variability and the so-called Maunder minimum. Because of these limitations 
the conclusions of the authors cannot be accepted in all details.

The existence of Maunder or Sporer minima is not well defined or documented if 
all available auroral data are considered. Thorough research on aurora and sunspots 
shows no unusual change for the 16th and 17th centuries, or for the period 1450- 
1550 and 1710-1750. If we use all available sources (including those in handwritten 
form in libraries and archives) we can show that there was no unusual pattern of 
occurrence of auroras during the period 1450-1750 sis observed from middle latitudes 
in central Europe. In fact, using all the available data, we found a regular pattern 
of occurrence of auroras during this time. Auroras are indicators of solar activity 
(or solar wind) and we see no unusual variability in occurrence of minima. Table I 
indicates the times of possible maxima and minima in solar activity (and auroras) 
for 1550-1715 as deduced from the auroral data.

A consideration of Table I shows little or no agreement with the suggestions 
published by Lassen and Friis-Christensen and in related literature. Another aspect 
is the length of the solar cycle. From the table it seems that the sunspot cycle may 
have varied in length but we need more data for the period 1450-1715 before a 
hypothesis can be substantiated (cf. Table I). If there was a change in solar activity 
or in its components, as suggested by Lassen and Friis-Christensen and others, we 
must find another explanation because auroras were not observed in every year of

1 H echelstrasse 8, D -28777 Bremen Rönne beck, Germany
2 R osa-Luxemburg-Strasse 17a, D -14482 Potsdam , Germany
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T a b le  I. Table of auroral and sunspots m axim a/m inim a

Max. Epoch Auroras Min. Epoch Auroras

1549 (1547’ ) 1548f
1560 (1 5 5 8 + ’ ) 1560
1571 (1571.4” ) 1571/1572
1582 (1582.5” ) 1581/1582
1593 (1593’ ) 1592/1593
1604 (1604.7” ) 1604
1615 (1615.8) ?
1626 (1626.9” ) 1626
1638 (1638.1” ) 1639
1649 (1649.2” ) 1648
1660 1661
1671 1671/1672
1682 1681/1682
1693 ?
1704 (1704.7” ) 1704/1705
1715 (1715.9” ) 1716

1554 (1554+) 1552/1553
1565 (1567+ ) 1566
1577 (1578*) 1577/1578
1588 (1587*) 1589?
1600 (1598*) 1600/1601 (??)
1610 (?) 1610/1611
1619 (?) 1619/1620
1634 (?) 1636?
1645 (?) 1644 (?)
1655 (?) 1654
1666 (?) 1666/1667
1677 (?) 1678/1679
1688 (?) 1688/1689
1699 (?) 1699/1700
1710 (?) 1710/1711
1721 (?) 1721/1722

’ see Schove (1979]; ”  W ittmann (1978a, 1978b)
Maxima given w ith p: 11.116 years by W ittm ann (1978a, 1978b) 
Aurora M axim a determined with 5 auroras and more.

each alleged minimum (maximum). Concerning the problem of auroras and solar 
activity we note also the papers by Vitinsky (1978), Jiang and Xu (1986), Leftus 
(1993) and Landsberg (1980).

Furthermore concerning the relationship between solar activity and climate 
change, a topic also discussed in literature, we should note that Landsberg (1980) 
in his classical paper on the so-called Maunder minimum (not referred by Lassen 
and Friis-Christensen) made it clear that there was no significant correlation.

A further point is that a real change of solar constant is theoretically a very 
powerful effect. Since the energy of solar radiation results from nuclear reactions 
in the centre of the Sun, the solar constant should show only small fluctuations. 
A variation of climate over a few decades must have terrestrial origin. A possible 
mechanism for a variation of the solar constant in correlation with solar activity is 
that with increasing solar activity a small part of the heat energy becomes converted 
into magnetic and kinetic energy of the solar atmosphere and this energy dissipates 
during decreasing solar activity. The mean value of the solar constant would remain 
unchanged and independent of the amplitudes of the 11-year solar cycles. The point 
is that such a hypothetical variation of the solar constant would show minimum 
values during rising solar activity and maximum values during decreasing activity.

The question of the variation in solar irradiance (and the evidence for it) remains 
speculative, and we should continue to monitor solar variations closely (cf. Schröder 
1988, Haubold and Beer 1991, Legrand et al. 1992). Following the paper by Lassen 
and Friis-Christensen and other publications we suggested that there should be a 
more critical discussion of the whole problem of the relationships between solar
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activity, the length of the solar cycle, the frequency of auroras, the possible cor­
relation with climate, and the existence or non-existence of the so-called Maunder 
or Sporer minima. Such critical appraisals should take into account the full body 
of auroral data from middle latitudes, not simply those which support one side of 
the argument, and journals should be prepared to publish critical reviews on the 
subject.

An accurate and detailed knowledge of the literature (cf. Schröder 1984) and 
of the various historical sources (published and unpublished) is clearly needed and 
hopefully the paper by Lassen and Friis-Christensen and others will stimulate fur­
ther interest in achieving these goals.
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In m em óriám
Prof. em . Dr. h. c. Dr. Istv á n  Hazay

(1901-1995)

Mourning in their hearts, members of the Hungarian Academy of Sciences, pro­
fessors and staff of the Technical University of Budapest, a wide circle of Hungarian 
geodesists, surveyors, and cartographe, his former students and colleagues accom­
panied Professor István Hazay, the oldest Hungarian geodesist, full member of the 
Hungarian Academy of Sciences, to his grave.

In the course of his nearly 95-year life, Professor Hazay was a dominant person­
ality of the history of 20th-century geodesy, surveying, and cartography in Hungary.

Safe and sound, he survived two world wars and the hard times following them, 
with his star constantly rising from being a junior staff engineer through being 
the head of the Hungarian National Survey and a university professor to the full 
membership of the Hungarian Academy of Sciences. (His detailed biography and 
the list of his publications were published on the occasion of his 80th and 90th
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birthdays by Acta Geod. Geoph. Mont. Hung., pp. 3-4, Vol. 16/1981 and pp. 
469-470, Vol. 26/1991, respectively.)

His excellent engineering and management skills, coupled with singular toler­
ance and humanity, elevated him to be a leader very soon. In all his management 
activities: as head of the National Survey, Professor and Head of Department, Dean 
of the Faculty of Civil Engineering, Rector of the University, as well as President of 
the Geodetic Commission of the Hungarian Academy of Sciences, he set a brilliant 
example of professional competence, humanity, and well-meaning helpfulness.

In his personality, the scientist of a wide intellectual horizon is extremely luckily 
amalgamated with the engineer of excellent practical common sense. He always 
directed his scientific research activity towards the solution of tasks raised by engi­
neering practice.

Besides, Professor Hazay’s pedagogical affinity must also be particularly em­
phasized. Generations of engineers enjoyed his excellent lectures, studied from his 
perfectly built university lecture notes, textbooks, and handbooks.

His outstading scientific activity is hallmarked by approximately 100 special 
papers, studies and 10 books and textbooks, a considerable proportion of which 
has been reprinted in several editions. His book titled “Adjusting Calculations in 
Surveying” , perfectly built up from the didactical point of view, has been published 
in English as well. One of his works of major importance is the “Handbook of 
Geodesy and Surveying” published in Hungarian in 3 volumes, with him being the 
editor and partly the author of it.

Among his prominent results, the most significant ones include the elaboration 
of the teaching materials of a number of special subjects in geodesist, surveyor, and 
cartograph training as well as writing their university lecture notes, textbooks and 
professional books; the solution of many problems of the projections of large-scale 
mapping; the recognition of the principle of mechanical and static analogue adjust­
ment and the elaboration of its procedure; the adjustment of weighted observations 
with different dimensions; the establishment of the so-called “method of dominant 
stations” for the adjustment of extent geodetic control networks, which was also 
applied in the modern re-establishment of the Hungarian national geodetic control 
net. It was this that brought him the greatest professional recognition of the state, 
the “Kossuth Prize” .

Our Lord blessed him with incredible health, physical strength, and the full 
possession of all his faculties. His retirement at the age of 70 rather meant only 
a formal alteration in his way of employment. Having freed himself from adminis­
trative tasks, he continued his scientific work as well as his university lectures. He 
rendered great help to all of us by critically reviewing our papers. He did not take 
leave from his students as long as the age of 90.

Professor Hazay’s career was accompanied by numerous social and government 
recognitions, the value of which is especially increased by the fact that he preserved 
his political independence throughout all his life. His oeuvre is hallmarked by the 
“Kossuth Prize” ; ministerial and government orders and decorations; the “Lázár- 
Deák” commemorative medallion and the “Antal Fasching” medal of geodesists; 
the commemorative medallion and the title “doctor honoris cause” of the Technical
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University of Budapest, as well as by the golden technical doctor’s and the diamond 
engineer’s degrees. In his personality, the engineer of excellent practical common 
sense was extremely luckily amalgamated with the accomplished teacher and the 
scientist of a wide intellectual horizon.

His life rendered the shining example of professional competence and humanity 
every time and at all places.

He reached the summit of his career in all the fields of his activity: as a practicing 
and later managing geodesist, as well as a professor and scientist. Yet, the deepest 
memory of him is left by his human greatness. He created a friendly atmosphere 
around himself in which his colleagues could get to know the loving husband and 
father worried about his family besides the scholarly professor; he always saw to it in 
due time that he should have proper professional and managing replacement, paving 
the way for his successors with tender fatherly care so that they could follow his 
footsteps; he rejoiced at all the successes of his students, colleagues, and successors. 
All his life was characterized by the unity of professional devotion and humanity.

The passing of Professor Hazay has meant the loss of an excellent Hungarian 
scholar of geodesy, surveying, and cartography; a school-creating professor of tech­
nical university training, more specifically, of geodesists and surveyors; a person 
immensely loving his family and his profession, serving an eternal example by his 
human properties worthy of respect and affection, a personality generally esteemed.

“Requiescat in pacem.”

P Bíró
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Book reviews

M P eltz, L D inu: Bibliográfia Geologicá }i Geofizicá a Republicii Socialiste Románia. 
Vols VII and VIII (1976-1980), Ministerul Geologiei Institutul de Geologie §i Geofizica, 
Bucure§ti, 1985, 1994 284 and 347 pages

These valuable volumes reporting on 1917 and 2008 papers respectively, consist of the 
following parts

-  Introduction (Rumanian, French and English)
-  List of abbreviations and titles of periodicals, publishing houses, scientific events 

and quoted institutions
-  The order of compiling the bibliographic citations

-  The bibliographic citations in alphabetical order of authors
-  The index of authors
-  The subject index

-  The geographic index achieved on the locations

-  The geographic index according to the geological-structural unites.
This collection is great help for all scientists who want to make researches in any topic 

connected to the Rumanian geology and geophysics. The authors deserve a substantial 
amount of credit for making this great work.

A Adam

W SCHRÖDER, M C o l a c in o  eds: Interdivisional Commission on History of the I  AG A and 
History Commission of the German Geophysical Society. Bremen-Roennebeck, Germany, 
1996, 292 pages

This book comprises selected papers presented at the IUGG General Assembly (Boulder, 
USA, July 1995) at the symposium of the interdivisional commission on history of the 
IAGA. The present volume is the 7th in the series of proceedings of the IUGG or IAGA 
meetings. The contents of the book include totally 15 contributions dealing with different 
topics from solar terrestrial physics to geomagnetic observations, from climate variations 
to volcanoes, from archaeoastronomy and its geophysical implications to the variability of 
solar activity. Most of the reviews contain detailed natural history observations and show 
the connections between topics of current interest and their historical background.

It opens with a paper entitled “The prime mover of volcanoes — History of a concept” 
by G P Gregori and W Dong. It focuses on the concept of prime mover of volcanism in the 
‘western science’ from the birth of sicence until the first few decades of our century. It is 
a comprehensive study of totally 64 pages (more than one fifth of the whole volume) with 
marvellous illustrations. The authors present also a very detailed table and comments 
(28 pages) containing a chronological scheme of ideas and models. It is called the heart 
of the paper. Similarly the very last part of this edited volume (written by G P Gregori 
and L G Gregori) is also a study of outstanding interest synthesizing the different aspects
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of archaeoastronomy (60 pages). Owing to the thorough work of the editors these two 
excellent studies give a very good frame for the whole volume.

Without mentioning all contributions and authors of the collection one by one, the 
following highlighted examples illustrate the wide range of topics covered by the book: 
e.g. E Piervitaly et al. present an analysis of the droughts as seen through religious events 
for a 3-centuries-long period, and also an analysis of the very cold summers and their causes 
in the 19th centruy. P A McNoe examined the auroral and magnetic effects of high altitude 
nuclear explosions. L Cafarella et al. summarize the results of the historical observations 
of the geomagnetic field in Italy and point the importance of these measurements. The 
paper of M A Miah and M A Samad entitled ‘History of the environment of Bangladesh’ 
introduces the data of population growth, the land use and land cover changes in the 
country and the effects of erosion and change of river courses. Regarding its content, 
the otherwise interesting and informative report, however, hardly fits in the row of the 
aforementioned contributions.

This publication will no doubt be of valuable assistance to anyone working in the field 
of Earth’s sciences or archaeology and will also be useful for future reference. According to 
G Gregori “an appreciation is definitely due to all contributors and to the entire scientific 
community who supported them”. The particular value of this book is that it presents a 
wide range of issues and shows the richness of history of the geophysical disciplines.

I  Wesztergom

A cta  Geod. Geoph. Hung. 31, 1996
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Preface

The fifth Winter Seminar Sopron on Geodynamics (WSS ’96) took place in 
Sopron from the 20th to the 24th February 1996. It was organized by the Geodetic 
and Geophysical Research Institute of the Hungarian Academy of Sciences under 
the auspices of the International Association of Geodesy, further of the European 
Geophysical Society and of the Central European Initiative’s Committee of Earth 
Sciences. The organizers acknowledge financial support from the Hungarian Na­
tional Committee for Technological Development. The Seminar attracted some 50 
participants from 12 countries. Fifteen lectures were presented, among them six 
were invited by the organizers for a deep and detailed discussion of the main topics 
of WSS ’96 entitled “Gravity in Time and Space”.

The first Winter Seminar in Sopron was organized in 1987 and it dealt with prob­
lems connected to the Earth’s rotation (lecturers were К Bretterbauer, I Abonyi, 
H Moritz, V Dehaut, H Jochmann, P Melchior, M I Yurkina). The second took 
place in 1989 and problems connected with deformations of the Earth were dis­
cussed by H Moritz, E Groten, E W Grafarend, К Arnold and I Abonyi. The 
1992 Seminar was concentrated on the question of the inner structure and dynam­
ics of the Earth (invited lecturers were S M Molodensky, C Denis, V N Zharkov, 
A Adám, G F Panza and further important papers were presented by M Stavinschi 
and S Frank). The 1994 Winter Seminar concentrated on techniques and methods 
used in geodynamical research. The invited lecturers included H Schuh, I Fejes, 
G "Kirchner, В Ambrosius, P Wilson, W Zürn, Gy Mentes, F Sanso.

The 1996 Winter Seminar was aimed to discuss important problems of gravime­
try (invited lecturers: E Grafarend, E Groten, J Hinderer, I Marson, G Papp, 
P Varga). About half of the presented papers were devoted to theoretical problems 
and the participants discussed the use of gravimetric data for the study of the dy­
namics of the Earth and its structure, temporal variations of the gravity field due to 
internal and external volume and surface forces and problems of isostasy. Another 
part of the contributions dealt with the determination of the gravimetric geoid, the 
use of different mathematical and physical tools (e.g. finite element method, FFT) 
to describe phenomena connected to the gravity field of our planet. Other lec­
tures presented considerations about the use of different techniques to measure the 
gravity field, including problems of the absolute gravimetric measurements, mea­
surements made with superconductive gravimeters, further problems of gravimetric 
measurements in laboratory.

We publish in the present volume a scientific contribution by Milan Bursa ( “The 
indirect tidal torque and precession — nutation dynamics”) together with the papers 
presented at the Winter Seminar. The topic of Bursa’s paper is near to the subject 
and spirit of our Winter Seminars and therefore we are happy to include it in this 
volume.

L Bányai, G Papp, P Varga

Akadémiai Kiadó, Budapest
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T H E  G R A V IT A T IO N A L  P O T E N T I A L  
O F  A  D E F O R M A B L E  M A S S IV E  B O D Y  G E N E R A T E D  

B Y  T I D A L  A N D  L O A D  P O T E N T I A L S

E G rafarend1, J Engels1, P Varga2

The gravitational potential of a deformable massive body is determined for the 
case of a deformation generating tidal potential as well as load potential especially for 
a symmetric non-rotating isotropic elastic model Earth (SNREI). In particular, the  
source term for the time-varying incremental gravitational potential is identified as 
the time-varying increm ental m ass density. Due to mass  conservation during defor­
m ation the incremental mass density is inferred from the divergency of the product 
of initial mass density and the vector-valued displacement held. The variation of the 
gravitational held caused by the displacement held under the Love-Shida functions 
{A, I, h', l', h” ,1”}  relates to the Love functions (fc, k', к”} which are connected by the 
integral relation, nam ely the Love-Shida functions are not independent.

This integral relation is tested numerically for the M olodensky (1953) Earth m odel 
w ith  respect to an initial PREM mass density model due to Dziewonski and Anderson 
(1981).

K ey w o rd s: Love-Shida hypothesis; Love-Shida numbers; Poisson equation; sym ­
m etric non-rotating elastic isotropic (SNREI) Earth

The decomposition of the space-time gravity potential PV(x, t), also called geode­
tic height, into a stationary part VP(x) of gravity potential and a time-variant part, 
the “deformation potential” ów(x,t) has been proposed by Grafarend (1990) in 
order to emphasize the transfer from gravitostaiics to gravitodynamics for a de­
formable massive body like the Earth. The “deformation potential” is also called 
the incremental gravity potential. The deformation potential 6w(x,t) fulfills the 
field equation of Poisson type

div grad 6w(x, f) = -4IIG£ß(x, t ) .

In this paper lower case variables describe the undeformed state. 
The continuity equation

6g(x, t) = -  div [g(x)d(x, t )]

is accepted if no loss of mass during the deformation is assumed. G denotes the 
gravitational constant; £>(x) and d(x,t) characterize the initial mass density and 
the displacement vector of the deformable Earth body, respectively. The special 
solutions of the incremental Poisson equation are represented by the Newtonian 
type formulas

6 w ( x *  ,t) = - G  J
div [g(x)d(x,Q]

X -  - X
d3x , ( 1 )

1 Department of Geodetic Science, Stuttgart University, Keplerstr. 11, D-7000 Stuttgart 1, 
Germany

2G eodetic and Geophysical Research Institute of the Hungarian Academy of Sciences, H-9401 
Sopron, РО В 5, Hungary, e-mail: varga®ggki.hu
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where lower case x denotes the undeformed state, x* is the field point on the 
Earth’s surface and x is the source point in the Earth’s interior; ||x* — x ||-1 could 
be expanded into orihonormal scalar spherical surface functions (defined in the 
Appendix) i.e. associated Legendre functions

1 - oo n л

— —  = - Y  у  - ... ( - )s* — x|| r* ^  2 n + l \ r * /
Ynm(y,<P)Ynm(\,<f>). (2)

n = 0  m=

The series (2) converges uniformly if r < г*. {Л, ф, r) are the spherical coordinates. 
In addition:

div [ß(x)d(x, <)] = ß(x) div (x, <) + (grad p(x)|d(x, <)) (3)

and the displacement vector field d(x,<) can be represented in orthonormal vector 
spherical surface functions (defined in the Appendix)

oo +n oo 4-n

d(x,f) = E  E  r"m(r,i)R™(A,^) + E  E  •"“ (M )S„m(A,^) +
n = 0 m  =  —n n = 0 m  =  — n

oo +n

+ E E  <nm(r, i)T„m(A, ф). (4)
n=0 m — — n

The series (4) converges uniformly for properly chosen decay functions rnm(r, <), 
snm(r,t) and tnm(r,t). rnm, snm constitute the spheroidal displacement, while tnm 
toroidal displacements. It can be derived by substituting (2)-(4) into (!)

m *v ) = - £ / £ ;  £  2^ т т ( ^ ) " 1уп1т>(л*’^ )Уп1т‘(л’^^ n.—fl m .--n. ^n J = 0  =

'2 
r

oo +n3 (
E  E

n 2 = 0 771-j — — П 2 V
,ЛзГП2 j___П2ГП2

dr
[n2(n2 +  1)]1/2 _n3r

’ е(х)УПзт 3(А, ф) +
dg+ ---------- Г ТГТ

„ n 3m 3

гсовф дХ [[n2(n2 + l )]1/ 2 cos ф дХ I n 3m 3 ( А, ф) +

4-
£ПзГП2

[пг(п2 +  1)]1/2 дф
т2

■хгТ„зтз(А, ф) +

1 дд
+ --7ГГ

д
г дф L [гг2(п2 + I)]1/2 дф

<Пзт 3 j  g
^п3т 2(А, ф)

[n2(n2 +  I)]1/ 2 cos ф дХ
Ï W A  ,ф) +

+ | ? írnJm3yfiama(A|^ ) ] |d3x _
(5)
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In Eq. (5) the first term follows from the first term of (3), while the other ones 
come from the second part of Eq. (3). On the other hand the displacement field 
of the tidal potential assuming a radial mass density distribution of a symmetric 
non-rotating elastic isotropic (SNREI) Earth could be represented according to the 
Love-Shida hypothesis as

d\ = l(r)(yr cos ф) 1 <9Kid/ЗА 
Фф = l(r)(yr)~l dVnd /  дф (6)
dr = A(p) 7 " 'Kid,

where / and h are the Shida and Love numbers, respectively, 7 is the mean gravity 
acceleration and Vtid denotes the tidal potential. The Fourier-transformed tidal 
potential in spherical surface functions is

OO +1

=  E  E  ( 7 )
n=0 m= — l

Therefore (6) gives

<*Anm =  l(r)Í7r COS Ф)~1УптдУпт(Х, ф)/д\
<1фпт =  1 ( г ) ( у г ) - ' У п т д У п т ( \ , ф ) / д ф  (8 )

dr.m = Н{гУг-1УптУпт{Ь,Ф)-

Note that in the expressions above the summation convention is applied over 
repeated indices. Hence only spheroidal, no toroidal components are generated by 
the Love-Shida hypothesis, namely

r"m(r) = M r  h ~ l Vnm
snm(r) = /n(r)[n(n + l)]1/27_1K.m (9)
tnm(r) = 0 .

If a SNREI model is used, the Love and Shida numbers are only regarded as 
radial functions, i.e. g = ß(r), / = /(r) and h = Л(г), while дд/дХ = дд/дф =  О, 
д!/дХ =  dl/дф — 0 and dh/dX = dh/дф = 0. We are left with a special form of 
Eq. (5), namely for an arbitrary surface point

heunm(̂'x. £) —

-  G | |м г ) (1 /г * ) [ 1 /( 2 п 1 +  l)](r/r*)nT nimi(A - ,f )y nimi(A,^)} •

• I  2 /(тг)А„(г) + (1/ 7) У  -  Ы п 2  + l) /(7»*)/n(r)] •

• К ,,т з У„атз(А ,ф)+ [(l/-Y)dg(r)/drhn(r))n3Vn ( A » ] U d 3x.
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The use of orthonormality relations of the surface spherical harmonies and with (9) 
the above formula give

b nm(x‘ ,<) = -4IIG 7 { t?
1

2n +  1У „*(А *Л

_  ~ ^ G Y nm{\*,ф')Упт J  J2M r)  , dhn(r)
yr*(2n + 1) 

n(n + 1 )/„(r)
+ h„(r) W ? ) ‘

+

r2d r . ( 10)

With some modifications Eq. (10) leads to the following expression 

Swnm(x*,t) = -4ПС/[7(2п + 1 ) ( г Т +1]УптУпт(У,Ф*) ■

/{û (r )
dhn (r)_n+2 

dr rn+* + 2hn{r)rn+1 -

-n (n +  l)/„(r)r"+1 

The partial integration of the last term on r.h.s of (11) gives

( И )

/  ^ M r)r"+2dr J  ^ ( r )  [ ^ " + 2  +  M r ) ( "  +  2 ) r " + 1
0

dr

because

7 0M ù i ^ M ^ i d r = о
J dr

for every e > o. This problem is discussed in detail by Grafarend et al. (1996). 
Therefore Eq. (1) can be given in simpler form:

к т ( х М )  = 4»G /[7(2n+l)(r')"+1]Vr„my„m(A*>̂ ) -
r*

J  e{r) [n(n+ l)/n(r)r"+1 + n/i„(r)r"+1] dr. (12)

This equation describes the relation between the potential variation due to defor­
mation (r.h.s.) and the change in gravity potential (l.h.s.) what can be given in

Acta Geod. Geoph. Hung. SI, 1996
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following form on the basis of Eq. (7)

6wnm( x \ t )  = kn(r')VtldHm = М г * ) И . т У п т ( А * , Л ,  (13)
where k(r) is the Love number to describe the potential variations due to the de­
formations. Equations (12) and (13) lead to a relation between the Love-Shida 
numbers

kn(r*) = 4ПСп/ [7(2n + l)(r*)"+1] •
r*

■ J -e{r)rn+1[{n+ 1 )/„(r) -f h„(r)]dr. (14)
о

To carry out numerical calculations — as it is usual in the case of calculation of 
the Love-Shida numbers — a relative system of the units was introduced in (14), 
where the unity of the distance is the radius of the Earth (r*) and of the gravity 
the mean gravity acceleration (7). For the density the unit is the mean density of 
the Earth (pmean = 5.517 g- cm-3). Evidently in this system G = 3/4П. This way 
Eq. (14) can be written as

M O  = 2„ 3+ ! J  £(r ) ' r"+1[(n + l Vn(r ) + K (r))dr .  (15)
0

In case of n = 2
r*

M r*) = l j  £(г) ' r3(3b(r) + h2(r)]dr . (16)
0

For the numerical calculation of the Love-Shida numbers for the case of the 
PREM (Dziewonski and Anderson 1981) was used with a system of sixth order 
differential equations given by Molodensky (1953). The setep of integration was 
10-3 (~ 6.4 km). The variation of the second order Love-Shida numbers together 
with their derivatives along the radius of the Earth are shown in Table I.

For the orders n = 2 — 10 the surface values are listed in Table II. Due to the 
fact that (14) was obtained without any consideration of the boundary conditions 
at the surface of the Earth, at the core-mantle boundary or at the centre of our 
planet it is valid for the other types of the spheroidal Love-Shida numbers, too. 
The numerical values of the load numbers for the orders n = 1 — 1000 are listed in 
Table II.

Results of the calculations with the use of (16) gives M r*) = 0.29296. In Eqs 12 
and 14-16 the first term of the r.h.s. is responsible for the horizontal (H0) and the 
second for the vertical (Ve) displacements. They input into the numerical value of 
M r*) is almost equal: 0.1471 and 0.1458 respectively. In case of the load numbers 
the ratio H0/Ve is significantly different from 1:

n  =  2 

n  =  10

= 0-594 

= 0.099

Acta Geod. Geoph. Hung. 31, 1996



288 E GRAFAREND et al.

T able  I. Tidal Love-Shida numbers of the order n =  2 and their deriva­
tives along the radius

t/ t- 1 d l /d r h d h /d r * +  l d k /d r

0.00 0.0000 -0 .0621 0.0000 -0 .0 3 6 0 0.0000 0.0521
0.05 0.0537 -0 .5 4 1 2 -0 .0 8 8 7 -0 .0 4 0 0 0.0033 0.0171
0.10 0.1942 -1 .7 0 0 3 -0 .2 5 3 3 0.2453 0.0066 0.0319
0.15 0.2833 -2 .0 0 1 1 -0 .4 8 3 7 1.0652 0.0125 0.0721
0.20 0.3707 -2 .1 0 5 1 -0 .6 3 1 5 7.2051 0.0219 0.8754
0.25 0.4137 -2 .7061 -0 .8 7 3 5 29.7740 0.0342 1.9061
0.30 0.3836 -3 .0 6 5 2 -1 .0 2 1 0 30.0072 0.0541 3.2399
0.35 0.2832 -1 .5 6 1 8 -0 .0 8 7 0 12.6395 0.1788 2.4262
0.40 0.2099 -0 .8 2 6 8 0.3195 5.8140 0.2796 2.1096
0.45 0.1746 -0 .4 3 6 1 0.4957 2.6784 0.3712 1.9993
0.50 0.1602 -0 .2 2 1 0 0.5767 1.2537 0.4609 1.9789
0.55 0.1483 0.0917 0.6115 0.8937 0.5486 1.9900
0.55 0.1483 -0 .0 9 3 4 0.6115 0.3040 0.5486 0.7745
0.60 0.1448 -0 .0 4 6 3 0.6215 0.1190 0.5984 1.0487
0.65 0.1431 -0 .0 2 7 3 0.6250 0.0319 0.6257 1.2772
0.70 0.1418 -0 .0311 0.6254 -0 .0 1 1 3 0.7216 1.4767
0.75 0.1396 -0 .0 5 4 4 0.6241 -0 .0 3 6 7 0.8001 1.6577
0.80 0.1358 -0 .0 9 5 9 0.6218 -0 .0 5 7 6 0.8872 1.8250
0.85 0.1293 -0 .1561 0.6138 -0 .0 8 1 0 0.9824 1.9822
0.90 0.1193 -0 .1 9 2 3 0.6134 -0 .1 2 2 8 1.0846 2.0073
0.95 0.1074 -0 .2 6 4 8 0.6061 -0 .1 7 1 1 1.1870 2.0631
1.00 0.0839 -0 .4 2 5 5 0.5959 -0 .2 3 3 8 1.2929 2.0174

T a b le  II. Love-Shida numbers 
at the surface of the Earth for 

n =  2 -  10

n h(r*) M r*) /(r*)

2 0.5959 0.2929 0.0839
3 0.2936 0.1007 0.0160
4 0.1817 0.0514 0.0113
5 0.1354 0.0344 0.0096
6 0.1131 0.0269 0.0080
7 0.1004 0.0228 0.0066
8 0.0921 0.0203 0.0056
9 0.0860 0.0183 0.0048

10 0.0813 0.0171 0.0041

For the study of mutual the dependence of the Love-Shida and of the load 
numbers on the inner structure of the Earth the numerical values of /i2(r*) and 
/2(r) or of h'n(r) and l'n(r)(n = 2,10) were reduced by 30 percent (what is a high 
disturbance) in a spherical layer of thickness 0.1 and this layer was moved from the 
centre to the surface with a step 0.1. Numerical results obtained for the case n — 2 
both in case of Love-Shida and of load numbers are almost independent from the
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T a b le  III. Load Love-Shida numbers at 
the surface of the Earth for n =  1 — 1000

n *V ) IV )

1 -0 .2966 0 0.1123
2 -0 .9841 -0 .2 9 6 9 0.0245
3 -1 .0 4 3 0 -0 .1 8 6 9 0.0715
4 -1 .0 4 5 8 -0 .1 2 4 5 0.0606
5 -1 .0774 -0 .0952 0.0481
6 -1 .1339 -0 .0 8 0 6 0.0405
7 -1 .2 0 1 0 -0 .0 7 1 9 0.0361
8 -1 .2710 -0 .0661 0.0333
9 -1 .3 4 0 9 -0 .0622 0.0314

10 -1 .4104 -0 .0 6 0 0 0.0301

100 -2 .9692 -0 .0 1 4 7 0.0078

1000 -5 .0055 -0 .0022 0.0008

T a b le  IV . Dependence of ^ (r * )  and its  components on the 
disturbances by 30 percent of /12 (r) and h ( r ) at different lev­
els. Undisturbed values: fofr*) =  0.29296, H o — 0.1471, 

Ve =  0.1458

Disturbed
layer M O

H o
Horizontal
component

ve
Vertical

component
H o /V c

0.0-0.1 0.29295 0.14714 0.14582 1.009
0.1-0 .2 0.29303 0.14703 0.14600 1.007
0.2-0 .3 0.29318 0.14616 0.14782 0.991
0.3-0 .4 0.29192 0.14537 0.14655 0.992
0.4-0 .5 0.28600 0.14336 0.14264 1.005
0.5-0 .6 0.28339 0.14236 0.14103 1.010
0 .6-0 .7 0.28110 0.14128 0.13982 1.011
0.7-0 .8 0.27621 0.13898 0.13723 1.013
0 .8-0 .9 0.27167 0.13718 0.13450 1.020
0 .9-1 .0 0.27219 0.13831 0.13388 1.033

disturbances (Tables IV and V) introduced, what means, from the adopted model 
of the Earth, too. The largest deviation from the undisturbed value is ~  7 percent. 
In case of n =  10 order load (Table VI) (^ío(r*)) the near surface disturbance is 
the biggest and its deviation from the undisturbed value is ~  23 percent.

Finally it is remarkable that there are different equations to describe relations 
between different classes of the spheroidal Love-Shida numbers (Molodensky 1977, 
Saito 1978, Varga 1983, Okubo and Saito 1983, Merriam 1985).

The relation obtained in this paper — as it was mentioned — describes relation 
of Love numbers of the same type and valid for SNREI models of the Earth, and
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T able  V . Dependence of Ц (г*) and its components on the 
distrubances by 30 percent of h'2 (r) and 1'2 (r) at different lev­
els. Undisturbed values: fcj (r*) =  0.29675, H 0 =  0.1106, 

Ve =  -0 .1 8 6 2

Disturbed
layer k '(r*)

H o
Horizontal
component

v c
Vertical

component
Н о /V e

O.O-O.l -0 .2 9 6 7 5 -0 .1 1 0 5 7 -0 .18618 0.593
0.1-0.2 -0 .2 9 6 5 1 -0 .1 1 0 1 6 -0 .18635 0.591
0.2-0.3 -0 .2 9 5 8 3 -0 .1 0 8 4 6 -0 .18737 0.579
0.3-0.4 -0 .2 9 3 8 6 -0 .1 0 6 9 6 -0 .18689 0.5723
0.4-0.5 -0 .2 8 8 9 8 -0 .1 0 5 9 4 -0 .18298 0.579
0.5-0.6 -0 .2 8 6 9 7 -0 .1 0 5 8 8 -0 .18110 0.585
0.6-0.7 -0 .2 8 4 6 7 -0 .1 0 5 3 2 -0 .17559 0.593
0.7-0.8 -0 .2 7 9 9 8 -0 .1 0 4 1 9 -0 .17559 0.593
0.8-0.9 -0 .2 7 6 6 1 -0 .1 0 5 1 5 -0 .17146 0.613
0.9-1.0 -0 .2 7 8 3 1 -0 .1 0 9 9 7 -0 .16840 0.6580

T ab le  V I . Dependence of fcj0(r*) anc  ̂ its components on the 
distrubances by 30 percent of h j0 (r) and Í (r) at different lev­
els. Undisturbed values: k |0 (r*) =  —0.06004, H a — —0.00543, 

Vc =  -0 .05461

Disturbed
layer MoO-*)

H o
Horizontal
component

Ve
Vertical

component
H o /V e

O.O-O.l -0 .0 6 0 0 4 -0 .0 0 5 4 3 -0 .05461 0.100
0.1-0.2 -0 .0 6 0 0 4 -0 .0 0 5 4 3 -0 .05461 0.100
0.2-0.3 -0 .0 6 0 0 4 -0 .0 0 5 4 3 -0 .05461 0.100
0.3-0.4 -0 .0 6 0 0 4 -0 .0 0 5 4 3 -0 .05461 0.100
0.4-0.5 -0 .0 6 0 0 3 -0 .0 0 5 3 9 -0 .05463 0.099
0.5-0.6 -0 .0 6 0 0 3 -0 .00531 -0 .05464 0.097
0.6-0.7 -0 .0 5 9 9 5 -0 .0 0 5 3 2 -0 .05463 0.097
0.7-0.8 -0 .0 5 9 5 0 -0 .0 0 5 1 4 -0 .05436 0.096
0.8-0.9 -0 .0 5 6 2 8 -0 .0 0 3 9 6 -0 .05232 0.075
0.9-1.0 -0 .0 4 6 5 0 -0 .0 0 5 8 6 -0 .04064 0.144

therefore it is a relative of the Eq. (6) given by Love in 1909. It, is the only 
relation — in contrary to the above mentioned ones — which does not follow from 
the sixth-order differential equation system of motion usually used to calculate the 
Love-Shida numbers.
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Appendix

Scalar and vector spherical functions 
1. Scalar spherical functions

У п т ( А ,  ф )  :  =

(2w + 1)* (  ( » -  Ы УЛ 1
\ ( n + \m \y .J Pnm{sin Ф)

cos тЛ Vm =  0,1, . . . ,  n — 1, n

sin |m|AVm =  —n, — n -f 1 , . . . ,  —2, —1

2 П  +  П / 2

( K i m i  l ^ n a m a  )  : =  ^  d \  J  d<t> COS ф У п ,  m j  ( А, Ф ')^П 2ГП 2  (А, ф )  =  ^ т г ц т ?

- П / 2

(orthonomality)
1 Vm =  0
1/21/2 V m / 0  '

2. Vector spherical functions

Rnm •— 6rVnm( Х,ф)
1____1 а

S n m  e X [„(„ + !)]* со.ф аЛУ—(А, ф ) + e* [n(n + 1)]i дф  ̂ nm(A) Ф )  

T n m  := СЛ [n(n!l)]i ^  Y"m(A’ Ф) -  e* [„(„ii)]i f t  .

(-ßnm — (*5nm — { ^" n m l^n 'm ')  — ^ rm S ^ n

II ? 3 1 Tn'm') — (•S'nrn|Tnm) —

rot Rum ~ A[n(n + l)]^T„m

rot Snm — - ± T nm

rot Tnm ~ \ S nm + i[n(n + l)]£ßnm

div Rnm — *Упт(\,ф)

div Snm == - i[n (n  + l)] iy nm(A,^)

div Tnm = 0
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H IG H  P R E C I S I O N  G E O ID  E V A L U A T IO N  
F O R  G E R M A N Y  —  G E O ID  A N D  Q U A S IG E O I D

E  G r o t e n 1

T he evaluation of high precision geoids is discussed in view of the 1995 quasi- 
geoid com puted for Germany (Belikov and Groten 1995). Error sources existing in  
computer-oriented m odem  techniques associated with digital terrain models etc. are 
outlined and over-optimistic accuracy estimates for single points are analyzed.

K ey w o rd s: digital terrain model; geoid; Germany; gravity field; quasigeoid

1. Introduction

In the recent past great M S Molodensky has died and there are only a few 
people, such as Yurkina, Ostach and others, are left of that group which founded 
the quasigeoid theory and its application. They also changed mostly their focus of 
interest. Petrovskaya is still working on that field.

There are also otherwise changes: We still wait for satellite gradiometry where 
global high-resolution gravity field components would be detected. Airborne gravi­
metry strongly gained impact with GPS being available for Eötvös correction eval­
uation and also positioning.

Moreover, the role of physical geodesy has changed: On the one side, in unifying 
Vertical Datums, we need absolute global geoids where the (Vo-term, i.e. the zero 
degree term in the spherical harmonics series of the geoid height, N, plays a dom­
inant role which depends primarily on GM = the geocentric gravity constant and 
the volume of the earth which is now much better evaluated from global satellite 
stations in a unified reference frame. GPS contributed substantially to that deter­
mination. Bursa (Bursa et al. 1995) proposed to replace the semimajor axis, oi, 
of the terrestrial ellipsoid by the ratio W° over GM where W° is the potential at 
the geoid; we call the ratio R q which is independent of permanent tide and also 
those quantities which are seldom fully understood by non-experts and lead to a 
lot of confusion of users of global geoids such as astrometrists etc. which usually 
cannot clearly separate zero-tide, mean-tide, tide-free from other geoids and from 
each other.

The other aspect is that engineers, cadaster and other surveyors now need to 
convert GPS-heights into orthometric heights so that very precise relative and/or 
local geoids are needed. GPS-height determination becomes competitive to leveling 
for distances such as 10 km or so, thus subcentimeter accuracy is desired.

Numerical possibilities and large data bases for digital height models have com­
pletely changed the earlier situation. New demands, new applications and conse­
quent computational aspects will be discussed below.

1 Technische Hochschule Darm stadt, Institut für Physikalische Geodäsie, Petersenstrasse 13, 
D -64287  Darm stadt, Germany, e-mail: grotenlSlipgs.ipg.verm.th-darmstadt.de
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2. A review of Molodensky’s concept

Moritz and, before him, Arnold had basically changed the original Moloden- 
sky quasigeoid theory into a geoid-oriented determination of the potential field. 
Molodensky’s normal height, h1, i.e. the deviation of the telluroid U(Q) =  W(P)  
from the ellipsoid where W( P)  is the geopotential at the earth’s surface, is a useful 
purely geometric quantity in that concept of approximating the earth’s surface but 
has no physical meaning as the orthometric height, h, as deviation of the earth’s 
surface from the geoid or N.N. The problem of a global Vertical Datum inherent 
in W°  = U° (see Appendix, where W° = geoidal potential, U° = normal potential 
at the ellipsoid) is now of greatest interest in ecological, environmental and global 
geodynamic studies. Note that over long intervals W°  can no longer be cosidered as 
a temporal constant. Molodensky attempted to approximate the physical meaning 
of the geoid by introducing the well-known quasigeoid without implementing in this 
way a level surface. With millimeter discussion now in connection with MSL (— 
mean sea level) studies the extent of approximation of the quasi-geoid to the geoid 
is no longer of interest. This is also true in view of the high accuracy of VLBI, 
SLR and GPS. Insofar, Moritz’s and Arnold’s geoidal concepts become new more 
important than before. We need physical not abstract geometrical quantities.

In the mid-seventies it was already discussed at Institut für Physikalische Geo­
däsie (IPG) that without detailed terrain models Molodensky’s Gj-corrections to 
Stokes’ formula cannot be implemented in practice. Moreover, in various studies it 
was clearly demonstrated that even in hill areas G,-type corrections in the linear 
approximation of Molodensky’s concept can hardly be evaluated. It would be needed 
in steep topography to have gravity measurements in the neighbourhood zone at 
distances of 20-50 m all over. This will never be possible in a world-wide scale. 
Also for satellite gradiometry it will not be feasible to apply such local corrections 
all over. Thus G,-type corrections arise not only in Alpine but also in hill areas if 
we want to locally guarantee high precision, too. Heck’s studies of non-linearities of 
Molodensky’s concept and the investigations of others are not yet entering practical 
evaluation of geoid or quasigeoid heights. Thus the comparisons of different geoids 
are only partial comparisons.

Under the influence of modern computational possibilities it became fashionable 
(BGI/IGES) to go back to Fourier techniques applied by Tsuboi, Jung, Grafarend 
and myself (Groten 1966) into geodesy and combine them with the FFT-technique 
introduced in 1963 into spectral analysis. By combining such techniques with spher­
ical harmonic analysis, which dates back to Vening-Meinesz and predecessors, we 
end up with the numerous new papers presently published by Canadian, Danish and 
other groups (Sneeuw and Bun 1966). As a computer-oriented version of a linear 
Molodensky concept it is certainly worthwhile to take these papers into account. 
More important is, however, the progress going on in DHM (digital height models) 
now available globally in 5 x 5 km and regionally in smaller blocks. We replace in 
this way the actual topography by stepwise topography of mean elevations. Never­
theless, if we take 40 x 40 m blocks, as available in Germany, we see a tremendous 
increase in computational work. We have found out in our new geoid 1995 for Ger­
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many that by using soon available 20 x 20 m blocks an almost incredible increase 
is faced in computational work which is no longer economic.

The use of DHM for gravity interpolation in areas such as the Odenwald was 
carefully tested by us in numerous studies (Euler et al. 1985, 1986). In principle, it is 
the only technique as a cross-correlation technique, taking into account also density 
variations in the underground, to implement economically Molodensky’s approach. 
Superior to FFT techniques, however, appears today, with modern computers at 
hand, the opposite way where spherical functions are applied locally, instead of, as 
in case of FFT, using flat techniques globally. Already a decade ago in geoid com­
putations in a cooperation between IPG and Freeden’s group (Freeden et al. 1995) 
the regional application of spherical function systems were used and successfully 
applied. Wavelets can also be used to superimpose local fields to global satellite 
derived gravity and other fields. Presently two-dimensional flat wavelets are ap­
plied by us to represent local fields. Freeden in a series of papers presented regional 
gravity fields using two-dimensional spherical wavelets. This techniques appears 
to be an optimal method in evaluating different superimposed fields, such as the 
Gi-corrections and terrestrial field components in combination with global spherical 
harmonics expansions of the gravity field deduced from satellite orbit analysis or 
from satellite altimetry.

3. Modern determination of geoid and quasigeoid

More than ten years ago, at a Symposium organized by Professor Chen at Beijing 
on precise determination of the gravity field we were asked to investigate refined 
corrections to geoid and deflection determination. At this meeting it was also shown 
(Groten 1984) that refinement by applying atmospheric corrections, using higher 
degree normal gravity fields etc. did not substantially increase the accuracy of 
present conventional geoid evaluation.

As local conventional height datums can nowadays only be connected with each 
other with accuracy not better than 0.2 or 0.3 m, which corresponds to 0.1 mGal, 
the combination of spherical harmonics determined from satellite orbit analysis 
with terrestrial can to a certain extent remove the impact of local vertical datum 
errors but not completely. This is only one aspect of a number of systematic errors 
inherent in presently available gravity fields. We may statistically remove various 
perturbing influences but the Darmstadt “fiaskó” (see below) illustrates that locally 
not all singularities may be removed even though it is not at all clear whether this 
is really an error in the gravimetric geoid or, as discussed below, in the GPS-data 
or in the transformation process in using relative geoid and terrestrial datum.

Another source of systematic and random distortion is caused by the transition 
from the irregularly distributed terrestrial gravity anomaly data (free air values) 
to a regular grid in the integration process for solving the integrals discussed in 
the appendix (this is related to Gi-corrections as well as to the Stokes or spherical 
harmonic integrals). Fort he IPG-geoid of Germany (Groten 1995a, 1995b) Belikov 
selected a technique described by Belikov and Groten (1995a, 1995b) which leads 
to a direct transition from irregularly distributed gravity to the integration. Even
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though also the other (G<-type corrections, ellipsoidal etc.) corrections were trans­
formed into computer-oriented formulas different from the original formulas it does 
not appear interesting to repeat here computational details.

The biases associated with datum problems were also treated in the original 
publication. Still the result of our geoid 1995 of Germany is a quasigeoid. This 
is justified as the official heights in Germany will be in the future normal heights, 
h', which should be transformed by our geoid into relative ellipsoidal heights as 
obtained by GPS observations.

4. The geoid as a reference surface

Quasigeoid and geoid coincide by definition on the ocean, at least in neglecting 
ocean topography. What we need today is a physical reference for environmental 
studies where temporal variations such as MSL (= mean sea level), geodynamic 
processes of the solid earth etc. are studied. Zeman and various other investi­
gators including myself studied temporal variations of the geoid and the gravity 
field, mainly based on Mathers’ concepts. What appears nowadays in the litera­
ture in terms of global temporal changes of the gravity field is mainly a mixture of 
atmospheric, oceanic and solid earth variations. So they have to be clearly distin­
guished. The vertical changes of the geoid height associated with vertical changes of 
the earth’s surface are obviously between 5 and 10 percent of the latter depending 
on the mechanism. When I investigated recently for Antarctica and the arctic area, 
Spitzbergen etc., such a deformation in connection with ice movement and melting, 
the importance of the geoidal reference and its variations became clear to me.

But also in areas such sis the Mediterranean Sea the extremely careful determi­
nation of the geoid sis a reference surface for altimétrie results, as those obtained 
from ERS-1, Topex-Poseidon ERS-2 etc., and the modeling of ocean circulation is 
straightforward. Presently, the lack in accuracy in absolute and relative geoids is 
a primary obstacle in a clear interpretation of altimétrie and tide gauge data in 
most part of the oceans; in Baltic, North and Mediterranean Sea still an optimal 
situation appears sis was shown in various studies carried out at IPG.

5. The Darmstadt “fiaskó”

Sir Harold Jeffreys preferred smooth and concluded “the smoother the better” . 
Least-squares collocation as an autoregressive method is tending, on the one hand, 
to smooth things out; on the other hand, with the usual heterogeneous distribution 
of boundary data we face instabilities in autoregressive techniques. The Odenwald, 
south of Darmstadt, where part of our test fields are located, is an old mountain 
chain with a lot of erosion and almost vertically penetrating layers of basalt and 
granite layers of strongly varying density. Even under such unfavorable conditions 
gravity interpolation using DHM data led to very good results in implementing 
Molodensky type G,-corrections, similarly to Pellinen’s concept.

Least-squares techniques, contrary to robust methods, somehow, more or less, 
absorbes large single deviations. In our local evaluation for Hessen for that area
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single discrepancies up to 10 cm were found in a geoid which is basically accurate to
1.5 cm; this is not astonishing under these circumstances; also stepwise homogeneous 
terrain modelling, unless smoothed, leads to significant errors.

The comparison of gravimetric geoid heights with those determined from a com­
bination of leveling by GPS and leveling measurements is not yet problem-free as 
single GPS-measurements can be strongly perturbed in height. The general com­
parison of GPS + leveling data with our geoid, contrarily to that single comparison, 
gave discrepancies always below ±5 cm which corresponds to a 3<r-limit of our geoid, 
a = standard deviation.

6. The deflections of the vertical

More than by the geoid itself are the variations of it reflected by its horizontal 
derivatives, i.e. by the deflections of the vertical. For three selected areas these 
quantities are shown in Figs 1 to 6 in the Appendix. These deflections were taken 
from the central part in Germany, i.e. Thüringen, where the accuracy is highest as 
the distance is there maximum from the boundaries of Germany where the quality 
of gravity anomalies and terrain data decreases. The second area of particular 
interest is Hessen where special tectonic areas demonstrate the relation with special 
features in the deflection fields. In the third area, Rheinland-Pfalz, the correlation of 
deflections with the lower Rhine valley, an active tectonic area, and similar features 
is of interest. However, there, along boundaries to Belgium, Luxembourg etc. the 
accuracy of gravity and, consequently, of deflections is lower.

The derivatives of deflections were interpreted by Bursa (1975) in terms of in­
dicators for seismic activities. However in view of the problems inherent in second 
derivatives of the geopotential along the earth’s surface such interpretations are not 
unproblematic, in general.

7. Conclusions

The progress in geoid evaluation depends on satellite gradiometry globally and 
on the improvement of airborne gravimetry locally. Moreover, the aspects have 
shifted to Vertical Datum and absolute geoid problems. Tremendous progress has 
been achieved but new methods such as spherical splines, spherical wavelet tech­
niques could substantially contribute to this problem, besides further improvement 
of DHM models. In areas like Germany now centimetric geoids are possible. How­
ever, the computational costs would be tremendous. It is confusing, mainly for 
oceanic geoid, that ,/2-terms in global models, such as the OSU 91A, are given in 
the “tide-free” system whereas in the real world we have the “mean” geoid whose 
flattening, however, is the same as in case of the “zero” geoid.
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F ig . 1. Deflections of the vertical ( ’ETA’ component) for Thüringen. Reference system : G RS 80,
contour interval: l.O arcsec
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Fig. 2. Deflections of the vertical (’ХГ component) for Thüringen. Reference system: GRS 80,
contour interval: l.O arcsec
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General Aspects

Appendix

T(P)  = W(P) -  U(P) 

where U = U (a ,J i,u ,G M )  and
N = T /  T

if W° = U° based on GM (actual) = GM (ellipsoid) 
vol. (Geoid) = vol. (ellipsoid)

Here: N  = geoid height, T  =  disturbing potential, W  = gravity potential, U = 
normal potential, W Q — const. = geopotential at the geoid, U° = normal po­
tential at ellipsoid, 7 = normal gravity, a = semimajor axis of earth’s ellipsoid,

Fig. 3. Deflections of the vertical (’ETA’ component) for Hessen. Reference system: GRS 80,
contour interval: 1.0 arcsec
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Ji = second degree zonal harmonic of geopotential, w = earth’s rotation spin, 
GM = geocentric gravitation constant. В VP =  boundary value problem, Ag 
= gravity anomaly, 6g = gravity disturbance.

Stokes: A Robin-type of free BVP with boundary values at the surface of geoid, S  
in terms of Ag(S).

Hotine: A Neumann-type fixed BVP with 6g(S) using GPS — or satellite and VLBI 
coordinates —» important for the future.

Absolute Geoid: As W ° Ф U° always in reality, an Nq arises in N  which is not 
contained in Stokes’ theory; it is of great interest now in view of absolute 
geoids. In the German geoid it is of the order of 30 cm.

Tidal components: As the direct luni-solar (and planetary) attraction would lead to 
a non-harmonic term in T  it is eliminated in tidal correction treatment of Ag 
and 6g when now the subsequent tidal deformation potential is preserved. This

7.5 8.0 8.5 9.0 9 .5  10.0 10.5

F ig . 4. Deflections of the vertical ( ’ХГ component) for Hessen. Reference system : G RS 80,
contour interval: l.O arcsec
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6.5 7.0 7.5 8.0 8.5

F ig. 5. Deflections of the vertical ( ’ETA’ component) for Rheinland-Pfalz. Reference system :
GRS 80, contour interval: 1.0 arcsec

6.5 7.0 7 .5  8.0 8.5

Fig. 6. Deflections of the vertical (’ХГ component) for Rheinland-Pfalz. Reference system: GRS
80, contour interval: 1.0 arcsec
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appears illogical and, consequently, still finds criticism and leads to confusion 
to non-experts who cannot clearly separate tide-free, zero-tide, mean-tide etc. 
geoids.

Geocentricity: The N\ in iV-expansion is well controlled due to the stability of the 
Stokesian problem; consequently, N\ = 0 can be implemented even though tem­
poral geocentric location variations of the order of a few centimeters (ocean-, 
atmospheric mass shift, inch tidal mass shift) cannot yet be completely mod­
elled.

Computational Aspects: Spherical harmonics for remote zones and integral approach 
for the neighbouring cap led to numerous approaches if improved convergence, 
based on Molodensky’s original formulae, is applied. All these techniques need 
no further discussion.

Molodensky’s concept: By converting the free into a fixed oblique BVP with re­
spect to the telluroid U(Q) — W(P) the integral equation is transformed into 
a Stokes type integral formula with G,-type corrections to the kernel. By 
adding ellipsoidal and numerous other corrections a linear approximation may 
be finally useful which is, however, difficult to be implemented in practice (lack 
of data).

Pellinen’s concept: Assuming constant crustal density the regression of free air grav­
ity with elevation led to more or less realistic implementations of Molodensky’s 
evaluation of geoid and deflections.

Belikov’s concept: Pseudo-harmonic high frequency approximation (up to 10 km or 
so wavelength).

Darmstadt-geoid: for Germany, 1995: geoid at 4’ intervals so that in the interior 
part resolution of 5 km appears possible. The relative accuracy of ±1.5 cm 
decreases along the boundaries as in neighbouring countries the accuracy of 
the gravity field (inch datum deviations) is different.

Modern alternative: Spherical wavelets in superimposing local to global field com­
ponents.
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G R A V I T Y  A N D  T H E  E A R T H ’S G L O B A L  S T R U C T U R E
A N D  D Y N A M I C S

J HlNDERER1

This paper is devoted to the study of the E arth’s changes in surface gravity in 
relation w ith global dynamics, either of deep origin or located in the atm osphere 
or oceans. A Love number formalism allows to easily express these changes w ith  
the help of generalised gravimetric factors. We investigate the wide spectral range 
which is observable with superconducting gravimeters, from the seismic frequency 
ban d  to periods larger than one year. We especially pay attention to the gravity  
detection  of core m odes in the liquid core and to the Slichter mode of translation  
o f the solid inner core. In the tidal bands, we show how accurate m easurem ents 
provide a useful information on various phenomena like mantle (an-)elasticity, ocean  
and atmospheric loading. In addition, we show that the observation of the Free Core 
N utation  resonance in diurnal tides indirectly suggests an increase in the ellipticity  of 
the core-mantle boundary with respect to its hydrostatic value. A similar resonance 
is theoretically predicted for the rotation of the inner core (FVee Inner Core N utation ) 
b u t we show that its detection will be much more difficult to achieve than the previous 
one. Finally, we also present results indicating the ability of the superconducting  
gravim eters to observe the gravity effect due to  the Earth’s polar motion because of 
their sm all long-term instrumental drift.

K ey w o rd s: calibration; resonance; superconducting gravimetry; tides

1. Introduction

In this study we are primarily concerned with gravity changes which can be 
observed at the Earth’s surface with relative gravimeters. Special emphasis will be 
given to superconducting gravimeters (SG) because of their large sensitivity and low 
instrumental long term drift which allows to explore a wide spectral range ranging 
from the seismic frequency band (periods less than 1 hour) to the Chandlerian band 
(periods above 1 year). Figure 1 from Crossley and Hinderer (1995) indicates the 
observable gravity spectrum from 1 sec to 435 days. The amplitudes are given here 
in a normalised form where a pure harmonic signal of unit amplitude leads to a delta 
function of unit amplitude at the frequency of the wave. The peak to the left is the 
noise generated by the oceans and is the dominant feature on the high frequency 
part of seismometers and gravimeters (see e.g. Peterson 1993). Below one hour 
(more precisely below 54 min which is the period of the fundamental 0 S 2  spheroidal 
mode) we have the elastic normal mode band of the Earth which are excited by 
major earthquakes. For periods larger than 1 hour, we enter the so-called subseis- 
mic band (see Smylie and Rochester 1981) where are located the gravity-inertial 
modes of the fluid core and the solid inner core; notice that, on the contrary to 
the classical normal modes, the restoring force is here predominantly provided by

1 Ecole et Observatoire de Physique du Globe,5, rue Descartes, 67084 Strasbourg, France, e-mail: 
j acquesOpallas.u-strasbg. fr
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gravity contrast (Archimedian) or rotation (Coriolis) rather than elasticity. A very 
important mode called the Slichter mode describing the translational motion of the 
solid inner core belongs to this part of the spectrum. Towards lower frequencies 
we reach then the tidal frequency bands from 6 hours (quarter-diurnal tides) to 1 
year (Sa) including the large diurnal and semi-diurnal tides. As we will see, there 
is a resonance effect in the diurnal part due to the presence of a free rotational 
mode of the fluid core which can be observed in gravimetry. At the right end of the 
spectrum, we have the Chandler period which corresponds to a free mode of the 
Earth’s rotation. It has a period of about 435 days and its signature in gravity has 
been revealed with good quality SG records. We also have to mention here that 
many other phenomena can be investigated with gravity observations: atmospheric 
contributions (meteorological continuum, planetary scale waves), oceanic contribu­
tions (especially at tidal frequencies but also free modes), rotational contributions 
(subdaily to Chandler period) and finally hydrogeological effects.

2. Surface gravity effects

We review now below how gravity observations can retrieve useful information on 
the Earth’s structure and dynamics; more details can be found elsewhere (Hinderer 
and Legros 1989, Hinderer et al. 1991a).

We briefly recall the basic equations used for expressing the elasto-gravitational 
static deformation of an Earth model with fluid parts. As usually, we suppose that 
the Earth is hydrostatically pre-stressed and spherically symmetric. In the solid 
parts, the inner core and the mantle, we have the Navier equation of motion, which 
is linearised to the first-order with respect to displacement, density and gravitational 
potential changes and where the relationship between stress and displacement is 
given by Hooke’s law of elasticity; in addition, we also have the Poisson equation 
relating the gravitational potential to the density and the mass conservation law. 
The linearised set of equations for a spheroidal mode of deformation can be written 
as a first-order linear differential system:

Vj(r) = Cij(r)yj i , j =  1....6 (1)

where c,y(r) are algebraic functions of radius r, the elastic shear modulus, com­
pressibility, and density of the Earth model. We have then a set of six equations 
for the six unknowns t/* (first introduced by Alterman et al. 1959) related to the 
displacement u, the traction T  and the mass redistribution potential ф,:

U = [г/1п(ОУп(0, A)J + rt/3n(r)VYn(0, A)]
П

T =  £  [y2n(r)Y „(M ); + ry4n(r)VYn(M )]
П

^ + ^  = £ t a " ( r )y"(M )] (2)
n

Убп(г) = dyẑ  -  4ttGp(r)yïn( r ) .
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In Eq. (2), p(r) and V(r) are the unperturbed density and gravitational potential, G 
the gravitational constant, г the radius vector, У„(0, A) a surface spherical harmonic 
function of degree n (colatitude 0; longitude Л):

У„(0,А) = ^ У „ т (0,А) = P™(cos0)[cosmA,sinmA] for 0 < m < n
m m

and P™(cos0) are the associated Legendre polynomials of degree n and order m. 
In Eqs (1) and (2), the radial coefficients have the following interpretations:

2/1 (r) radial displacement
2/г(г) normal stress
у з ( г )  transverse displacement
2/4 (r) transverse stress
2/5(7*) gravitational potential
2/б(т*) gravitational flux density.

The toroidal mode of deformation is of no interest here because it does not 
perturb the gravity in the case of a spherical Earth model.

In the fluid parts, the liquid outer core or a surface layer representing a global 
ocean or the atmosphere, we have similar equations, except that Hooke’s law reduces 
to a state equation relating the change in the fluid pressure to the elastic compress­
ibility and to the displacement in the initial pressure gradient (e.g. Crossley and 
Rochester 1980).

The fluid equations (without viscosity) are often further simplified in order to 
de-couple the pressure perturbation from the gravity perturbations. Two major ap­
proximations for the Earth’s liquid core are in general considered: the Boussinesq 
approximation where the fluid is taken as incompressible and the density and gravi­
tational disturbances are negligible, and the subseismic (below acoustic frequencies) 
approximation which takes into account the core compressibility, but modifies the 
equation of state. In the oceans and atmosphere, two classical simplifications are 
based on the hydrostatic or the geostrophic hypothesis (see e.g. Volland 1988).

The Love number approach provides a convenient and useful description of the 
response of the solid parts of the Earth to global dynamics (e.g. tides, rotation) or 
to dynamics which may, for reasons of simplicity, have to be calculated only in the 
fluid regions (e.g. core modes). With this in mind, we may express the solutions 
2/i in the solid parts with the help of Love numbers and ‘source’ terms, where the 
word ‘source’ implies the result of a dynamical calculation (e.g. oscillations in the 
fluid core) or a known forcing (e.g. tidal potential).

Taking into account the displacement in the initial gravitational field (terms in 
2/1), as well as the mass redistribution potential (terms in 2/5) in addition to any 
direct potential (if existing), it is easy to get the surface gravity change (Hinderer 
and Legros 1989):

- - Д  ffn(a) =  6nvn +  6'nv;  +  4 —  +  s f ën p p ( 3)
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with the help of generalized gravimetric factors:

6n

6'n

Sn

Й

1 + 2 _  !L±Iikn
П П

1 + - ^ - —n n

-Л» -  —n n
I h i  _ üJiAjfci„ nn „ Kn ’П П

(4)

We kept here only some major types of excitation sources like volume potential 
Vn, surface loading potential V„ , outer surface pressure P„ and core-mantle bound­
ary (CMB) pressure forces respectively. Each gravimetric factor of degree n is 
related to a specific source term of the same degree. If a dynamic process involves 
source terms of different degrees, then the surface gravity changes are obtained by 
summing up the different harmonic contributions.

3. Superconducting gravimeters

The superconducting gravimeters (SG) are devices using the principle of mag­
netic levitation of a superconducting sphere instead of the mechanical spring in 
the case of the classical gravimeters. The levitation force results from a current 
trapped in a superconducting coil. In the French instrument, the coils and sphere 
are in Niobium which becomes superconducting below 10 К (Kelvin); to reach such 
a low temperature, the sensor has to be operated in liquid helium (evaporation 
temperature 4.2 K). The first prototype was built in the seventies and the first 
results from a continuous recording period came out some years later (Warburton 
and Goodkind 1977, 1978). Later on, these instruments were sold by a company 
called GWR Instruments based in San Diego (California). The first instruments 
were installed in Europe in 1980, in Brussels (Belgium) and in Bad Homburg (Ger­
many). They were followed by the Chinese and French instruments. Up to now, 
there are about 18 superconducting gravimeters in operation worldwide which will 
participate to the project called GGP (Global Geodynamics Project) (see Crossley 
and Hinderer 1995 for a review). This project consists in a network of worldwide 
distributed SG which will start on July 1, 1997.

The mean gravity force is compensated by a mean magnetic force generated by 
two superconducting coils and, by definition, the perfect stability of the currents 
in the coils (there is no ohmic dissipation) induces the stability of the magnetic 
force. Therefore the long term instrumental drift is small and much smaller than 
for the classical spring meters where the unavoidable creep of the spring was a major 
obstacle to achieve long term stability. In addition, there is a capacitive detection 
system of position changes of the superconducting sphere and a magnetic feedback 
force to null any change. The output of the sensor is therefore a voltage which is 
directly proportional to changes in gravity.
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The SG is a relative gravimeter which needs to be calibrated i.e. one has to 
know the conversion factor between the relative gravity change expressed in mi- 
crogal (1 /iGal = 10-8 N • kg-1) and the feedback voltage (in volt). A precise 
calibration factor is needed for interpreting geophysically gravity changes; as an 
example, let us mention all the applications inferred from the tidal gravimetric am­
plitude factors (latitude dependence, ocean or atmospheric loading contributions, 
mantle anelasticity, heat flow correlation).

There are different methods based on the gravitational attraction of various bod­
ies (e.g. Varga et al. 1995), inertial accelerations with an oscillating platform (e.g. 
Richter 1995) or elevation in the Earth’s gravity field (calibration line). Another 
method relies on parallel registration with calibrated spring meters or with absolute 
gravimeters (AG) (e.g. Hinderer et al. 1991b, Bower et al. 1991). An example of 
such a comparative study in Strasbourg is given in Fig. 2 where the dots represent 
the absolute measurements with a JILAG-5 instrument roughly every 15 sec and the 
full line the (calibrated) gravity changes measured by the French superconducting 
gravimeter. The calibration uncertainty arising from an experiment over several 
tidal cycles is slightly better than 1 %. It also appears that the determination of 
the calibration factor is dependent on various parameters like the laser frequency 
of the AG and, more specifically, its short-term fluctuation. More recently, the 
conclusions from an AG/SG intercomparison study in Strasbourg using repeated 
measurements at different epochs has shown that the calibration value is stable in 
time and that its accuracy is able to reach a few ppm (Hinderer et al. 1995a).

4. Seismic band

The seismic frequency band (periods lower than 54 min which corresponds to 
the fundamental spheroidal eigenmode 0S2) *s usually studied with the help of 
broadband seismometers (BS) like the STS-1 or STS-2 (Wielandt and Streckeisen 
1982), or even with LaCoste-Romberg spring meters (Zürn et al. 1991), but recent 
studies (Richter et al. 1995, Freybourger et al. 1996) have shown the ability of 
superconducting gravimeters to retrieve with equivalent quality (same signal to 
noise ratio) the seismic eigenmodes at least up to frequencies around 0.1 Hz. In 
fact, it appears that differences in the seismic mode retrieval are essentially caused 
by site noise; on the other hand, there is a clear advantage of the SG with respect 
to the BS in retrieving low frequency signals, especially in the subseismic band 
(periods above 54 min). Figure 3 shows the power spectral densities (PSD) from 
a one month record (September 1994) of the Strasbourg SG and a BS located in 
a mine at Echery in the Vosges (70 km away from Strasbourg). It appears clearly 
that the PSD are of quite comparable level in the seismic band but that the SG 
has a lower noise level in the subseismic band; also indicated is the New Low Noise 
Model (NLNM) from Peterson (1993) obtained from averaging many seismometers 
in many stations worldwide distributed. The noise shown by the BS increases with 
decreasing frequencies much more than the SG does and this is probably caused 
by uncorrected thermal effects (in addition to long-term creep) on the seismometer 
spring (Freybourger et al. 1996).
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Power spectral densities (one month record)

F ig . 3. Noise comparison betw een a superconducting gravimeter (J9 SG) and the vertical com po­
n en t o f a broadband seism om eter (ECH ST S -l/Z ) in  the seism ic and subseismic frequency bands

(from FVeybourger et ed. 1996)

5. Subseismic band

On the contrary to seismic normal modes where elasticity provides the main 
restoring force, the core modes are gravity-inertial modes because of their depen­
dence on both inertial forces and gravity restoring forces (buoyancy related to the 
stability of the density stratification via the Brunt-Vaissala frequency). These os­
cillations have a theoretical spectrum which is still controversial and debated in the 
literature; for more details we refer the interested reader to several recent studies 
on the subject (Smylie et al. 1992, Crossley and Rochester 1992, Rochester and 
Peng 1973, Wu and Rochester 1994). One of the major problems in the Earth de­
formation at long periods is the incorporation of the Coriolis term in the equations 
of motion which acts to couple together modes of different spatial structure; some 
authors even have dismissed the validity of the use of a truncated chain of terms in 
a spherical harmonic expansion of the core motion. Rieutord (1991) found that the 
inclusion of viscosity makes the problem of core oscillations well posed and tractable 
even when using a spherical harmonic expansion approach. Moreover, the use of
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Frequency (cycle/hour)

Fig. 4. Typical coloured-type gravity spectrum from a 2 year record of a superconducting gravim e­
ter (Strasbourg SG) indicating a reduction of noise with increasing frequencies

static Love number in this problem is not trivial and we refer to Crossley et al. 
(1991, 1992) for more details.

Classically it is believed that earthquakes might be able to excite these modes 
as they do for seismic normal modes. Recent computations based on the standard 
dislocation source function (Crossley 1988, Crossley et al. 1991, Crossley 1993) 
have shown that the excitation is necessarily weak, essentially because of the high 
rigidity contrast existing between the mantle and the liquid core. In fact, even for 
the largest earthquake ever recorded (like the 1960 Chile event), most of the core 
modes would be excited to a surface gravity level of less than a nanoGal. Such 
a level is slightly below our current level of detectability, which is typically a few 
nanoGal in the period range of several hours as indicated by Fig. 4, even for the
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high quality SG records where careful corrections are made for tides, local pres­
sure fluctuations, instrumental drift and disturbances (Hinderer and Crossley 1993, 
Jensen et al. 1995). For longer periods, the situation is even worse because of larger 
noise contributions which lead to a / “2 (where /  is the frequency) power law spec­
trum as suggested by Jensen et al. (1995). The random “brown” residual gravity 
signal depicted by Fig. 4 can result from various causes of instrumental origin or 
due to environmental contributions (tectonics, hydrogeology, atmosphere). Among 
other possible source of excitation, tidal forcing or the motion of chemically driven 
disturbances within the core from the inner-core boundary (ICB) have also been 
suggested. It has been shown that seismic anelasticity (essentially imperfections 
in the fluid core bulk incompressibility) is more important in the damping process 
of the core modes than magnetic field dissipation in the core (Crossley and Smylie
1975) or viscous boundary layer effects. This leads then to a long persistence of 
excited core modes with typical decay times of about one year.

The first claim of detection of core modes was made by Melchior and Ducarme 
(1986) using the Brussels SG data, in which they found significant the detection of 
a 15 nanoGal signal at 13.9 hr following two large earthquakes. Subsequent studies 
by Melchior et al. (1988) or Aldridge and Lumb (1987) initially supported this 
claim and its possible connection to a gravity-inertial oscillation of the fluid core. 
Later on, most of the studies did not confirm the existence of this mode (Zürn et 
al. 1987, Mansinha et al. 1990, Florsch et al. 1991). It is now believed that the 
Brussels oscillation was due to regional combined ocean-atmosphere effects (Dehant 
et al. 1993b). There was an attempt to detect core modes from stacking IDA 
(International Digital Accelerometers) gravity data but nothing significant could be 
found (Cummins et al. 1991). The first stack using several SG records in Europe 
was initiated by Smylie et al. (1993) and has led to the claim of detection of the 
Slichter triplet (see next section) but no other core mode was revealed. The lack of 
persistent periodicities in the core-mode band was later confirmed by the analysis of 
a 2 year record of the French and Canadian SG data (Hinderer et al. 1994, 1995b, 
Jensen et al. 1995).

6. Slichter m ode

A special case of core oscillations of degree one is the triplet of translational 
modes of the Earth’s solid inner core and named in honour of Slichter (1961) who 
first pointed out the possibility that the inner core may oscillate within the fluid 
outer core. The triplet arises because of the splitting of the eigenmode caused 
by the effect of the Earth’s rotation and ellipticity (see e.g. Dahlen and Sailor 
1979). Earthquakes can in principle excite this mode (Crossley et al. 1991) but 
another potential candidate could be volcanic eruptions (which are less energetic 
than earthquakes but have a strong degree 1 contribution). It can be shown that 
the damping caused by the core anelasticity is weak as for the other degree core 
modes but an alternative mechanism involving the thermodynamics of the assumed 
phase transition at the ICB (Wu and Rochester 1994, Crossley et al. 1994) suggests 
that large heat dissipation could occur during the motion which would imply a very 
strong damping obviously inhibiting any detection in surface gravity.
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Even if the emergence of the peaks above the mean noise level is marginal, the 
major factor behind the claim of Smylie (1992) was the coincidence of the peaks 
with Smylie’s computed eigenperiods for the triplet (Smylie et al. 1994). In this last 
study it was also shown that no equivalent triplet in the pressure product spectrum 
was present therefore eliminating any contamination from the atmosphere.

On the observational side, numerous studies were devoted recently to re-examine 
the claim for detection of the Slichter triplet. These studies (e.g. Hinderer et al. 
1995b, Jensen et al. 1995) could never univocally confirm the existence of the 
triplet, whatever the method of analysis or the quality of the SG data sets.

The large (27 • 1020 Nm) and deep (670 km) Bolivian earthquake of June 9, 1994 
at first appeared to be an excellent event to excite the Slichter mode. Unfortunately, 
theoretical computations based on standard seismic models indicate a very weal 
surface gravity perturbation of 0.02 nanoGal which is by several orders of magnitude 
smaller than the typical noise level of SG in the core-mode band. The analysis of SG 
data after this earthquake from Strasbourg and BFO (Black Forest Observatory) in 
Germany led to spectra where persistent long period seismic modes could be seen 
but no evidence was found for the Slichter triplet or any core-constrained seismic 
modes (Jensen et al. 1994).

The difficulty of identifying a weak spectral peak above a high background noise 
level is of course well-known. A recent study (Florsch et al. 1995a) has shown 
that it is not surprising from a statistical point of view to find, in a typical gravity 
spectrum from a long SG record, many peaks above a meaningful level, such as 3 
standard deviations.

It is therefore worth in the future to assemble data sets from many SG stations 
in order to allow stacking for common signals. This will strongly reduce the possible 
misidentification of spectral peaks due to random noise or artefacts generated by 
the numerical methods of analysis. This is exactly one of the goals of the GGP 
which will start in 1997 for a 6 year common observing period.

7. Tidal bands

The lunisolar tidal gravity changes, as well as those caused by fluctuations in 
the Earth’s rotation, can be expressed with the help of an external volume potential 
and lead to the following gravity effect:

- - A g n(a) = 6 nVn (5)n

with the standard volume gravimetric coefficient:

c _  л , 2,  n + 1,on — 1 H hn kn .
n n

The unit coefficient represents the direct effect of the potential, the term in hn 
represents an elevation change through the unperturbed gravity field and the term 
in kn expresses the mass redistribution potential due to the elastic deformation.

Because the tidal potential of degree n is inversely proportional to dn+l, where 
d is the distance between the Moon or Sun and the Earth, the major contribution
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F ig . 5. Frequency dependence o f the tidal gravimetric amplitude factors after a  standard least 
squares adjustment of the French and Canadian SG data to tides and correction for instrum ental 

drift and local atmospheric pressure changes

to the total gravity is from the degree n = 2, but additional terms coming from 
degrees 3 and 4 are also significant at the level of precision of the best gravimeters. 
The gravimetric factor 6 „ is, in a spherical symmetrical model, independent of order
m. If the Earth model includes ellipticity and rotation, there is a coupling between 
terms of different degrees (Wahr 1981) and a slight latitude dependence appears 
then in the gravimetric factor.

Why is it important to measure accurately the tidal gravimetric factors? This is 
because they provide an answer on how the Earth deforms elastically or anelastically 
at some reference frequencies ranging from the subseismic band (quarter-diurnal 
tides) to long-period tides (1 year or even the 18.6 year Bradley term). Even if
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Fig. 6. Frequency dependence of the tidal gravimetric phase factors after a standard least squares 
ad justm ent of the French and Canadian SG data  to tides and correction for instrum ental drift and

local atmospheric pressure changes

the problem is obviously mixed with ocean tidal loading corrections, it remains 
a very useful source of information on the Earth’s rheology at intermediate time 
scales between rapid motions (seismology) and slow tectonic motions (post-glacial 
rebound). In addition to the elastic transfer function, the tidal gravimetric factors 
are also able to reveal large-scale processes like the flattening effect due to the 
Earth’s shape and axial rotation (Wang 1994) or even correlations with heat flow 
(Rydelek et al. 1991, Melchior 1995). Figure 5 and 6 show the distribution as a 
function of frequency of the tidal gravimetric amplitude factors and phase factors 
respectively from an analysis of the French SG.
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Fig. 7. Indentification of quarter-diumal tides of a few nanoG al amplitude in  superconduct­
ing  gravimeter data (from Florsch et al. 1995b) indicating the high sensitivity of the cryogenic

instrument

As we have reported earlier in this paper, the sensitivity needed to detect core 
modes in the case of a strong excitation (including the Slichter triplet) is the nano­
Gal. There are at least two proofs of the ability of the SG to reach such an accuracy. 
One was given by Merriam (1992) from the observation of gravity changes induced 
by small microbarometric pressure changes in the atmosphere. Another was given 
by Florsch et al. (1995b) who found the trace in the French and Canadian SG 
records of the quarter-diurnal tidal waves (degree and order 4) of some nanoGal 
amplitude, as illustrated by Fig. 7.

Moreover the accurate measurement of tidal gravimetric factors offers the pos­
sibility to detect resonances in the Earth’s response as will be shown in the next 
section.

8. Resonances in gravimetry

Apart contributions from the oceans and the atmosphere, the most important 
deviations in the amplitude of the gravimetric factors with respect to the elastic 
value of a standard Earth model are caused by resonance phenomena. Two major 
ones are related to rotational eigenmodes of an Earth’s model with a liquid core 
and a solid tilted inner core.
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8.1 Free Core Nutation

The best known resonance process in geodesy is the diurnal resonance caused 
by the existence of a free rotational mode of the coupled core-mantle system called 
FCN (Free Core Nutation).

The main effect is due to the action of the pressure field related to the differen­
tial rotation appearing between the tilted core (Poincaré flow) and the mantle on 
the elliptical shape of this boundary but additional topographic torque components 
might also exist for a more general bumpy interface (Hide 1969, Hinderer et al. 
1990). Moreover, if the liquid core is assumed to be viscous and electrically con­
ducting, visco-magnetic friction may also act at the boundary leading to a coupling 
which is partly dissipative (Sasao et al. 1980). This mode can be excited by diurnal 
lunisolar tides and leads to a resonance in surface gravity (Hinderer et al. 1991a). 
A single gravimetric factor, that we denote for brevity 6 \ , is sufficient to express 
the surface gravity change as a function of the CM В pressure distribution resulting 
from the outer core rotation. The diurnal tidal potential V-j is able to excite this 
rotation and the amplitude is found by solving the Euler equations for conserva­
tion of angular momentum. We have then for the total tidal gravity change (e.g. 
Neuberg et al. 1987):

Ag(cr,a) (6)

where <тос is the eigenfrequency of the FCN and A  a constant term having the 
dimension (time)-1 and depending on several geodynamical parameters. For tidal 
waves of frequency cr close to <roc, there is a resonant amplification in the tidal 
gravimetric factors, which has been clearly observed in precise gravity records since 
many years (e.g. Melchior 1983). Moreover, the high quality of tidal measurements 
now available in particular with SG allows to set constraints on the period and 
damping of the NDFW (Neuberg et al. 1987, Defraigne et al. 1994, 1995) and 
on the rotational pressure gravimetric factor 8 \ (Hinderer et al. 1991c). The FCN 
resonance in gravimetry for tidal waves close to the eigenfrequency is shown in Fig. 
8 for the French (J9) and Canadian (CSGI) SG from a 2 year common observing 
period (Hinderer et al. 1995c). Far away from the resonance, the resonant load is 
zero and we see that the resonance process enhances the waves tp 1 and ф\ while it 
reduces K\  and P\.

A summary of values for the FCN eigenperiod and quality factor retrieved from 
SG is given in Table I; we have also added the result from VLBI (Very Long Baseline 
Interferometry) as well as the theoretical values for an inelastic Earth model in the 
hydrostatic assumption.

The results show that there is a significant discrepancy between the observed 
eigenperiod and the theory. This has been attributed to a non-hydrostatic contri­
bution to the flattening of the CMB (Neuberg et al. 1990, Wahr and De Vries 1989) 
and the current opinion is that this excess flattening may be due to the dynamics 
of the overlying mantle is now favoured by several authors (Hager et al. 1985, Forte 
et al. 1994). It is worth noting that the CMB deformation which is generated
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F ig . 8. Free Core Nutation (FCN) resonance in tidal gravimetry as observed by the French and
Canadiern superconducting gravimeters

by mantle heterogeneities reconstructed using the history of subducting slabs leads 
indeed to an increase in ellipticity of the right order of magnitude (Greff and Legros 
1996). On the contrary, ellipticity values inferred from seismological studies (e.g. 
Morelli and Dziewonski 1987) do not. Let us also mention that deviations in the 
core flow from the uniform vorticity approximation (Poincaré flow) would change 
the pressure field at the CMB and therefore the pressure coupling contribution in 
the expression of the eigenfrequency. »

If mantle anelasticity is taken into account, A in Eq. (6) becomes a complex­
valued quantity (Wahr and Bergen 1986). Other contributions to the FCN eigenfre­
quency, from either the presence of an oceanic or atmospheric surface layer (Legros 
and Amalvict 1989) or from that of the solid inner core (Mathews et al. 1991a, 
1991b, De Vries and Wahr 1991, Legros et al. 1993), are found to be small.
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T a b le  I. FCN retrieval in superconducting gravimetry

Author Method T Q

Wahr and Bergen theory 473.8 78000
1986

Herring et al. VLBI 434.6 ±  0.6 22000-100000
1986

Neuberg et al. 
1987

stacked gravity 
В +  BH SG

431.0 ±  6.0 2800 ±  500

Sato et al. 
1994

stacked gravity 
JAP SG

436.7 ±15.0 3200-OO

Defraigne et al. 
1994

stacked gravity 
B +  BH +  J9 SG

425 ± 6 2400-8300

Florsch et al. J9 SG 430.7 ±1 .0 1700-2500
1994

Merriam CSGISG 430 ± 6 5500-10000
1994

Hinderer et al. 
1995c

stacked gravity 
J9 and CSGI SG

429 ±  8 7700-OO

B: Brussels SG; BH: Bad Homburg SG; JAP: 3 Japanese SG

As previously said, the FCN parameters are determined in gravimetry from the 
resonant amplification of tidal waves. Another possibility would be to observe the 
eigenmode directly and to infer its eigenperiod and damping. The detection in 
VLBI of the motion in space of the freely excited FCN has been claimed recently by 
Herring et al. (1991) with an amplitude of less than a milliarcsec (and eigenperiod 
close to 430 days). The gravity change induced by the rotational potential (Hin- 
derer and Legros 1989) associated with the corresponding wobble in a geographic 
frame would be of the order of 0.01 nanoGal. This level is clearly below the present 
detectability threshold from high-quality SG records, as discussed in the section de­
voted to the search for core modes. It is therefore unlikely that a direct gravimetric 
detection will be possible in the near future.

8.2 Free Inner Core Nutation

Besides the FCN, there is another free mode recently predicted by the theory, 
which is caused by the rotation of the solid inner core with respect to the outer core 
and mantle. This mode, called Free Inner Core Nutation (FICN), was computed 
independently by De Vries and Wahr (1991), Mathews et al. (1991a, 1991b) and
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Dehant et al. (1993a), assuming gravitational and inertial coupling torques between 
the inner core and the rest of the Earth, as well as contributions to the inertia 
tensors due to the elastogravitational deformation. These studies found more or 
less comparable numerical values for the nearly diurnal prograde eigenfrequency 
relative to this new rotational mode. Because this mode lies in the diurnal tidal 
band (in the vicinity of the prograde annual wave Si), it is interesting to investigate 
its resonant contribution in gravity.

Similarly to the FCN, the tidal gravimetric factor is modified to:

A g { a ,  a) (7)

where a'c is the FICN eigenfrequency, В  another constant term of dimension 
(time)-1 and Ц a single gravimetric factor relative to boundary conditions at the 
inner core-outer core interface.

The largest effect concerns the prograde annual wave Si and is found to be 
a few parts in 104 (De Vries and Wahr 1991). The uncertainty related to the 
atmospheric forcing at this frequency (e.g. Warburton and Goodkind 1978) makes 
any observation difficult to interpret in terms of inner core properties.

9. Earth’s rotation

The direct effect of the Earth’s rotation (either in wobble or in axial spin) derives 
from a centrifugal potential. For its spherical harmonic contribution restricted to 
the degree two (e.g. Hinderer et al. 1982), the resulting gravity change can be 
expressed with the help of a volume potential. The gravity change caused by a 
polar motion of components X(t)  and Y (t), in the conventional terrestrial frame, 
at a station of colatitude в and longitude Л, is:

Ag(e,X,t) =  62Íl2asin20[V(f) cos Л — Y(<)sinA] (8)

where Q is the Earth’s uniform axial rotation rate. This contribution is a maxi­
mum at mid-latitudes (в — 45°) and can reach about 3 pGal for a polar motion 
amplitude of | X  + iY \ ss 7 • 10-7 , as it is the case for the mean value of the 
Chandlerian component of 435 sidereal day period (Lambeck 1980). There is also 
an annual term in the polar motion which leads to a gravity fluctuation of similar 
amplitude. These long-period gravity changes of rotational origin have been indeed 
observed with superconducting gravimeters (Richter and Zürn 1988) because of 
the low instrumental drift of these instruments with respect to the previous spring 
gravimeters. Another example is given by Fig. 9 (from Richter el al. 1995) which 
shows the polar motion effect on gravity as observed by a SG at the Richmond sta­
tion in Florida, USA. One easily sees that the long term fluctuation is close to the 
theoretically predicted change; there is of course also a higher frequency content in 
the observed gravity that might be caused by environmental effects. In attempting 
to use the long-period rotational gravimetric factor 8 2  for studies on the mantle 
anelasticity and/or ocean loading, it is necessary to obtain longer gravity records,
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Fig. 9. Long-period gravity change induced by the Earth’s rotation and its observability by  
cryogenic gravimeter at Richmond, Florida, USA (from Richter et al. 1995)

in order to improve the separation between the annual components (having various 
origins) and the Chandlerian one.

In addition to these long-term wobble changes, there are also rapid motions with 
timescales between several weeks and several months (Eubanks et al. 1988) which 
would lead to gravity changes (with similar period) smaller than a /iGal and quite 
difficult to identify.

The axial rotation of the Earth leads to a centrifugal volume potential that 
can be separated into a purely radial part and into a degree n = 2 and order 
m  =  0 spherical harmonic part (e.g. Hinderer et al. 1982). It can be shown that 
the seasonal contributions, as well as the so-called 50 day period fluctuation (e.g. 
Langley et al. 1981), would produce gravity effects smaller than the ones caused by 
the polar motion but, in principle, detectable.

10. Oceanic and atmospheric loading

We have already mentionned the fact that ocean loading is responsible for 
anomalies in the (solid Earth) tidal gravimetric factors both in amplitude and phase. 
Inversely, precise tidal measurements can help in improving the knowledge of oceans 
tides (e.g. Francis and Melchior 1996). Moreover, it can be shown that SG tidal 
measurements are capable of sensing ocean tides to a few millimetres and also of 
exhibiting small non-linear tidal lines (Merriam 1995) in addition to the dynamic 
linear response of the oceans (see also Platzman et al. 1981). Notice that, in the
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case of ocean loading, the generally non-static character of the ocean tides (and the 
restriction to the oceanic domain) does not allow to use a single loading gravimetric 
factor to compute its gravity contribution inland.

In the context of atmospheric contributions to gravity, a loading factor <$(, ap­
plies to any atmospheric loading process of large spatial extension excluding however 
those processes which generate surface pressure fluctuations not directly related to 
the integrated vertical density profile (of dynamic origin for instance). Of special 
interest is also the problem of the ocean response to atmospheric pressure changes 
(see e.g. Dickman 1988) and how this interfere with loading effects seen in grav­
ity. This type of modelling has to be used to investigate the gravity effects due to 
the thermally driven solar tides in the atmosphere like S \ , S 2  and higher harmon­
ics (Haurwitz and Cowley 1973, Warburton and Goodkind 1978). This approach 
can also be used to study the direct effect of the large-scale atmospheric loading 
which is responsible, for instance, for the seasonal changes in the Earth rotation 
by exchanging angular momentum. It can be shown that, for the annual term, the 
direct gravity effect from atmospheric loading can be as large as the gravity change 
indirectly caused by the annual polar motion (Hinderer and Legros 1991).

11. Conclusion

We have shown that high quality observations of gravity changes with super­
conducting gravimeters are able to provide a better knowledge of the Earth’s global 
dynamics as well as its internal structure. In the high frequency band (seismic 
band), the SG have comparable performances to spring gravimeters or broadband 
seismometers to retrieve the elastic normal modes and the major source of noise 
contamination is more site-related rather than instrumental. However, for decreas­
ing frequencies (subseismic band), SG are superior to long-period seismometers to 
detect the gravity-inertial core modes (probably because of thermal perturbations 
on the leaf-spring used in the seismometers). Because of uncertainties in the theory 
of these modes (eigenfrequencies, excitation, damping), there is presently no clear 
identification of them in SG records. We have paid special attention to the Slichter 
triplet related to the translation of the solid inner core and We have shown that 
there is presently no confirmation of an initial claim for detection from a stack of 
European SG. The investigation of the tidal bands provides useful information on 
the (an-)elastic transfer function of the Earth with the help of tidal gravimetric 
amplitude and phase factors. We have also shown that quarter-diurnal tides could 
be identified in high quality SG records and this fact clearly proves the ability of the 
cryogenic instruments to retrieve extremely weak amplitude signals (at the nano- 
Gal level). We have then investigated resonance processes which perturb the tidal 
gravimetric factors like the one caused by the FCN (rotation of the liquid core) or 
the FICN (rotation of a tilted inner core). The first one is nicely observed and al­
lows to retrieve several parameters directly related to properties of the core-mantle 
boundary. An example is the need for a slight increase in the flattening of the CMB 
from accurate observations of the FCN eigenperiod.
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The second resonance (FICN) predicted by the theory is yet to be observed 
but this will require a lot of efforts because of perturbations of atmospheric origin 
on the tides in the vicinity of the eigenmode. In the long-period band which was 
totally hidden in standard gravity records before the use of the cryogenic instru­
ments (because of strong drift effects), there are signals due to the polar motion 
(annual and Chandlerian terms), as well as oceanic and atmospheric contributions. 
The observation of these signatures in gravity helps to understand the rheological 
behaviour of the Earth at long periods (polar gravimetric factor) together with the 
interactions of the external layers with the solid Earth (loading effects).

A major problem which always appears in the attempts to detect weak gravity 
signals is to separate them from random noise spectral peaks. To do better, a 
network of cryogenic instruments is needed in order to promote stacking methods 
which will enhance the signal to noise ratio in almost all the problems. This is 
goal of the Global Geodynamics Project (GGP) establishing a network of about 
18 SG stations located worldwide (Europe, Japan, United States, Canada, China, 
Antartica). The official start of the 6 year observing period of GGP will be July 1, 
1997.
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ABSOLUTE GRAVIMETRY IN THE STUDY  
OF SPACE AND TIME VARIATIONS 

OF THE GRAVITY FIELD
I M a r s o n 1

T he m odem  ballistic m ethods to determine the absolute value of the gravity ac­
celeration have a great variety of applications ranging from the classical problem of 
geodetic metrology, the determination of the gravity datum  and eventually of the 
gravity scale, to the study of tim e dependent gravity variations of long period due to  
geodynam ics or global phenomena. Such projects take advantage of the high accu­
racy (at the pGal level), high stability (virtually drift free) and high transportability 
of the absolute gravity m eters. The measurements are performed at given sites in  a 
given, generally rather short ( l  or 2 days), time. The choice o f the sites is guided by 
their geological stability (for geodetic metrology purposes) and by their geodynami- 
cal environment (in case of studies of geodynamic processes). All sites are however 
affected by a gravity variability at short periods m ostly due to changes of environ­
m ental parameters. To increase the reliability of absolute gravity measurements, 
efficient m ethods to separate the wanted signal from the environmental noise must 
be employed.

K ey w o rd s: absolute gravimetry; ballistic gravity meters; gravity noise; sea level 
change; time-dependent gravity

1. Introduction

In an experiment of absolute gravimetry one measures the acceleration due to the 
gravity force of the Earth by direct measurement of space and time of a free falling 
mass in a vacuum. The greatest part of the instruments are based on the free-fall 
method (the most common are JILAg and FG5); only few are based on the sym­
metrical rise-and-fall principle (the most known are IMGC and JAEGER-BIPM). 
The motion of the mass (a retroreflecting mirror) is detected by an interferometer. 
The time of occurrence of predetermined interference fringes is measured by a high 
precision time interval counter. The motion of the moving mass is subjected only 
to the gravity force, whereas the position of the reference mirror of the interferom­
eter is affected by microseismic noise and vibrations induced by the dropping or 
throwing mechanism. The value of g is determined after averaging over a certain 
number of independent measurements: typically 100 for the rise-and-fall instru­
ments and 1000-2000 for the free-fall ones. Generally, the mean square error, for 
both types of instruments, is of the order of 1 /iGal, the total error budget of the 
order of 3 /iGal. The acquisition rate is typically of 10-20 seconds for the free-fall 
instruments and 2-3 minutes for the rise-and-fall ones. A minimum set of 16 data 
can be acquired in 3 (free-fall) or 30 (rise-and-fall) minutes. The highest Nyquist 
frequency of absolute gravimetry is therefore of 5 • 10~3 or 5 • 10-4 Hz. Metrological
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standards of time (atomic clock) and space (wavelength of a He-Ne laser stabilised 
on an iodine absorption cell) are used. The measurement is therefore absolute (i.e. 
it does not depend from another measurement performed at a different site or in a 
different time) and virtually drift free. Since the measurement of g results from a 
direct measurement of time and space, theoretically it should be independent from 
the particular device used for the measurement. Absolute gravimetry is therefore a 
rather good method, if not the only one, to study time dependent gravity variations 
of long period (of the order of decades).

Absolute gravimetry is also the most efficient method to solve the basic problem 
of geodetic metrology, i.e. the definition of the gravity datum and of the gravity 
scale in a given geographical area. Modern absolute gravity meters are highly trans­
portable so that several absolute sites can be established in a rather short time (one 
site can be observed in less than one day). Unlike relative gravimetry, the accu­
racy is totally unrelated with the distance in space and gravity of the observation 
points and the looping procedure, so time-consuming in relative gravimetry, is to­
tally unnecessary. The definition of the gravity datum is today a rather important 
problem in the definition of a world-wide unified gravity system which could allow 
for the definition of a world-wide geoid, important for cartography, transportation, 
navigation and so on. The recent availability of large data bases of gravity data, 
not yet referred to a unified gravity system, has re-opened this classical problem of 
geodesy.

2. Time-dependent gravity variations

The study of crustal deformations plays a key role in the assessment of earth­
quake and volcanic hazards and in the determination of mean sea level changes. 
These three research topics have a self-evident social impact and require long terms 
projects, of the order of decades. Because the geodynamical processes which might 
originate the variations of the gravity field are slow and because the related signals 
are small so that it is necessary to allow that a certain time goes by so to build up 
a signal bigger than the significance threshold. This means that we should initiate 
the observations projects now and keep them running for decades so that the data 
might be available when they will be necessary. Very likely we are acquiring data 
which will be useful to the next generation or generations. It is therefore manda­
tory to set up our projects in the most accurate way as possible and to take all the 
precautions to avoid doubts or ambiguities.

A crustal deformation process implies a variation of the position (co-ordinates 
and height) and a variation of the gravity field. This last because the gravity field 
is directly affected by the variation of the position of the measuring point (mainly 
of the vertical component) and because the process which is causing the crustal 
deformation might also induce changes of density in the earth interior (for instance 
pre-seismic dilatancy), dislocation or transfer of internal masses (for instance in 
volcanic activity). It is rather clear, therefore, that the combination of gravity and 
position changes allows the computation of changes of the potential and can pro­
vide important information on the dynamics of the phenomena. Moreover, gravity
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changes can be used to validate observed height variations. It is therefore important 
to measure simultaneously the position and the value of the gravity acceleration of 
the selected site.

Absolute gravimetry measures g by counting wavelengths and measuring time 
intervals: metrological standards are used in both space and time measurements. 
Space geodetic techniques (VLBI, SLR and GPS) use lasers or microwave sources 
and time intervals to measure the “relative” position of the site. The metrologies 
of absolute gravimetry and space geodesy are therefore similar. The co-location of 
absolute gravimetry and space geodesy hence defines a sort of absolute metrology 
with which it is possible to determine an absolute reference system suitable for long 
term studies of crustal deformation phenomena.

So far, the focus of the attention has been on the peculiarity of absolute gravime­
try to define gravity datum and gravity scale and to study time-dependent gravity 
variations of long period. There is no doubt that the metrological characteristics 
of the measurements give to absolute gravimetry a leading role in such studies. Al­
ways, but particularly when dealing with long term gravity variations, we require 
high accuracy of the measuring device and high stability of the observation site. As 
the accuracy requirements increase, more problematic becomes the issue of the grav­
ity variability of the observation site. Several factors can affect this variability in 
the medium to short period components: microseismic noise, barometric pressure, 
water table, solid and fluid tides, loading effects, polar motion are the more impor­
tant. Some of them could be efficiently modelled or computed if the corresponding 
physical parameters are given (for instance once known the co-ordinates of the pole 
it is rather straightforward to compute the associate gravity effect). However in 
most cases the problem of removing the medium-short period components can be 
solved only by direct measurements.

In a long term project we are aiming at the detection of a signal of low amplitude 
(of the order of few /iGal per year) and long period (of the order of year or years) 
affected by a noise which can have a higher amplitude than the wanted signal and 
periods ranging from few seconds (microseismic noise) to several months (water 
table).

An appropriate measurement strategy can be helpful in the attempt to increase 
the signal to noise ratio. To this purpose, we recall that the sampling rate of the 
absolute gravity meters ranges from 2-3 minutes in case of symmetrical rise and fall 
to 10-20 seconds in the case of the free fall ones. If we acquire data at the highest 
sampling rate continuously for, let us say, two days, the components of shortest 
periods can be detected directly from the absolute measurements. So we could 
safely state that the noise components with periods ranging from few minutes to 
half a day can be detected and removed from the data just analysing the absolute 
data set. If we increase the observation time to weeks or months it is possible, at 
least from a theoretical point of view, to detect also components of longer periods. 
The typical measurement strategy is however of the first kind (sampling rate of 
10-20 seconds and observation period of one-two days) which limits the frequency 
range of the noise components which can be detected. In any case, it is obvious 
that the most critical components are those of longer periods.

Acta Gcoi. Gcoph. Hung.  S I ,  1996



3 3 2 1 MARSON

The most efficient method to deal with these noise components requires the use 
of a superconducting gravity meter. As known these instruments are able to detect 
changes in the gravity field with a precision better than 0.1 /jGal by measuring the 
variation of the intensity of the current flowing in a superconducting coil to keep the 
test mass in the reference position by means of magnetic levitation. The sampling 
rate of a superconducting gravity meter is higher than that of the fastest absolute 
gravimeter so that it has a clear advantage in the high frequency range. A super­
conducting gravity meter is a relative instrument which requires a calibration, and 
might be affected by a certain degree of drift. For these reasons a superconducting 
instrument is an excellent instrument to measure gravity changes with periods from 
seconds to year(s), but not for long term studies, at least for the very long term 
ones. Both calibration and drift characteristics could be assessed by frequent co- 
location of absolute and superconducting gravity meters. There is a mutual interest 
in the co-location of these two types of instruments: the absolute one can calibrate 
and assess the drift rate of the superconducting one, while this last can measure 
the noise components which are aliased by the inadequate sampling interval of the 
absolute gravity meter.

The ideal observation site for long term studies would be, therefore, equipped 
with a permanent GPS receiver, a superconducting gravity meter periodically (two 
to four times per year) controlled by an absolute gravity meter. The cost for in­
stalling and running such a permanent site is rather high and it is affordable only 
by few agencies or institutes in the world.

Because of their amplitude and period, rather critical are the gravity effects of 
water table and air pressure changes. The influence of water table changes on gravity 
measurements has been carefully studied by Delcourt-Honorez (1995 and related 
references). In these extensive studies, the hydrogeological perturbing effect on the 
local gravity at the Royal Observatory of Belgium in Brussels has been computed 
by measuring the water level variations at long, short term and due to Earth tidal 
variations. Several periods have been observed in three aquifers at different depths 
(—36 m, —62 m and —67 m) with different amplitudes ranging from 0.07 m to 0.18 
m. It is interesting to remark that these relatively small water table variations have 
been detected in the gravity records acquired with a superconducting gravity meter 
and properly modelled. The total hydrogeological effect is the result of the sum of 
the gravity effect induced by the water masses in motion and of the gravity effect 
induced by the land surface displacement. A maximum effect of 4 /jGal has been 
observed. Gravity effects up to 30 /^Gal induced by water table variations of about 
8 m, with seasonal periods, have been also observed (Giorgetti et al. 1987). Long 
term gravity variations studies need therefore the measurement and modelling of the 
water table effect. This obviously requires the availability of water wells, knowledge 
of the physical characteristics of the aquifers and geological structures and efficient 
mathematical models. If these data are not available, one might make use of the 
regional water table data, which should be generally available. A superconducting 
gravity meter, or at least an earth tide gravimeter, could be installed for at least 
one year at the base station and the acquired gravity data could be used to compute 
the gravity admittance of the regional water table data.
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The effect of the atmospheric pressure on gravity measurements has been deeply 
studied by Sun et al. (1993). Atmospheric pressure changes affect gravity through 
direct gravitational attraction of the air masses and through the induced elastic 
deformation of the Earth. The authors computed the gravity changes at the surface 
of a spherical, radially stratified elastic Earth, under the action of the atmospheric 
pressure by performing a numerical convolution between the mass loading Green 
functions and the local and regional barometric pressure data. Rather interesting 
is the geographical distribution of the barometric data which extends to more than 
1000 km around the station and over 6 layers until about 12 km above the earth’s 
surface. The conclusions reached by the authors show that the maximum peak to 
peak amplitude of the direct Newtonian attraction reaches 22.3 pGal at Brussels 
for an extension of the column load of more than 1000 km. The corresponding 
admittance is of —0.451 /iGal/mbar which is larger than the theoretical value of 
—0.419 /iGal/mbar. Another interesting result is that the atmospheric effects on 
gravity are affected by the lateral extension of the column load. In fact the admit­
tance of the total gravity effect varies from —0.395 /iGal/mbar for loads of 100 km of 
radius to —0.333 /iGal/mbar for loads of more than 1000 km. Regional barometric 
pressure data over 1000 km around the station are hardly available. Fortunately 
about 80 percent of the total effect can be computed using only the first 100 km, 
which could be an achievable target. Also in this case it could be worthwhile to 
install a recording gravity meter for at least one year and compute the gravity 
admittance of the regional barometric pressure data.

3. Overview on ongoing projects

The political events of these last years have opened large gravity data sets ac­
quired in several countries in Central-Eastern Europe which were considered as 
strictly confidential. This has brought up the problem of establishing a unified 
gravity system. More than twenty years ago a world-wide gravity reference network 
(IGSN71) wets established. It wets the result of a common adjustment of more than 
20000 relative gravity observations and less than 10 absolute gravity ones. Today 
we are approaching this problem entirely with absolute gravimetry through a joint 
effort of several agencies operating absolute gravity meters and hosting countries. 
In a rather short time, all the European countries will have a unified gravity refer­
ence system. Also national fundamental gravity networks are being mostly, if not 
entirely, based on absolute sites (Austria, Germany, Italy). A third and good ex­
ample of the use of absolute gravimetry for the establishment of the gravity datum 
concerns with the need to define it in the Antarctic continent in the framework of 
the several geodetic and geophysical projects which are being performed in that 
continent. This is clearly a case of a remote area where the difficulties and uncer­
tainties associated with relative gravimetry put serious doubts on the usefulness of 
relative gravimetry for this purpose. It should be also kept in mind that several 
summer bases can be reached only by ship after something like 15 days of naviga­
tion. On the contrary, absolute gravimetry offers an easy and very accurate mean 
to solve this problem.

A d a  Geod. Geoph. Hung. S I ,  1996



3 3 4 I M A RSO N

Among the long term projects involving gravity variations with the time, I would 
like to draw the attention on the assessment of the mean sea level and the study 
of the sea level variations (Zerbini et al. 1995). Sea level has a particular interest 
in geophysics because the ocean itself is one of the major components of the earth 
system and because sea level is the boundary between the ocean and the atmosphere. 
The increased attention and evidences for anthropogenic changes induced in the 
Earth system has focused one particular aspect of sea level: a rise in global sea level 
is considered as one of the more severe consequences of the predicted global warming. 
Hence sea level could be an important indicator of global warming, especially if an 
acceleration of the sea level rise can be detected. Changes in global sea level due 
to volumetric changes in the ocean water are thought to constitute the climate 
signal in the sea level, which is due to two factors: a) melting of land based ice 
adds water in the ocean; and b) warming of the ocean increases the volume of 
the water. The extraction of the climate signal is a rather delicate task. One 
reason is the complicated mass budget of the ocean, which is not only affected by 
the mass changes in the cryosphere but also by a number of other factors such as 
groundwater exploitation, deforestation, reservoir construction, irrigation and so 
on. Other major difficulties arise from the problem of determining the global sea 
level rise from local observations. Currently satellite altimetry data are still not 
sufficient to determine the present global sea level rise. But even if they were, the 
historical data will remain of importance for the detection of any acceleration in 
the sea level rise as well as the study of local effects and impacts. Most of the 
available sea level data come from coastal tide gauges. Tide gauges measure local 
sea level relative to a benchmark on land. Thus, vertical crustal movement is one 
of the factors affecting the local relative sea level signal. Based on both geological 
evidence of past sea level changes and estimates of the mass added to the ocean as 
a consequence of the present warming, non-tectonic trends in relative sea level are 
expected to be of the order of 1 mm/year. On the other hand, interannual coastal 
sea level variations may reach up to 100 mm over a decade. These variations can 
seriously bias trends estimated from short records. Warrick and Oerlemans (1990) 
state that accurate trends can be computed only given 15-20 years of data, while 
Pirazzoli (1986) sets a lower limit at 50 years. Clearly the required record length 
depends both on the local magnitude of the decadal sea level variability and the 
tolerable uncertainty in the trend estimate. For the Mediterranean, Baker et al. 
(1995) showed that in order to have errors less than 0.5 mm/year, records spanning 
at least 40 years are required. This discussion addresses correctly the issue of the 
need of long term projects.

From an oceanographic point of view, vertical crustal movement is a perturba­
tion in the sea level measurements. Tectonic movements, sedimentation, ground- 
water or oil extraction, all may result in vertical crustal movements of regional or 
even local scale. Post-glacial rebound contributes to regional scale vertical move­
ments. Furthermore, changes in the surface mass distribution in both hydrosphere 
and cryosphere induce a viscoelastic deformation of the Earth affecting the global 
geoid and consequently the sea level. In many locations the crustal component is 
of the same order or even in excess of the long term sea level variations. Generally,
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vertical crustal movements with associated changes of the geoid are considered as 
a major factor masking the sea level changes due to changes in the volume of the 
ocean water. Nowadays, space geodesy provides the means to monitor, in a global 
reference system, horizontal as well as vertical velocities of stations on the Earth’s 
surface to a high degree of accuracy. SLR, VLBI and GPS measurements are being 
used for tide gauge benchmark fixing thus unifying the tide gauge network. Fixing 
the tide gauge benchmarks at subcentimeter accuracy is necessary in order to be 
able to separate sea level variations from vertical crustal movements and potential 
changes which may originate from different phenomena.

Independently from space geodetic techniques, an alternative approach to moni­
toring site vertical velocities is provided by the measurements of absolute gravity at 
tide gauge benchmark. This because absolute gravity constitute a separate check on 
the vertical crustal velocities and contributes to assess models of crustal deformation 
at inland sites.

In the SELF project (supported by the European Union) selected tide gauges 
in the Mediterranean Sea, in Spain, Marocco, France, Italy and Greece, have 
been referred to a permanent shore mark. Simultaneously GPS observations were 
performed to tie the permanent shore mark to selected fiducial stations of the 
global reference system. This last is the one provided by the SLR/GPS solution 
SSC(DUT)94C01R derived by Noomen et al. (1995). Simultaneously with GPS 
observations, two dual-frequency ground based transportable Water Vapour Ra­
diometers have been also used at selected sites to improve the estimation of the 
tropospheric path delay due to water vapour content in the atmosphere. Absolute 
gravity has also been measured both at tide gauge and at the reference sites. As 
a matter of fact, at present, by means of SLR, VLBI and GPS techniques a single 
unified terrestrial reference frame is attainable that, with the independent check 
provided by absolute gravimetry, permits vertical surface elevation changes of the 
order of 1-2 cm to be detected. Space geodetic techniques and absolute gravity ap­
plied simultaneously in the above mentioned “absolute metrology” provide a global 
vertical datum accurate to 1 cm.

The Mediterranean lies across a major plate tectonic boundary. Most of its 
length is occupied by a major belt of Alpine folding, locally interrupted by coastal 
plains or deltas in which accumulations of alluvium and compaction is likely. Many 
parts of the coast are subjected to seismic and volcanic activities; subduction zones 
are presently associated with the Hellenic and the Calabrian Arcs. In this frame­
work it is clear that absolute gravity can add valuable information to the studies of 
geodynamics of the Mediterranean area. Twenty-six absolute sites have been estab­
lished in the SELF project. About half of them will be re-observed after three-four 
years, in the framework of a second project funded by the Commission of the Eu­
ropean Union (SELF II) to assess the actual accuracy of the observations and to 
estimate the gravity variability of the observation sites. The gravity variability, as 
well as the gravity admittance of environmental parameters, such as barometric air 
pressure and water table changes, will be studied in a dedicated experiment which 
is being performed at the VLBI site of Medicina (Italy). In this experiment, a su­
perconducting gravimeter will record the variations of the gravity field for at least

Acta Gcod. Geogh. Hung. S I ,  1996



336 I MARSON

one year. Three absolute gravity meters (2 free-fall (FG5) and one rise-and-fall 
(IMGC)) will be periodically co-located with the superconducting gravity meter to 
assess its drift rate and calibration factor. The co-location will also serve as inter­
comparison of absolute gravity meters. Local and regional scale air pressure and 
water table data will be acquired as well. The aim of the experiment is to delineate 
a measurement and data analysis strategy able to efficiently solve the problem of 
the detection and modellization of the environmental noise in the gravity signal.

In a discussion about long term gravity projects, a particular mention must be 
made to the Global Geodynamics Project (GGP) which is aimed at the monitoring 
of changes in the Earth’s gravity field at periods from seconds to years. The mea­
surements will be taken over a time span of 6 years at a small number of permanent 
observations sites where there is superconducting gravimeter currently installed. 
The 6-years period has been chosen as a minimum length of data required to sep­
arate annual and 14 month Chandler wobble components in the gravity record. 
Absolute gravimeters will be co-located with the superconducting gravity meters 
at least twice a year (four times is recommended). Precise global measurements of 
the Earth’s gravity field are essential to answer a number of important questions 
in geophysics like the existence and detectability of internal gravity waves in the 
Earth’s liquid core, the gravity effect of the global atmospheric loading and mass 
re-distribution on the solid Earth, the changes in gravity associated with slow and 
silent earthquakes, tectonic motions, sea level changes and post-glacial rebound.

4. Conclusions

The study of several phenomena involving the Earth’s physics require long term 
observations, which, in certain cases, must be carried out for decades. If the phys­
ical process involves crustal deformation, changes of the densities of the Earth’s 
interior, transfer of mass within the Earth or from atmosphere to oceans or vice- 
versa, absolute gravimetry ható a certain particular role. This because it is the only 
geodetic method able to measure the value of the observed field instead of a space or 
time variation of the same field. Modern absolute gravimeters are highly accurate 
and transportable, which makes the method reliable and affordable. However the 
gravity variability of the measurement site can strongly bias an absolute measure­
ment or the trend deduced from a series of absolute measurements. To monitor 
and study this variability a superconducting gravimeter frequently controlled by an 
absolute gravity meter constitutes the most efficient tool, even if it is rather expen­
sive. The co-location of different measuring techniques is in fact guiding the most 
updated projects dealing with crustal deformations and sea level variations studies. 
In these cases the co-location includes space geodetic techniques (SLR, VLBI and 
GPS), absolute gravimetry and, in selected sites, superconducting gravity meters. 
This co-location assures the possibility to observe changes in the potential, poses 
mutual constraints on the measured vertical velocities of the earth’s surface, and 
completes the kinematics picture, deduced from space geodesy, with a component 
of the dynamics, deduced from the changes of the gravity field. Several studies on 
the assessment of natural hazards (seismic, volcanic and sea level rise) can benefit 
from the use of this technique.
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GRAVITY FIELD APPROXIMATION BASED  
ON VOLUME ELEMENT MODEL OF THE D EN SITY

DISTRIBUTION
G P a p p 1

The rapidly increasing number of geoscientific data and databases referring to  
the inner structure of the solid Earth opens new deal also in gravity field m odelling. 
From the point of view of gravity modelling the m ost essential geo-parameter is the  
volume density because it determines the gravitational field of the Globe. P ossessing  
information about the 3D density distribution w ith a sufficient “density” in  global 
and regional/local extensions as well, a suitable systematization, characterization  
and discretization of it — which is the phase of model generation — m akes the  
effective application of forward modelling possible. In this lecture notes a short 
review of principles and basic problems related to the aims, construction and use of  
such m odels and also to the interpretation of the results obtained by the m odelling  
are presented. Several numerical examples are used to demonstrate the capabilities  
of forward gravity modelling in order to give general ideas of the reader interested.

Keywords: density distribution; forward gravity modelling; mass points; planar 
approximation; rectangular prisms; spherical approximation; volume elements

Introduction

The description and modelling of the Earth’s external gravity field has became a 
standard task of physical geodesy nowdays. Many times the need for high resolution 
approximations arises from fields not related directly to geodesy itself therefore it 
increased the scientific importance of geodetic activities in a great extent. Geodesy, 
however, can fulfill the new requirements and challenges only if it integrates the 
achievements and results which were obtained by other branches of geosciences, 
physics, mathematics etc. In this lectures notes — as an obvious example for the 
necessary interdisciplinary cooperation — the highlight is put on an old approach 
to the gravity field approximation based on the solution of Newton’s gravitational 
potential integral:

V(x ,y , z )  = G j J j  ß(x' ,j / , z' )e~l (x -  x ' , y - x / , z  -  z ' )dxdydz  , (1)
в

where V is the gravitational potential at P(x , y, z), G is the gravitational constant, 
g is the volume density distribution function inside the bounding surface В  of the 
masses of the Earth, l  is the distance between P(x,y ,z)  and P ' (x \  г/, z') having 
volume density of r(x',y, '  z') (Fig. 1).

So far the forward method of gravity field modelling was neglected because of 
the lack of detailed information about the inner density or mass distribution of

1 Geodetic and Geophysical Research Institute of the Hungarian Academy of Sciences, H-9401 
Sopron, РОВ 5, Hungary
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Z

F ig . 1. Gravitational attraction  o f an infinitezimal dm m ass elem ent composing the bod y of the
Earth at point P

the Earth. Without the sufficient and global knowledge of this Eq. (1) remains 
only a theoretical possibility and it provides approximations not competitive with 
the spatial resolution of other methods based on solutions of different kinds of 
Geodetic Boundary Value Problems. The recent maximum resolution for global 
potential models is 0.5 degree whereas for local crises it is some hundred metres or 
less (some tens of metres) if the gravity survey serves exploration purposes. This 
“unbelievable” broad spectrum can be obtained only by the combination of data 
having different information (spectral) content of the gravity field. On one hand 
the development of satellite techniques together with the decrease of gravimetrically 
unsurveyed areas provide the global and regional components whereas on the other 
hand the increasing availability of dense elevation models (Digital Terrain Models) 
of the physical surface of the Earth gives the local contribution to the high frequency 
end of the spectrum. This composition, however, already involves forward modelling 
since the so-called residual terrain correction computations applied extensively in 
the remove-restore technique of gravity field modelling utilize somehow Eq. (1) 
(Forsberg 1994):

oo oo z=h(x,y)

A^rtm = Gg
- o o  - o o  z= h , ' f(x,y)

[(*<? -  x p Y  +  (yQ -  y p f  + {zQ -  zp ) i ]*ndXQ dyQ dZQ ’ (2)

where z is the elevation coordinate of the terrain surface represented by h(x, y) 
DTM, hp is the elevation of the actual computation point, g is the constant density

A c ta  Gcod. Gcoph. Hung. 31, 1996



G R A V ITY  FIELD  A PPROXIM ATION 341

-geometrical/physical 
reference frames

Fig. 2. Scheme of the contribution provided by different branches of geosciences

of the topographic masses and href(x, y) is the DTM of the so-called mean elevation 
surface.

DTM-s are usually byproducts of photogrammetry, cartography etc., however, 
for the purposes of physical geodesy they represent the uppermost density inhomo­
geneities of the Earth’s crust and the boundary surface for Molodensky’s type BVP 
as well. But DTM-s are not the only one byproduct of other geoscientific branches 
which could be used for geodetic purposes. There is a lot of efforts done by geo­
physicists, geologists, seismologists etc. to explore the inner structure of the Earth 
and one faces a big challange if tries to collect and systematize all of this knowledge 
for a specific aim e.g. for forward gravity field modelling. Some problems related 
to the integration of information, the solution of Eq. (1) and the interpretation of
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results obtained by modelling will be discussed in the next sessions using as much 
practical examples as it is possible in the framework of this lecture notes.

Construction of volume density models

General questions

One has to face the reality. On one hand, probably, there is no hope to describe 
the density distribution function analytically (which implies necessary generaliza­
tion and discretization of the problem (Houlding 1994)) and on the other hand at 
the moment data about the inner structure of the Earth in sufficient density are 
available only at a limited number of sites all over the world and even those — 
except some cases (e.g. Walach 1987, Schmidt and Götze 1996, Papp 1996) — are 
not integrated and arranged into a 3D form suitable for geodetic purposes. Because 
of the geometry of solid Earth exploration methods rather complex interpretation 
along profiles — called geotraverses (e.g. Posgay et al. 1996, Adám et al. 1996) — 
is preferred and the extension of investigations in 3D still needs a lot of work on 
the well surveyed areas.

Obviously only those data can be used in gravity modelling which describes or 
somehow connected to density jumps and differences inside the Earth. Basically 
there are two kinds of data which can be used to build up a model of density dis­
tribution: geometrical and physical ones. It should be noted that for individual 
exploration methods the geometrical and physical parameters are usually corre­
lated and the selection of one kind of the parameters determines the other types 
of parameters (e.g. seismic velocities and travel times versus depth of reflecting 
layers). Figure 2 shows why significant efforts needed to collect as much data as 
possible from different sources (different sources mean different types of exploration 
methods like seismic sounding, magnetotellurics, magnetic surveys, borehole drilling 
etc.). This is the only way to control the independence of input data for volume 
density model generation.

Usually two steps are neded in the process. As a first step of discretization 
subspaces (geological units) separated by discontinuities, faults and different litho­
logical character must be located where the density distribution is supposed to be 
homogeneous and known. This is the creation of a geometrical base for the model 
and it involves digitization of geological maps, sounding profiles, borehole locations 
etc. From this raw data a 3D frame has to be formed having a structure which 
allows analytical solution of Eq. (1).

Second the units of the created frame must be characterised ( “filled up” ) with 
volume density values which are usually density contrasts related to the reference 
density of the “average” crust or — in the case of topography — the real surface 
density values.

There are some possibilities to realize a 3D geometrical structure modelling the 
density or mass distribution. All of them are more or less discretized abstractions of 
the partly continuous real density distribution. Selecting one of them is the question 
of the purpose of gravity field modelling.
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Basic aims and their classification in gravity field modelling

In this Lecture Notes the scientific and geodetic aspects of modelling are focused 
on and the exploration aspects are only touched.

Basically the scale of problems investigated distinguishes these two kinds of ap­
proaches. Geodetic research is related usually to global/regional problems whereas 
exploration geophysics is interested in the solution of local problems. At the mo­
ment the scale of problem is highly correlated with the attainable accuracy of mod­
elling and therefore the accuracy of local investigations (< ±0.1 mGal) (Kearey and 
Brooks 1991) is better than that of the global/regional modelling (±(1 — 5) mGal).

Concerning the starting conditions there are two possible directions (forward 
and inverse) of the modelling. The forward and inverse gravimetric problems repre­
sent the two sides of the same coin. In the forward problem the density distribution 
is known whereas the gravity related quantities (potential, gravity anomaly, deriva­
tives of potential ...) are searched for. Therefore it is a properly-posed problem 
having unique solution.

In the inverse problem the casting is opposite. The density distribution is un­
known whereas the external gravity related quantities are observables. Because 
of the change of role, the inverse problem is ill-posed and it has non-unique solu­
tion since the same gravitational field can be generated by unnumbered, absolutely 
different density distributions.

There are also differences concerning the primary aims of forward an inverse 
modelling.

The main purpose of forward modelling is to show how the geoscientific “ev­
idences” (that is the explored density distribution) contribute to the observable 
picture of the gravity field whereas in inverse modelling the primary goal is not 
necessarily to derive realistic models of the density distribution from the gravity 
field but to obtain a (e.g. mass point) model which reproduces the observed gravity 
field with sufficient accuracy and higher speed than other methods (e.g. spherical 
harmonic expansion) can provide (Heikkinen 1981).

Obviously in the practice there is a strong interrelation between forward and 
inverse modelling and usually their subsequent use and combination provide the 
best results. Generally three steps are necessary to obtain it.

1. Computation of the effect of a “model of evidences”.

2. Removing of this effect from the observations.

3. Interpretation of the residuals by inversion.

Conditions for volume element modelling of the density distribution

There are two basic conditions to be satisfied. First the model generated should 
represent a completed, overlapping-free filling of the space of available data. It 
means that where there are no gaps in the source data there should not be gaps in the 
model (continuity) and the volume elements should join to each other side by side 
and all around in the 3D space without overlapping (uniqueness) (Houlding 1994).
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F ig . 3. Construction of a single disturbing mass (m agm atic intrusion) by com bining o f different 
kinds — a cylinder and a truncated cone — of volume elem ents (Steiner 1982). a i is th e  density  

o f  the surrounding e.g . sedim entary rocks whereas a 2 is the density of the m agm atic m aterial

In exploration geophysics the spatial resolution of modelling has primary impor­
tance because of economical reasons and it can be increased only by the detailed 
and “as accurate as possible” mapping of the gravity field. Usually it makes no dif­
ficulties because very local and shallow geological structures (salt domes, oil traps, 
ore bodies, etc.) are to be explored the models of which can be built up by the 
combination of a small number of different types of (cylindrical, prismatic, spher­
ical, conical, polihedral, etc.) volume elements in order to approximate the fine 
geometrical details in a way consistent with the resolution of the gravity field ob­
served (Steiner 1982). But the construction of such particular and object-specific 
models (Fig. 3) cannot be fully automated therefore their control is very difficult. 
In geodetic applications because of the large number of global/regional data the 
automation of data manipulation cannot be neglected since it is the only way to 
fulfill the conditions above mentioned. That is why only homogeneous systems of 
volume elements with computationally efficient geometry are preferred. Regional 
examples (Kalmár et al. 1995) show that the fully automated generation of a geo­
metrical frame for a density model based on rectangular prisms is possible if a dense 
digital model (a grid) of a subsurface density discontinuity is available. Even some 
kind of optimization (minimization of the number of prisms) can be obtained by 
appropriate algorithms. The gain of runtime in the computation of the gravitational 
effect of an optimized model may be 90 % in some situations whereas the loss of 
information (caused by the optimization/minimization process) is only 1-5 % gen­
erally relative to the information obtained from an elementary rectangular volume 
element representation based on the grid cells directly. Such order of decrease can 
be achieved only if the spatial density and the reliability of geometrical information 
and of the physical parameters are significantly different.

For example one may possess a detailed and accurate mapping of a subsurface 
interface obtained from seismics, magnetotellurics and magnetics but there is only a 
poor distribution of boreholes on the area investigated. Therefore rock samples give 
only site specific information about the volume density distribution. From sparse 
samples only general trends of the density distribution with low reliability can be
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Q’(x,y)

Fig. 4. Scheme of the stereographic map projection and transformation of 3D distances to  2+ 1D
distances

recovered so it would be nonsense to use all the detailed information contained by 
the geometrical data. The reliability of the final results (e.g. gravity anomalies) 
will be, eventually, determined by the low reliability of the density values so the 
complexity of the geometrical structure may be adjusted (reduced) to the simplicity 
of the density distribution data.

yin overview of mass points, rectangular prisms and other volume elements

The simplest and most abstract case of discretization is the so-called mass point 
approach whereas rectangular or curvilinear prisms represent a still simple but 
close-to-continuous approximation. A mass point possessing mass Mpoint can be 
considered as an infinitezimal volume element because its gravitational potential 
V{r) is equal to the external (r > R) potential of a sphere of radius R  and density
Q  if M p o i n t  —  M s p h e r e -

V(r) =  G ^ * = i r f G - ,  (3)
r 3 г

where G is the gravitational constant.
The simplicity of Eq. (3) makes the use of mass points very attractive, but the 

degree of abstraction limits its application. At the moment it seems that rather 
global investigations can benefit from its simplicity for representing the Earth’s 
disturbing potential by an arbitrary set of mass points obtained by gravity field in­
version. It would be difficult to interpret and connect such a model to real geological 
structures even (as it will be demonstrated) using mass points in order to realize 
known structures can lead to results distorted in some but not unusual situations.
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( / , d ) 7 ( / j + 1 d ) 2

F ig . 5. Change of ratio o f ( f 2 + 1 D ) 2 / ( ^ 3 d ) 2 Newtonian gravitational mass attraction kernel 
functions in  function of i/> and D  ( R  =  6371 km)

F ig . 6. Spherical volume elem ent. <y? is the geodetic latitude, A is the geodetic longitude and  D  is 
the thickness of the element, r is the radial distance

The gravitational potential of a rectangular prism is also given in closed, ana­
lytical form (e.g. Nagy 1980):

= G q
XiVjZk

xy  ln(z + r) + yz ln(x -f r) -f zx  ln(y + r)—

—0.5x2tan 1 ----- 0.5y2tan 1 -------0.5z2tan'
XT yr zr (4)
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deviation (Agp„.m - Agnu,, рош)/AgP,um

cross section along X [km]

Fig. 7. Comparision of the gravitational effects generated by a single rectangular prism  (2 km  x 
2 km  X 2 km) and its m ass point representations having different resolution

where r  =  \ /{xp  — x,)2 + (yp — t/,)2 + (xp — г*)2 (i , j ,k  = 1,2) is the distance 
between the corners of the prism and the computational point P, q is the volume 
density of the prism, x ,y  and z are coordinate differences between the coordinates 
of P  and the coordinates of the actual corner of the prism. Since there are eight 
corners of a prism the computation of Eq. (4) with respect to indices i, j, к has to
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F ig . 8. Horizontal arrangement of the prism system m odelling the mass of Neogen-Q uatem ary sed­
im en ts in  the Pannonian Basin. Gray scale shows the depth of the bottom  plane of a single prism

be repeated eight times and finally the results have to be summed up:
p

U P  =  U  

- U

p P P

-  и - U + u
xayaza Ijyjil x a y i z a
Р p P

+ u + u -  u
x i y i z 3 z:\y-jzi x i y i z 2

XiyiZ!
P

(5)

Comparing Eq. (3) and Eq. (4) one can see that the computation of the grav­
itational effect of a density model built up from prisms needs a lot of but not 
irrealistic runtime2. Characterizing the density distribution by a system of rect­
angular prisms very good regional geoid modelling results consistent at decimetre 
level («тддг = ±(10 — 20) cm) with geoid modelling by using surface gravity data 
were obtained in the Pannonian Basin, Hungary (Papp 1996).

Analytical expressions are also available for other volume elements having more 
difficult geometry than the rectangular prism has (e.g. Talwani 1973, Meskó 1982). 
Many of them were derived to provide better geometrical approximation of single 
mass anomalies for obtaining precise information about their position, topology and 
extension. Probably the only one alternative of the rectangular prism in regional 
forward modelling is the polihedral approach combined with intensive usage of in­
teractive computer graphics (Götze and Lahmeyer 1988). It can be very efficient if 
the source data referring to the structure of the Earth’s interior are given in a form

2 On an HP9000/720 workstation platform the average estim ated runtime is about 3 X 10-4  
s/prism /com putation  point. C om puting the gravitational effect of a m odel consisting of 10000 
prism s on a grid of 100 x 100 poin ts takes about 2.8 hours.
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Fig. 9. Gravity anomaly contribution of the Neogen-Quatemary sediments m odelled  by a) a 
system  of rectangular prisms having volume density o f —100 kg/m 3 and b) its m ass equivalent 
m ass point representation. Contour interval is 1 mGal. Plane coordinates are given in  m etres in 

the m ap projection system  used by Cadastral Survey of Hungary

of 1D/2D (e.g. seismic) profiles in a quasi-parallel position. In this situation the 
nodal points of the profiles represent the corners of joining polihedrons. This ap­
proach has already been applied succesfully in regional modelling of the lithospheric 
structure in e.g. the Central Andes (Götze et al. 1994).
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power [mgal2]

F ig . 10. Radial power spectra o f  gravity anomalies generated by m ass equivalent m ass point and  
rectangular prism representations of a specific model of the Neogen-Quatem ary sedim ents in  the

Pannonian Basin (Kalmár et al. 1995)

Solution of the forward modelling in spherical coordinate system

It is obvious that the rectangular volume elements mentioned above can mostly 
be used in planar approximation. This approximation, however, valid only for 
a limited radius around the actual computational point because of the distortion 
implied by the map projection which is used to transform real 3D distances (£3 d ) 
determined by ip, X, D to 2+1D distances (£2 +1 0 ) determined by x, y, D (see Fig. 4):

£ \ d  =  { R - D ) 2 +  R 2 - 2 ( R - D ) R c o s 2 iP  (6)

i l +1D — D2  + 4R 2  tan 2  тр, (7)

where D is the depth of a volume element (e. g. mass point), R  is the mean 
radius of the spherical Earth, ip is the spherical distance from the pole of projection 
(explained in Fig. 4).

The magnitude of distortion of f2+io relative to £3p is estimated from Fig. 5 
which indicates that up to 500 km the effect of distortion (change of the Newtonian 
mass attraction kernel function < 1 %) may be neglected if crustal density anomalies 
are to be converted to gravity anomalies. Rigorous computation of £ 3 0  (from f?2+id ) 
is possible by using exact equations of the projection used, but in the situation of 
regional modelling the curvature of the Earth can be taken into account by applying 
approximate correction e:

£ 3  D  =  £ 2 + 1 D  +  £  • ( 8 )
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Fig. 11. G eoid undulation contribution of the Neogen-Quatemary sediments m odelled by a) a 
system  of rectangular prisms having volume density o f —100 k g /m 3 and b) its m ass equivalent 
m ass point representation. Contour interval is 0.01 m. Plain coordinates are given in  m etres in 

the map projection system  used by Cadastral Survey of Hungary

From Fig. 5 one can see that the ratio ( 3 0 / ( 2 + 1 0  may be approximated by a simple 
function depending on only xj> if D R'-

(■3D
( 2 + 1 D

= R, D) ~  m(V’) (9)

( 3 D = m(V>)f2+iD ■ (10)

Substituting Eq. (10) into Eq. (8) a simple formula is obtained for computing
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power [m2]

F ig . 12. Radial power spectra o f geoid undulation contributions generated by m ass equivalent 
m a ss point and rectangular prism  representations of a specific m odel of the Neogen-Quaternary 

sediments in the Pannonian Basin (Kalm ár et al. 1995)

corrections of £2+id distances:

e =  2̂+iű (w (V>) -  1) (11)

from which new coordinates for e.g. the corners of the rectangular prisms can be 
derived.

The application of corrections can be avoided if spherical prisms defined by 
А ф ,А Х  and D, arcs of meridians and parallels and radial thickness (Fig. 6), re­
spectively, are used to realize the geological model of the area investigated (Engels 
et al. 1995). For a global model this is the most obvious way to discretize and char­
acterize the density distribution and this form allows the analytical computation 
of the gravitational potential utilizing spherical harmonic expansion of Newton’s 
integral (Papp and Wang 1996):

/=0

Rf+3 D2 -  T>i 
r'+i R

1 + 2 D2 ~ D 1 (/ + 2) (/ + 1) D l  + D2D1 + D\
2 R  + 2 3 R 2

cos m\' 
sin |m|A J J  dO' sin 0 'p jm| (cos 0 ') ,

©i
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0.600
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Fig. 13. Comparison of the gravitational effects generated by a single rectangular prism  (10 km  
X 10 km  X 1 km) and its single m ass point representation located at the center of m ass o f the 

prism. Top: gravitational effect of the prism, bottom : relative difference curves

where P,m(cos0) is the fully normalized associated Legendre function, D\ and D 2  

are the depth of the upper and lower boundary of the spherical prism, respectively, 
and Y / m(0, A) is the fully normalized surface spherical harmonic.

Unfortunately this natural approach results in time consuming computations 
which limits the use of high degree expansions. The maximum degree of expansion 
should be determined by the resolution of the density model itself therefore there

Acta Geoi.  Geoph. Hung. SI, 1996



354 G PAPP

F ig . 14. 3D prism model of the upper mantle in a part of Central Europe. The vertical extension  
is 27 km  (Dtop =  25 km, Dbottom =  52 km)

is a loss of information if detailed models are available (Papp and Wang 1996). 
For example a near surface density model of the sediments defined by spherical 
prisms and having a moderate 0.1° X 0.1° tangential resolution may generate a 
gravitational field which contains valuable spherical harmonic coefficients up to the 
degree of 3000-4000. The computation of such a high degree expansion, however, 
is limited by two factors: numerical precision and runtime.

Mass points versus rectangular prisms

The different characteristics of the gravitational fields generated by mass equiv­
alent mass point and rectangular prism representations will be demonstrated by 
simple examples. There are two basic questions concerning the equivalence of this 
two kinds of discretization method: 1. how dense system of mass points is required 
to simulate the effect of a single prism and 2. how does the distance,of the model 
from the computation point influence the convergence of these two kinds of solution.

Obviously it is suspected that in the situation of modelling of the near surface 
density distribution the differences are not negligable. Figure 7 shows that a rect­
angular prism of 2 km x 2 km x 2 km should be replaced by a big number of mass 
points if good agreement between the gravity fields generated by the mass point and 
the prism models is required. Good agreement, however, does not mean only sta­
tistically good agreement (Table I). Concerning the fine structure of the difference 
fields computed in the axial profile shown in Fig. 7 strong periodic features can be
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Fig. 15. G ravitational effect of the upper mantle modelled by a) a system  of rectangular prisms 
and b) its m ass equivalent m ass point representation. Every single prism is replaced by a  single  
m ass point located  in the center of mass of the prisms, a) Shaded rectangle shows the horizontal 
position of the density model, b) Rectangles drawn by solid lines represent the location of the six  
largest prisms. The state border of Hungary is displayed by dashed line. Contour interval is 20 

m Gal, anom alies above 600 mGal are not contoured. Coordinates are given in m etres

observed even in the situation of very dense system of mass points (e.g. 16 x 16 x 16 
equally spaced mass points replacing the reference prism of 8 km3). This artificial 
characteristic is resulted in by the mass point discretization itself and cannot be 
avoided. Mass points — no matter how densely they are spaced — generate such 
a high frequency signal in the synthetic gravity field. Its amplitude is a function of 
both mass point spacing and the distance between the model and the computation 
point. This effect can also be clearly seen if— instead of a single prism — the whole 
system of rectangular prisms of non-uniform size (Fig. 8) modelling the Neogene- 
Quaternary sediments of the Pannonian Basin (Kalmár et al. 1995) is replaced by 
a mass point model for forward gravitational field computation. In this numerical 
experiment every prism was represented by a 3D grid of mass points equally spaced
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power [mgal5]

F ig . 16. Radial power spectra of gravity anomalies generated by mass equivalent m ass point and 
rectangular prism representations of a specific m odel of the upper mantle below a  part o f  Central

Europe (Papp and Kalmár 1996)

by approx. 1 km and 0.5-1 km in horizontal and vertical directions, respectively. 
In this way more than 260,000 mass points covering an area of «110,000 km2 were 
used to substitute the density distribution of the sediments discretized by 3,303 
rectangular prisms. The gravity anomaly and the geoid undulation contribution 
of both models are seen in Figs 9 and 11. In Fig. 9 the presence of the high fre­
quency signal components generated by the near-surface mass points is so obvious 
that other components of the gravity field can hardly be recognized. The radial 
power spectrum of the gravity anomalies makes this phenomenon clear (Fig. 10) 
since strong and sharp peaks are observed in the (wavelength) range of the mass 
point spacing (A < 1 km). Concerning the map of geoid undulations (Fig. 11) the 
distortion of the field generated by mass points is not obvious at all but the radial 
power spectrum uncovers the differences undoubtedly (Fig. 12).

But what about the modelling of density anomalies situated deeper than the 
sediments are?

Figure 13 shows that e.g. at the depth of the continental Mohorovicic discon­
tinuity the difference between the gravitational effect of a single rectangular prism 
(having a spatial extension of 10 km x 10 km x 1 km) and its mass equivalent single 
mass point representation remains below 1-2 %. It indicates that below the depth 
of upper crustal density anomalies the mass point approach may lead to satisfactory 
results if some percent error is acceptable in the computations. It can also be, how­
ever, concluded from the shape of the difference curve that there is still systematic, 
long wavelength deviation between the gravitational effects obtained from the two
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T a b le  I. Statistics of 101 gravity anomalies computed in a profile along x (see Fig. 7) from  a 
single prism and its different mass point representations. S .D . =  Standard Deviation

G ravitational 
effect [mGal]

Prism 1 mass point 8 mass points 512 m ass points 4096 m ass poin ts

M inimum - 3 .4 6 -5 .3 4 -3 .1 1 -3 .4 1 - 3 .4 0
M aximum -0 .0 4 -0 .0 4 -0 .0 4 -0 .0 4 - 0 .0 4
Average -0 .9 0 -1 .0 4 -0 .8 2 -0 .8 8 - 0 .8 8
M edian -0 .2 6 -0 .2 7 -0 .2 6 -0 .2 6 - 0 .2 6
S.D. ±1 .17 ±1 .50 ±1.05 ±1.14 ± 1 .1 5

approach. At the depth range considered in Fig. 13 a single prism of the specified 
size may be replaced by a mass point located in the centre of the prism. But if the 
dimensions exceed some tens of kilometres the mass point representation becomes 
as irrealistic as it is in the situation of near surface density anomalies. Using again 
a whole system of 1,820 mass points (located in the centre of mass of every single 
prism) instead of 1,820 rectangular prisms of different size (Fig. 14) modelling the 
mass of the upper mantle below a part of Central Europe (Papp and Kalmár 1996) 
the differences between the gravitational fields (Fig. 15) obtained from mass point 
and prism representations can be investigated. It is seen that locally there are sig­
nificant discrepancies. At those places where large prisms — having some hundred 
kilometres horizontal extension in both X and Y directions — are substituted by 
single mass points, huge and irrealistic gravitational highs are present (empty circles 
without contour lines displayed). The power spectra (Fig. 16.) help to interpret 
the differences the main feature of which is the distinguishable larger power what is 
generated by the mass point model. It affects almost the whole range of spectrum 
but the strong high frequency components caused by the spacing of mass points 
cannot be identified in this situation.

Drawing the conclusions, for local/regional forward modelling mass point rep­
resentation is not able to give satisfactory results. If the spatial density of mass 
points is high relative to the variation of the spatial distribution of geometrical 
and physical characteristics then in one hand the computational efforts required 
are unnecessarily increased and on the other hand high frequency distortions are 
introduced. If the number of mass points is in the same magnitude than that of 
the mass equivalent prisms then not only the high frequency part is affected by 
distortions but the whole spectrum of the gravitational field generated.
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LABORATORY GRAVIMETRY
LABORATORY CALIBRATION OF GRAVIMETERS AND PROBLEMS RELATED 

TO THE GRAVITATIONAL CONSTANT

P Varga1

Three severe problem s of recent laboratory gravimetry are described. First o f  
all the calibration of the gravimeters is discussed. On this basis a question of non- 
Newtonian gravimetry can be answered. Finally problems related to the gravitational 
constants G  are described and a new m ethod to determ ine its value is proposed.

Keywords: conversation of the angular momentum; gravimeters; gravitational 
earth tides; Newtonian and non-Newtonian gravity potential; torsion balances

1. Introduction

Laboratory gravimetry is concerned with experiments where the experimental 
conditions are under control, in contrast to observations where they are not. The 
experiments of this type can be done in rooms, in cavities under the Earth’s surface. 
Instruments can be placed into carefully controlled enclosures and left undisturbed 
for long periods. Measurements which belong to the laboratory gravimetry are 
among others:

—  observation of temporal variations of the gravity field

—  determination of the gravitational constant

—  determination of the absolute value of gravity

—  calibration of gravimeters

—  tidal gravimetry

—  gravitational problems related to Earth rotation

—  influence of external forces on the gravity field (e.g. hydrogeological effects; 
influence of air pressure)

— gravitational effect of the liquid core

The aim of present study is to discuss a possible way to obtain accurate and 
reliable calibration values for gravimeters in a laboratory.

On the basis of laboratory calibration it can be proved that the gravitational 
constant obtained in a laboratory has a more realistic value than that determined

1 G eodetic and Geophysical Research Institute of the Hungarian Academy of Sciences, H -9401  
Sopron, РОВ 5, Hungary
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by means of the gravity field of big geological masses. Other experimental and 
theoretical considerations show that there is no realistic temporal variation — in 
geological time scale — of the gravitational constant G. The gravitational constant 
was the first fundamental constant of physics. Nevertheless, its value is known with 
less accuracy. The torsion balance used in experiments to determine the value of G 
may not be the best way in which this unfavoruable situation can be altered. Possi­
bly the solution can be the use of the special gravimeter calibration device equipped 
with a heavy cylindrical ring (Varga 1989, Varga et al. 1995) with superconducting 
gravimeters calibrated along calibration lines where gravity values were determined 
by means of absolute gravimeters.

2. Laboratory calibration of gravimeters

Beside the gravimeter manufacturers the first high precision laboratory absolute 
calibration device was prepared by Brein (1962). We can speak about three different 
calibration methods:

a) Parallel recording with two or more devices in this case the gravity record of 
a well calibrated gravimeter is compared with the ones to be calibrated. The 
calibration obtained in this way, however, is not an absolute determination of 
the instrumental scale. The accuracy obtained with this method can reach 0.1 
percent. To make the calibration of this type absolute for the calibration an 
absolute ballistic instrument must be used. Up to the present with the use of 
them an accuracy better than 0.5 percent was reached (Varga and Hegymegi 
1985, Hinderer et al. 1991).

b) Vertical acceleration of the gravimeter. This method was proposed by Brein 
(1962), realized by Valliant (1973), later by VanRuymbeke (1989) and Richter 
(1987). These authors used an oscillating platform and reached a relative 
accuracy of 0.25 percent (VanRuymbeke 1989).

c) Artifically induced gravity charges can be generated on different ways. Earlier 
it was common practice to calibrate gravimeters by the tilt of the instruments. 
In this way high quality and realistic calibration values cannot be achieved in 
principle because the instrument’s system is in a deformed state during this 
operation. The other possibility of the generation of gravity changes is the 
vertical displacement of the gravimeters. In this way, however, only very small 
(~  10 pGal = 100 nms2) gravity changes can be generated (Bonatz 1971), the 
vertical gradient is very sensitive to the local mass disturbances and cannot 
be measured directly. Another possibility of calibration experiments of this 
type is: exposing the gravimeter to the influence of a big and well defined 
mass (see for e.g. Groten (1970) or Goodkind (1991)). In this way gravity 
variations (Д<?) of the order of 100 pGal can be generated. This change in 
gravity is sufficient for an acceptable calibration accuracy, if no deformation 
occurs during the calibration process, and if both the geometry and the masses 
participating in the experiment are known with very high accuracy.
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Calibration device of latter type was proposed and designed by Varga (1989) 
and it was installed in the Geodynamical Observatory Budapest in 1989-1990.

The principle of the equipment is simple: a suspended cylindrical ring with an 
inner diameter somewhat bigger than the width of the instrument to be calibrated is 
raised and lowered vertically and moved over the gravimeter equipped by a distant 
reading device and installed on a column of suitable height.

The advantages of this calibration procedure are as follows:

— the homogeneity of the generated gravity field at the extrema is very high;

—  the raised and lowered ring does not load the ground around the instrument;

— the gravimeter remains stationary during the procedure what is a necessarj 
condition for a small instrumental drift;

— the experiment is symmetrical with respect to the gravimeter and owing to 
technical reasons the gravity change brought about by the ring is greater than 
that caused by another geometrically regular body.

The disadvantages of the method are:

— this solution is immobile, it can be used only at the place where the device 
has been installed;

— the device in his recent form is rather sensitive to seismic noise.

All technical problems and the results of calibrations are described by Varga et 
al. (1991) and Varga et al. (1995).

It is worth mentioning that this device allows absolute calibration with an accu­
racy of (0.1-0.2) percent and it can be used to solve different problems of gravimetry:

— to study the non-linearity of the gravimeters (Götze and Meurers 1983, Becker 
1984) and to detect small instrumental imperfectnesses (Meurers 1996);

—  a calibration of tidal gravimeters is possible with an accuracy of 0.1 percent. 
This condition is important to prove the latitude dependence of earth tidal 
parameters and to discover mantle heterogeneities on the basis of gravimetric 
tidal records;

—  to study the dependence of the gravitational constant G on the scale of the 
masses used for the determination of this fundamental constant of the nature.

The calibration device installed in the Geodynamical Observatory Budapest to 
generate gravity variations has a heavy stainless ring (density 8.0056±0.0060 gem-3) 
the total mass of which is 3.2 TO6 ±21 g and generates a gravity change of ±56 /iGal. 
The first calibration of an LCR gravimeter was carried out by this device in August 
1991 with an accuracy 0.2 percent. Calibrations carried out later on in 1993 support 
this error value, and the average of the runs carried out with two LCR instruments 
of the Eötvös Loránd Geophysical Institute of Hungary gave 0.1 percent uncertainty.
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A device similar to ours to calibrate superconducting gravimeters was completed 
at ENEA Laboratories near Lago Brasimone (Italy) (Achilli et al. 1995). Because 
of the very high sensitivity of the criogenic gravimeters (of the order of 0.001 /iGal) 
for a calibration precision approaching 0.3 percent a ring with a weight of 273 kg 
was only needed. The generated artifical gravity variation was 6.7 /iGal.

To perform high quality calibrations numerous error forces must be investigated. 
These are described in detail by Varga et al. (1995). They are among others the 
gravimetric effect of air pressure variation (here the attraction and loading effect 
of the atmosphere as well as the buoyancy of the ring must be considered), the 
accurate position determination of the ring accuracy (in our case it was 0.1 mm and 
1 arcsec), the magnetic effect (in the case of experiments carried out in Budapest 
the maximum magnetic variation of the ring was 14 pT what does not influences the 
LCR devices remarkably), the temporal variation of the digital voltmeter constant 
used to record the gravimeter output (1 percent variation of this value leads to a 
Active gravity variation of the order of 0.1 /iGal).

The gravity field exerted by the cylindrical ring can be exactly calculated along 
the axis of symmetry (z =  0, y = 0) at any point P(£) with

<7(0 = 2nGg V * 2  +  ( * 2 - 0 2 -  \ / Л !  +  ( 2 1 - 0 2 -

-  V R i  +  (*з -  О 2 +  у / R í  +  (*i -  О 2]
(О

(here g is the constant density of the annular mass, g is the gravitational constant, 
R i  and R% are the inner and external radii, zi and z\ denote the top and bottom of 
the calibration mass). To calculate the gravity field of the cylindrical ring outside 
of the axis is also of importance: the gravity effects caused by deviations from 
axial symmetry must be calculated. This can be done by the theorem of potential 
theory: if a body has an axial symmetry the gravity field caused by it along this axis 
determines the distribution of the gravity along any perpendicular to its direction 
(e.g. along X and y) expressed with the series of Legendre polinomials.

According to the experience accumulated during the operation with the calibra­
tion device developed by us it was concluded that the most serious error sources 
are the instrumental drift together with the earth tidal effect and the microseismic 
noise.

a) Removal of the tidal effect and the instrumental drift

For the Geodynamical Observatory Budapest on the basis of earth tidal obser­
vations carried out there in 1988-1992 the earth tidal parameters (amplitude ratio 
6 and phase difference к) are known with high accuracy. A comparison campaign 
with the Askania recording gravimeter of the Technical University Prague proved 
that the reliability of 6 factors of the Observatory for main tidal constituents is
0.1-0.2 percent (Table I).

The influence of Earth tides was removed with the use of the Cartwright-Taylor- 
Edden development and with the 6 and к values determined from gravity records
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T a b le  I. Gravity earth tide parameters determined for 
the Geodynamical Observatory Budapest (A) and results 
obtained with the gravimeter of the Technical University 

Prague (B)

Epoch
A

1988-1992 
6 к

В
1988-
6

1989
к

Diurnal
Waves

O i

K!
1.1515
1.1378

+0.1°
-0 .1 °

1.1496
1.1362

+0.1°
0.0°

Semi dum ál 
Waves

M2
s2

1.1813
1.1764 1 

1 
О

 О
Ü

l 
05

 
о 

о 1.1823
1.1855

-0 .8 °
-0 .5 °

carried out in the Geodynamical Observatory Budapest. Of course this procedure 
has problems at the 10“ 1 fiGal level needed for 0.1 percent calibration accuracy, 
because the tidal parameters are known with sufficient accuracy only for the few 
biggest tidal waves. The residual of the lunisolar effect can be excluded from the 
observation data together with the instrumental drift.

The accurate removal of the instrumental drift is one of the most important 
problems in the laboratory calibration procedures. For this purpose a hypothesis 
was used: the gravity effect of the ring on the gravimeter is the same at a given 
position of the ring and the measured Ag at this point is the drift. The tidal and 
atmospheric effects must be removed already before the determination of the drift 
curve. By repeated up and down movements of the ring an accurate drift curve can 
be obtained which allows to exclude this effect with the reliability of 0.1 /iGal or 
even better.

b) The microseismic noise

Microseisms or seismic noise oroginate because of external influences first of all 
from the atmosphere and the sea. These waves always exist on seismic records but 
with varying intensity (Bath 1979, Bullen 1979, Bernhard 1900). The nature of 
the microseismic waves is not quite clear. Recent observations allow the following 
classification:

—  short period microseisms (T  < 2 s) depend on near disturbances and they 
decrease significantly with distance

—  T  ~  6 s generated by cyclons of some hundred (up to 1000) km distance

—  T  = 9 — 10 s microseisms are produced by large low-pressure areas at greater 
distances
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—  T  — 17 — 20 s microseisms are observed more seldom (few times per year).
They can be ascribed to coastal effects.

The microseismic noise at the Geodynamical Observatory Budapest was recorded 
with an Askania type gravimeter. It can be concluded that at this place the micro- 
seismic activity has a seasonal amplitude variation of 5-30 /tGal at periods between 
5 and 10 s. What is very important for high quality laboratory gravimetric measure­
ments: the observed microseisms undergo systematic beating with periods from 1 to 
4 min. This last phenomenon is the most remarkable error source of the calibration 
procedure described in this paper. The corresponding gravity variations range from 
1-2 pGal to 10-30 pGal. (This gravity amplitude values can be used only qualita­
tively because the linearity of the used Askania gravimeter was not proved at this 
periods.) The influence of microseisms can be significantly reduced by increasing 
the number of the observations. In this way the microseismic noise can be reduced 
to 0.2 percent even in the case of a single calibration procedure (Table II). Of course 
calibrations should be performed at times of low microseismic noise level.

Because of the need of very accurate determination of the extrema it is necessary 
to introduce adjustment calculations. This can be the least square method (the L2 
norm) in case of a Gaussian error (noise) distribution. In the observations of the 
gravity during the calibration procedure a number of outliers — possibly due to 
the long-periodic (1-5 minutes) beating of the microseisms — were detected which 
cannot be handled effectively with the commonly used least square method. For 
the adjustment calculations the robust estimation method must be used (Somogyi 
and Závoti 1993) possibly instead of least squares.

On the basis of our experience with the calibration device equipped with a heavy 
cylindrical ring it can be concluded that it is one of the most reliable methods of 
laboratory calibration of gravimeters. Its accuracy is at present 0.1-0.2 percent and 
it can be further developed by using more sensitive instruments and more convenient 
annular masses.

T a b le  II . Root mean square (rm s) error 
values in  fiGal relative to the expected  the­

oretical variation of the gravity

N um ber of observations rm s errors

6 0.47 (0.40%)
12 0.41 (0.36% )
40 0.29 (0.25%)
50 0.25 (0.22%)
70 0.25 (0.22%)
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3. Scale and time dependence of the Newtonian gravitational constant

There are several publications which report on the large-scale (10-1000 m) de­
termination of gravity constants Goo with numerical values significantly differring 
from the results of Go values determined in laboratories. A theoretical basis of 
this deviation can be given by introduction of the so called non-Newtonian gravity 
potential. This phenomenon can be given analytically in the following form (Stacey 
et al. 1987):

V — — Goom1m2 (1 — a . t -ß) = VN + Vy. (2)
Г

If a  = 0, V  = V)v where V/v is the Newtonian potential. If а ф 0, Vy appears 
additionally which is called the Yukawa term. If ß  <C 1 we get

G0 = Goo( l+a) .  (3)

On the basis of large scale Airy type experiments Stacey et al. (1987) got for Goo 
a value which is bigger than the Go value obtained in laboratories. The difference 
is Goo — Go ~  0.01 what leads to a ~  0.0075 ± 0.0036. To study this problem a 
special gravimeter calibration line was installed at the Geodynamical Observatory 
in Budapest under the surface of the Earth. This underground calibration line 
consists of 14 stations with a range of 100±1 /iGal. Gravity differences, separation 
and the elevation difference between neighbouring stations are 100 /iGal, 2-5 m 
and less than 2 cm, respectively. Because the line is horizontal it was possible to 
measure the differences with a computer controlled Eötvös torsion balance. The 
instrumental constant of the torsion balance is obtained by the measurement of 
the sensor masses, the length of the arm of the balance and the torsion of the wire. 
This means: the gravity values of the underground calibration line were determinded 
without the use of gravimeters. The difference of the calibration factors obtained 
for the same gravimeter along the calibration line (i.e. by means of gravitational 
effect of big geological masses) and by the cylindrical ring is of the order of 10~3 
what means that the difference between the GTO obtained from large-scale Airy-type 
experiments and the laboratory type Go is at most 10-3 .

Another problem connected to the gravitational constant G is its temporal vari­
ation as supposed by many authors. This follows from Dirac’s expanding Uni­
verse model proposed in 1937 what leads to a decreasing constant of gravitation 
and to the geophysical theory of the expanding Earth. On the basis of Dirac’s 
theory Jordan concluded (1966) that the Earth radius a increases with a speed 
da/dt = 0.5 mm • y-1 . Similar expansion value was obtained by Egyed (1957) 
da/dt = 0.7 mm • y-1 who supposed that originally the surface of our planet was 
as big as the areas of all recent continents together. The most recent and complete 
description of these theories can be found at Carey (1988).

The critical review of da/dt and consequently of dG/dt can be carried out on 
the basis of the study of the influence of earth tides on the long-term variations 
of the angular speed. Studies of this type are usually based on the principle of 
conversion of angular momentum and it is supposed that the Earth-Moon system 
is isolated. For the sake of simplicity it can be supposed that the Moon revolves
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around the Earth on a circular orbit in the plane of the terrestrial equator. The 
law of conversion of the angular momentum can be written as

d(Jw) _  1 M M m 2 dnm 
dt ~  3M  + Mm m dt 1 ’

In Eq. (4) M, J, w is the mass, the inertia tensor and the angular speed of the 
Earth, respectively. Mm, Rm ,nm stands for the mass of the Moon, for the Earth- 
Moon distance and for the Moon’s orbital speed. Kepler’s law can be written as

n l R l  = G{M + Mm). (5)

Its time derivative is 
dn

2 nmR\m1 dt
+ 3 nmRi

dRm dG
dt

= —  (M  + M m) + G 
at

d(M  + M m) 
dt ( 6)

In r.h.s. of Eq. (6) it can be evidently supposed that the time derivative of the 
gravitational constant is not a time dependent value (dG/dt = C ) while the second 
term is equal to zero. Therefore

dnm _  3 nm dRm dG M  + Mm _ 3 nm dRm 
dt 2 R„ dt + dt 2nmRm 2 Rm dt (7)

In r.h.s. of Eq. (7) C* is of course a constant value. Introducing dnm/d t  into 
the basic equation (4):

d(Jw) 1 M mM d G M  + Mm
dt *  2 Мт + М Пт m + dt 2nmR3m ( 8)

{L is the tidal torque).
From astronomical data (see e.g. Zharkov et at. 1996):

«  -4.1 • 1016N  -m .

The total tidal torque composed by the atmospheric ( L a t ) ,  the earth ( L e t )  

and the oceanic ( L o t ) tidal torques

d(Jw)

Lm — Lat  + Le t  + L ot ■

With numerical values

L at  = 0.5 ■ 1016JV ■ m 
L e t  = -0.5 • 101(W • m 
L ot = -5.0 • 1016iV • m.

Consequently in Eq. (8) it is > 0 what is in contradiction with Dirac’s 
theory on the expanding Universe as well as with the theory of the expanding 
Earth, because an increasing gravitational constant requires a compressing Earth.
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T a b le  III. Gravity constant values published after 1969 
(Chen and Cook 1993)

Authors Year G ■ 10~11N m i kg~2

Rose et al. 1969 6.6699±0.0014
Facy and Poinkis 1970, 1971 6.6714±0.0006
Renner 1974 6.668±0.002
Sagitov et al. 1978 6.6745Í0.0008
Luther and Towler 1982 6.6726±0.0005
De Boer 1987 6.6670±0.0007

6.6706±0.0028

T a b le  IV . Relative errors of basic physics constants (A selection based on 
Brockhaus' lexicon Naturwissenschaften und Technik, 1989)

Avogadros constant 5.2-10-10
Boltzm an’s constant 1.2-10-4
Elementary charge 2.8-10-6
Faraday constant 2.8-10-6
G ravitational constant’ 8.5-10-4  
M ass of the neutron 5.1-10-8
Planck’s constant 5.5-10-6
Rydberg’s constant 8.3-10- 6
Speed of the light 4.0-10-6

* The error value of the gravitational constant
is the value given with the current CODATA value (Cohen and Taylor 1986)

4. The gravitational constant, its numerical value and accuracy

The value of the gravitational constant is known with less accuracy than other 
fundamental constants of physics. Authors of the best G value determinations 
claim to their experimental results an accuracy of 10-4 . Table III shows that the 
disagreement between the individual results is of the order of 10-3 .

Moreover it can be concluded that G is the least well known constant of funda­
mental physics (Table IV).

There are several explanations why G is known with such a low accuracy. First 
of all there is a “psychological problem”: at this time there are no big research 
problems in the science which would urgently need a more accurate value for the 
gravitational constant. The second problem is connected with the weakness of grav­
itational attraction in scales used in laboratories. For example: a force interaction 
of two masses of \g at the distance of 1 cm is 10-12 Newton while the pressure of 
the light of the sun is 10~10 Newton or the acting of forces between a proton and a 
neutron is 10~8 Newton. Additionally there is a metrological difficulty: G is defined 
by the fundamental quantities, time, length and mass to be determined in absolute 
scale. This circumstance leads of course also to experimental difficulties. The scat­
ter of the data listed in Table III suggests that there can be a systematic error in
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the gravitational constant determined by different scientists. In fact the basic idea 
of the measurement of G is the same in all experiments. The heart of them is the 
torsion balance which was used in the beginning on static way and later on, after 
the succesful attempt of Eötvös at the very end of the last century, dynamically. It 
was discovered however by Kuroda in 1995 that the torsion force is dependent on 
the frequency with which the torsion bar is oscillating. The variability of the elastic 
constants is particularly significant at low frequencies of oscillating torsion balances 
used in laboratory experiments. According to Maddox (1995) the frequency depen­
dence of the elastic parameters of the materials used in the torsion balances is the 
main source of the systematic and big differences between the different laboratory 
G  determinations.

In spite of the recent lack of interest to the G and the considerable experimen­
tal difficulties it is important to try to increase the accuracy of the gravitational 
constant. It seems that one way can be in this direction the use of the laboratory 
calibration device developed by us. This experimental tool has a clear geometry 
and the used quantities (mass of the ring, the position of it etc.) are already or 
can be obtained with an accuracy necessary to determine G with relative error of 
1 part in 104 (or even a few times 105). To reach this level in our knowledge about 
the value of the gravitational constant needs some development of the calibration 
device.

The influence of microseismic noise must be reduced significantly. As it was 
mentioned above the systematic beating with a period of some minutes caused 
by the microseisms characterised with periods between 5 and 10 seconds produces 
gravity variation of ~  10 pGal. This influence must be reduced either with an 
appropriate antiseismic isolation or with a special feed-back system.

If the construction of new superconducting gravimeters allows an effective way 
to increase the gravity effect the reduction of the inner diameter of the ring used in 
the calibration device can be possible. If the inner diameter of the ring is reduced 
from 30 cm to 20 or to 15 cm, the corresponding gravity effect generated by the 
cylindrical ring of the mass of 3200 kg will be ±89 or ±118 /jGalinstend of ±56 pGal.

The accurate removal of the instrumental drift (together with possible residuals 
of the lunisolar and meteorological effects) are of first order importance. To carry 
out more accurate drift determinations beside the more sophisticated measuring 
technics new statistical data processing methods — like the robust estimates — are 
also needed.

Of course to get uncertainties of 10-4 or even better the spring gravimeters 
— used earlier — must be replaced by transportable superconducting gravimeters 
with reduced diameter. Such “thin” instruments were demonstrated by the GWR 
company during the XXIst Assembly of the International Union of Geodesy and 
Geophysics (July 1995, Boulder, Colorado, USA). An important feature of these 
instruments is that their sensor has an axial symmetry.

The superconducting gravimeters must be calibrated first along the gravity lines 
measured with absolute gravimeters. The accuracy of these calibration lines in 10~5 
(Atzbacher and Gerstenecker 1993). Afterwards with this gravimeters the gravity 
effect generated by a ring moved up and down must be measured. The gravity
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effect caused by the ring is known with an accuracy of ~  10-5. If the value of G is 
suitable the measured and generated-calculated gravity values must coincide. With 
other words by the comparison of these two gravity values the gravity constant can 
be obtained.

5. Conclusions

a) The methods of modern laboratory gravimetry — among them the device 
with a heavy cylindrical ring — allows calibration accuracy of 0.1 percent.

b) At this time there is no basis to conclude that the gravitational constant 
determined in a laboratory is different from those obtained with the use of 
gravity effect of big geological masses.

c) Similarly at present there is no ground to speak the about temporal variation 
of G.

d) There is a possibility to improve our knowledge on the numerical value of the 
gravitational constant with the use of the calibration device equipped with an 
annular mass.
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THE DETERMINATION AND USE OF THE GEOID
IN HUNGARY

A K e n y e r e s 1

Reflecting to challenge o f the GPS technique detailed, high resolution gravimetric 
and GPS-gravimetric geoid solutions have been computed to the territory of Hungary. 
We used for these com putations the uniquely dense Hungarian Gravimetric Survey, 
gravimetric data provided from the neighbouring countries and data from the Hun­
garian GPS Network. The gravimetric solutions were com puted by the num erical 
integration of the modified (M eissl-type) Stokes-integral and the GPS-gravimetric 
solution was realized in  a special ‘remove-restore’ procedure using selected points  
of the Hungarian GPS Network. All the steps of the computational procedure have  
been checked and the results were compared to the GPS-geoid. The HGR95C version  
was chosen as the ‘official’ geoid solution for the epoch 1995. The naming suggests 
that the development is not finished, we are ready to continue to  produce new ver­
sions if  the database is significantly changes — we expect major improvement from  
the new DM A/G SFC 1996 geopotential model. In order to test our solutions the  
com putation of the Hungarian geoid is planned using an FFT software package.

Beyond the pure gravimetric solutions, the so-called GPS-gravimetric geoid was 
also computed. This is planned to be a tool, used for GPS heighting purposes. 
The G PS-gravimetric geoid was successfully tested at the Hungarian GPS Network  
(O GPSH ), providing height above the geoid for all non-levelled GPS points. T he  
accuracy of these heights are expected not to be better than ± 3  cm, mainly because  
of the GPS height component confinement. The GPS sites were measured at 1 -2  
hours sessions, which may cause that systematic distortions remained in the height 
component.

K ey w o rd s: geoid; GPS; gravimetric geoid; Hungary

1. Introduction

The geoid is a particular equipotential surface of the Earth’s gravity field, which 
in definition — with a certain approximation — coincides with the mean sea level. 
The knowledge of the geoid has basic importance both in classical and modern 
geodesy and also in the field of geophysical interpretation. As the height reference 
surface of geodetic measurements, the geoid played important role e.g. in the reduc­
tion of distance measurements to a reference surface, but became an indispensable 
tool indeed with the advent of the satellite based positioning techniques (GPS), 
providing the connection between the geocentric and relative reference systems. As 
a result of the latest research and developments the digital, high resolution and cm- 
accuracy geoid solutions might be applied on a new, promising field of application: 
the geoid together with the GPS technique might partially replace — within given 
circumstances and restrictions — the height determination with levelling.

The first attempts for geoid determination in Hungary (astronomic levelling 
lines) can be dated back to the early fifties (Homorodi 1952), and the first complete
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geoid solutions were computed by Gazsó and Taraszova (1984) in the sixties and 
seventies. These astronomic and later astrogravimetric solutions still had no wide 
practical applications because of the confinements in input data availability and of 
classification.

Starting in the mid-eighties and reflecting to the challenge of the GPS technique, 
a geoid development project was initiated at the FOMI Satellite Geodetic Observa­
tory, aiming at the realization of an up-to-date digital geoid for Hungary. Following 
intensive methodological foundation, data collection and software developmental 
phases the first digital gravimetric geoid solutions were completed in 1991. These 
geoid solutions were based on the evaluation of the truncated and modified Stokes 
integral, using local, regional gravimetric data and global geopotential model. The 
accuracy of the HGQ91 solution was estimated to 2-4 ppm based on comparisons 
with GPS/levelling derived geoidal heights.

During the last couple of years basic developments of the data bases took place 
multiplicating the available gravity measurements for Hungary and obtaining new 
data from the neighbouring areas. In addition the possible involvement of the 
GPS/levelling data into the future geoid forced not only to recompute the Hungar­
ian geoid using the old software and the new data, but to start methodological de­
velopment in order to produce geoid solution, which already includes GPS/levelling 
data as well.

This paper intends to introduce the computational method, the data available 
and the latest gravimetric and GPS-gravimetric geoid solutions produced for the 
territory of Hungary.

2. The data used

2.1 Gravity data

The Hungarian Gravity Survey is one of the most detailed in the world, the 
latest version used for the geoid determination contains more than 380000 point 
gravity measurements, which corresponds to 4-5 point/km2. This database is three 
times larger than the set used for the first gravimetric geoid determination in 1991 
(see Table I). The Hungarian gravimetric database is owned by the Lorand Eötvös 
Geophysical Institute and was kindly provided for the geoid determination purposes.

The interpolation of the gravity survey data was done by the carefully selected 
MINCURV method. This method was chosen from among 10 different softwares 
(Sárhidai and Kovácsvölgyi 1995). The interpolation of the free-air anomalies was 
supported by the 500 m x 500 m digital terrain model, compiled and sold by the 
Hungarian Military Service. The gravity database outside of the country is much 
weaker, we could collect data from Austria, Rumania, Slovakia and Ukraina on a 
7.5' X 5' grid, which corresponds to about a 10 km x 10 km grid. It was impossible 
to get any up-to-date data from the territory of the former Yugoslavia. In contrary 
of the contrast in the data set distribution, the whole database — a rectangle 
including the territory of Hungary and its 200 km surroundings — was interpolated 
to a uniform 1 km rectangular grid given in the Hungarian National Projection
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T a b le  I. Comparison data sets used for geoid com putations in  1991 and 1995

PROJECT 1987-91 PRO JECT 1993-95

Gravity data (point) и  120000 «  380000

Interpolation m ethod Franke (1978) - no tests MINCURV - tested

Grid 800 m X 800 m 1000 m  X 1000 m

DTM not used 500 m  X 500 m

Geopotential model OSU86B OSU91A

M ethod Modified Stokes-integral same

System (EOV), because later the computation of the geoid with an FFT software is 
also planned. The effect of the global gravity field, over the compiled local data base 
was taken into account with using the tailored version of the OSU91A model (Basic 
1994). This model was fitted to the regional gravity data of Central Europe and it 
was expected to provide an improved reference field for the geoid determination.

2.2 GPS measurements and levelling data

Based on GPS-derived ellipsoidal heights and levelling data, accurate geocentric 
geoidal heights may be computed. This GPS-geoid could be used for checking 
existing geoid solutions or may be merged into the determination process, expected 
to improve the solution.

In Hungary a very dense GPS network (OGPSH) is being established, with more 
than 1100 sites — corresponding to about 10 km mean point distance — and about 
30 % of the points will be levelled. More than 60 % of the GPS network was already 
measured and this work will be finished in 1997. The levelled GPS points will be 
extremly useful for geoid testing and improvement.

3. The computational procedure

The only way to produce a high resolution and possibly high accuracy geoid 
solution is to use dense gravimetric data bases, which may be supplemented with 
other data types (e.g. astronomic and/or GPS measurements) for collocation-type 
solutions. But the gravimetric geoids have a significant drawback — they require 
large extent of input data, possibly all over the globe. This condition is in most 
cases hardly fulfilled, therefore the implementation of a global geopotential model 
is essential. In all gravimetric methods’ a model is combined with the appropriate 
local gravity database and digital terrain model, available in and around the area 
interested.

The gravimetric solutions for the territory of Hungary are quasigeoids but we 
use also in the following the terms of geoid and geoidal height instead of the terms 
of quasigeoid and height anomaly.
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3.1 The gravimetric geoid

All the gravimetric methods originate from the well known Stokes-integral for­
mula, the difference between the methods may be found in the mathematical han­
dling of the input data. The most widely used procedures to compute geoid are the 
FFT and the collocation, offered by sophisticated software packages (e.g. HFTG- 
BVP and GRAVSOFT). All of these solutions have some advantages and drawbacks. 
The FFT is an efficient and quick tool, but possibly requires input data on a uniform 
grid, the collocation may accept irregular data distribution but requires enormous 
computer capacity for large matrix inversions.

The numerical integration method of the Stokes-integral also needs gridded data, 
but may accept the compilation of different grids and the various modifications of 
the Stokes-integral might be easily handled. The main drawback of this procedure 
is that the numerical integration is very much time consuming. We should note here 
that a very efficient software tool was developed for the quick computation of the 
numerical integration (deMin 1994), which may compete with the earlier mentioned 
methods.

All the gravimetric geoid solutions for Hungary have been computed using an 
in-house developed numerical integration software, called DIEGO. The numerical 
integration method was chosen because we wanted to produce geoid solutions based 
on the modified Stokes-integral and we have a special gravimetric database — very 
dense within Hungary but sparse and unevenly distributed outside of the country.

Several types of the Stokes-integral modification techniques (Wong and Gore 
1969, Molodensky et al. 1962, Meissl 1971, Heck and Grüninger 1983) have been 
checked and tested. The essence of the modificaton techniques that the local (suffi­
ciently dense) gravity data are used within a given truncation cap, the integration 
performed within this cap applying a specific modification of the Stokes-integral 
and the effect of the remote zone — outside the cap — is taken into account in­
cluding a global geopotential model. Testing the different truncation solutions we 
wanted to find out, which method is the most efficient for small (less than 3 degrees) 
integration cap sizes. It was found that for such circumstances the Meissl-type mod­
ification gives the best results (see Fig. 1), therefore this truncation method was 
chosen for the Hungarian geoid determination. In the following the formalism of 
Meissl’s truncation technique is briefly outlined, detailed description may be found 
at Bölcsvölgyiné Bán and Kenyeres (1990).

The original Stokes-integral after the modificaton procedure can be rewritten in 
the following general form:

Й  =4^  J  J  &9K(y)da + — Qn(y0)Agn + 6N  ,
О 0  ̂ ^

where
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К  (y) : the modified S  (y) Stokes-function
er о : the integration cap radius
M  : the degree of the geopotential model used
Qn(Vo) '• the truncation coefficient series
Agn : nth degree gravity anomaly computed from the geopotential model
6N : effects, not taken into accont (error).

In the case of Meissl-type modification the К  (у) kernel is very simple:

K(y) = S(y) -  S(y0)

where S(y0) is the value of the Stokes-function at the border of the truncation zone.
The Q„ truncation coefficient series for the Meissl-method can be computed in 

the following way:

q M E — Q  .)_  ~  У о - Р п ( У о ) ]

n — 1

An example for the truncation coefficients may be found in Fig. 1.
As it is clearly seen from Fig. 1 the Q„ truncation series converges fastest for 

the Meissl and the Heck/Gruninger methods (this latter is the combination of the 
Wong/Gore and Meissl), but the Meissl-method offers a much simpler solution.

The gravimetric geoid solution for the territory of Hungary was computed on a 
5 km uniform grid given in the National Projection System (EOV). Several geoid 
versions using different truncation cap radii (0.25-2 degrees) have been computed
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F ig . 2. The comparison of the HGR95C and the GPS-geoids. The differences are in cm  u n it elfter
a substraction of a 57 cm  m ean

and tested. Finally the version HGR95C, with 1 degree truncation cap radius was 
chosen as the ‘official’ geoid solution for the territory of Hungary. This solution 
is available in digital form on a given grid format and also in the DXF format 
proper for GIS users (Kenyeres 1995a). In addition a coloured isoline map has been 
prepared with some additional information for demonstration purposes (Kenyeres 
1995b). The HGR95C solution can be seen in Fig. 3.

The relative accuracy of the geoid solution is estimated to about 1-2 ppm based 
on comparisons with GPS+levelling data available at the moment in the zero order 
GPS network (see Fig. 2) and in the eastern portion of the densified OGPSH 
network.

3.2 The GPS-gravimetric geoid

As it is well known the gravimetric geoid solutions are suffering from long wave­
length distortions arising from the incorporation of global geopotential models. This 
effect especially deteriorates the expected accuracy in the neighbourhood of areas, 
where the model is weaker due to lack of trustful input data. Unfortunately Hungary 
is in such bad situation — the comparison of the GPS-geoid and the gravimetric 
geoid has shown discrepancies of several decimetres (see Fig. 2). We may expect 
improvement only from the release of the new DMA/GSFC 1996 model.

For practical purposes — GPS-heighting — a geoid solution conform with the 
GPS-geoid data would be desirable, which is achievable with the inclusion of GPS 
data into the geoid determination process. This could be done on different ways,
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one natural solution is the collocation. Here we shall introduce the so called GPS- 
gravimetric geoid, which is the result of a special ‘remove-restore’ procedure and 
modifies the gravimetric solution in a way to fully agree with the GPS-geoid. The 
resulting GPS-gravimetric geoid will not be any more a geoid solution in the ‘clas­
sical’ sense, it will be a ‘tool’ designed for the efficient GPS-heighting works. The 
ideas, how to produce this solution and why it is recommended for the practice may 
be found at Kenyeres (1992, 1995c).

4. The use of the geoid in Hungary — examples 
4-1 Example I. Test of the geoid solutions

In order to test the quality and feasibility of the gravimetric and GPS-gravimetric 
solutions a GPS-campaign was performed still in 1993 along a spirit levelling line 
connecting 2 zero order GPS network points NADA and DISZ. In this campaign 
70 benchmarks were included, the distance between the end-sites is about 122 km. 
At the benchmarks the GPS-geoid, the gravimetric and GPS-gravimetric geoidal 
heights have been computed and compared. The graphical representation of the 
results may be found in Fig. 4. The gravimetric solution has a shift and a tilt 
compared to the GPS-geoid, which was eliminated in the GPS-gravimetric solu­
tion. This latter can be directly compared to the GPS-geoid on the 2-3 cm level. 
Some outliers have been found, which are supposed to be the result of benchmark 
displacements.
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4-2 Example II. Height determination of the densified OGPSH points
without levelling

The Hungarian GPS Network (OGPSH) consists of more than 1100 points, which 
are mainly settled on the existing 1st to 4th order geodetic network. Most of 
the points has no levelled heights and the levelling of these points is not possible 
that time. The GPS measurements together with the introduced GPS-gravimetric 
geoid solution offers a unique opportunity to give height above the geoid for all 
the points at the 2-3 cm accuracy level. We have to involve the trustful levelled 
GPS points into the process of the GPS-gravimetric geoid determination, then for 
the remaining not-levelled network sites a simple subtraction may provide a limite i 
accuracy height above the geoid. The first test have been performed for the eastern 
part of Hungary, the OGPSH network has been measured only there by middle of 
1996. Figure 5 shows the test results of the fitting phase for the levelled points.

Fig. 5. The performance of the GPS-heighting in the Tiszántúl area

Acta Geod. Gcoph. Hung. 31, 1996



380 A KENYERES

Keeping fixed some selected points, the residuals of the fitting are shown for the 
remaining levelled sites. As it is seen for most of the points the residuals are less 
than 3 cm and interestingly the higher residuals are concentrating on some areas. 
The reason is not yet found, some suspected points will be re-levelled in September, 
1996.
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E S T I M A T I O N  O F  T H E  C A V I T Y  E F F E C T  
U S I N G  T H E  F .E .M .

P Kostecky1 and I KOHÚT2

The presence of the cavity changes the strain field caused by external force in solid.
One way how to estim ate the magnitude of this effect is computation of strain field  in  
solid w ith and without cavity and their comparison. As a computational m ethod was 
chosen finite element m ethod (F.E.M .) for ability to consider the arbitrary shape of  
cavity and influence of inhomogeneity of material. In presented work is described the  
com puter code developed for such purpose and som e testing results are presented.

K ey w o rd s: cavity; finite element method; strain field; tidal force

Introduction

The reason for attempting a solution of the cavity problem was that measure­
ments of deformations caused by tidal forces are burdened by error ensued from 
local effects. Measurements of tidal-induced strain and tilt are usually performed in 
underground facilities in order to minimize the influence of environmental factors. 
Measured values differs from the theoretical ones calculated under assumption the 
instrument is directly surrounded by a large volume of continuous material. Topo- 
geological features of surroundings have a certain contribution to this deviation. 
The sources of deviations of such kind are the presence of the cavity, the influence 
of surface topology and inhomogeneities of elastic constants of rock structures.

These effects are induced by the tidal potential itself and it is impossible to 
separate their influence by frequency analysis. This was the motivation to solve the 
outlined problem by detailed modelling of strain field in the vicinity of the cavity.

Classical results for the cavity effect estimation were given by Eshelby (1957) 
(idealized analytical solution) and Harrison (1976) (first order F.E.M. approxima­
tion). The later had given the correction factors for the tilt amplitudes. Similar 
calculations were done by Brimich and Brestenskÿ (1992) (F.E.M.) and Brimich 
and Hvozdara (1996) (boundary element method).

Problem definition

The reason we considered 2-dimensional (2D) plane strain model is that such a 
case is much more simple in computational aspects than a 3D model and it could 
serve as an anticipatory result for future calculations in the 3D domain. Moreover, 
in some cases the instruments are located in tunnels in vicinity of which the mate­
rial properties do not change significantly, what could be, in some approximation,

1Com enius University, Fac. M ath. Phys., Dept. Geophys., Mlynská dolina F - l ,  842 15 
Bratislava, Slovak Republic

2G eophysical Institute, Slovak Academy of Sciences, Dúbravská 9, 842 28 Bratislava, Slovak 
Republic
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sufficiently well modelled by a 2D case. Other simplifications we have considered 
are linearity of the problem and its independence of time (static case), assuming the 
load of domain caused by tidal forces varies sufficiently slow. The reality is more 
complicated, mostly by the uncertainty of determination of rock structure proper­
ties in the vicinity of the measurement point. But we think it has value to solve 
such a simple problem, too.

The strain tensor ef- in model without cavity is coupled with this one ej) for 
the domain with cavity by Eq. (1):

= S ijk ,e°° . (1)

For our 2D (plane strain) case this relation can be rewritten as Eq. (2):

exx = Sxxefx + S X ye~ 

ejy = Syxefx + Syye™

Correction factors Sij are functions of the cavity shape, e.g. for ellipsoidal cavity 
they are functions of the principal axes ratio. They were calculated and graphically 
depicted by Harrison (1976) (under the assumption that the Poisson’s ratio of the 
material is 0.25).

For calculation of the strain field in solid we have to solve the well-known Lamé 
system of second-order partial differential equations of elliptic type, describing the 
linear elasticity problem in terms of displacements:

( 2)

— (A + p) grad div u — p Ли = F . (3)

A, p are the elastic constants of the medium (given by Young modulus and Poisson’s 
ratio), и is the displacement vector, F represents the external (area) force field. Two 
types of boundary conditions have been considered:

a) и = 0 at the fixed part of the boundary,

(9u
b) —— = 0 at the free part of boundary (normal derivative), on

The strain tensor is given by the relation:

e.it
1 /  dui_ duk \
2 Vőx* дх{ ) (4)

Description of code

The classical finite-element solution of the linear elasticity problem is often based 
on the use of simple linear (or bilinear) shape functions. It may be sufficient in 
some cases, but for a more precise solution it is suggested to use of higher order 
approximations. For the solution in displacements to be of at least C1 continuity, it 
is necessary (for 2D case) to use classical polynomial shape functions of minimum 
order 5, what follows from Zenisek’s theorem (1970).
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Thus we aimed for developing code which is based on such a high order ap­
proximation. Babuska and Suri (1990) suggested and worked out the use of the 
p-method finite-element solution based on hierarchic shape functions. In our work 
the advantageous features of this method were utilized. Since we had no access to 
commercially available high order F.E.M. codes, we have to develop our own one. 
As it was mentioned before, it solves the 2D plane strain linear elasticity problem. 
It employs the hierarchic set of shape functions for triangular elements (up to the 
order 8). We try to build in it the possibility of the use of curved border element 
(isoparametric) up to fourth order of curvature. External forces can be prescribed 
as area forces or as nodal (single) ones. In this version of code a total fixing of at­
tributed degrees of freedom is only possible (condition a), but in the later versions 
we can only use partial fixing (by putting only ux or uy to zero). The condition 
b can be, in the F.E.M. formulation, taken into account simply by equating the 
corresponding right-side terms to zero.

The code itself (written in the Pascal language and implemented on PC-class 
computers) consists of three parts:

preprocessing: reading of input data, renumbering of mesh elements for the front- 
width optimization, precomputation of the scalar products table, transforma­
tion of the external forces;

mainframe: computation of local stiffness matrices and their assembling, elimina­
tion of subsequent front variables, solving for final front variables and back- 
substitution;

postprocessing: computation displacements and stresses for all nodes, parametri­
cally prescribed side points and general element points.

The solution values at the node and side points may be improved by the super- 
convergent recovery technique (introduced by Zienkiewicz (1992)). This procedure 
is based on the fact that solution error is strongly concentrated in the vicinity of 
element border lines.

Testing calculations

As the testing example, the mesh covering a rectangular domain with approx­
imately elliptical cavity was selected (Fig. 1). The mesh with cavity consists of 
70 nodes, 166 sides and 96 elements. The same mesh but without cavity, has 99 
nodes, 266 sides and 168 elements. Vertical sides of the domain are taken as fixed. 
The direction of tidal force field was taken in this example at the angle of 20° to 
the vertical axis and the Poisson’s ratio of the material was considered 0.3. Both 
meshes were processed and 2 strain fields were obtained.

For the demonstration of differences between both cases, the relative differences 
in the sense:

prr _  '} -  e-
’•) - (5 )
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Fig. 1. Testing mesh w ith cavity

were computed, (i, j  — x , y )  and e-у, ef- stands for the appropriate component 
of the deformation tensor without and with cavity, respectively. The calculations 
were performed for the orders of the shape functions 1, 2 and 4. The results are 
graphically represented on the Figs 2-4.

Conclusion

Although the example presented is far from being realistic, it shows for all com­
ponents of the deformation tensor remarkable differences between first and higher 
order F.E.M. approximation calculations. This seems to be the justification for 
the necessity to use the higher order F.E.M. approximation for the cavity effect 
calculations, for latter to be applicable to the real tidal measurements.

The bigger and more complicated meshes are under test to evaluate the code 
limits and to obtain the improved correction factors for the cavity effect estimations 
which would be of practical significance. The code is still at the stage of refinement. 
We are aware that for realistic calculations, the ratio of cavity dimensions to the 
dimensions of whole domain under investigation must be at least 1:20 (Harrison
1976), what is not the case of the mesh presented, but it will be fulfilled in the 
future testing examples.

At present, a more realistic mesh — closely corresponding to the real situation 
of the Geophysical Institute of the Slovak Academy of Sciences Vyhne tidal station 
— was successfully processed. This mesh consists of 556 elements and calculations 
by the code described were performed up to the order 7 (more than 33000 degrees 
of freedom) F.E.M. approximation.
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I N V E S T I G A T I O N  O F  T H E  IS O S T A T IC  A N O M A L Y  
O F  T H E  E A S T E R N  A L P S

В M e u r e r s 1

The regional characteristic of the isostatic anom aly in the Eastern Alps cannot be  
explained by simple m odels with partially over- and undercompensated crust. T his  
also holds for the geodynamiral interpretation of observed recent crustal m ovem ents. 
The correlation with the isostatic anomaly is not convincing even when investigating  
the low frequency content of the field. Gravity effects of upper mantle structures as 
reported in the Western and Central Alps may remarkably change the regional trends 
also in this area. Nevertheless rough estimates o f the isostatic state are possib le by  
statistical analysis of the relation between gravity anomalies and mean elevations. 
The present investigation shows the Eastern Alpine area being close to isostatic equi­
librium . The coincidence of high uplift rates w ith local negative isostatic anom alies 
indicates isostatic rebound effects to be possible.

K ey w o rd s: Bouguer gravity; Eastern Alps; isostatic anomaly; recent crusted 
movements; regression analysis

1. Introduction

Recent crustal movements are a well-known phenomenon in orogenic belts. They 
are mostly due to still active tectonic processes but partly also may be guided by 
isostatic compensation effects. The aim of this study is to investigate what in­
formation concerning the isostatic state of high mountainous areas can be gained 
from isostatic anomalies. This investigation is based on analyzing Bouguer gravity 
instead of geoidal undulations. Because of being connected with the vertical deriva­
tive of a potential, Bouguer anomalies much more reflect the density distribution 
of the outer parts of the earth than geoid heights. Consequently isostasy can here 
only be studied locally and not regarding the global characteristics.

2. The Bouguer and isostatic anomaly of the Eastern Alps

Figure 1 shows the Bouguer anomaly of the Eastern Alps based on mean Bouguer 
gravity values in a 3' x 5' grid (Senftl 1965). This grid and additionally a detailed 
data set (Meurers et al. 1987) have been used to calculate the isostatic anomaly 
(Fig. 2, Wagini et al. 1988). The high frequency content is visible especially in the 
map derived from the high resolution data in the central part of the Ecistern Alps 
(Fig. 3, Meurers 1992). The mean isostatic anomaly is +8 mGal and +4 mGal, 
respectively. All data refer to the geodetic reference system 1980 (Moritz 1980). 
Compensation according to the Airy-Heiskanen model (e.g. Heiskanen and Moritz

1 Institute o f M eteorology and Geophysics, University o f Vienna, Hohe Warte 38, A—1190 W ien, 
Austria, e-mail: bruno.meurers® uni vie.ac.at
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Fig. 3. Isostatic anom aly of the Eastern Alpine Traverse (Meurers 1992). Co-ordinates in  m

1967) is assumed at the crust-mantle boundary. The isostatic correction can be 
calculated by applying Parker’s (1972) Fourier transform expression:

F M * ) ]  =  2itGge~^T £  L H £ l F [t» ( x ) ] . (1)
*—' n!n = 1

G is the gravitational constant, while x and к symbolize the two-dimensional co­
ordinate vectors in space and wavenumber domain respectively. <ь(х) denotes the 
crust-mantle undulation with respect to the mean crustal thickness T  at sea level. 
According to the Airy-Heiskanen concept it depends on the ratio between mean 
crustal density g and the density contrast Ag  at the crust-mantle boundary and the 
topographic heights h(x):

tb (x )= - fe 4 x ) .  (2)

Mean topographic heights are available by digital terrain models defined in dif­
ferent grid sizes (Steinhäuser et al. 1984). Equation (1) corresponds to a flat
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T a b le  I. Variation of the isostatic anom aly of the 
Eastern Alps due to changing the density contrast 

and the compensation level

T A c Min Max Mean
km kg m -3 mGal mGal m Gal

30 300 -4 .7 0.5 + 1 .0
25 400 -0 .6 9.6 - 3 .0

approximation which of course is not sufficient. Therefore the gravity effect ct 
all sources outside the Hayford-zone Оц (166.7 km) wets removed by applying the 
method of Simpson et al. (1983). Adding the gravity both of topography and root 
beyond 166.7 km to the antipodes according to Eq. (2) finally results in the com­
plete isostatic correction term. All effects of these distant masses can be taken from 
Kärki et al. (1961).

3. Interpretation problem

Isostatic anomalies contain generally the gravity effects of under- or overcom­
pensation with respect to certain boundaries, e.g. the crust-mantle discontinuity or 
the boundary between lithosphere and asthenosphere. But the geodynamical inter­
pretation is rather difficult. There are severe objections against such interpretation 
especially when the mean isostatic anomaly is concerned:

—  Model parameters assumed for calculating the Bouguer and isostatic anomaly 
strongly influence the isostatic mean (e.g. normal gravity, density contrast 
between lower crust and upper mantle, crustal thickness at sea level, refer­
ence level). Table I shows the variation of the mean isostatic anomaly of the 
Eastern Alps depending on the definition of the Airy-Heiskanen root by dif­
ferent parameters (Wagini et al. 1988). Both the mean and the regional trend 
are strongly affected as shown by the extremes.

—  Crustal density variations are able to cause local anomalies with non zero av­
erage even when the mean density variation is zero. A perfectly compensated 
crust does not have necessarily a non zero isostatic anomaly.

—  The anomaly pattern changes dramatically when geological corrections of 
known upper crustal structures are taken into account. Figure 4 shows a 
section of the isostatic anomaly map of the Eastern Alps after removing the 
gravity effect of the Molasse basin. For this purpose three-dimensional mod­
elling (Götze and Lahmeyer 1988) was applied using the 3D interpretation 
of the Bouguer gravity of Southern Germany (Müller 1988). In the present 
study the Airy-Heiskanen root has not been modified by inserting the crustal 
density distribution into Eq. (2), therefore Fig. 4 gives an estimate of the

A d a  Gtod. Gcogh. Hung. SI, 1996



51
00

394 B MEURERS

maximum effects. However, such modifications do not fully compensate the 
geological correction.

—  The real density distribution is a priori unknown at calculating the mass cor­
rections. Applying the mean crustal density is a suitable approximation but 
too simple to cope with reality. Another problem concerns the free-air correc­
tion which does not properly consider the anomalous vertical gradient and its 
vertical derivatives. Therefore reduction anomalies are unavoidable especially 
in high mountainous areas. They are dominated by high-frequency features, 
but also distinct regional trends can be present. In the central part of the 
Eastern Alps reduction anomalies up to more than 20 mGal occur (Meurers 
1992). Table II compares two Airy-Heiskanen root models in the Eastern Alps 
and the corresponding gravity effect. The first fully agrees with the classical 
Airy-Heiskanen concept based on assuming constant crustal density. In the 
second model the root function is modified by considering topograpic density 
variations (Steinhäuser et al. 1984, Walach 1987).

—  The long-wavelength gravity effect caused by sub-crustal sources influences 
both the average of the isostatic anomaly and its regional pattern. Three- 
dimensional modelling of the Western Alps indicates high amplitude contribu­
tions from sources below the crustmantle boundary (Schwendener and Mueller 
1985). This may also be true in the Eastern Alps. Therefore the interpreta-

P ig . 4. Geological correction of the isostatic anom aly according to a 3D density m od el of the 
Bavarian M olasse sediments. Co-ordinates in km
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T ab le  II. Variation of the root depth and the isostatic anomaly 
of the Eastern Alps due to considering a topographic load with 

variable surface density

D epth of Airy-Heiskanen root 
1cm

Min Max Mean

Density в  =  const =  2670 kg m 3 29.4 47.6 33.5
Model в  =  e ( x ) 29.4 47.4 33.6

Difference - 1 .0 0.8 -0 .1

Gravity effect of the Airy-Heiskanen root
mGal

Min Max Mean

Density g =  const =  2670 kg m -3 -1 6 4 .4 - 5 .6 -5 2 .0
Model

2и -1 6 3 .2 - 8 .6 -5 3 .8
Difference - 3 .2 8.0 1.9

tion even of the regional field is not easy. Moreover, the correlation of recent 
crustal movements with isostatic anomalies is probably strongly influenced 
too. This problem will be discussed later.

Because of these reasons the conclusion on the isostatic state has to be drawn 
with much care especially when the average anomaly is close to zero like in the 
present case.

4. Height dependence of gravity anomalies

Therefore a further attempt was performed to analyse the state of compensa­
tion of the crust by investigating the relation between gravity anomalies and mean 
elevations. The advantage of such procedure is that the result does not depend on 
the anomaly average. A two-dimensional model was designed with the topographic 
heights defined within a certain interval by a Gaussian error function:

h(X) =
hmaxe /- (a z )2 < X < rj

ho M > $
(3)

The horizontal extent of the topographic structure, the wavelength d , is con­
trolled by the exponential factor a, the height maximum hmax and the constant 
elevation ho outside the interval:

d => h0 = h(x)|r=±d/2 • (4)
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T a b le  III . Model parameters used for 
investigating the relation between grav­

ity  anomaly and mean elevation

Alps Andes

e 2670 kgm—3 2670 kgm “ 3
A e -400  kgm-3 -500  kgm -3
T 30 km 40 km
^max 3 km 3 km
ho 0.2 km 0.2 km

The depth of the Airy-Heiskanen root follows from Eq. (2):

i(«) = A (« )^  +  T . (5)

Two sets of parameters (Table III) have been used characterizing the different 
types of continental crust in the Alps and the Central Andes (Götze et al. 1991). 
These assumptions are very simple, but quite realistic. Using same parameters in 
a nonlinear inversion of the Eastern Alps’ Bouguer gravity (Granser et al. 1989) 
yields to Moho-depths, which generally agree well with results obtained by seismic 
investigations (e.g. Miller et al. 1978, Posgay et al. 1991).

Figure 5 shows the results of a linear regression analysis regarding the Bouguer 
gravity-height relation for different topography wavelengths of both models. The 
Bouguer correction term can never be obtained except for a wavelength approaching 
to infinity. The height dependence varies remarkably in case of over- or undercom­
pensated topography. The dashed lines describe such situation for the Alpine model. 
In spite of the simple model assumptions the observed regression coefficients fit very 
well to the coefficients which correspond to realistic figures for the crosswise extent 
of Eastern Alps and Central Andes (Götze et al. 1991). This indicates a more or 
less compensated crust in both areas.

A similar analysis was performed concerning the isostatic anomalies. In this 
case the functional relation between anomaly and mean height also depends on 
the state of equilibrium and therefore enables us to distinguish between different 
compensation models. However, the high frequency content of isostatic anomalies 
troubles the determination of functional relations in case of real data. Nevertheless 
one can try to evaluate the trend in the observed data set. Some models with 
different compensation scenario have been calculated, two of them are shown in Figs 
6 and 7. Figure 6 refers to a simple over- and under-compensated crust obtained 
by 10 % increase and decrease respectively of the undulation in Eq. (2). In such 
a case a clear trend is present in the anomaly-height relation. Figure 7 describes 
the gravity effect of a root shifted with respect to topography by 20 km. That 
means undercompensation in the South and overcompensation in the North of the 
mountain crest. Such a model prevents a distinct anomaly trend. Disregarding 
the problem of geological corrections this feature fits well to the long-wavelength 
component of the isostatic anomaly in the Eastern Alps (Fig. 8), which also shows
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elevation [km]

Fig. 5. Regression coefficient of the relation between Bouguer anomaly and m ean elevation as 
function of the horizontal extent of a  topographic m ountain structure

the minimum in the North and the maximum in the South. The filled dots refer to 
the synthetic model, the open symbols show the relation between real data extracted 
from the low-pass filtered maps of the isostatic anomaly and the heights. Only 
data within the section of Fig. 4 are considered. The regression coefficient of the 
relation between isostatic anomalies and heights is close to zero both for the model 
and the real data. However, such a model does not agree with seismic refraction 
and reflection observations in the Swiss Alps (Kahle et al. 1980). Just contrarily 
maximum Moho depths are found here south of the Alpine crest corresponding to 
the Alpine tectonic pattern of plate collision. Three-dimensional modelling of the 
Bouguer gravity (Schwendener and Mueller 1990) suggests a deep structure in the 
upper mantle which is interpreted as subducted lithospheric slab in agreement with 
seismological results (Mueller 1989). Its gravity effect is rather big but completely 
masked by shallower structures and therefore not directly recognized in the gravity 
maps. Unfortunately a similar analysis cannot be performed in the Eastern Alps, 
as seismic results concerning the crustal structures are not sufficient to separate 
the gravity effects from crustal and sub-crustal sources. Besides, the ambiguity of 
gravity modelling has to be kept in mind. Cassinis et al. (1990) present a two- 
dimensional interpretation of a gravity profile in the Western Alps with no need to 
include sources in the upper mantle.
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F ig . 6. Relation between isostatic anomaly and m ean elevation for a simple crustal m odel. Topog­
raphy is overcompensated (+ )  and undercompensated (—) by 10 % of the equilibrium root depth. 
T h e parameter corresponds to the exponential factor in Eq. (3) and characterizes the horizontal 

extent o f the topographic m ountain structure

5. Recent crustal movements and isostatic anomaly 
in the Eastern Alps

In the Eastern Alps recent crustal movements can be derived from repeated pre­
cise levelings (Höggerl 1989). The movement data shown in Fig. 9 (BEV 1991) refer 
to a station situated in the Bohemian massif which can be regarded as geologically 
most stable area in Austria. However, these results must be interpreted very care­
fully because at most locations they do not much exceed the standard deviation. 
Many sites are located within large valleys or inr • Alpi. - basins where local sub­
sidence effects may occur. Nevertheless this map can serve as indicator of regional 
trends in that area. Uplift prevails in the westci.. part of Austria with maximum 
figures close to the crest area of the Alps, while subsidence is observed in the North 
and East. Crustal movement data are significantly only related to the long-wave 
component of the isostatic anomaly. This holds also, if the sites within the Vienna 
basin or the Bohemian massif are excluded which in a narrow sense do not belong 
to the Alpine area. However, this analysis does not gain full information since the 
levelling sites are unevenly distributed regarding the isostatic anomaly trend. Nev­
ertheless, the coherence of local isostatic minima with high crustal uplift indicates 
that rebound effects cannot be excluded, but in this case then must occur locally. 
More convincing coherence has been reported from the Western Alps, where the up-
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Fig. 8. Long wavelength component of the isostatic anomaly of the Eastern Alps (F ig. 2) obtained by wavelength
filtering. Cut-off wavelength 200 km. Co-ordinates in  m
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Fig. 9. Recent crustal movements of the Eastern Alps and surrounding area (BEV 1991). Co-ordinates in  km
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lift was explained by isostatic rebound (Kahle et al. 1980). A possible explanation 
for the weak correlation between isostatic anomalies and crustal movement data 
may be the existence of upper mantle density inhomogeneities mentioned above. 
They strongly influence just the long-wavelength component of gravity anomalies 
as shown by Schwendener and Mueller (1990). On the other hand we have to 
consider that recent crustal movements are also controlled by still active tectonic 
collision processes.

6. Conclusions

This example clearly shows that the geodynamical interpretation of isostatic 
anomalies is impossible without investigating in detail crustal and sub-crustal 
sources. The general assumptions applied for calculating the anomaly are too sim­
ple. Therefore the isostatic anomaly should be treated as residual field obtained 
by geophysically based high-pass filtering (e.g. Simpson et al. 1986). In the East­
ern Alps the regional characteristic of the isostatic anomaly cannot be interpreted 
by simple two layer models as effect of a partially over- and undercompensated 
crust. This also holds for the explanation of the observed recent crustal movement 
pattern. Gravity effects of upper mantle structures ascribed to subducted litho­
sphere (Mueller 1989) may also change the regional trends in this area. Still active 
and maybe dominating tectonic processes can be another or additional explanation. 
Nevertheless rough estimates of the isostatic state are possible. So from the statis­
tical analysis of the relation between gravity anomalies and mean elevations we can 
conclude that the Eastern Alpine area is close to isostatic equilibrium. The coinci­
dence of high uplift rates with local negative isostatic anomalies indicates isostatic 
rebound effects at least in a local sense.
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T H E  A U S T R I A N  A B S O L U T E  G R A V I T Y  P R O J E C T S

D R u e s s 1

In Austria 1986 the ballistic absolute gravimeter JILAG-6 was purchased in  1986  
by seven scientific institutes (ZAMG Wien, IMG — UNI Wien, GBA W ien, IG — M U  
Leoben, IAGP -  TU Graz, ITG -  TU Graz, IW F -  ÖAW Graz). In a very short 
review , the activities on absolute gravity observations are given. Several projects  
in  determining the absolute gravity were initiated since 1987 in cooperation w ith  
the BEV.

K ey w o rd s: absolute gravity; Austria; ball fistic gravimeter

Objectives of the absolute projects 

The most important purposes are

—  datum of the Austrian gravity base net (OSGN)

—  measurements in geodynamic sensitive zones

—  regarding the repeatability of measurements.

In addition co-operations in bilateral and international absolute gravity projects 
were started.

A bsolute gravity projects in Austria

Base stations

The first 4 absolute base stations of the Austrian gravity base network (OSGN) 
were established in 1980 and measured by the absolute gravity meter IMGC-Italy 
(Marson and Steinhäuser 1981). Remeasurements with the JILAg-6 were made 
in 1987/1988 (Ruess and Steinhäuser et al. 1989). Further 3 base stations were 
founded in Innsbruck, Klagenfurt, Vienna to stabilise the OSGN. Also the other 
absolute stations of the projects mentioned below are included in the adjustment 
of the ÖSGN (Ruess and Gold 1995).

Obergurgl /  Tyrol

In 1987 the station Obergurgl in the Central Alps was established. Measure­
ments have been repeated twice a year in spring and in autumn (Ruess 1995b). On 
one hand the aim was to detect seasonal gravity effects due to precipitations (rain­
fall in summer, snowfall in winter), on the other hand the repeatability of gravity

1 Federal Office of M etrology and Surveying (BEV), Schiffamtsgasse 1-3, A -1025 W ien , Austria, 
e-m ail: diethard.ruess@univie.ac.at
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T a b le  I. Absolute gravity activities in  Austria

Period Stations Observations Project

1980 4 4 Base stations (IM GC)
1987-1988 7 8 ÖSGN
1987- 1 16 Obergurgl /  T yrol
1988-1995 4 6 Hochkar Calibration Line (HCL) G östling-H ochkar
1989-1990 3 4 local calibration line Leoben-Präbichl
1988 3 3 Rhine Valley
1987-1988 1 2 Mannswörth
1991-1992 6 10 Vienna Basin
1996-1998 4 0 Karawanken (periadriatic lineament)

T otal 29 49

measurements could be checked. The time series is shown in Fig. 1. There it seems 
to be a periodic change in the results. There is not yet a realistic explanation of the 
reason for such an effect. Instrumental effects like instability of the laser intensity 
and response to the laser comparator cannot be excluded. On the other hand, the 
maximum possible difference in the comperator effect is less then 15 fiGal (Sasagawa 
et al. 1995). At the JILAg-6 instruments tests on different setups show differences 
below 5 pGal in the results. Further investigations in analysing the Obergurgl-curve 
are going on.

Vienna Basin

In Mannswörth one station was observed in 1987/1988 at the trench of Schwechat, 
6 stations were established 1991/1992 in a profile Hirtenberg-Kaisereicjie across the 
trench of the Southern Vienna Basin to control the effects of subsetting together 
with levelling control measurements (Ruess et al. 1993).

Hochkar Calibration Line (HCL) Göstling-Hochkar

The HCL was established in 1982 to check the La Coste and Romberg gravime­
ters in Austria (Meurers and Ruess 1985). The endpoints of this line were fixed 
in 1988 by absolute measurements. Remeasurements were realized in 1995, also 
the 2 intermediate points were added. Comparisons between the results of relative 
measurements and the absolute measurements show very good fit (Table II).

Leoben-Präbichl calibration line

3 stations of the local gravimeter calibration line were determined in 1989/1990 
(Posch et al. 1989).
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JlLAG-6 ObergurgI /  Tyrol

years

Fig. 1. Repeated measurements in  the Central Alps

T a b le  II . Differences between relative network adjustm ent and absolute connections 
at the 4 main stations of the Hochkar Calibration Line

ÖSGN
Number Location

Latitude
[°]

Longitude
[°l

Height
m

Adjusted  
network 
980 . . .

±
Absolute 
gravity 
980 . . .

± A g

1-071-00 Göstling,
Nepomuk 47.8084 14.9363 529 683 149 3 683 149 4 0

1-101-10 Lassing,
toll-house 47.7469 14.9017 685 641 999 4 642 005 5 - 6

1-101-20 Aiblboden,
house 47.7352 14.9091 1113 556 266 3 556 269 5 3

1-101-30 Hochkar,
Schiheim 47.7191 14.9177 1485 484 821 3 484 824 3 3

Rhine Valley

3 absolute stations were established in the Austrian part of the Rhine Valley 
by the Geophysical Institute at the Montanistic University in Leoben to check the 
transition zone between the Eastern and the Western Alps (Posch and Walach 1989).
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T a b le  III. JILAg-6 absolute gravity activ ities outside of Austria

Period Stations Observations Country/project

1989-1994 1 (2) 3 com parisons at BIPM (Sèvres, France)
1990-1994 6 6 Germany
1992-1995 4 4 Czech Republic
1993 4 4 Slovakia
1991-1995 5 6 Hungary
1994 5 5 Switzerland
1997 2 - Slovenia
1997-1998 4 - UNIGRACE

Total 25 28

Karawanken

4 new absolute stations are prepared in the Karawanken in the area of the Pe- 
riadriatic Lineament. First absolute measurements should start in the late autumn 
1996, before the Austrian absolute gravity meter will be upgraded by some techno­
logical developments of the FG5 instruments. The aim of this project is to detect 
geodynamic effects in combination with levelling and GPS observations. Further 
absolute stations will be occupied in the surrounding area in the north (Klagenfurt) 
and in the south (Slovenia). Also a reference station in a stable geological zone 
(Altenburg, Bohemian Massif) will be measured.

International/bilateral contributions in absolute gravity

—  In 1989 and 1994 the JILAg-6 attended the international comparisons of ab­
solute gravity measurements at BIPM in Sevres/France. Checking the results 
of the last comparisons 1994 an offset of the data was detected by the JILAG- 
instruments, caused by a comparator effect (Sasagawa et al. 1995). Generally 
the correction due to this effect was received with 14 pGal. Indeed the con­
tribution of the comparator was 8 /iGal for the JILAg-6 instrument. After 
introducing this new correction, the results of the Austrian instrument fit very 
well.

—  In Germany 2 base stations in Nordrhein-Westfalen were measured in Es­
pelkamp and Aachen (1990). Further 3 base stations were observed in Sach­
sen in Landwüst, Freiberg and Collm (1994). At the base station Clausthal 
a comparison with the observations of the JILAG-3 instrument were made in 
1991.

—  In the Czech Republic in 1990 the station Pecny was remeasured (Simon 
1992). In 1995 three new stations were established in Litomerice, Benesov 
and Valtice.
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Fig. 2. JILAG-6 gravity observations in Europe

—  In Slovakia 4 stations were measured in 1993 in Zilina, Ganovce, Kosice and 
Módra.

— In Hungary the stations Budapest and Siklós were occupied in 1991, in 1993 
Kőszeg and Szerencs, in 1995 Gyula and Siklós remeasured (Csapó et al. 
1993).

— In 1994 in Switzerland 4 new stations were established in Lausanne, Basel, 
Zürich and Mt. Ceneri, the station Chur was remeasured.

— In Slovenia it is planned to observe two new stations in 1997.

— UNIGRACE (unification of gravity systems of Central and Eastern European 
Countries) is a project that has been derived from the former activities con­
cerning absolute gravity measurements and sea level monitoring in the frame­
work of CERGOP. Absolute measurements will be established in Germany, 
Austria, Bulgaria, Croatia, Czech Republic, Finland, Hungary, Italy, Poland, 
Romania,. Slovakia, Slovenia using the absolute gravimeters of Germany, Aus­
tria, Finland, Italy, Poland. Measurements are intended in 1997/1998.
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TOPOGRAPHIC-ISOSTATIC MODELS FITTING TO 
THE GLOBAL GRAVITY FIELD

G y  T ó t h 1

The topographic-isoetatic potential of the earth’s crust can be m odeled very sim ­
ply using average crustal parameters, a global isostatic m odel and a numerical dataset 
of m ean continental and oceanic heights. In lack of the detailed data for density and  
crust thickness, a least squares estimation is suggested by the author to determ ine 
the global horizontal variation of crustal parameters.

These variations can be determined using a reasonable minimum principle to  
yield  a minimum variance high frequency residual geoid. M athematical solution of 
the problem is discussed using the product-sum formula of spherical harmonics.

Some calculations were also performed with these models and significant varia­
tions in  crustal density up to ±600  kgm -3  and crust thickness ± 7  km  were detected  
w ith respect to the Airy m odel of uniform parameters. Also a different behaviour of 
the oceanic and continental crust seems to be indicated by these models.

K ey w o rd s: geopotential; lateral density variations; product-sum  formula of
spherical harmonics; topographic-isostatic model

1. Introduction

It is not easy to model the behaviour of the earth’s crust on a global scale. The 
topography and the gravitational potential related to it are well known or can be 
modelled easily (Balmino et al. 1973). On the contrary, the exact mechanism of 
compensation and deep inhomogeneities inside the crust and upper mantle are much 
disputed or not so well known. Therefore we are in a need of crust models which 
are geophysically reasonable and reflect the gravitational contribution of crustal 
inhomogeneities rather well. There exist also global models of the earth’s crustal 
thickness (Cadek and Martinec 1991).

The disturbing potential due to the density irregularities inside the crust is 
termed topographic-isostatic potential. This term also indicates the two princi­
pal density sources related to the crust. One needs the global models to evaluate 
topographic-isostatic potential. One of the most simple models which can also be 
interpreted physically is the Airy-Heiskanen isostatic model. Rummel et al. (1988) 
have developed a very efficient FFT-based technique for the computation of the 
gravitational effect of this model and of the Vening-Meinesz model. Also an at­
tempt was made to fit these models globally to the earth’s gravity field.

The following conclusion must be drawn from the study of such global topo­
graphic-isostatic models: Since the isostatic behaviour of the earth’s crust is de­
pendent on a number of factors these simple global models cannot be expected to 
reflect the full picture. At this point a useful idea may arise. Because even these 
simple models depend on a number of factors, e.g. crust density and thickness, let

1 Departm ent of Geodesy, Technical University of Budapest, H-1521 Budapest, Hungary
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us allow these parameters vary globally. This way, as we will see later on, one may 
restrict himself to those lateral variations of crust parameters which are related to 
the earth’s topography. A spectral approach will prove to be very useful to deter­
mine these lateral parameter variations based on the knowledge of the geopotential. 
Available crust density and thickness data can also be integrated into these models. 
Some results and problems will be discussed as well.

2. Airy topographic-isostatic model and its potential

Here only a short review of the spherical harmonic analysis of the Airy topo- 
graphic-isostatic potential will be given. For more details the reader should consult 
with (Rummel et al. 1988).

In the Airy model it is supposed that the light sialic (SiAl) crust matter of 
density ß cr floats on the more heavy simatic (SiMa) material of the upper mantle 
of density gm. Each crust column is supposed to be in a perfect equilibrium state.

For ocean columns with depth h‘ the anti-root thickness d* and for continental 
columns of height h' the root thickness d' exist. By introducing the factor c/,,

Ch =  1 for continents
Ch = 1 — for oceans ,

one may define the eqivalent heights h 
is then of the following:

d -

— Chh' or h = Chh*. The eqilibrium equation

?f-h = kh, ( l )

where Ag — g m  — g cr is the density jump on the Mohorovicic discontinuity, к is the 
compensation factor.

The compensation factor к is constant for the flat earth approximation and equal

* = *» = § ; •  <2)
For a spherical earth approximation к is slightly different. It can be computed as a 
function of h' from the mass balance principle (see e.g. Sünkel 1986):

kh'
R - D (3)

Where R  denotes mean earth radius and D is the thickness of crust.
If 6 g denotes mass irregularities to the relativ Airy model, the topographic- 

isostatic potential TA,ry is defined by the Newton’s law of gravitation:

T A iry ( / 3 )  =  Q  J J J  r  1 ( P )  Q) 6 g(Q)dv(Q) ( 4 )

crust

where G is Newton’s gravitational constant, t (P,Q)  denotes the distance of P  and 
Q and dv is the volume element of crust, TAlry = potential anomaly.
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Since TAiry (P) is harmonic outside a sphere and its spherical harmonic expansion 
is convergent outside the earth, it can be developed into a spherical harmonic series,

TAiry(P) = £  c t " y Y nm(P ) ,
m=—n

(5)

where C ^ y (n = 1, 2, . . .  m = - n , - n  + 1, . . . .  —1, 0,1.......n) denote the fully
normalized spherical harmonic coefficients of the topographic-isostatic potential, 
M  is the total mass of earth, r(P) is the geocentric distance and

Y nm(P)  = y  21-im0(2n + 1)(” + i ^ PnMÍcoB e P ).

{cos|m|Ap, if m > 0

sin |m|Ap, if m < 0

are fully normalized spherical harmonics and 0p , Ap denote polar distance and 
longitude of P  respectively and 6 ij is the Kronecker’s delta. The P„m are the 
unnormalized Legendre functions of the first kind defined by the equation

Pnm(t)
1

2nn!
( l - t 2)T dn+m

dtn+m (<2 -  1)"
n = 0, 1 ...  
m = 0, 1, . . . ,  n . 
(t — cos 0 )

(7)

The summation in Eq. (5) begins at n = 1 because there is no mass surplus or 
deficit in this compensation model.

If the following surface spherical harmonic coefficients of the equivalent topog­
raphy h and of its square Л2 are introduced,

h? -  _L
47Г l 1  (:

jQ  Y nmd a , (8a)

h2c -  —n cnm — .
47Г

Ynmdi7, (8b)

then these integrals can be evaluated very efficiently and the spherical harmonic 
coefficients of the topographic-isostatic potential can be approximated up to the 
second order through the following expression (Rummel et al. 1988):
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F ig . 1. Degree correlations between the Rapp (1981) geopotential and the Airy m odel’s 
topographic-isostatic potential in the range of n =  2 — 150

where g = is the mean earth density (cca. 5514 kgm 3) and f f  . . . d a
О

denotes integration over the unit sphere a.
From a 1° X 1° dataset of mean topographic heights (64800 data for the whole 

earth) the hcnm and h 2 cnm (where h2 cnm denotes spherical harmonic coefficients 
of the h 2  function) coefficients can be computed up to degree and order 180, and 
the corresponding T’Alry and

rpAxry
jyAiry _  i -----  (10)

7
topographic-isostatic geoid can be determined (here 7 denotes normal gravity).

To judge the fit (or similarity) of the two functions TAlry and the T  disturbing 
potential of the earth the following measure of similarity, the degree correlation 
coefficient is often used (Rummel et al. 1988):

V  c  r Airy/  , '^пт'-'пт

( И )

n  ___ 2
where a 2  is the signal variance, a 2  = Cnm. Also the average correlation

m— — n
coefficient between degrees of series expansion rii and П2 is used:

c(nb n2)
1

П2 -  ni +  1
( 12)

When the geopotential model Rapp (1981) is used for comparison, Fig. 1 shows the 
degree covariances for a simple Airy model of average crustal thickness D=30 km.

The fit between the two potential coefficient sets is rather poor even in the 
higher degree range (above degree 90) where great part of the gravity signal is to
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be expected to be yielded by the topographic-isostatic mass irregularities. Even a 
global fitting of average crust parameters, as it was done by Rummel et al. (1988) 
does not significantly make this correlation better. So we see that this simple Airy 
model has its strict limitations and it cannot be expected to reflect adequately the 
upper density inhomogeneities inside the crust on a global scale.

3. Topographic-isostatic models pertaining to lateral variations
in the Airy model

When the crust density ger and crust thickness D vary according to the lateral 
position of the point P, some changes can be introduced with respect to their 
average values:

gcr(P) = gc r = Agcr(P) (13a)
D(P) = D +  AD{P) .  (13b)

The following linearization is valid at the Taylor-point of the parameter vector 
6 0  = (xgcr,D)

(f/’Airyд^-iAiry _
d6

A 6 .
60

(14)

From Eq. (5) it is clear that the following expression must be valid for the above 
potential change

' ’ Vdi
A 6 (P)Ynm( P ) , (15)

since only the coefficients Cnm are depending on the parameter vector 6  = (gcr, D). 
If now we restrict ourselves to the linear term in Eq. (9) the following expression 
will be yielded for the derivative vector in Eq. (15):

d6

fl - ) n
A 6  -  3 вст К * )

2 n + 1 g
to » * (

n-1
' - « )  J

47Г я  i
1 ( ^ ) 1

W)
* Y nrndc . (16)

If we denote the sum of these two terms by A C^ y, it is easy to show that the 
following expression is valid up to a second order approximation.

ДСА‘гу =
2n -t- 1 g -Hí

f f  6 +± Y nmd* + Mn± .  f f  6 - ^ Y nmd<T
R An R

(17)
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where

M„
n - l f l  

4 R
n — 5 £>\

6 R J  ’

and
AQct A D
Qcr + D

Aßcr A D
Qcr D

(18)

(19a)

(19b)

The relative magnitude of the second term in Eq. (17) is 0.112 for n = 90 
and 0.195 for n = 150 if ZD =  30 km, so it is to be expected that the Æ+ term is 
dominant. This means that only the sum of these two functions can be determined 
through their product by the h / R  function if we accept the Airy model’s physical 
background.

4. An optimum criterion for topographic-isostatic crust models

The gravity potential of the earth includes the topographic-isostatic potential of 
the real earth’s crust. This potential is included in the gravity potential in such a 
way that the shorter the wavelength of the gravity potential terms in the spherical 
harmonic expansion, the higher the contribution of the topographic-isostatic poten­
tial is to it. This is a well-known property of the Newton’s kernel £~l (P, Q) in Eq. 
(4). So simply saying the crust becomes the most important density source of the 
gravity potential as the spatial frequency of T  increases. This also means that the 
shorter the wavelength, the smaller the disturbing effect of non-crustal masses is.

When the topographic-isostatic potential is modelled, our model has to reflect 
the gravity potential well at shorter wavelengths. This criterion can be used to 
judge between such models. From this point of view, the above criterion may be 
used to select a best or optimal model. When the residual gravity potential is 
A T  — T  — T modei for a certain topographic-isostatic model, the optimality criterion 
can be expressed as

"a
ßnffl(AT) = minimum. (20)

n=n 1

The de-smoothing factor ßn , which expresses the amplification of higher frequency 
harmonics, can be determined theoretically from an ideal model of uncorrelated 
uniform density inhomogeneities (Völgyesi and Tóth 1992). When Dmax denotes the 
maximum depth of crustal density sources, the theoretical amplification function is

/  n \  2r>+3
• (2 1 )
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5. Optimal linear topographic model determination

The determination of an optimal linear topographic model (OLTM) (Völgyesi 
and Tóth 1992) requires mathematically the determination of the parameter func­
tion (5+ defined on the surface of the earth. In the following we will denote this 
function simply by 6 . The spherical harmonic coefficients C™ e of the optimal 
model will then be computed from the formulae below, which are coming from the 
Eq. (17) if the term is neglected.

-^m odel — Airy
Д с Г ( 22)

where
AC*"y = tn ■ hècn

tn —
2n + 1 Q - И У [1 -  M„]

(23)

(24)

Mcnm = JL J  J  ■ £(0 , А)Уп т (0 , A)sin0 d0 dA . (25)
о 0

These are the surface spherical harmonic coefficients of the product function (h / R ) 6 . 
In the following we shall see how they may be represented by the surface spherical 
harmonic coefficients of its component functions h / R  and 6 .

Let the functions h and S be represented mathematically by the following spher­
ical harmonic series and coefficients:

А(0.Л) =  r J2 É  A c « . y / t ( e , A ) ,
/= 0  k = - t

(26)

oo i
*(6 ,A) =  £  £  осу-У,у( 0 ,A),

i=0 j - - i
(27)

x 2 x

h c t t  =  ^  j  J  R V r t(0 ,À)sin0 d0 dA, 
0 0

(28)

X  2»

O d j  =  ^  J  J  6(0 , А)У<; (0 , A) sin0  d0  d X . (29)
0 0

The mathematical tool needed for the computation of the spherical harmonic coeffi­
cients in the Eq. (25) by the coefficients (28) and (29) is the product-sum conversion 
formula of spherical harmonics. In an abbreviated form the following equation is 
valid between the aforementioned coefficients:

OO »
höcnrn — E E  a (n ,m , i , j )  ■ odj . (30)

«'=0

Acta Gcod. Geoph. Hung. 31, 1996



418 GY TÓTH

The a(n, m, »', j) coefficients can be determined from the hctk coefficients and the 
Clebsch-Gordan (or Gaunt-Wigner) coefficients. The details of this relationship 
were treated in detail in Volgyesi and Tóth (1992), here we note only the following 
abbreviated form of this relation:

n(n, m, », j)  = )   ̂NijtnmCii) f, n; 0,0,0) ■ C*(», f , n, j, тп j , m) • hcitTn—j , (31)
i

where denote certain constants and C(*, f , n;j, к, m) denote the Gaunt co­
efficients.

When we arrange the spherical harmonic coefficients and the corresponding 
a ( n ,m , i , j )  coefficients according to single indices instead of the double indices 
n, m and i , j  then the following linear system of equations will be resulted:

c model _  c Airy +  A  . o c  _ (32)

where in the matrix A one finds the elements tn a(n, m; i,j).  The optimal parameter 
vector oc may now be estimated (up to a certain maximum degree and order »max = 
К ) to make the variance of the high frequency residual field minimum as it was 
prescribed by the condition (20). This is a very well known least squares parameter 
estimation procedure for the minimizing parameter vector.

This way the optimum parameter function 6  through its harmonic coefficients 
will be determined and then the computation of harmonic coefficients of the optimal 
model is quite straightforward from the linear system (32).

6 . Results and conclusions

PC-based computer programs were developed by the author in MS FORTRAN 
to determine such best-fitting topographic-isostatic models. In our calculations 
the spherical harmonic coefficients were that of the Rapp (1981) model up to the 
degree and order 150. This limit was chosen because of the restricted computer 
memory however, it is planned to extend this upper limit up to 360 on more powerful 
computers. Also a common dataset of 1° x 1° mean topographic elevations were 
used to produce the harmonic coefficients of equivalent topography up to the same 
degree and order 150.

Two different resolution best-fitting model was computed up to degrees К  = 5 
and 10. The average crust thickness for the reference Airy model was 30 km, the 
average crust density was 2670 kgm-3 and the density jump across the Moho was 
chosen to be 600 kgm-3 . The maximum crustal density source depth in Eq. (21) 
was 70 km. As an illustration in Fig. 2 the geoid height differences of the simple 
Airy topographic-isostatic model and of the optimum parameter function model of 
maximum degree 10 can be seen according to our computations. The corresponding 
rms topographic-isostatic geoid height differences are the following:

between the Airy model and the K=5 model: r.m.s difference: ±4.0 m
between the Airy model and the K=10 model: r.m.s difference: ±4.7 m
between the K=5 model and the K=10 model: r.m.s difference: ±3.8 m
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Average CarreJcíiore

■  Airy model В  CLTM K=10

Upper cfegee

F ig. 3. Average correlations of the Airy and b 
geopotential model in the

Average Оэтекйогв CRt30-l 50)

■  Airy model В  CLTMK=10

Upper degree

;-fitting m odels with respect to the Rapp (1981) 
; ranges 90-150 and 30-150

Fig . 4. Confidence levels for the difference of correlation coefficients of best-fit m odel o f degree 10 
and the Airy m odel if the reference geopotential m odel is the Rapp (1981) m odel

The average correlations of the degree 10 model and the Airy model with respect 
to the Rapp (1981) geopotential model are shown for two different fit ranges in Fig.
3. We applied a statistical test to decide whether these changes are significant or not 
and the confidence limits for correlation differences can be seen in Fig. 4. Finally 
the rms. contributions of continental and oceanic parts are visualized in Fig. 5.

Now it is necessary to point out some interesting features of these results. First, 
the resulting changes of crust density and thickness are reasonable, since from the 
parameter function (27) the numerical values are ±600 kgm~3 and ±7 km respec­
tively. Second, it can be stated that a clear improvement of global topographic- 
isostatic models, compared to the simple Airy model may be achieved by allowing
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Fig. 5. Oceanic and continental r.m.s. contributions of different degree best-fitting topographic-
isostatic models

horizontal variations of certain crustal parameters as crust thickness and density. 
The only source of information for this improvement was the geopotential itself. 
Third, our models show significant lateral density changes and variable crust den­
sity as a possible physical cause of topographical geoid anomalies. The significant 
mass deficit due to the large ice sheet of Antarctica is also clearly indicated by large 
negative values of the parameter function in Fig. 2. Negative values are mostly 
correlated with large mountain zones and ocean bottom areas. Positive values are 
associated with ocean trenches and old continental massifs. These results suggest 
the nonlinearity of compensation instead of the strict linear relation in the Airy 
model.
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OBSERVATIONS OF FREE OSCILLATIONS 
OF THE EARTH BY SUPERCONDUCTING  

GRAVIMETER GW R T020
H VlRTANEN1

In August 1994, the superconducting gravimeter of the Finnish Geodetic Institute  
at the station Metsähovi started its registrations. At this site environmental noise  
level is low allowing the detection of weak geophysical phenomena.

Big earthquakes usually excite the free oscillations of the Earth. In this study  
the performance of the GWR T020 for observing this phenomenon in the seism ic  
band up to one hour’s period at a few nanoGals sensivity level is considered. The  
overall existence of the radial mode о So >8 demonstrated for the two years period of 
operation.

K ey w o rd s: earthquakes; free oscillations of the Earth; superconducting gravi­
m eter

Introduction

The Finnish superconducting gravimeter GWR T020 was installed in August 
1994 in the Metsähovi research station, 30 km west of Helsinki (Virtanen and 
Kääriäinen 1995a). A superconducting gravimeter has a low drift and a high resolu­
tion for revealing changes in gravity at the nanoGal level. In addition the instrument 
has a large range in the spectral domain starting from seconds up to months, so it 
can be used in studies from seismic bands to long periodic phenomena such as the 
Chandler period of polar motion. It has been proved that at the station Metsähovi 
the environmental noise level is low and therefore evidence of even weak effects can 
be expected. Seismic events appear to disturb a considerable part of the recording 
time. In order to estimate the significance of the disturbances, we have made some 
statistical studies on the number and duration of these effects. Finding that the 
mean standard deviation in one minute of data on a silent day is about 40 nGal, a 
threshold limit of 80 nGal for a disturbance of the gravity signal was adopted. This 
limit is somewhat arbitrary but was adopted after some practical tests. It appears 
that about 33 % of observing time includes discernible disturbances of seismic origin 
above this threshold, which is a surprisingly large rate (Virtanen and Kääriäinen 
1995b).

Large earthquakes can influence recording over three days. Therefore we have 
studied our ability to make use of these big events, which can excite free oscilla­
tions of the Earth, employing the superconducting gravimeter as a long periodic 
seismometer.

The first observations of free oscillations were those of the large Kamchatka 
earthquake in 1952 (Benioff et al. 1954). Some few oscillations were found which

1Finnish Geodetic Institute, Geodeetinrinne 2 (PL 15), FIN-02431 Masala, Finland, e-mail: 
Heikki.Virtanen@fgi.fi
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apparently were excited by the seismic event. Later on, a large number of different 
modes based on theoretical Earth models have been observed with seismometers 
and gravimeters in connection with large earthquakes. The gravity effects of these 
phenomena are very weak, being at the level of a few nanoGals.

Earthquake on October 4th, 1994, in Kuril Islands

For tentative study the biggest event appearing in our recording between Au­
gust 11th 1994 and September 5th 1996 was chosen. This earthquake occurred on 
the Kuril Islands on October 4th, 1994. The time of origin was 13:23 UT, the mo­
ment magnitude (Mw) was 8.2 and the focal depth 33 km (Table I). The original 
one second samples of gravity signal were decimated to one minute using a sym­
metrical low pass digital filter of order 1225. Tides and influence of air-pressure 
were subtracted from these calibrated one minute samples using the programme 
PRETERNA (Wenzel 1995). The residual channel of one minute sampled data was 
used later on in all spectral analysis ranging from three minutes to one hour. Several 
tests were made to find the suitable length of time series and starting time after a 
quake. Different spectral methods and improvements for signal to noise ratio using 
digital filtering and precise short term linear drift corrections were investigated as 
well.

As a result the longer period part of the spectrum studied is presented in Fig. 
1. The origin of the time series is 0 UT on October 5th, 10.5 hours after the quake. 
The length of the record was 48 hours containing 2880 samples. The period, given as 
cycles per hour (cph), ranges from 12 minutes to 60 minutes. The spectral method

Freq in CPH

Fig. 1. The power spectrum  o f the long period part (Lomb-Scargle periogram) of the record during 
5 -6  Oct. 1994. Length of the record 48 hours
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cph
Fig. 2. The amplitude spectrum  of the longer period part (FFT) of the record during 5 -6  Oct.

1994. Length of the record 48 hours

used is the Lomb-Scargle periogram (Press and Teukolsky 1988), no filtering was 
applied but short term linear drift was removed before the analyses. Several modes 
rise clearly above the noise level and can be identified (Anderson and Hart 1978, 
Denis 1993, Teisseyre 1989) with fine structure in some lines. Figure 2 presents re­
sults from the same data when Fast Fourier Transform (FFT) method and highpass 
filtering were applied before computing. The order of the applied filter was 144 and 
the lower frequency limit one hour. The highpass filtering improves the quality of 
the spectra remarkably in many cases. It removes residual of tides and drift effect 
and gives better signal to noise ratio. The amplitude of the radial mode о So was 
observed to be 5 nanoGals.

The Lomb-Scargle (LS) methods gives better spectral resolution and adopts 
unevenly spaced data, too. The advantage of FFT methods is the allowance of real 
amplitudes while the LS method gives a better resolution for frequencies and thus is 
more adequate to find different modes. In the next presentations we have applied, 
however, the FFT method and used the previously mentioned highpass filtering 
before calculations.

Figure 3 presents the whole spectrum up to 20 cycles per hour (cph). The 
time serie used is the same as presented in Fig. 2. The amplitudes of higher 
frequencies are remarkably larger than those of lower frequencies. Some eigenperiods 
of numerous identified modes are labelled e.g. the toroidal mode couplings of oSii 
and oTi2- In Fig. 4 we have shifted the starting time of the calculated time series 
with 12, 24, 36 and 48 hours respectively in regard to the starting time given in Fig.
3. The length of the record is the same, 48 hours. It can be seen that in the shorter
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cph

Fig. 3. The amplitude spectrum  during 5-6 Oct. 1994. L ength of the record 48 hours

part of the spectra originally strong peaks decay in about two days, these spheroidal 
modes thus having a low Q-value. As an example the amplitude attenuation of the 
о  » S i s  (8.477 cph) peak after the earthquake is depicted in Fig. 5 .  This mode, also 
presented with a dashed line in Fig. 4, disappears in about 60 hours.

Figure 6 depicts the о5b mode starting 6 days after the earthquake. The length 
of the time series used is 7200 samples or 120 hours. The amplitude of the mode is 
5 nanoGal and mean noise level is about 0.5 nanoGal. All spheroidal modes except 
o5o have faded out in two or three days. The radial “breathing” mode o5o has the 
highest Q-factor (« 7000) of all free oscillation modes, the lifetime being about three 
months. Owing to repeating earthquakes, it theoretically should be present almost 
all the time but not be discernible due to the background noise. For comparison, 
Fig. 7 shows an 120 hours spectrum for a quiet term from April 21th to April 25th 
1996. No big events have occurred since two months and the background noise only 
is visible showing the observational threshold value.

Summary of observations of o5o mode

Results of this Kuril Islands’ earthquake has proved that the Finnish supercon­
ducting gravimeter at Metsähovi station is capable to observe the free oscillations. 
In order to know to which extent we have recordings suitable for study of the free 
oscillation, we studied systematically the whole recording period of the GWR T020 
from August 11th 1994 to September 5th 1996, i.e., 740 days. We used tide free, air- 
pressure corrected and highpass filtered one minute data as presented in the previous 
chapter. The length of time series was 48 hours and the starting time was shifted
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cph
Fig. 4. Attenuation of spheroidal m odes. Length of the record 48 hours. The starting tim e of the  
tim e series have been shifted w ith 12 (bottom ), 24, 36 and 48 (top) hours in regard to  the starting

time in Fig. 3

by 12 hours between the computations. As a result, in addition to digital data we 
got about 1500 hardcopies of a spectrum, which were compared to catalogues of 
significant earthquakes (NEIC 1994-1996). During this period 35 earthquakes have 
occurred causing an observable spheroidal mode of free oscillations phenomena. The 
smallest magnitude (Mw) was 6.4. Clear excitation of radial mode oSo happened in 
7 cases as presented in Table I. These shallow earthquakes were, however, not the 
strongest of all observed events. Evidently both the triggering mechanism and the 
magnitude rule the excitation of 05o modes.

Figure 8 gives the two dimensional summary for amplitudes of spectra for the 
years 1994-1996. The horizontal axis is the day of year and the vertical axis shows 
frequencies from 2cph to 4cph. The о So mode and some other spheroidal modes are 
labelled. The black color indicates amplitude exceeding one nanoGal value. Vertical 
grey and black lines are due to saturated spectra because of earthquakes, refilling, 
desensizitation of the gravimeter etc. There is also a data gap in the year 1995 from 
July 4 to July 15 (days 186-196).

The 0*5*0 mode can be seen in the middle as a horizontal black line. In Table
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hour

F ig . 5. The amplitude attenuation  of о «Sis (8.477 cph) elfter the earthquake on Oct. 4th, in  Kuril
Islands

F ig . 6. The observed radial m ode о So during 10-14 Oct. 1994. Length of record is 120 hours

I the observed duration of о So is given. We can say that the oSo mode has been 
observed at the one nanoGal level at least in 25 % of the total recording time at 
Metsähovi.

Conclusion

The superconducting gravimeter GWR T020 at Metsähovi seems to be very 
suitable for free oscillation studies. The quality of spectra is good and results are 
comparable with other superconducting gravimeter installations (Zürn et al. 1991, 
Banka and Crossley 1995). The sampling rate of one minute is found to be suitable 
for this spectral region. The selection of length for the time series is important: in
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Í

c p h

Fig. 7. The observed spectrum for a quiet term 19-24 Apr. 1996

T a b le  I. Earthquakes excitated о So mode observed during 1994-1996

Year+Day Date Tim e UT 
UT

Location Mag
.Mw

D uration
days

94277 Oct 4th 13:23 Kuril bland 8.2 46
95136 May 16th 20:13 Loyalty b land  region 7.3 12
95211 Jul 30th 05:11 Near coast of northern Chile 7.5 43
95282 Oct 9th 15:35 Near Coast of Jalisco 7.6 7
95337 Dec 3th 18:01 Kuril bland 7.8 19
96048 Feb 17th 05:59 Irian Jaya region, Indonesia 7.9 34
96162 Jun 10th 04:03 Andreanof Island, Aleutian 7.9 13

case of too short time series, the quality of spectra will be poor and longer series 
also give a better signal to noise ratio. The lengths of the series are limited for 
practical reasons because the spectra of successive earthquakes will disturb each 
other. In the studies for the decay of modes the length of the spectrum should be 
rather short. In some cases at beginning of an earthquake the signal range of the 
gravimeter is fully saturated and we have to cut out this data. However, using an 
appropriate filter it is possible to study the spectrum at the very beginning of an 
earthquake, which is important in determining the low Q-values.

Results show that we have on average one free oscillation event per month con­
cerning the short term spheroidal modes. Relative amplitudes of peaks seem to be 
different in several cases. Calculation of relative amplitudes, Q-factors for different 
modes and comparison to earthquake catalogues will be very valuable. In addition, 
2-3 events per year are expected, which can excite the radial mode о So • Compar­
ison of the results with those obtained with a long periodic seismometer will be of 
interest in the future.
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F ig. 8. The summary for am plitudes of spectra for the years 1994 (bottom ) — 1996 (top ). The 
black color indicates amplitude exceeding one nanoGal value
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THE INDIRECT TIDAL TORQUE  
AND PRECESSION-NUTATION DYNAMICS

M Bursa1

[Manuscript received July 25, 1996]

The direct and indirect tidal torques exerted on the planet M  by the tide forming 
body m  are discussed from the point of view of their m utual direction. It is proved  
that the tidal force function enables the exact determ ination of both  the direct and  
indirect tidal torques without density distribution within M . The Stokes parameters 
of M  determining the external gravitational field of M  are sufficient for the solution. 
The gravitational field of m is simplified to be spherically symmetrical for brevity 
only; the exact general solution is outlined.

K ey w o rd s: direct tidal torque; indirect tidal torque; nutation; precession

1. Introduction

There are two different torques exerted on a planet assumed to be not perfectly 
rigid (body and mass M , its center 0 ) by an external body (body and mass m, its 
center O'): the direct one (N ) giving rise to the planetary precession-nutation dy­
namics, and the indirect or additional one (f>N) due to the transfer of masses within 
M . Torque N  is identical with the precession torque (Melchior and Georis 1968) 
and it is nearly perpendicular to the planetary meridian plane Л = Ao> passing 
through center of mass O'. Torque 6 N  is situated nearly in the meridional plane 
above and it does not contribute to the precession-nutation dynamics practically. 
It is just the aim of the paper to prove and discuss the fact above in detail.

r  stands for the volume of M, g is the planetocentric radius-vector of volume element 
dr, cr the density at dr, Vt the tidal potential due to body m

1 Astronomical Institute, Acad. Sei. Czech Republic, Bocni 11/1401, 141 31 Praha 4, Czech  
Republic, e-mail: astdss@ cseam .bitnet

2. Direct tidal torque

The direct tidal torque is defined as follows:

( 1 )
T

& 0 0 ‘ ~ 2 \ & 0 0 ' J  j "  (n + &)!

• pW (8in^)PW (sinio') cos k(Ao' — A) (2)
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Notations: Доо' =  О O' is the distance between mass centers О and O', 6 o> is the 
planetocentric declination of O', Pnk  ̂ is the Legendre associated function of degree 
n and order k.

Because of the density distribution required, the exact determination of N  by Eq. 
(1) could seem to be problematic. However, integral (1) can be calculated without 
any information about function a (Bursa 1982). Its exact solution can be reached 
by the Stokes parameters of the planet determining its external gravitational field. 
To avoid a triple integration of (1) in components, we introduced the so-called tidal 
force function Vtff defined as

Vta = J  VtdM  . (3)
M

On the basis of Eq. (3), components Nj (j  = 1,2,3) of Eq. (1) can be expressed 
in the planetocentric coordinate system Xj, the axes of which are the axes of the 
planet’s ellipsoid of inertia, as follows:

^ 1 <«>
sv„ ,
dp '

Formula (4) is well known from the precession-nutation theory; rp,d,p  are Eu­
ler’s angles (precession, nutation, proper rotation, respectively) bounding x;-axes 
fixed with the planet and axes X j  of a reference system inertial in the Newtonian 
sense. All Eulerian angles are positive if rotation is counterclockwise.

Tidal force function (2) in a developed form reads

Ni =

a 2 = 

N3 =

Vtfí
GM m
Д  O O '

OO n / \ n

+ S ^  sinfcAo') ./^(siniSo') + AVtff. (5)

Notations: a0  is scaling arbitrary length parameter, as usual, the equatorial radius 
of the planet associated with the Stokes parameters

Ák)
s i k)

( 2  -  6 k0)(n -  k)\ 
Ma^(n + Jfc)!

I  епР?Хвтф)
M

cos к A 
sin к A dM ( 6)

rendering them to be dimensionless; ф stands for the planetocentric latitude of 
d M , A for its planetary longitude. The last term Д к т  in Eq. (5) represents the 
contribution to Vtff due to the deviations in the gravitational field of the tide forming 
body m  from the ideal spherical symmetry.
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After inserting (5) into Eq. (4), and making use of the derivatives of the Legendre 
associated functions with respect to the Eulerian angles (Bursa 1974), components 
Nj of the direct tidal torque can be expressed in the final form as

W  = ( w ) 2 [ f4 0)8*n2io 'sinA O' +

-f I J j1 ̂  cos2 6 o ‘ sin 2Ло' — 35^' ̂ (sin2 6 0 1 — cos2 6 0 1 sin2 Ao< )+

-НЗ./^ s' n 2io ' sinAo' — З.^2̂  sin 2Æo' cosAo'j ,

N 2  = Gi ^ ( w ) 2 [ f 4 0)sin26o<COsAo-

— 3J2^(sin2 6 0 ' — cos2 6 0 1 cos2 Ло') +  cos2 6 0 ' sin2Ao<— (f ) 

—3 sin 2io* cos Ao' — 35j2̂  sin 26o' sin Ao'j ,

«з = CS ( w ) , [ iJl4 “"M0'sinAo'-
-  IS j1' sin 2io< cos Л0 1 + cos2 io ' sin 2Лo<- 

—e S ^  cos2 áo' cos 2Ao'| •

We restricted ourselves to the degree n = 2 tidal terms, however, there is no prin­
cipal difficulty to derive the higher degree terms, after applying the derivatives of 
the corresponding Legendre associated functions with respect to the Eulerian angles 
referenced above.

Note that if X j - axes coincide with the axes of the planet’s inertia ellipsoid, then 
= 0, = 0 and S (2) = 0. That is why, only the zonal and sectorial tidal

terms are responsible for the precession-nutation dynamics.
In the case of the exact rotational symmetry of the planet’s gravitational field, 

the direction cosines of vector N  are

cos(A, xi) =  — sinAo», cos(A, X2) = cos A о», cos(AT, X 3) = 0. (8)

It means, if the planet’s gravitational field were simplified to be rotationally symmet­
rical, J ^  = 0, the direct tidal torque would be normal to meridian plane A = A o'- 
The fact above is well known from the precession-nutation dynamics. However, if 
J 2 ^  ф 0, the direction of torque N  dérivâtes from the ideal one as ■ If
planet Earth, the deviation angles in (N , xi) and (N , X2) are of the order 1.5 x 10-3 
(300 arcseconds) in magnitude, 3.0 x 10~3 in ( N , x 3). The variations above are the 
same functions of Ло» as torques Nj  themselves. The values above are maximum 
values.

3. Indirect tidal torque

The indirect or additional tidal torque 6 N  exerted on the planet by the tide 
forming body is due to the transfer of planetary masses. In that case the Stokes pa­
rameters (6) are not constant, distortions 0J„k  ̂ and 6 Slk> occur. They are functions
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of the tidal parameters and they can be derived without density distribution within 
M . However, the Love numbers kn^  and phase lag angles £„,* for each harmonic 
term of degree n and order к should be known.

At an arbitrary point (p, ф, Л) situated at the boundary surface of the planet it 
should hold that

Gm e У ,  s p ( 2 - M ( n ~ * ) !
д о о ' “ \ А о о ' У  n'k (n + kV-

■ p(*)(sin ̂ )P^k (̂sin 6 o') cos k(Ao> -  £n,t — A) = (9)

= ^ ë è ( ï ) n (SJ№ cos к A + 6 S ^  sin kA)p(k\ s in  ф).
Q  n  =  2 Jk =  0 '  6  '

From Eq. (9) the relations for the tidal distortions in the Stokes parameters 
follow, exactly, after solving the first (Dirichlet’s) boundary-value problem, as

6 Á k) (2 -  Sko)(n -  к)! Gm (  e \ 3
6S&k) (n  +  Jb)! n’k G M \ A o o J

' ( j f )  Fnt)(sin6°')
C O S  k(Ao' — £n,k) 
sin k(Ao' — £n,k) ■

( 10)

The corresponding contribution to the tidal force function due to the anelastic 
planet’s response can be expressed in the form analogous to Eq. (5) as

n = 2 k= 0

■ (6 J„k  ̂cos kAo 1 + sin JbAoO^n^i8*11 £o<) • ( H )

After inserting Eq. (10) into Eq. (11), and again restricting ourselves for brevity 
to the tidal terms of degree n = 2, and putting k^,o = &2,i = ^2,2 = к (not to be 
confused with symbol к for the order of harmonics), £2,0 = £2,1 = £2,2 = £, the final 
form reads

+

1
+ 3

> ( 1 ) (sin <50')]
2 1

C O S  £  +
12

p (  2) (sin«5o')] cos2 £ | , (12)

R  stands for the planet’s mean radius.
The components S N j  of the indirect tidal torque exerted on the planet by the 

tide forming body because of planet’s anelastic response can be expressed from
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Eq. (4), after inserting Vtff = ÆVtfr:

SNi
ЙЛГ2

6 N3

3t s i n i Gmi  ( R  \ s sil)2So, A». 
2. &0 0 ' \&oo'/  s i n A o '

-3ifc sin £ Çm ( д— -) C O S 2  6 o' ■ û o o 1 V^oo' /

(13)

Components SNi and SN3  are strongly time dependent, Ao- being equal to the 
negative value of the planetocentric hour angle To- of 0'(Ao'  =  —To1)- However, 
component 6 N 3  is only weakly time dependent, because not containing To -, and the 
time variations in Д00 ' and in cos2 So- are relatively small, as usual. Evidently, 
the indirect tidal torque SN is situated exactly in the meridian plane Л =  A o 1, and 
it is directed normal to 0 0 '  (Bursa 1996). It means, the angle (N, 6 N)  formed by 
the direct and indirect tidal torques is nearly 90е. They are perpendicular exactly 
if the planet’s gravitational field is rotationally symmetrical. That is why, SN  does 
not influence the planet’s precession-nutation dynamics practically. Neglecting e2,

dVttt
dAoo-

because

[P2(0)(sin S0-)] +  1 [P2(1)(8in60 ')] +
Moreover,

dvM _
dSo-

because
dF(So-)

= 0 ,

[p ^ ^ s in  á o ' ) j2 =  F ( S o ' )  — 0 .

дбо1

=  0 .

The contributions of the terms not depending on e 1 to the indirect tidal torque is 
zero. This concerns also the long-term and/or permanent zonal tidal term. However, 
the last affects the coefficient in the precession constant H = —J ^ M a ^ / C ,  as well 
as, principal moment of inertia C.

4. Conclusion

1. The direct tidal torque is fully responsible for the precession dynamics.

2. The indirect tidal torque due to the planet’s anelastic response does not affect 
the precession torque practically. It is nearly perpendicular to the direct tidal 
and/or precessional torque.

3. The long-term tidal variation in the second zonal Stokes parameter affects 
coefficient H in the precession constant and only in this way the tidal transfer 
of mass within M  due to m is reflected in the precession dynamics.

4. The derivatives of the tidal force function reflecting the planet’s anelastic 
response, with respect to the planetocentric distance and declination of the 
tide forming body mass center, equal zero.
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ON THE EFFECT OF GREENHOUSE GASES IN THE 
UPPER ATMOSPHERE

P  Bencze1 and A P o o r1 

[Manuscript received June 10, 1996]

The cooling of the upper atmosphere due to the greenhouse effect is investigated  
by means of ionospheric data at mid-latitudes. Comparing the results of this study  
to  a former investigation by Bremer (1992) it has been found that on the one hand  
the effect is not lim ited to the summer months, on the other hand — in contrast 
with Bremer’s data — it indicates a diurnal variation showing an effect in day-time. 
T he reason of this difference is discussed.

K ey w o rd s: cooling of the upper atmosphere; greenhouse effect; ionospheric 
data; upper atmosphere

Introduction

As a result of the increased attention paid to the global change and the green­
house effect by the scientific community, it has recently been suggested that the 
greenhouse effect might affect the upper atmosphere, too. The influence of the 
greenhouse effect in the upper atmosphere would be validated by the circumstance 
that the radiatively active greenhouse gases and especially the most effective of them 
CO2 reradiate the absorbed long wave length terrestrial thermal radiation not only 
towards the Earth, but also in all directions; that is also upwards. As it is known, 
the rate of the temperature decrease is proportional to the variation of the flux of 
the radiation with height and inversely proportional to atmospheric density (Liou 
1980). Thus, in case of the reradiation directed downwards it causes a temperature 
increase, since the density increases and the flux of the radiation is reduced.

However, in case of the reradiation directed upward, the density decreases and 
the flux of the radiation increases. On the basis of phase height measurements 
it has experimentally been shown by Taubenheim et al. (1989) that the pressure 
decreased at a height of 80 km from 1961 to 1987 by about 10 %. Almost at 
the same time model calculations of the possible effect of greenhouse gases in the 
upper atmosphere were carried out. The model calculations of Roble and Dickinson 
(1989) indicated a cooling in the thermosphere of about 50K, if the concentration 
of trace gases (CO2, CH4) is doubled. Using the basic theory of the ionosphere, 
Rishbeth (1990) investigated the effect of this cooling in the ionosphere. He has 
shown that the cooling and the associated composition changes would decrease the 
height of the maximum electron density of the E  region by about 2 km and that of 
the peak elektron density of the F  region by about 20 km during the 21st century.

1 G eodetic and Geophysical Research Institute of the Hungarian Academy of Sciences, H-9401 
Sopron, РО В 5, Hungary
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The first experimental investigations referring to changes in the ionosphere due to 
the greenhouse effect showed a decrease of the height of the F  région maximum 
electron density (hmF2) of about 0.24 km/year for the period from 1957 to 1990 
(Bremer 1992). Further studies found long term variations of the electron density 
(of the order of +0.17 MHz/year for A f o E  and —0.14 MHz/year for A f o F 2) in the 
mid-latitude ionosphere based on 32 year’s data (Givishvili et al. 1995). However, 
these changes were attributed to a long term decrease of atomic and molecular 
oxygen density in the mid-latitude thermosphere. It is to be noted that Bremer 
(1992) obtained for the same quantities much smaller values (—0.0003 MHz/year 
for A f o E  and —0.003 MHz/year for A f o F  2) referring to the same latitude (~  55°N) 
and determined on the basis of 33 year’s data.

1. Data and method

The investigations were carried out by means of data measured at the J apanese 
ionospheric station Wakkanai (45°24'N, 141°41'E) in the period from 1958 to 1987. 
At the selection of the ionospheric station, it is also necessary to take into account 
that not all ionospheric station publish the values of M(3000) F 2 needed for the 
calculation of h m F 2 . The data of an Asian ionospheric station were used to see 
how the greenhouse effect is validated in the upper atmosphere in this part of the 
northern hemisphere. For the sake of comparability, the method used by Bremer 
has been applied (Sole 1995); that is for the determination of the height of the 
maximum electron density of the F 2 layer h m F 2 the expression

, ™ 1490h m F 2 =  т-77— —г — ----7-7— — 176 ,Af(3000)F2 + A M

where
M  =

F 1 F 4
f o F 2 / fo E  -  F2 + F  3 .

In this formula Fl,  F 2, F 3 and F 4 are coefficients depending on solar activity given 
by the relative sunspot number R  and on geomagnetic latitude (Bilitza et al. 1979).

Furthermore, the effect of the solar and geomagnetic activities had to be re­
moved from the ionospheric parameters. Thus, first the coefficients determining the 
relation between the ionospheric parameters (/) and the sunspot number R,  as well 
as the geomagnetic activity index Ap are computed according to the equation

/  = A + B R  + CAp .

This procedure was not used in case of f o F 2 and foE,  since on the one hand the 
correction term A M  is of the order of 0.1 km. On the other hand in the calculation 
of A M  the ratio of these two parameters appears, thus partly eliminating the effect 
of both the solar and the geomagnetic activities. The changes of the ionospheric 
parameters can be calculated using the formula

A f  = f m - f ,
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where by / m the measured value of the ionospheric parameter is denoted. Then, 
the long term trend of the ionospheric parameter can be computed by means of the 
linear regression equation

A f  = a + 6(ne -  n .) ,

where a and b are the regression coefficients, nc and n, are the last and the beginning 
year of the period used for the study.

The significance of the results obtained with the ionospheric parameters was 
also determined by the Fisher’s F  parameter

F = r ^ ( y V - 2 ) .

Неге r is the correlation coefficient between Д / and the corresponding interval 
(ne — nä), N  is the number of years in the period, to which the investigation was 
extended.

2. Results and discussion

The results obtained by the method described above using the ionospheric pa­
rameters of the ionospheric station Wakkanai from the period 1958-1987 are plotted 
in Fig. 1. The long term changes are studied only in case of the ionospheric pa­
rameter hm F 2, since the effect of cooling in the upper atmosphere can most easily 
be detected in the altitude of the ionospheric layers. It can be seen that the quan­
tity A/  (Ahm F2) showing the height change of the maximum electron density in 
the F  region — attributable to the greenhouse effect — indicates a long term de­
crease of hm F2. The daily variation of Д /  shows a day-time minimum (negative

Wakkanai (hmF2) 1958 - 1987
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Wakkanai Af 1987
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□  -5-0 
■ -10-3
□  -13-10 
□ -20-15 
■ -25-20  
□ -30 -2  5

Fig. 2.

value meaning contraction), which means a maximum cooling during the day (Fig. 
2). Considering the seasonal variation of A f ,  no clear seasonal variation has been 
found, however, 6 — the regression coefficient — indicates negative values during 
almost the whole year (upper part of Fig. 3). In the lower part of Fig. 3 the results 
of the significance of the data obtained by the Fisher test (F ) are also shown. It 
can be seen that the negative trend is significant with a confidence level of almost 
95 % in February, with the confidence level of 95 % in July and with a confidence 
level of almost 99 % in October.

Considering the diurnal variation of AhmF2, the daily variation of the trend 
of the decrease obtained in the height hm F2 of the F 2 layer is opposite to the
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J  F M A M J  J A S O N  D

Fig. 3.

diurnal variation of the CO2 mixing ratio. As it is known, the diurnal variation 
of the CO2 mixing ratio shows maximum values in the course of the night. Thus, 
the maximum cooling would occur during the night when the CO2 mixing ratio 
indicates maximum values, at least in the vicinity of the surface.

It is not quite clear whether this contradiction is due to the insufficient length 
of the data series, or it might be attributed to the vertical propagation of the daily 
variation (the fraction of CO2 does essentially not change with height in the homo- 
sphere, disregarding a slight photodissociation in the lower thermosphere). In case 
of the daily variation, the phase shift might be explained by vertical propagation. 
The lifetime (residence time) of CO2 in the atmosphere is of the order of 15 years, 
which is much greater than the time constants of either the vertical component of 
the turbulent diffusion (~ 1 day) or the time constant of the transport by the verti­
cal wind (< 1 month) in the lower thermosphere. This means that the CO2 mixing 
ratio depends first of all on the dynamical conditions. However, on the one hand in 
the thermosphere the separation of atmospheric gases depending on their molecular 
weight begins in the gravity field of the Earth. Consequently, the concentration 
of CO2 decreases faster with height, than O2 or N2 because of its greater molec­
ular weight, approximating the decrease of Argon concentration with height. On 
the other hand, the meridional wind is directed in the F  region from the summer
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hemisphere to the winter hemisphere. Thus, CO 2 can be transported in northern 
sum m er from the northern hemisphere to the southern hemisphere. In northern 
winter CO2 is transported from the southern to the northern hemisphere, but it 
m ay occur that this transport is less effective because of the smaller production of 
C O 2  in the southern hemisphere. It can be assumed that the exchange of C 0 2 be­
tw een the hemispheres results in the inrease of the CO 2 mixing ratio in the northern 
hemisphere in winter as compared to summer. In consequence of this process, the 
cooling in the upper atmosphere would be greater in winter than in summer. It is 
to  be noted that Bremer (1992) obtained a seasonal variation of A h m F 2, which is 
in agreement with the latter seasonal variation, and also with the seasonal variation 
o f  the CO2 mixing ratio in the vicinity of the ground; that is, it shows maximum  
cooling in winter, when the CO 2  mixing ratio is maximum.
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EINSTEIN AND GEOPHYSICS

W  S c h r ö d e r 1 and H-J T r e d e r 2

[Manuscript received August 8, 1996]

The article gives an overview on Albert Einstein’s activity in relation to geo­
physics. Various aspects of his fundamental investigations find their significance for 
geophysical research are discussed.

K ey w o rd s: Albert Einstein; Earth’s rotation; inertial mass; theory of relativity

1. Introduction

Einstein’s activity has transformed the principles of physics in atomistics, in 
quantum mechanics and in relativity theory and enabled us to describe processes 
in the cosmos and inside the body of the universe. Einstein’s General Relativity 
Theory initiated a new chapter in astronomy, but also in geophysics and made 
theoretical astronomy possible: relativistic astrophysics and models of the universe 
based on Einstein’s ideas belong nowadays without doubt to the main fields of 
cosmic geophysics.

In addition to these conceptual inventions and to his basic work on relativistic 
astrophysics and on related fields of science — which interested again and again 
geophysicists such as Emil Wiechert and Hans Ertel among others — Einstein dealt 
repeatedly with other geophysical problems and published several papers on them 
(see also Pais 1986)

2. The principles

During his stay in Berlin (1914 to 1932), Einstein had a close scientific and 
personal connection with eminent Potsdam geodesists and geophysicists, with G 
Helmert, A Schmidt and Julius Bartels. Among meteorologists he was especially 
friendly with Heinrich Ficker, with Hans Ertel’s professor. That is how he got in a 
remarkable connection during his studies with Einstein. It is moreover known how 
Einstein strove to call the Göttingen geophysicist, Emil Wiechert to Potsdam. In 
addition, Einstein was between 1926 and 1933 a member of the editorial board of 
Gerlands Beiträge zur Geophysik edited during this period by the Viennese clima­
tologist V Conrad.

'H echelstrasse 8, D -28777 Bremen-Rörmebeck, Germany 
2R osa-Luxemburg-Strasse 17a, D-14482 Potsdam, Germany
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3. Connection with geophyisical problems

Newton did not believe in his law of gravity (deduced from Kepler’s laws) for 
many years as the value of the gravitational acceleration seemingly did not coincide 
with the value of the gravitational acceleration of Moon. The Earth’s radius R  
— as Newton knew it — was to small. The later geodetical determination of the 
Earth ’s radius by C Picard led to a correction of g so that the product of the gravity 
constant /  with the mass of the Earth led to the same result fM  from the Galilean 
accelaration g and from the Moon’s accelaration v2/r . Newton was willing to give 
the manuscript of his famous book, Principia Mathematica Philosophiae Naturális 
only after this to the printer’s.

Galilei’s and Newton’s notions on the inertia of material, i.e. the notion of mass 
led to C Huygens’ and Newton’s theoretical ideas about the geometrical structure 
of rotating bodies being verifiable only in “cosmic dimensions” . As a sophisticated 
experiment arose the determination of the flattening of the Earth. According to 
Newton’s principles the Earth’s body (in a first approximation) is an ellipsoid flat­
tened in the direction of the rotation axis. The numerical value of this flattening, 
the deviation from the ideal spheric form owing to the inertial force due to rotation 
can be a priori estimated following Newton’s ideas.

The demonstration of the Earth’s rotation is according to Newton’s principles in 
laboratory possible, too, and the axioms of mechanics tell us that the astronomical 
value of the Earth’s angular velocity exactly corresponds to his computations after 
Huygens’ centrifugal forces. This postulate is as Huygens-Mach principle a problem 
of general relativity and cosmology (Mach-Einstein doctrine).

The astronomer Foucault has shown in 1851 that the rotation velocity of the 
Earth can be measured in a closed laboratory. This is else the same effect which 
is known in geography as von Baer’s law. Einstein discussed explicitely the hydro- 
graphic consequences of the Earth’s rotation in a paper with the title “On the cause 
of meander development of rivers and von Baer’s law” (Einstein 1952, pp. 152-160).

The problem of the quantitative coincidence of astronomic, geodetic and ex­
perimental determinations of the Earth’s rotation became more and more evident 
since Kammerlingh-Ones (1879) and owing to continuously improving geodetic and 
astronomic data (including those of artificial satellites). Meanwhile the classical 
question about the “rotation of the cosmos” (so-called Gödel-cosmos) from which 
the rotation of the Earth is to be subtracted, remained basically open.

The theory of the figure of the Earth, being a special problem of geodesy, but 
also one of general geophysics, too, was based by A C Clairaut in 1743 on Newtonian 
principles. He worked simultaneously on the theory of the Moon’s orbit following 
Newton as on a problem of his time being a decisive test for the exact validity of 
the Newtonian principles of celestial mechanics, including the gravity law. Clairaut 
found initially a deviation of the actual movement of the Moon from the computed 
one. L Euler concluded on this basis to the necessity of a correction of the Newtonian 
law of gravity, namely a term of screening, corresponding to an absorption constant 
with the dimension g-1cm2.

A more exact calculation on the basis of Clairaut’s theory of the Earth’s figure
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gave a result which corresponded within the limits of measurement errors to the 
Newtonian law. The validity was confirmed by an argument going back to Laplace 
which was proven by geophysicists after 1900 with a very high precision.

The geophysical methods for the determination of the Earth’s figure, namely 
using a reversion pendulum (F W Bessel, about 1840) and the investigation on 
the ratio of mass and inertia initiated by L Eötvös (around 1900), proved with 
increasing accuracy that the absorption constant Л must be very small. Present 
estimations yield

Л < 10-15g-1cm2.

A most important characteristics of the Earth’s rotation in the framework of the 
Newtonian theory of gravity was prognosticized first by Einstein. He computed in 
1919 the changes in the moment of inertia of the Earth caused by the partial tides 
of the Moon due to half monthly and node movements of the Moon’s orbit and the 
changes Аш in the rotation velocity и  due to the change of inertia. The relative 
amplitude Аш/ш of 10~9 was, however, according to A von Brunn too small to be 
detected empirically at that time (1919).

Independently of Einstein computed H Jeffreys (see Moritz and Hofmann- 
Wollenhof 1993) the periodic changes in the length of the day T  = 1 /ш caused 
by partial solar and lunar tides. All later studies were based on Jeffreys’ work. 
Today the periodic changes in the rotation velocity of the Earth can be measured 
using atomic clocks.

Einstein emphasized the basic importance of the deviation of the astronomic 
definition of time from that of the continuous stream of Newtonian (inertial) time.

The general theory of relativity excelled till recently only by its especially logical 
and mathematical elegance and by its epistemological brisance (see also Einstein 
1969a, 1969b). The basic principles for it differ, however, from those of the Newto­
nian theory of gravity (and from possible conceptual developments of this theory) 
only by effects which were nearly all just outside of the limits of measurement accu­
racy and which could be explained in the framework of the then testing possibilities 
by other ways, too. Thus e.g. the formula for the perihelion movement of Mercury 
could be explained by a random exotic distribution of masses in the vicinity of the 
Sun. Similarly the rather unaccurately known value of the aberration of the light 
by the gravity field of the Sun could be interpreted in a post-Newtonian framework 
with some supplementary hypotheses.

The extraterrestrial physics has meanwhile proven that there can be no doubt 
about the validity of the principles of general relativity (see Einstein 1969a, Steen- 
beck and Treder 1984, too). Without a detailed discussion, we mention here the 
Mössbauer-arrangement, the atomic clock, the radioastronomy, the active space 
research including satellite research and electronic computation technics. They en­
abled us not only to answer questions such as “Newton or Einstein” , but also to ask 
about the possible fine structures in the Einsteinian theory. It is, however, proven 
that these corrections may be not more than a few percent of the Einsteinian values.

Einstein’s theory of relativity is therefore the basis and initial point for all kinds 
of future cosmological research. It is to be added that — in addition to the finest
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effects in celestial mechanics — the most audacious astrophysical statements proved 
to be correct, too. This concerns the prognosis of stellar-like objects with super- 
heavy material in them and the existence of an immense quantity of low frequency 
light quanta which fill the whole cosmos as cosmic background radiation (called also 
3°-Kelvin-radiation).

One of the present problems of the theory of gravity is the determination of the 
ratio of heavy and inertial mass:

M  heavy mass 
m inertial mass

There are three corresponding theories: the first of them goes back to Galilei 
and to Newton and was chosen by Einstein as basis for his “principle of equivalence 
of inertia and gravity” and for his theory of general relativity. This equivalence tells 
us that M/m is a universal constant, i.e. the ratio of heavy and inertial mass is for 
all bodies and everywhere and at all times the same. In contrast Mach’s principle on 
the relativity of inertia declares the dependence of the mass inertia from the average 
gravity potential Ф of the cosmos. On the other hand, Dirac and later P Jordan 
supposed that the gravity constant /  depends on the average mass density £ of the 
cosmos.

In an expanding cosmos (see Einstein 1969b) the ratio M /m is increasing ac­
cording to the Mach-Einstein doctrine with time t. One has M /m ~  t.

According to Dirac’s hypothesis, contrarily, the gravitational load M  = fm  
decreases with time and this results in

M
m

- l

The role of geophysics (especially of gravimetry and geodesy) in experimental 
gravity research is due to the relative great mass of the Earth’s body with respect 
to all bodies being available in the laboratory corresponding to the fact that the 
gravity field of a body is on its surface (at constant thickness) linearly increasing 
with its radius R.

Questions about the possible fine corrections to Einstein’s general relativistic 
theory of gravity conduct us again and again to problems in geophysics. Such 
problems are e.g. the measurement of the variation of the Galilean acceleration g of 
free fall depending on the one hand on time of the day and on season, on the other 
hand on the measurement method ( “spring balance” or “free fall”) (see also Treder 
1980, Steenbeck and Treder 1984). The difficulty is here less the accuracy of the 
measurement to be reached than the estimation of other geophysical and geodetical 
effects which are not of purely stochastic character.

A significant characteristic of the Earth’s body is its relatively high age of 4.6 
billion years (practically the same age as that of the solar system). This age is 
comparable to the so-called age of the universe of about 15 billion years, that is why 
some changes in the basic physical constants or in other elementary structures of 
the cosmos during its lifetime (as it is demanded by some cosmological hypotheses)
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have to be reflected in the geologically and paleo-geophysically studied history of 
proportions and parameters of the Earth.

P Jordan’s book “Expansion of the Earth” became important for the whole 
complex of these problems. Hans Ertel, a geophysicist, dealt intensively with these 
problems, too.

In addition to the gravity field, geophysics describes the geomagnetic field, too. 
W Gilbert, Galilei’s contemporary laid around 1600 the foundation for the experi­
mental study of magnetism together with that of the geomagnetic field (see also Pais 
1986, Einstein 1969a, 1969b, Treder 1980). The mathematical and measurement- 
technical developments reached by Gauss and Weber around 1840 came into being 
also by a world-wide study of the geomagnetic field initiated by A von Humboldt.

The problems of geomagnetism remained closely connected with problems of 
physical field theories even later, following the development of the Faraday- 
Maxwellian electrodynamics, of the electron theory by Lorentz and of the quantum 
theory and relativity. Hypothetical ideas about a unified field theory of gravity 
and electromagnetism led to different speculations about the origin and properties 
of geomagnetism and connected hypothetically geomagnetism with the mass and 
moment of inertia of the Earth. Thus, the study of geomagnetism (and in connec­
tion with it, of geoelectricity) yielded at least estimations in the range of orders 
of magnitude about the gravo-electric or gravo-magnetic effects looked for since 
Faraday.

Einstein’s general relativity informs us about the creation of the gravity field 
by electromagnetic fields inasmuch as according to Maxwell’s tensor it represents 
a source of the gravity field being an inhomogeneity at the right side of Einstein’s 
gravity equations. Weyl’s, Kaluza’s, Eddington’s and especially Einstein’s own 
unified relativistic field theories include as physical novelty an electromagnetic field 
induced by changing gravity field as a reversed effect. Schrödinger connected in 
1947 this problem with the problem of cosmic gyromagnetism.

It is remarkable that exact measurements of gravity, geodesy and celestial me­
chanics can only be interpreted and understood together, on the basis of an in­
creasingly accurate knowledge about the dynamics of the Earth’s interior, a further 
study of Newton’s and Einstein’s gravity theory and of the general relativistic field 
theories. New results about the figure of the Earth and of the terrestrial fields are 
connected with such specialities as basic problems of the geometry of Riemann- 
Einstein’s space-time metrics and the further development of general relativity to­
ward a unified field theory.

4. Einstein’s special geophysical problems

One of Einstein’s publication from the year 1928 (Remark on periodic changes of 
the Moon’s longitude being unexplained by Newtonian mechanics) and another from 
the same year (New possibilities for a unified field theory of gravity and electricity) 
deal with problems which were intensively studied by him. The first one includes the 
forecast of a period of 18.6 years of the average rotation velocity of the Earth and 
the problems resulting from it in connection with the deviation of the astronomic 
time from the continuous stream of Newtonian time.
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Another publication by Einstein (Über den Äther, 1924) has a most significant 
footnote:

“On the basis of electrodynamical analogy it seems to be evident to suppose a 
connection in the form

t? ■ r
an = C ■ dm —r- r l

where dm is a mass moving with the velocity d, r and г = |r| is the distance to 
this mass. (This formula is, however, valid in a first approximation only for cyclic 
movements). The relation between solar field and terrestrial field is correctly given 
by this formula. The constant C has the dimension

/gravity constant 
у velocity of light

From this, the order of magnitude of the constant C can be deduced. By sub­
stituting these values in the formula, it yields — applied for the rotating Earth 
— a value being correct for the geomagnetic field. This connection is remarkable, 
nevertheless, the coincidence may be by pure chance.”

Einstein’s formula for the gravo-magnetic effect coupled for a moment with the 
rotational impulse moment of heavy bodies is found in this paper. The coupling 
constant should be a universal value for which Einstein had supposed a gravity 
constant. High precision measurements by A Picard and E Kessler initiated by this 
work (1925) have shown that the coupling constant has to be smaller at least by a 
factor of 10~3. Blackett and Schrôdinger were conducted by this idea to ask about 
the existence of such a “gyromagnetism” and whether it may have significance for 
cosmic (especially for the terrestrial) magnetic field. Blackett believed in it. He has 
shown that the coupling factor should be less by the factor

electron mass 1 „ ,---------------- = - К Г 3
proton mas 2

than originally supposed by Einstein.
The basis for the supposition of a universal gyromagnetismus was his opinion 

that gyro-magnetism and gravo-magnetism will necessaryly follow from a unified 
field theory including gravity and electricity. This supposition is included in the 
second cited paper.

5. Outlook

Albert Einstein initiated with his multilaminated works geophysical research, 
too, and contributed to further studies, often of an interdisciplinary character. 
Other topics, as e.g. to a unified theory of the general fields led to supposi­
tions which go over the Riemann-Einstein geometry and they may get important at 
high measurement accuracy for geodesy and geophysics, too (Quo Vadimus? 1990, 
Moritz 1993).
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Everett’s big project about the extraterrestrial study of the Earth’s figure is a
forerunner of such scientific works. Geophysics will get a significance for relativistic
physics similarly to astrophysics which obtained this role some years ago.
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H ERM ANN FRITZ AND THE FOUNDATION OF 
AURORAL RESEARCH

W Schröder1

[Manuscript received August 26, 1996]

Som e extracts from Hermann Fritz’s publications and letters relating to auroral 
research are presented so as to give an idea of his contribution to this subject during 
the 19th century.

K ey w o rd s: aurora observations; isochasm; sunspot numbers

1. Introduction

Hermann Fritz’s contributions published a century ago are often cited in the 
international literature, as e.g. by Akasofu (1964), Akasofu et al. (1966), Elvey 
(1964) and Stringer and Belon (1967). It is, however, surprising that no biography 
is available on his life and activity. In the following it is striven to give an overview 
on his life and activity in auroral research based on his accessible published works 
and of his hitherto unpublished letters.

2. A short biography

Hermann Fritz was born on September 3, 1830 in Bingen am Rhein, Germany. 
Having finished his study at the Technical College Darmstadt, he was undermaster 
for technical drawing at the Eidgenössisches Polytechnikum (today Technical Col­
lege) at Zürich, Switzerland. He was appointed titular professor there in 1872 and 
lectured on General Mechanics. In this function he published books and papers on 
the Economical Use of Combustibles (1876), a Handbook on Agricultural Machines 
(1880) and on Mutual Connections between Chemical and Physical Properties of 
Chemical Elements and Compounds (1892).

In addition to these technical papers Fritz was interested in solar-terrestrial 
physics, too. In this field, he w e i s  influenced by Rudolf Wolf, an astronomer being 
known for his merit in the research of the solar (sunspot) cycle. Wolf w e i s  also a 
professor at the Polytechnikum and Director of the Confederation’s Astronomical 
Observatory in Zürich. Fritz was in a close scientific connection with him. Fritz 
died on August 16, 1893 due to a heart attack.

1 Hechelstrasse 8, D -28777 Bremen-Rönnebeck, Germany
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3. Auroral research before Hermann Fritz’s time

The initial stage of auroral research was discussed by Hellmann (1922). There 
were a lot of often contradictory opinions during several decennia about the nature 
of aurora.

The first scientific monography was published by Mairan (1733). A connection 
between aurora and simultaneous irregular variations of the magnetic needle was 
first observed by Celsius and Hiorter in 1741. Some hundred years later (1845), 
Lamont noted periodic changes in the regular daily variation of the magnetic needle. 
Sabine added in 1851 that these changes are closely connected to the appearance 
of the Sun’s surface.

Wolf discovered in 1852 (Wolf 1865) that years with many auroras are often 
identical with years of high sunspot occurrence. Wolf’s result was based on data 
collected by himself and published in a catalogue containing more than 6300 data 
on auroras. This is the point where Hermann Fritz joined this work.

4. The “List of Observed Auroras”

The first task was for Wolf and Fritz to collect more observations of auroras. 
The result of their cooperation was the “List of Observed Auroras, compiled by 
Fritz” (1873). In addition to personal collection of corresponding data, an impor­
tant source of this list was Lovering’s catalogue (1868) which contained American 
observations. There are about 300 sources of the data listed on pp. 5 to 13 of this 
book.

Fritz distributed auroral observations into five groups according to latitude and 
longitude. Yearly sums are also given for these groups. At the end, some obser­
vations of auroras from the Southern hemisphere are also listed. The printing was 
made on cost of the German Imperial Academy of Sciences. It was the base for 
future research made by Fritz himself and by other auroral scientists.

5. Aurora and solar activity

Fritz’s merit is to prove the close quantitative connection between occurrence 
of auroras and sunspot numbers. In his book on the aurora (1881, p. 196) he told 
that he could prove this connection at the end of the year 1862. He published this 
result for the first time in 1864 (Fritz 1864). In a subsequent publication (Fritz 
1865) he presented the parallel course of the auroral and solar activities with much 
more clarity; he wrote (pp. 257 and 258):

.. that finally aurora is closely connected with, and has a parallel variation 
with the sunspot appearance, namely so that in time of richest occurrence of spots 
auroras appears most often and inversely, minima correspond to each other, too, 
and that maxima of sunspot numbers are less evident, while the case is just the 
opposite for auroras. ”

Wolf succeeded to make a distinct progress in 1865 (Wolf 1865) in the description
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of solar activity by introducing relative sunspot numbers, R  calculated as:

Я = *(100 + /)

where g is the number of sunspot groups, /  the number of spots and * is a reduction 
factor depending on the telescope and on the observer. Using old observations of 
sunspots, Wolf could retrace the series of monthly average sunspot numbers till 
1749. Fritz relied in later publications (1878, 1881, 1893) on these relative sunspot 
numbers. In this last publication he could make use of data collected during the 
First Polar Year, 1882/83, too.

There had been some controversy about the first detection of the connection 
between sunspots and auroral occurrence, as the discovery was often attributed 
to the American E Loomis (1811-1889). In his book on the aurora (1881) Fritz 
objected in a footnote against accepting Loomis’ priority. Loomis had based on his 
(Fritz’s) first publication and he published information from their correspondence 
without reference.

6. Geographic distribution of auroral occurrence

Hints at the geographic distribution of auroras are found already at Muncke 
(1825). Loomis (I860) gave a further, even if very rough sketch on the distribution 
of auroras. This sketch is restricted to an approximate indication of observation 
zones with 40 and 80 cases in each year.

Definitive research on the geographical distribution of auroras is due to Fritz. 
He introduced the notion “isochasm”, being a curve which connects all the points on 
the Earth’s surface where the occurrence frequency of auroras is expected to be the 
same. Fritz published in 1874 a map (Fritz 1874) which represents the distribution 
of auroras in the Northern hemisphere. In this publication, further in his book 
“The Aurora” (1881) he published tables on the occurrence frequency of auroras in 
different places of the Northern hemisphere.

Fritz did not extend the study of the frequency distribution of auroras on the 
Southern hemisphere as available data were inhomogeneous. Boiler (1898) was the 
first who presented a comprehensive catalogue and a map on auroral occurrence of 
the Southern hemisphere.

7. Further studies of the aurora

Fritz’s book, “The Aurora” (1881) being mentioned several times in the present 
paper was on continuing importance. It contains a summarizing account about 
the actual knowledge on auroras with a two-coloured map of isochasms for the 
Northern hemisphere. This book contains also a separate chapter on “The Height 
of the Aurora above the Earth’s Surface”. In a number of recent publications about 
geophysics it is supposed that the first reliable determinations of the height of 
auroras succeeded only in the years after 1930. It is, however, so that Galle (1872) 
tried as early as for the aurora on February 4, 1872 to determine the height of the 
aurora. Immediately after the publication of Fritz’s monograph Jesse (1883, 1884)

Acta Geod. Geoph. Hung. SI, 1996



456 W SCHRODER

determined the height of some auroras and for the aurora observed on October 
2, 1882, he found a height of 122.2 ±  4.5 km. He discussed also the possibility 
for the determination of auroral arcs and gave summarizing references to height 
determinations made before 1884.

8. Conclusion

Fritz’s long-lasting merit in geophysics is without doubt due to his auroral re­
search, mainly of his proof of the parallel variation in sunspot numbers and auroral 
frequency, further in the description of the geographical distribution of auroral oc­
currence using isochasms as introduced by himself. Nevertheless, Fritz dealt also 
with other meteorological and geophysical problems. This is shown by an extract 
from his letter on May 7, 1877 where he wrote:

“My special field of research is aurora, hail and electric phenomena as far as 
their relation to sunspots is concerned. When studying the collected data, one gets 
different ideas; a series of short papers was the result of such ideas; they are partly 
published, too. Most of them are found in the New Year’s Publications of the Zurich 
Naturalists’ Society with the title: ‘From Cosmic Physics’. ”

The publication mentioned by Fritz in this letter was published in 1875 (Fritz 
1875). From among his geo- and astrophysical publications, two books are to be 
mentioned on the Sun (Fritz 1885) and on periodic phenomena in meteorology and 
cosmology (Fritz 1889).
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CHANGES IN THE THEORY OF AURORA BOREALIS1

W Schröder2

[Manuscript received October 5, 1996]

Some development phases of the theories on aurorae during the last centuries are 
discussed. The aurora of March 17, 1710 marks a turning point in the history of 
auroral research. This aurora occurred in an im portant period of the intellectual 
development in Europe, at a time when after the long depression of the Middle Ages 
people were becom ing m ost interested in natural science and phenomena relevant for 
geosciences. In the 19th century a connection between the sunspot cycle and auroral 
occurrences was realized by several people as e.g. by Fritz (1873). Further studies on  
the nature of auroras have been done in the 19th century by Birkeland, Wiechert and  
Zöllner. Resulting from their studies, a strong connection has been found between  
solar activity and the evolution of auroras in the upper atmosphere. Some m ore 
recent discussions on theories of magnetic storms and auroras have been published 
in  papers by Chapman/Ferraro, Cowling/Alfvén and Alfvén. These phases of the  
auroral theories are briefly summarized in the present paper.

K ey w o rd s: aurora; geomagnetic storm; history of aurora; magnetohydrodynam­
ics; solar-terrestrial physics

1. Introductory remark

Year 1998 will be the 110th birthday of Sidney Chapman and the 90th birthday 
of Hannes Alfvén. Both achieved significant results in cosmic physics by important 
works on the theory of magnetic storms and of auroras. It is noteworthy that 
the starting points differred in the two cases. Moreover, the discussion between 
Chapman/Cowling/Ferraro on the one side and Alfvén on the other is an example 
of the change in the understanding of auroras. As the mentioned scientists were 
interested in the history of science — e.g. Chapman made an detailed study about 
the occurrence of auroras in previous decennia — a schematic history of the auroral 
research seems to be a welcome contribution honouring both of them.

2. Change in auroral research in the 18th century

The shift from a geocentric to a heliocentric concept of the world meant initially 
no new evaluation in the classification of many natural phenomena. This concerns 
especially auroras. They were considered as long as till the mid-18th century as a 
“miraculous face” , a “terrifying marvel”. Their occurrence meant for people fear 
from war, epidemies or other existential consequences. A classification as natural 
phenomenon remained inacceptable even after the Copernican revolution.

1 D edicated to Professor Haïmes Alfvén (1908-1995)
2Hechelstrasse 8, D -28777 Bremen-Rönnebeck, Germany
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A basic change concerning the interpretation of auroras occurred following the 
aurora on March 17, 1716 whicb was observed everywhere in Europe. It resulted 
in mass-meetings: the consequences were so far-reaching that the Halle professor 
Christian Wolff felt himself prompted to speak to the public with the aim to tran- 
quilize them. This lecture by Wolff, can be evaluated as the decisive turning point 
in the history of contemporaneous cosmic-terrestrial physics. In this lecture Wolff 
emphasized that this celestial phenomenon did not mean a metaphysical omen; it 
should be understood as a certain kind of thunderstorm which could not fully de­
velop (Wolff 1716). He went on: “Why should this early birth tell us more than a 
completely ripe fruit? From all what I  told it is sufficient to say that the interpre­
tation attributed to our meteoro could be found neither in the Script, in common 
sense, nor in the practical experience, but it stems only from the idea which peo­
ple deduced from his own lunacy. We look therefore at it as at a curious game of 
nature...” (Wolff 1716, p. 35).

It is attributed to this concept which was shared by Wagner in one of his later 
papers (1716) that at least a lot of people started to give a new sense to aurora and 
together with it, to a number of unusual celestial phenomena. Naturally, supersti­
tion was not radically eradicated, nevertheless, Wolff’s and Wagner’s concept can 
be understood in the framework of “unity of cosmic and terrestrial physics” (Treder 
1973, p. 192). This new direction of thoughts showed a new approach to natural 
phenomena.

It is remarkable that several 18th century authors (e.g. de Mairan, Weidler 
and Wiedeburg) published new and detailed discussions on the essence and ori­
gin of aurora. The difficulties of the explanation lay in the lack of observations 
(in spite of the fact that de Mairan (1733) pioneered in collecting corresponding 
material, Legrand 1985) and in the fact that aurora was no distinguished object 
of current research. The interest in auroras remained further on connected with 
eminent appearances which simply “could not be overlooked”. The limits of the 
then knowledge about terrestrial atmosphere show the following sentences by the 
universal scientist Lomonosov: “When I  look in the hours of rest at heaven, I  am 
remembered not without regret that many chapters of natural science are explored 
in the tiniest details, but the knowledge about the air coat is in a deep obscurity” 
(Lomonosov 1961, p. 263).

Hjorter’s and Celsius’ activity brought a progress. They succeeded in 1741 to 
make observations which proved the connection between magnetic storms and the 
occurrence of aurora.

Recently Treder (1987) emphasized the significance of geophysical observations. 
It is of historical interest that e.g. Triewald had already introduced such experiments 
concerning auroras. He let the sunlight fall through a narrow slot on a prism in a 
dark room and from the prism on the surface of brandy in a bottle. The coloured 
rays from the surface to the wall resulted in a form of “Northern lights” , thus 
he interpreted this experiment as having certain similarity with aurora. Triewald 
guessed following Descartes that the aurora is a certain kind of reflection from the 
snow and ice stored in the polar region.

The suspicion that aurora is an electric phenomenon which should be connected
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to the Sun was expressed several times in the 18th century (e.g. by Winkler). 
Wiedeburg who was born in Jena went farthest in this discussion. He wrote: “I 
think ... the material of aurora be the electric one” (Wiedeburg 1770, p. 69).

The decive breakthrough, the expansion of the physical problem to the cosmic 
conditions, however, did not succeed at that time.

3. Solar-terrestrial physics and aurora in the 19th century

Cosmic research has developed significantly in the 19th century in close connec­
tion with the work of the Royal Society, with Alexander von Humboldt’s activity, 
and with that of the Göttinger Magnetischer Verein and of other scientific enter­
prises. The connection of a change in the variation of the magnetic needle with the 
occurrence of auroras became soon a proven result. Decisive developments were to 
come from solar physics.

Ritter had referred to the periodicity in the occurrence of auroras, nevertheless, 
the most important empirical step forward was the discovery of the periodicity in 
the occurrence of sunspots by the Dessau pharmacist Heinrich Schwabe. It became 
clear that certain regularities are present in cosmic physics. The fact that behind 
this laid “a homogeneity of the laws of nature in the whole cosmos” (Treder 1987, p. 
4) could not be yet declared. Rudolf Wolf discovered by comprehensive research an 
average sunspot period of 11.11 ±0.038 years. Wolf extended his result published in 
1852 by inference about the periodicity of auroras: “...that the length of the period 
deduced by myself from the sunspots fits better to the magnetic variations than that 
of 10 1/3 years deduced directly by Lament from the latter, but also ... just the years 
being rich in spots were also spectacularly rich in auroras” (Wolf 1877, pp. 659 and 
660).

Thus a bridge could be established between Earth and Sun. Statistical inves­
tigations, especially those made by Fritz further confirmed the supposition and 
proved a close physical connection between solar and terrestrial-atmospheric phe­
nomena. An observation made on September 1, 1859 brought about the desired 
progress: Carrington observed on this day a chromospheric disturbance. Records of 
the observatory Kew have shown that simultaneously all the three elements of the 
geomagnetic field changed suddenly. In addition, Marchant found that the max­
imum geomagnetic disturbance occurred then when the spots crossed the central 
meridian, i.e. the meridian of the Sun was directed toward the Earth. The dif­
ferences in the observations remained always less than 36 hours. Therefore a close 
(physical) connection between Sun and Earth had to be suspected.

During the discussion which followed with the aim to extend the knowledge 
in solar-terrestrial physics, scientists of the Berlin astronomical observatory have 
played a significant role. Wilhelm Foerster expressed soon the opinion that so­
lar processes should be connected somehow to auroras. Farthest going ideas were 
expressed by Karl Friedrich Zöllner who had good connections with Foerster. He 
wrote: “...all circumstances at the solar surface which are connected with changes 
of the streaming processes there, create similar changes in the state of the streaming 
processes in the Earth’s interior and create so variations of the telluric magnetism” 
(1881, p. 391).
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Thus Zöllner’s considerations can be embedded into H Wettstein’s ideas who 
published significant ideas about plate tectonics much earlier than Wegener’s con­
tinental theory became known. Wettstein supposed clear basic physical bonds be­
tween solar and terrestrial processes; he wrote: “All difficulties disappear i f  geo­
magnetism is traced back to electric currents which originate from the dislocational 
effect of solar gravity” (Wettstein 1880, p. 86).

Wettstein declared against any terrestrial cause of auroras and reached to the 
remarkable sentence that they are “the result of the effect of solar radiation” 
(Wettstein 1880, p.86).

Foerster’s, Wettstein’s and Zöllner’s contributions led to new considerations; a 
real progress could, however, only be reached through new physical perception. The 
study of auroral spectra (Angstrom) showed the path; it became evident that the 
cause for the light phenomena of aurora should first be found.

The work on cathode and channel rays were carried out in the same time. Ja­
cobus Lourens Sirks expressed as early as 1873 the supposition that electric currents 
around the Earth are caused by the Sun. Eugen Goldstein saw this in 1879 much 
clearer when he remarked that different phenomena “could be most comfortably 
brought in connection with electric currents which flow from a central body through 
the interplanetry space” (see Singer 1977 and Treder 1983). Goldstein supposed that 
the Sun radiates also electric rays in addition to light beams, and “that for electric 
communication with the Sun, the Earth itself had not to be a source of electricity 
and pole of the current, but discharges which have the pole on the Sun, produce 
radiation which propagates from the Sun into the interplanetary space” (cf. Singer
1977). Goldstein’s idea about the continuous existence of streams which flow al­
ways and everywhere anticipates in a certain degree Langmuir’s and Tonks’ plasma 
conception. As Bierman told based on Tonks’ communication, Langmuir and Tonks 
looked for an appropriate name for their discovery. Tonks told that Langmuir ran a 
morning into the laboratory and cried “Well, we’ll call it the ’plasma’” . The name 
plasma was foreign so for Goldstein as for Wiechert and for other physicists of that 
time, it is, however, admirable how their publications anticipate some modern ideas. 
In the year 1897 it was not settled experimentally if cathode rays are charged parti­
cles or electromagnetic waves. Emil Wiechert published his most important works 
in these years. He supposed that these rays are charged particles, but not molecules 
or atoms of gas, but much smaller elementary particles which are independent from 
the gas filling the cathode tube. He called them “electric atoms” and guessed that 
the electric charge is the same as that of ions in electrolysis.

The similarity between aurora and discharges in rarefied gases led to the suppo­
sition of an electric origin of the phenomenon; this aspect was treated by a number 
of authors. In addition to Goldstein, Paulsen supposed that cathode rays from the 
Sun should be their source. Arrhenius supposed, however, that cathode rays are to 
be substituted by cosmic dust with negative charge moving through the effect of 
the radiation pressure.

This discussion signalized a basic change in the development of auroral theory 
at the end of the 19th century and together with it, a new evaluation of the solar- 
terrestrial physics.

A c ta  Geod. GeogK. Hung. S i ,  1996



AURORA BOREALIS 463

4. Development in observation and in theory of auroras

Kristian Birkeland participated in this discussion due to his interest in exper­
imental proof of auroral theories. In his case one can speak about an interest in 
“laboratory geophysics” fully in concordance with Treder’s ideas on geophysical ex­
periments. He used as aid the terella model and could explain two important details 
of the aurora: namely

a) that electrically charged particles appear at the night-side of the Earth in 
particular spots or in bundles, and

b) the existence of the auroral zone (cf. Dessler 1983, too). A qualitative inter­
pretation of Birkeland’s results was given by Carl Stürmer. He studied the 
trajectories of particles emitted by the Sun in the geomagnetic field. Based 
on this study, he found an at least partial coincidence with observations; mag­
netically deviated particles occurred with higher probability in a zone around 
the pole. The position of this zone was, however, different from that observed.

It is known and Störmer’s papers prove it that the computation of the paths 
of charged particles in an inhomogeneous field is very difficult. Störmer’s papers 
(e.g. 1955) show many aspects of the problem. In this connection a publication by 
Ertel (1933) should be mentioned which was esteemed by Stornier. In this paper 
he deduced a theorem which enabled him the graphic representation of electron 
paths in arbitrary magnetic fields. This theorem tells us that “an electron moves 
in an arbitrary magnetic field so that the vector of its absolute velocity remains 
constant in relation to a system of coordinates which rotates with the angular 
velocity V = jfrh ” (Ertel 1933). (Here e/m is the ratio of charge to mass of the 
electron, H  is the magnetic field at the position of the electron.)

The discrepancies between theory and observation led Stornier and co-worker 
to the development of an observation network. He tried to improve knowledge 
about auroras by a big observational network in Norway (Brekke 1985). Both 
for Birkeland and Stornier the main problem was, in addition to theoretical ones, 
the following: too little was known about auroras, and this lack was not filled by 
catalogues compiled by Fritz, Tromhölt, Rubenson etc. Results on kinematics and 
morphology, as well as on physics of the aurora were especially lacking.

Exactly in this time photography was for the first time systematically used for 
geophysical purposes by Otto Jesse from the Berlin astronomical observatory. In 
the framework of a programme to measure the height of the noctilucent clouds, 
he established a chain of simultaneous stations where more than thousand single 
determinations of the noctilucent clouds were carried out. Jesse’s same procedure 
was then used by Stornier in the Norwegian campaign.

By this programme which lasted several years basic knowledge was collected 
about the morphology and physics of auroras; Stornier strove especially to connect 
theoretically deduced data with observations. Even if the Birkeland-Störmer theory 
explained some observations (appearance on the night side of the Earth, position of 
the arcs, rays and draperies), some reservations remained. Lenard (1910, 1911) sup­
posed that there are unknown radioelements in the Sun which emanate a-radiation
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with the obtained initial velocity. He has shown that the absorption coefficients 
computed for this radiation coincided with the depth of penetration observed (i.e. 
with the height of aurora). Another view was expressed by Vegard (1931). He 
suspected that a-radiation, i.e. particles with positive charge are responsible for 
auroras. Especially the order of magnitude of the product H R  (H  is the scalar 
magnitude of the magnetic field, R  the curvature radius of the path) yielded cor­
rect values with the high m /e -ratio of a-particles at normal values of their velocity. 
Moreover, a number of observed details, as e.g. the sharp lower boundary of cur­
tains could be explained without constraints. It remained, however, difficult to fit 
lower appearing auroral forms to the absorption conditions of a-radiation.

Störmer tried to imply /J-radiation of normal velocity, too, with the supposi­
tion that the anormal position of the zone of maximum occurrence was caused by 
disturbing magnetic fields outside of the Earth’s atmosphere. He did not exclude, 
however, the excitation of some auroras by a-radiation.

5. New concepts in the theory of auroras

The situation at the beginning of the 20th century was rather puzzling. It had 
been made even more critical that nobody less than Lord Kelvin himself told at the 
meeting of the Royal Astronomical Society in 1892 “that the connection between 
magnetic storms and sunspots is unrealistic” (Kelvin 1892, p. 302). Kelvin’s point 
of view was not generally accepted; it is evident e.g. from Wiechert’s work that he 
stuck to a causal connection between solar events and geomagnetic disturbances.

In addition to the Norwegian school, Wiechert was most interested in aurora; 
statistical studies made by Fritz and Boiler are to be mentioned, too.

Sidney Chapman’s scientific style was very different from Birkeland’s. At the 
beginning of his activity, he published short notes on problems of geomagnetic 
variations as well as on other topics. It was in 1918 that he started to work on 
geomagnetic storms; in spite of his reference to Birkeland, a significant influence of 
Birkeland’s works is not evident on Chapman. That is connected with their dif­
ferent attitudes: Chapman was a mathematician; he dealt always with the mathe­
matical treatment of a physically prepared question; he strove to a mathematically 
unambiguous solution of the given problem. Birkeland was different, he only re­
turned to the mathematical approximation when this seemed to him unavoidable. 
In a simplified form it was so that Birkeland was more interested in the details of 
the phenomenon, while Chapman thought about a general solution and tried to 
present it.

Chapman and Ferraro (who was at that time a student) presented around 1930 
an interpretation of the initial phase of magnetic storms. For both of them the 
space around the Earth played an important role, where interplanetary plasma is 
compelled by the magnetic field to corotate with the Earth. Following Lindemann’s 
ideas they started from the supposition that the cloud of particles consisted of 
an externally neutral plasma and contained both electrons and protons in equal 
quantity. This could be accepted, nevertheless, they could not give an explanation 
for the main phase of magnetic storms and for the accompanying auroras. Ferraro 
described this situation as follows: “Our first ideas about the ring current, unlike
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those relating to the first phase, were not based on hydromagnetic concepts, and 
our theory of the main phase is generally considered unacceptable” (Ferraro 1952, 
p. 17).

Between 1930 and 1933 Cowling worked with Chapman; he learned from him in 
1940 or 1941 about Alfvén’s publications; up to this time, Alfvén’s work remained 
practically unknown for Cowling; this fact is quite remarkable. Here we see already 
the different mechanisms of Chapman’s and Alfvén’s activities. It is a decisive factor 
in the explanation why Alfvén’s work could not reach a general early acceptance 
that his works remained rather unknown. And an additional point: if one considers 
Chapman’s publications, one does not find direct discussions with other authors, 
even not with those who criticized violently his results. Therefore it is not surprising 
that Chapman cited in his letters to Cowling Alfvén’s publications and asked him 
to check them as some points seemed to him incorrect; he thought that Cowling is 
the more suitable person to lead the discussion.

As a consequence, Cowling (1942) contested some results by Alfvén. Certain 
considerations about plasma physics seemed to be completely correct, nevertheless, 
Alfvén’s generalization of singular cases and of their combinations was less plausible 
for the theory of magnetic storms. Cowling has shown that the Chapman-Ferraro 
theory yielded an acceptable interpretation in a certain distance from, but not in 
the vicinity of the Earth. On the contrary, Alfvén’s results seemed to be irrealistic 
for all what happened in a certain distance from the Earth. It followed, however, 
from his theory a correct interpretation of the aurora for a source region outside of 
a certain distance from the Earth.

Ferraro explained in 1953 the discussion between Chapman, him and Alfvén, 
too: "... Alfvén’s theory is open to a number of criticisms. Cowling has pointed out 
that the supposed motion of the charges whose electric field would radically alter 
the motion and so destroy agreement with observations. There is a further energy 
difficulty which would seem to preclude the discharge of the charges to the polar 
regions in the manner envisaged by Alfvén” (Ferraro 1952, p. 15).

The theory originally proposed by Lindemann (1919) than developed by Chap­
man and Ferraro from 1931 on was later discussed by Martyn (1951), Alfvén (1954) 
and Singer (1957). It was shown that particles are not in a thermodynamical bal­
ance with their surroundings from the very beginning. In the cross-section of the 
beam the velocity has not to be of Maxwellian distribution. Parker (1958) has e.g. 
shown that particles may originate in the lower solar corona through hydromagnetic 
waves. The solar magnetic field is so strongly disturbed that the field lines may be 
of radial direction in the lower part of the corona.

In the following years there w e i s  no discussion worth mentioning between 
Chapman’s and Cowling’s schools. This was likely due to the fact that Chapman 
was initially not very interested in auroral physics (Chapman and Ferraro 1930, 
1968, 1969). This situation has changed after 1940 when he started to spend time 
in Alaska for research. On the other hand he restrained himself of direct discus­
sions, as it was already mentioned, that was not his style. That he is why he rejected 
the first two drafts of Cowling’s criticism about Alfvén. Only the third draft was 
accepted by him (Cowling 1987).
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Alfvén has continuously modified his theoretical ideas during this time. Chapman 
became more and more interested in auroral morphology, in the collection of ear­
lier observations and continued his investigation partly with his student Akasofu. 
The controversy Chapman-Alfvén was overtaken in the sixties — to quote Axford’s 
words — both by observation and theory.

The new considerations from the field of magnetohydrodynamics, as well as the 
increasing knowledge about the space in the vicinity of the Earth and about the 
interplanetary space led to new interpretations. In this connection two aspects are 
of special significance: firstly Lars Vegard, the Norwegian pioneer of auroral research 
(1880-1963) published in this time some interesting remarks on the connection of 
the terrestrial and solar corona to cosmic phenomena, especially to aurora. Vegard 
was who has proven the unfoundedness of Wegener’s “geochoronium” theory, told 
about beams of mixed rays which cause both aurora and magnetic variations (see 
Vegard 1931).

The second point is that Chapman and Alfvén have sometimes missed the point 
in each others’ contributions as remarked already by Dessler (1983). Dessler has 
participated at several conferences where Chapman lectured on his theory of geo­
magnetic storms and where Alfvén indicated always that it made no sense in physics 
and that it cannot be fitted to the results described by Birkeland. When Alfvén 
spoke, Chapman stood up and told that Alfvén’s results cannot be conciled with 
his and with his students’ results and added: “We are presently preparing a pa­
per that will shortly be submitted that will clarify these issues.” Alfvén protested 
but Chapman got on and it did not come to a discussion. It would be interest­
ing to know how would the Chapman versus Alfvén discussion ended if Birkeland 
could participate in it. Chapman had been well known in science when Alfvén pre­
sented his ideas, he authored a great number of publications, whereas Birkeland’s 
life ended when Chapman’s started: Alfvén started at a time when Chapman had 
already published significant contributions.

The Chapman/Ferraro/Cowling versus Alfvén discussion being later expanded 
by basic contributions of other authors (see e.g. Krummheuer 1981) on magneto- 
hydrodynamics, as well as by a new understanding of the near-Earth and interplan­
etary space is to be understood as an example how new insights could be obtained. 
This also examplifies the role of scientists in the process of the development of dis­
ciplines (see also Rompe and Treder 1982, Treder 1983). Treder wrote concerning 
physics (but it is also true for earth science): “... personages of great physicists are 
important for the development of physics as they propose hodogetic hypotheses and 
initiate ideas and programmes which are not evident, nevertheless, which exactly 
imply the path of development” (Treder 1983, p. 8).

Alfvén’s early vision to understand aurora as cosmic plasma which penetrates 
the upper atmosphere has undoubtedly stimulated subsequent discussion of the 
solar-terrestrial physics. The controversy of Chapman’s and Alfvén’s schools if one 
wants anyway to use the expression “school”, are to be seen fully in accordance 
with Treder’s previous thesis. Both — Chapman and Alfvén — as well as their 
co-workers Ferraro and Cowling contributed surely to the development of cosmic 
physics.
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T a b le  I. Important phases of the development of auroral theory

Year Author Contribution

1716 Wolff Identification of aurora as natural phenomenon
1733 de Mairan Monography on aurora
1741 Hjorter

Celsius
Connection aurora/geomagnetic storms

1803 Ritter Possible periodicity of auroras
1828 von Humboldt Proposal of international geomagnetic observations
1843 Schwabe Periodicity of sunspots
1852 Wolf Connection of sunspots and auroral frequency
1862 Fritz Parallel changes of solar activity and auroral frequency
1871 Zöllner Hints on the importance of solar physics for geom agnetism  and aurora
1879 Goldstein Cathode rays from the Sun as origin of aurora
1901/1913 Birkeland Experiments and calculations to the auroral physics
1907 S tonner Computation of paths of charged particles in m agnetic fields
1918 Chapman First comprehensive analysis of geomagnetic storms
1918 Chapman Theory of geomagnetic storms
1919 Lindemann Criticism on Chapman’s theory
1931/1942 Chapman

Ferraro
Theory of geomagnetic storms

1939/1942 Alfvén Theory of geomagnetic storms and aurora
1942 Cowling Criticism on Alfvén's theory
1950 Alfvén Cosmical electrodynamics
1951 Biermann Conception of the solar wind
1958 Parker Theory of solar wind
1959 Gold Introduction of the notion magnetosphere
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THE CHANGES OF ELECTRICAL RESISTIVITY  
OF COAL SAMPLES UNDER LOADING

M a r c a k  H1 a n d  T o m e c k a - S u c h o n  S 1 

[M anuscript received November 11, 1996]

The inelastic deformations occurring in rock produce a network of channels. The 
sides of the channels are soaked with brine or other conducting solutions and thus 
form an electrically conductive net. We briefly analyse here the properties of the 
net and propose a model for the changes of electrical resistivity o f coal under stress. 
The model consists of two kinds of conducting links, of which one depends on the 
petrographic properties of rock, and the other is a result o f non-elastic development 
of dilatancy. We show that the net built up as an effect of inelastic deformations may 
influence the electric properties and constitute a tool for estim ating the development 
of micro-cracks in coal. Laboratory experiments show that the changes in the micro­
crack system , such as the beginning of dilatancy, crack propagation and fusion, are 
associated w ith changes of the electrical resistivity of rocks subjected to variable 
loads, and m ay be recognized on the experimental curve p lotting resistivity as a 
function of applied stress. Thus, the changes of electrical resistivity can be used for 
assessing the stresses occurring in rocks as a result of m ining activity.

K ey w o rd s: coal mining; cracks; electrical resistivity; stress

1. Introduction

Since many years Poland is producing large quantities of coal which is often 
mined under complicated geological conditions. Mine working carries along vari­
ous risks such as rockbursts, gas eruptions, flows of gas in coal in a controlled or 
uncontrolled manner. All these phenomena are accompanied by the developments 
of cracks in coal. Recently, much effort has been directed towards obtaining gas 
from coal. Because of the low permeability of the coal bed the gas does not flow 
readily. The changes of coal permeability are associated with changes of external 
loads. Structurally, coal may be considered as a colloid composed of micellar cores 
connected with relatively loose transverse bonds. The petrographic structure of coal 
(Remner et al. 1984, Harpalani and McPherson 1986) permits to assume a bidis- 
persive character of coal porosity, consisting of a macropore subsystem determined 
by beddings and joint divisibility of the coal bed, and of a micropore subsystem 
(Fig. 1). Such a structure allows the formation of a large number of empty volumes 
whose size and surface change under the influence of external factors, such as the 
presence of fluids filling the channels, external pressure, and gas absorption.

The petrographic structure of coal causes the formation of hydraulic channels 
which can be classified into two different systems:

1 University of M ining and Metallurgy, Institute of Geophysics, Al. Mickiewicza 30, P L -30  059  
Krakow, Poland, e-mail: tomecka@geol.agh.edu.pl

1&П-8977/9 6 /$  5.0П © 1 9 9 6  Akadémiai Kiadó, Budapest

mailto:tomecka@geol.agh.edu.pl


470 MARCAK H and TOMECKA-SUCHON S

—  a micropore system forming channels of typically 100 Â;

—  macropores, mesopores and large pores which are relatively large objects with 
a relatively small specific surface.

The macropores build a network of channels which may significantly alter the 
electrical resistivity of coal, inasmuch as the wettening of the crack surface may 
form electrical connections in which the conductance has a ionic character. The 
macropore system may change under stress. Marcak and Siemek (1995) have shown 
that the stress P  in the elements which build up the pore-containing system may 
be expressed by the formula

r _ s ~ <t>P 
l - ф

where s is the mean stress caused by external loads, p is the intrapore pressure, and 
ф is the porosity of the coal sample. This equation shows that the stress may develop 
in the rock matrix either as a result of external load or by hydraulic pressure.

The relationship between permeability and stress is an important factor to con­
sider in the exploitation of gas from coal deposits. Permeability is an essential factor 
for gas production. When projects of gas exploitation are being made, particular 
attention must therefore be paid to a possible lack of permeability, which unfortu­
nately is rather importunate. Hydrofracturing increases the opening of fractures, 
and hence enhances the permeability of the coal bed, often bringing the output of 
gas up to an economic level. Seismoacoustic measurements have demonstrated that 
the gas output through coal beds is accompanied by recordable acoustic phenomena.

F ig . 1. Model of empty pore structure in coal, and the factors which influence the hydraulic 
properties of coal: 1. macropores; 2. battle  channels; 3. micropores; 4. fluid pressure (widening the 

channels; 5. overburden rock loading (narrowing the channels) (after Nodzenski 1989)
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In particular, Majewska and Marcak (1989) found a correlation between seismoa- 
coustic activity (i.e. the number of acoustic events occurring in a given interval of 
time) and gas output through rock subjected to triaxial stress. Moreover, it has 
been proven that electrical resistivity can be employed to assess the properties of 
fractures.

2. Description of the development of the crack system

Experimental studies carried out by Marcak and Tomecka-Suchon (1991) have 
shown that external loading causes changes in the resistivity of rock samples. Before 
investigating this phenomenon somewhat further, we need first to analyse the devel­
opment of microcracks associated with the non-elastic strain caused by an external 
load. The changes occurring in the system of pores and channels in a rock medium 
under the influence of stress can be divided into two classes, namely the changes 
caused by elastic strains and the changes caused by non-elastic strains. The latter 
are particularly important in accounting for the changes of electric resistivity of the 
rock mass.

Processes of the first class consist principally in closing or expanding the existing 
channels and pores. They were analysed in detail by Marcak and Siemek (1995). At 
relatively high stress the elastic strain does not play an important role, the principal 
cause of change in the system of hydraulic channels being non-elastic strain. We 
briefly discuss here two aspects of the non-elastic strain development:

— creation and fusion of cracks, and related processes, may be described in terms 
of a statistical theory (Czechowski 1994) analogous to the well-known kinetic 
theory of gases, based on an evolution equation similar to Boltzmann’s;

— non-elastic strain may also be conceived in terms of the percolation theory.

In the first approach, three processes are considered in the description of the 
evolution of a crack system, namely the formation of new cracks, the propagation of 
cracks, and the fusion of cracks. Each of the three processes starts at a characteristic 
threshold stress value. Thus, the process of formation of new cracks is initiated at a 
given compressive stress rnuc, and the already existing cracks start to propagate at 
a much higher stress level rpro. Finally, the fusion of cracks starts when the density 
of cracks in the rock medium exceeds some critical value. Under such conditions, 
and provided some additional conditions concerning the statistical distribution of 
crack lengths is fulfilled, we may write (Czechowski 1994)

df (x, r , t )  d[vPf(:r, r, <)] _
d t dr

r oo\ J  f ( x , r i , t ) f ( x , r -  r i , t )cvPidri  -  f (x, r , t )  J  f ( x , r u t)(TvPidri +  N ( r ) .
О 0

( 2)
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In this integro-differential equation, the probability density function /  contains 
as arguments the position of any crack centre x, the crack length r, and the time 
t. P  is the probability that a crack propagates, v is the velocity of propagation, 
<r — <r(r,ri) is the total cross-section for crack fusion, and N(r)  is an additional 
term which describes the nucléation of cracks of length r.

Czechowski (1994) pointed out that the features of the distributions fulfilling the 
stated assumptions imply a relative growth of long cracks with increasing stress r. 
As long as r  < rnuc no new cracks appear. If r  > rnuc the distribution of the number 
of cracks versus length is exponential. However, no cracks longer than some value 
rnUc do appear. Eventually, if the actual stress exceeds the critical value rpro, new 
cracks form as the result of the fusion occurring during the propagation of already 
existing cracks. Such a process obviously does not conserve the total number of 
cracks and changes the distribution function /  in a way which is mathematically 
described by the Boltzmann-Czechowski Eq. (2). The process favours the formation 
of long cracks, which begin to predominate.

The latter two processes, namely propagation and fusion of cracks, constitute the 
principal mode of non-elastic stress relaxation and energy release during the final 
stage of destruction of fragile rock. It seems plausible enough to suppose that the 
distribution of crack length is correlated with the difference between stress already 
existing in the rock and the destructive stress.

The second approach is via the theory of percolation. The latter also definitely 
demonstrates a change of the crack system with time. Actually, in the percolation 
theory we investigate the evolution of s-dimensional crack clusters in time. It can 
be shown that at the start of the process, the number n, of s-dimensional crack 
clusters is given by (c being a constant)

n, «  exp [-(p -  pc) sc ] . (3)

This happens before the crack density reaches a critical level pc permitting the 
percolation process, i.e. the connection of two opposite sides of a rock volume by 
means of a continuous system of cracks. At this stage, the exponential predominates 
in the cluster distribution function.

Near the critical percolation density pc the pattern of the distribution changes 
and becomes a power law, namely (Stauffer 1979)

n, = n0s-/i (4)

where nо represents the number of one-element clusters, and p is a constant. The 
percentage of large elements in the number of newly formed elements obviously 
increases when p gets close to pc. The clusters formed according to percolation 
theory possess a complex multidimensional structure. For this reason, conclusions 
about the structure of conductive elements in coal based on the considerations 
presented here must get additional justification. Such a justification is provided 
by the fractal character of the energy of seismoacoustic signals (Marcak 1994), and 
the decrease of the fractal dimension of the seismoacoustic energy distribution law 
which occurs before a large shock.
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3. Mathematical models for investigating the electrical resistivity
of coal

The nature of electrical conduction in coal is demonstrated clearly by the results 
of an experiment carried out in the department of geophysics of the University of 
Mining and Metallurgy, Cracow. In this experiment, a ground coal sample was 
reconstituted by means of resins, and its electrical resistivity was measured. It 
turned out that the latter was significantly higher than that of the original sample 
with a different petrographic structure. This result indicates that the electrical 
conductivity of natural coal is of a ionic character.

The resistivity of the system of connections forming the basal electric net de­
pends on the number and quality of the conducting branches emerging from each 
node of the net. We shall model the network as a result of random connections, 
assuming that connections can only occur between neighbouring nodes. For such 
a network the conductivity of the whole system can be found by calculating the 
determinant |<r,; | of the network matrix [<r,j]. If N  is the number of nodes of the 
network, the determinant is of rank N.  The elements of the matrix [<т,; ] are given as 
follows. The element in the nth position (1 < n < N)  on the principal diagonal, i.e. 
ann, represents the sum of the conductivities in all the branches emerging from the 
nih node. Any off-diagonal element ег,; (i ф j )  gives the value of the conductivity 
between nodes i and j. If the only mode of connection, resulting from the structure 
of the net, are connections between neighbouring nodes, the matrix [<r,j] contains 
non-zero values only on two parallel lines bordering the principal diagonal on each 
side. A zero value indicates that no connection between two particular modes exists.

During the stage of non-elastic straining cracks develop in the deforming medium 
in such a way as to connect various nodes in pairs, or even connect several nodes 
simultaneously (Fig. 2). The first kind of crack development is represented in our 
mathematical model by the appearance, outside the principal diagonal and the two 
nearest off-diagonal parallel lines, of non-zero elements of relatively high values 
of conductivity. In particular, if the cracks have length distributions such as those 
discussed in the previous section, non-zero elements occur in the matrix [<t,j ] in other 
positions than the three parallels characteristic .of nearest-neighbour connections. 
The distances of these elements from the main diagonal have the same distributions 
as the distribution of crack lengths.

The determinant |<т,; | may be calculated by expansion into minors associated 
with the elements of a given row or column. The appearance of new non-zero ele­
ments outside the three parallel lines necessitates that we take into account addi­
tional components during the evaluation of the determinant. Each additional crack 
yields an additional element, increasing the value of the net conductivity. The addi­
tional value depends on the values of the elements <r,j and on the quality of the net, 
which is described by an appropriate subdeterminant. On the other hand, the ap­
pearance of a crack connecting several nodes changes the conductivity between the 
subsequent neighbouring elements of the net. The differences in conductivity may 
be interpreted in this case as the consequence of non-elastic changes in channels. 
The latter have been discussed in the previous sections and are important for the
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F ig. 2. Simulation of the electrical conductivity: 1. connection between nodes L and K ; 2. con­
nection between neighbouring nodes

electrical conductivity of the considered channel. Both kinds of changes obviously 
cause an increase of the determinantal value |cry|. Thus, they increase both the 
electric conductance of the net of cracks.

4. Laboratory tests

We carried out experiments on cylindrical coal samples with a diameter of 3 cm 
and a length of 6 cm. Before performing the measurements, the samples were 
dried in a vacuum chamber and then saturated with distilled water which dissolved 
the mineral salts contained in the pores and cracks. Owing to this, the electrical 
resistivity of the sample depends on the initial density of cracks.

We assume that the conduction of electric current in rocks is of a ionic nature. 
According to this hypothesis, the electric conductivity of rocks is determined by the 
network of cracks filled with electrolyte, and the contribution of the rocky matrix 
to overall conductivity may be neglected.

Laboratory investigations to determine the relationship between sample resis­
tance and applied pressure were carried out on cylindrical rock samples by means 
of a triaxial press. Copper electrodes were glued to opposite (upper and lower) 
surfaces of the sample. An indium pad was placed between the sample and the 
electrodes to secure a uniform stress distribution over the whole surface of the sam­
ple. The upper electrode in the sample container was isolated from the press head 
with a thin mica disc and a 5 millimetre ceramic (AI2 O3 ) insulating disk. The 
lower electrode was grounded through the body of the press. The lateral cylindrical 
surface of the sample was isolated from the hydraulic fluid with a thin-walled tube
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strain (%)

Fig. 3. Changes of resistivity o f a  coal sample under triaxial stress: I —  crack closing stage; II —  
internal crack development stage; III — post-destructive stage; 1 —  crack formation; 2 —  crack

propagation and fusion
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made of a thermoshrinkable foil. Prepared in this way, the sample was placed into 
the container of the triaxial press. Its resistance was measured after stabilization 
of the confining pressure, under gradually increasing axial stress. We carried out 
measurements on a series of samples under a stable confining pressure of 20 MPa.

In addition to determining the linear strain and the resistance changes, we also 
measured the radial strain induced by known stresses by means of an electric sensor 
placed in such a way that its inductance changed during the straining of the sample. 
The change in sensor inductance affects the frequency of impulses generated by a 
special device, and these frequency variations are recalculated in terms of strain 
values using previously established calibration characteristics of the sensor. The 
results of our measurements, plotted in Fig. 3, demonstrate convincingly a rela­
tionship between sample resistance and the stage of the sample destruction. The 
beginning of dilatancy is marked on the resistance curves as an evident change in the 
curvature and most often by a deviation from the linearity of the strain-resistance 
relation. The plot obviously shows the changes of the crack distribution caused by 
propagation and fusion of cracks. The relative changes in electrical resistivity plot­
ted in Fig. 3 prove that the measurements of electrical properties make it possible 
to identify the different stages in the evolution of a crack system.

5. Conclusions

The knowledge of non-elastic strain in coal is important for planning mining 
activities, especially for the assessment of the risk of rockbursts and for the ex­
ploitation of gas absorbed in coal. The evolution of cracks may be recognized by 
means of the statistical distribution of the crack lengths. Parameter changes of the 
latter can be monitored by electrical resistivity methods. In particular, the proper­
ties of the crack lengths distributions at different stages of rock destruction as well as 
laboratory experiments confirmed the possibility to employ electrical measurements 
for identifying non-elastic deformation in coal. Moreover, resistivity measurements 
can be used for determining changes in coal permeability caused by hydrofracturing 
or by an explosive source, and thus allow us to assess the degree of success of such 
an economic operation.
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Book reviews

F J GRUBER: Formelsammlung für Vermessungswesen. 8th edition, Dümmler Verlag, 
Bonn (1996, VIII+149 pp, 193 figs)

This book contains definitions and calculation formulas collected from many areas cf 
the practice field of surveying. The sixth edition of this publication has been discussed ii 
this journal (Acta Geod. Geoph. Hung., Vol. 29, pp. 273-274) that is why the present 
review is shorter and the extensions since the 6th edition are mainly emphasized.

In the Chapter on general basic principles and definitions (pp. 1-7) an extension is 
found among others in connection with the Gauss-Krüger system of coordinates.

Chapters on basic mathematical formulas (pp. 8-30), on basic tasks of surveying 
(pp. 31-40), on angle measurement (pp. 41-49), on distance measurement (pp. 50-66), 
on point determination (pp. 67-86), on transformations in plane (pp. 87-94) remained 
essentially unchanged.

The Chapter on altimétrie survey contains several extended sections, including those 
on levelling, precise levelling, adjustment of levelling, tower height measurement.

Chapters on surveying for field engineering (pp. 108-126), adjustment (pp. 127-131), 
statistics (pp. 132-145) remained unaltered, too.

This usefulness of this book has increased by the additions both in education and in 
practical surveying.

Gy Szádeczky-Kardoss

G B r a n d s t a t t e r , F K Br u n n e r , G Schelling  eds: Ingenieurvermessung 96. Vol. 2, 
Dümmler Verlag, Bonn, 1996, pp. V+261, (pagination starts in each part again)

The second part of the lectures held at the XHth International Course on Surveying 
Engineering in Graz, 1996 is contained in this book, covering three fields of surveying: C. 
Quality assurance in industry and construction (7 lectures), D. Data models and informa­
tion systems (9 lectures) and E. Interdisciplinary engineering constructions (10 lectures).

From Topic C, the role of quality management in bureaus of engineers, in construction 
industry, in calibration of geodetic and surveying equipments are to be mentioned.

From Topic D, I found important the lectures on the current status of the development 
of Geographical Information Systems (GIS) and their future perspectives, on object ori­
ented database systems and on data updating. As practical examples, two lectures dealt 
with the digital map of the city Graz.

In the last Topic E, problems connected with the construction of particle accelerator 
detectors, with the automobil industry, with tunnel construction and with surveying tasks 
of the construction of the EUROPIPE-line are discussed. The book ends with three lectures 
on the surveying tasks in connection with the construction of the Gotthard basic tunnel.

Gy Szádeczky-Kardoss

Akadémiai Kiadó, Budapest
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W SCHRÖDER ed.: Catalogue of Aurorae Borealis (502 to 1735). History Commission of 
the German Geophysical Society and Interdivisional Commission on History of the IAGA, 
1996, pp. 44, 10 USD

This small book contains extracts from Ch Kirch’s notes on aurora observations. 
Christfried Kirch (1694-1740) was son of a Berlin astronomer, and continued his father’s 
astronomical observations there. He published the results in many journals, then in 1730 
in a book, entitled “Observationes astronomicae selectiores in observatorio regio Beroli- 
nensi habitae...’’. He observed comets, meteors (fireballs), planets, sunspots, solar and 
lunar eclipses, and described several auroras, among them those of 1716, 1717, 1718 and 
1729. His papers include a list of auroral observations, which is reproduced in this book. 
From the beginning till 1097, there are sporadic observations, then from 1500 on, the list 
is rather comprehensive, most likely he used sources no more available. There are no ob­
servations between 1657 and 1707. Both the draft and the fair copies are reproduced with 
supplements. This manuscript is followed by a printed description of the aurora in the 
night 16 to 17 November 1729 as it was observed in Berlin together with some thoughts 
about the northern light. The issue could be purchased at Andreas Rüdiger below the 
Berlin townhail. The report is dated from November 29, 1729, less than two weeks after 
the phenomenon, and it was printed with support from high personages. In addition to 
a description, he considers the frequency of appearance, the geographical distribution (in 
Sweden it is much more frequent than in Germany), the height (higher than clouds, and he 
even supposes that the height must be significantly more, as it is seen in immense areas), 
then he lists ancient observations, as e.g. by Grégoire de Tours, the 6th century Gallian 
bishop, and remarks the lack of auroras in the second half of the 17th century, then the 
re-appearance from 1707 on.

This book is an interesting contribution to science history and to the prehistory of 
aurora research.

J Verő
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