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Abstract: An analytical description of conventional cold rolling, is developed with a novel 

mathematical algorithm, based on finite element (FEM) and flow-line (FLM) method 

calculations. A new function, enabling the formulation of deformation, accurately describes 

the possible reverse displacement near the surface of a rolled sheet. The corresponding 

value of deformation can be determined for various friction coefficients and roll gap 

geometries by employing the expressions developed. Knowing the material flow, the 

amount of deformation and stress distribution along the thickness of the rolled sheet can be 

calculated. The results obtained were compared to the counterparts computed by FEM and 

FLM. It was shown that the extended model ensures accurate description of the material 

flow for small thickness reductions and low friction coefficients, where the phenomena of 

reverse displacement are observed, and many numerical approaches fail to capture this 

type of deformation pattern. The model was tested on both experimentally measured results 

and data obtained from various literature sources. 

Keywords: Cold rolling; Symmetric rolling; Shear deformation; Reverse displacement; 

FEM; FLM 

1 Introduction 

Properties of the conventionally produced flat-rolled products are strongly 

affected by the following technological parameters: angular velocity and diameter 

of rolls, friction coefficient, yield stress of materials, reduction and deformation 

temperature. In view of the complexity of rolling process, the material flow is 

generally examined by experimental measurements [1] [2], finite element 

modeling (FEM) [3], flow-line models (FLM) [3-8] or other analytical methods 

[9] [10]. 
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In most general case, the simplest approximation called plane strain compression 

(PSC) is employed which considers only the normal component of deformation, 

while the contribution of friction with corresponding shear components is 

neglected. Here, the amount of strain component in the thickness direction is 

approximated by the following expression, this component can be called the 

reduction too: 
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where h0 and h are initial and final thicknesses of a sheet subjected to rolling. 

This simple approach does not account for accurate estimation of equivalent 

strain, rolling force and torque, whereas the reasonable estimate of the 

technological parameters can be done by FEM, where the properties of a material, 

friction conditions and parameters of a roll gap should be set. The well-established 

FEM models are based on the theory of plasticity with specified material 

parameters and can be used for simulating numerous mechanical problems. In the 

simulation, the material subjected to deformation is subdivided to numerous 

volume elements by a network of points whereas the stiffness equation system is 

imposed to specified boundary conditions, which define the displacement of a 

given group of points. Knowing the deformation of each element, both strains and 

stresses can be calculated, which makes possible the evaluation of these quantities 

in diverse planes and directions. Application of this numerical approach requires 

significant computational capacity. The calculation time depends on the material 

model used, boundary conditions imposed, type and size of mesh generated, and a 

number of steps defined. For instance, simulation of rolling process by employing 

a very fine mesh and nonlinear material model can take approximately 2 weeks or 

even longer, depending on the capacity of the personal computer used. 

In contrast to FEM, flow line models (FLM) [3-8] offer fast and relatively 

accurate analytical solutions for specific deformation processes such as sheet 

rolling, bending or extrusion. Employing FLM approximations requires the 

definition of model parameters, which might be related to the boundary conditions 

of deformation process, however, in many instances, the fitting parameters do not 

reveal physical meaning, which complicates the implementation of this numerical 

approach in industrial practice. In case of rolling, FLMs engage streamlines which 

enforces the material to flow along these predefined directions with specific 

velocity, whereas the heterogeneity of strain/stress distribution is predefined by 

model parameters. For instance, in the model of Decroos et al. [7], the model 

parameters α and n ensures diverse deformation velocities along various 

streamlines and as it turned out both values are functions of friction coefficient 

and roll gap geometry and can be defined as it is described in Ref. [6]. In many 

instances, the FLM [7] ensures results comparable to FEM [5-8]. In addition to 

FLMs, alternative approximations [9, 10] provide accurate solutions exclusively 

for small values of friction coefficient. 
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It should be noted that the friction coefficient of Coulomb model (µ) is not 

constant in cold rolling, and the temperature of material changes either but the 

temperature variation has a negligible effect on material flow. In cold rolling of Al 

alloys, an increase of temperature in one deformation pass is far below one needed 

for recovery or recrystallization, however, the smallest changes in friction tend to 

induce strong strain/stress heterogeneities across the thickness of rolled sheet, 

which in turn has a strong influence on recrystallization phenomena during the 

subsequent annealing process. In this view, the determination of µ is of crucial 

importance. It is generally known that rolling is possible if µ exceeds the 

minimum value µmin necessary for the process to be completed [11]: 
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where R is a roll radius. 

There are other literatures, such as the one described in [14], which also takes 

horizontal forces into account. 

To evaluate the strain in rolling, Inoue [15] employs three basic assumptions: 1) 

the value of shear does not grow linearly; 2) the shear strain can decrease after 

reaching neutral point; 3) there is a plane strain state in the sheet and the normal 

strain is uniform through the thickness. Apart from mentioned approximation, 

there are many literature sources dealing with the strain heterogeneities which 

evolve in rolled materials across the thickness [5] [12] [13], however, there are 

still many issues which are not entirely understood or cannot be captured by 

numerical methods. 

There are many other modelling methods, like the “Genetic Algorithm” based on 

“Artificial Neutral Network” [14]. 

In this contribution, we present a new mathematical formulation allowing fast and 

accurate estimation of strain/stress heterogeneities. 

2 Computational Procedure 

The evolution of strain in rolling was investigated by FEM simulations. Since cold 

rolling does not account for widening, the calculations were performed with 

Deform 2D© software. Cold rolling is a symmetric process and therefore, the 

boundary conditions are defined to the rolls and symmetry line. All simulations 

were carried out with the constant friction coefficient for the Coulomb model, the 
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value of which exceeds µmin. This minimal value is changing between 0.015 and 

0.05. The behavior of a material is described by the plastic-multilinear model with 

a constant Young’s modulus of 68.9 GPa and Poison’s ratio of 0.33. The plastic 

properties are the same as applied in [5] and as it is described later in Eq. (15). 

The mesh of a rolled sheet is divided into 50x11 elements, while half of the 

thickness is separated into 10 layers. In the calculation procedure, 59 different 

parameter set were used, and 11 points were taken along the half-thickness of the 

sheet, so the mathematical function introduced below was fitted to the results of 

649 points. The amount of reduction on the material flow was analyzed by 

changing the degree of deformation and friction conditions. The applied 

geometrical values are the following: 250 mm is the radius of the roll, the velocity 

is 2 m/min, the initial half-thickness is 2 mm, the final thickness is changing 

between 0.6 and 0.9 mm, the friction coefficient is changing between 0.025 and 

0.25. 

3 New Mathematical Formulation of Rolling 

As Fig. (1) shows, the material flow in rolling, revealing diverse patterns, is 

strongly correlated to the roll gap geometry. It is obvious that the distorted 

patterns of Fig. (1) can be successfully described by analytical approximations 

where the displacement is approximated by a quadratic function in the horizontal 

direction, Eq. (3). This function is capable of describing the experimental patterns 

as well [1]. Analyzing the experimentally observed [1] displacement of initially 

vertical line, it becomes clear that the stress/strain state during rolling can be 

considered as a plane strain one. 

2x Az=  (3) 

where x and z are parallel to rolling (x) and normal (z) directions, respectively, 

and A is a constant. 

The precise description of deformation is important since it allows understanding 

the evolution of crystallographic texture in rolled materials [3-7]. Knowing the 

variations of texture evolved enables the evaluation of mechanical properties and 

their anisotropy. 

In most general case, the distortion of the initially rectangular grid can be 

described by a simple analytical expression, Eq. (4). This type of displacement 

function is predicted by the flow line models, FEM and likewise observed 

experimentally [6] [7] [15]. It turns out that the model parameters α and n are 
functions of roll gap geometry and friction coefficient [6] [7]. 

nx z= α  (4) 
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It should be noted that mathematical expressions of Eqs. (3) and (4) describes the 

displacement fields with relatively good accuracy, however, a new exponential 

function Eq. (5) was introduced for more complex shaped curves, since the 

function presented by Eq. (4), is not capable of characterizing the phenomenon of 

reverse displacement, described in detail below. In some instances, [6] [16] [17], 

the maximal shear strain is localized in the subsurface layers and this phenomenon 

cannot be captured by a simple polynomial expression. Fig. (2) shows several 

examples of deformation patterns which can be reproduced by the extended 

function. 

2
2B z 2

1 3x B (e 1) B z
−= − +  (5) 

 

                           

(a)                                                       (b)                                                  (c) 

Figure 1 

Distortion of mesh used in FEM simulations: a) initial mesh; b) mesh after 30% reduction with friction 

coefficient of 0.08; c) mesh after 50% reduction with friction coefficient of 0.08 (the initial thickness 

of Al sheet is 2 mm while the roll diameter is 250 mm; only the half-thickness is revealed due to 

symmetry imposed by rolling) 

This complex equation is particularly advantageous in the cases when the reverse 

displacement occurs near the surface of the sheet leading to a strong deviation 

from the parabolic curve. 

The shape of curve expressed by Eq. (5) can be controlled by varying the model 

parameters B1, B2 and B3. As Fig. (2) shows, in some instances the maximum 

displacement is observed not on the surface of a rolled sheet but in the subsurface 

region. These types of curves are typically observed in FEM simulations, whereas 

the model parameters (B1, B2 and B3) can easily be determined for each particular 

case by fitting procedure. Comparing Eqs. (3) and (5), it becomes obvious that the 

simplified deformation model (SDM) can reproduce the quasi parabolic function 

of Eq. (3) if B1=0 and A=B3. Since the material flow is controlled by the roll gap 

geometry and friction coefficient, it is reasonable to suggest the model parameters 

will also be. The SDM model use the diameter of the roll, the initial thickness, the 

final thickness and the friction coefficient as inputs for calculating different 

parameters of the model. 
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Figure 2 

Distortion of initially vertical line as predicted by the extended function with specified model 

parameters 

4 Results 

Fig. (3) reveals the two ends of the deformation spectrum: A) small reduction with 

a small value of friction coefficient (R=250 mm, h0=1 mm, h=0.9 mm, r=0.1, 

μ=0.08, v=2 m/min) and B) relatively large straining with the larger value of 

friction coefficient (R=250 mm, h0=1 mm, h=0.6 mm, r=0.4, μ=0.25, v=2 m/min). 

In both cases, the linear velocity of rolls was identical v=2 m/min, this means, that 

this rolling process is a symmetric rolling. As it is shown in Fig (3a), the 

application of a small reduction degree with low values of µ accounts for reverse 

displacement and this phenomenon can be captured by the extended function 

(SDM, Eq. (5)), while the flow line model [7] fails to reproduce this deformation 

pattern. In the case of relatively large straining with larger µ, both the FLM and 

SDM can successfully reproduce the displacement curve calculated by FEM.  

It can be concluded here that the reverse displacement tends to vanish by 

increasing the degree of deformation. 
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(a) 

 

(b) 

Figure 3 

Displacement patterns calculated by FEM, FLM [7] and SDM for various roll gap geometries: a) 

R=250 mm, h0=1 mm, h=0.9 mm, r=0.1, μ=0.08, v=2 m/min; b) R=250 mm, h0=1 mm, h=0.6 mm, 

r=0.4, μ=0.25, v=2 m/min 

4.1 Determining the Model Parameters 

In order to make the model practically attainable, the model parameters (B1, B2 

and B3) of Eq. (5) should be determined. It is suggested here by Eqs. (6-8) that 

parameters B1-B3 are functions of friction coefficient µ while the polynomial 

coefficients pij depend on the reduction degree r. In Eq. (9), the sijk coefficients are 

fitting parameters. 
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3 2

i i3 i2 i1 i0B p p p p= ⋅µ + ⋅µ + ⋅µ +  (6) 

3 2

ij ij3 ij2 ij1 ij0p s r s r s r s= ⋅ + ⋅ + ⋅ +  (7) 

To determine the sijk, the square sum of the difference between the SDM patterns 

and ones calculated by FEM need to be minimalized according to Eq. (8): 

2

appr FEM

s

f ( , r, z,s) x ( , r, z) x
µ

 µ = µ − ∑∑  (8) 

The minimum can be determined by the multivariable extreme value defined in 

Eq. (9): 

f ( , r, z,s)
0

s

∂ µ
=

∂
 (9) 

Due to a large number of variables, a system of 12 equations with 12 variables 

was created. The solution for this equation-system was found by the Nonlinear 

programming method. The sijk parameters, presented in Table 1 were defined from 

the results presented in [6] [8] [9]. It should be underlined that the parameters of 

Table 1 are applicable for aluminum alloys, while the same procedure can be 

repeated for other metals as well. 

Table 1 

Parameters fitted for Eq. (5) 

 sxx3 sxx2 sxx1 sxx0 

s13x -4.78 315.92 -85.11 0.58 

s12x -8 -381.3 154.26 -12.97 

s11x -23.94 99.61 -38.84 3.35 

s10x -2.58 -2.53 1.4 -0.15 

s23x -0.01 237042 -131188.6 15426.6 

s22x -0.21 -133149.5 71118.7 -7884.67 

s21x -0.91 22114.4 -11439.6 1186.25 

s20x 3.94 -1009.74 514.72 -44.56 

s33x 6.27 5.04 0.35 -15.24 

s32x 19.32 -391.02 172.8 -11.45 

s31x 37.88 101.43 -44.28 3.67 

s30x -6.36 -2.29 1.6 -0.17 

Knowing the sijk values enables the calculation of deformation distribution across 

the thickness of rolled sheets under various conditions. Fig. (4) shows the 

displacement patterns of initially vertical lines calculated by FEM and 

approximated by the simplified mathematical model of Eq. (5) with sijk 

coefficients of Table 1 for various thickness reductions and diverse friction 
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conditions. It is evident that the mathematical model employed provides very 

satisfactory results since the deviations between the FEM and SDM curves are 

negligibly small. It is obvious that the phenomenon of reverse displacement can be 

neglect for rolling under relatively dry condition (higher µ). 

 

Figure 4 

Displacement curves of initially vertical lines calculated by FEM (continuous line) and simplified 

mathematical model (Eq. (5), dashed lines) for thickness reduction R=250 mm, h0=1 mm, h=0.9 mm, 

r=0.1, μ=(0.075, 0.1, 0.15, 0.175, 0.2, 0.25), v=2 m/min 

 

Figure 5 

Displacement curves of initially vertical lines calculated by FEM (continuous line) and simplified 

mathematical model (Eq. (5), dashed lines) for thickness reduction R=250 mm, h0=1 mm, h=0.8 mm, 

r=0.2, μ=(0.025, 0.06, 0.1375, 0.15, 0.175, 0.2, 0.225, 0.25), v=2 m/min 
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Figure 6 

Displacement curves of initially vertical lines calculated by FEM (continuous line) and simplified 

mathematical model (Eq. (5), dashed lines) for thickness reduction R=250 mm, h0=1 mm, h=0.7 mm, 

r=0.3, μ=(0.08, 0.1, 0.125, 0.15, 0.175, 0.2, 0.225, 0.25), v=2 m/min 

 

Figure 7 

Displacement curves of initially vertical lines calculated by FEM (continuous line) and simplified 

mathematical model (Eq. (5), dashed lines) for thickness reduction R=250 mm, h0=1 mm, h=0.6 mm, 

r=0.4, μ=(0.075, 0.9 0.1, 0.125, 0.15, 0.175, 0.2, 0.225, 0.25), v=2 m/min 

To calculate the equivalent (von Mises) strain, it is necessary to estimate the 

deformation in both horizontal and vertical directions, which are typically 

considered uniform along the cross-section of a rolled sheet. The normal and shear 

components of deformation as well as the equivalent strain [13] can be computed 

according to Eqs. (10-13): 
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vM xx
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(z) 4 (z) (z)

3
ε = ⋅ε + γ  (12) 

The shear distribution across the thickness is not homogeneous (Fig. (8)) implying 

that the equivalent strain will also reveal heterogeneous character along the 

normal direction (Fig. (9)). As can be seen in Fig. (8), the shear strain is not linear 

in investigated cases A and B. In case of condition A, the maximum is observed in 

the subsurface region due to phenomenon of reverse shear, while in case of B the 

amount of γ first linearly increases from the mid-thickness to the sub-surface and 

afterward tends to saturate within the surface layers. The analytical model 

developed in this work is capable of reproducing the evolutionary patterns of 

strain evolution presented in Figs. (8) and (9). The deviations observed between 

the SDM and FEM are attributed to the simplifications made in the proposed 

model. 

 

Figure 8 

Distribution of shear strain for different rolling conditions as predicted by the new analytical model:  

a) condition A (R=250 mm, h0=1 mm, h=0.9 mm, r=0.1, μ=0.08, v=2 m/min); b) condition B  

(R=250 mm, h0=1 mm, h=0.6 mm, r=0.4, μ=0.25, v=2 m/min) 
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Figure 9 

Distribution of von Mises strain for different rolling conditions as predicted by the new analytical 

model: a) condition A (R=250 mm, h0=1 mm, h=0.9 mm, r=0.1, μ=0.08, v=2 m/min); b) condition B 
(R=250 mm, h0=1 mm, h=0.6 mm, r=0.4, μ=0.25, v=2 m/min) 

Alternatively, to Eqs. (10-12), the assessment of both shear and equivalent strains 

can be calculated by employing Eqs. (13) and (14). The accuracy of this method 

was tested on the ultrafine-grain structured metals [16]. Since the shear strain is 

mainly localized within the surface layer for a higher thickness reduction as a 

result of the reverse flow phenomenon, it was suggested to calculate the surface 

strain εs, while the εvM is computed by substituting Eqs. (13) and (14): 

2

s

2(1 r) 1
ln

r(2 r) 1 r

−  ε = γ  − − 
 (13) 

2 2

s
vM

4 1
ln

3 1 r 3

ε  ε = +  −  
 (14) 

Both Eq. (14) and (12) require the amount of γ, imposed by rolling, which can be 
computed using Eq. (11). Fig. (10) suggests that these two methods, Eqs. (12) and 

(14), provide similar results. 
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Table 2 

Shear and equivalent strain values according to different methods and calculations 

Condition Equation 
FEM FLM SDM 

εs εeq εs εeq εs εeq 

A Eq. (12) -0.01669 0.1159 0.01167 0.1157 -0.1149 0.1157 

A Eq. (14) -0.1499 0.1219 0.01048 0.1218 -0.01032 0.1218 

B Eq. (12) 0.5852 0.5723 0.8675 0.6812 0.6279 0.5872 

B Eq. (14) 0.3363 0.6210 0.4985 0.6263 0.3609 0.6256 

 

Figure 10 

Measured (a) and calculated (b) displacement patterns for 30% thickness reduction (h=0.7 mm and 

μ=0.075). The dotted lines on graph (b) represent the upper and lower bounds of experimental 
variations 

 

(a) 
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(b) 

Figure 11 

Displacement for R=250 mm, h0=1 mm, h=0.7 mm, r=0.3, μ=0.075, v=2 m/min, (a) measured values, 

(b) data 

Table 2 summarizes both shear and equivalent strain values calculated for various 

roll gap geometries by various equations. As it follows from Table 2, the FEM and 

SDM methods ensure similar values for εs and εeq, while the FLM is less accurate 

in capturing the shear strain. 

Fig. (11a) presents the distortion patterns of initially vertical lines, made by 

microindentation, after r=30% thickness reduction in 1050 Al alloy. As it turns out 

(Fig. (11b)), both FEM and SDM outputs are in good agreement with the 

experimentally measured counterparts. 

4.2 Calculation of Stress Values 

Knowing the equivalent strains and material’s hardening law [18], the von Mises 

stress distribution can be evaluated by Eq. (15). The calculated stress distribution 

for cases A and B reveals that stress variations across the thickness are 

approximately 5%. The calculated stresses for different rolling conditions as 

predicted by both FEM and the new analytical model for conditions A (R=250 

mm, μ=0.08, h0=1 mm, h=0.9 mm, v=2 m/min) and B (R=250 mm, μ=0.25,  

h0=1 mm, h=0.6 mm, v=2 m/min) are as following: σvM,FEM (A-surface)= 99.03 

MPa, σvM,SDM (A-surface)= 97.15 MPa, σvM,FEM (A-mid-thickness)= 97.79 MPa, 

σvM,SDM (A-mid-thickness)= 97.12 MPa, σvM,FEM (B-surface)= 138.93 MPa, 

σvM,SDM (B-surface)= 136.79 MPa, σvM, FEM (B-mid-thickness)= 133.93 MPa, 

σvM,SDM (B-mid-thickness)= 133.17 MPa. This change seems to be negligibly 

small, but it should be noted that even small stress diversities are capable of 

triggering the evolution of microstructural heterogeneities in variously oriented 

grains. 
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[ ]0.2

vM vM148 MPaσ = ⋅ε  (15) 

Apart from the above formulation, there are other material models, such as the 

cubic polynomial strain-stress function described in Ref. [14] or the Ramberg-

Osgood model [19]. 

The presented analytical model can be employed for the estimation of the 

strain/stress distribution as well as the amount of shear strain/stress in cold rolled 

aluminum sheets or other metals. There are many pros and cons regarding the 

implementation of SDM. Results of experimental observations and FEM 

simulations clearly demonstrate that the major advantage of the analytical model 

developed is that it can accurately capture the evolution of both strain and stress 

heterogeneity across the thickness of a rolled sheet. Compared to time costly FEM 

simulations, this approach is capable of providing a solution within a fraction of a 

second. It should be noted that this model cannot predict the strain/stress evolution 

over time and neglects the effect of temperature and rolling velocity, however, the 

effect of these technological parameters on properties of cold rolled materials is 

negligibly small. The model can be extended by taking into account the deflection 

of the rolls as it is described elsewhere [20]. The disadvantage of the presented 

approach is that the model parameters should be defined for each roll diameter 

individually, though, the fitting parameters can be defined for various rolling 

stands according to the procedure, presented in this contribution, and this will 

ensure a very fast and accurate simulation of cold rolling process. 

Conclusions 

The normal and shear components of material strain, introduced by rolling, can be 

accurately modelled, by the presented analytical description. The model 

parameters were defined from previously published experimental data, found in 

various literature sources, and results of finite element calculations. 

The new model reveals very reasonable agreement with the data calculated by 

FEM and ones measured experimentally. The approach can be used for the 

description of evolution of strain components in cold rolling. The presented 

analytical solution was successfully tested for thickness reductions ranging from 

10% to 40% while the friction coefficient varied between 0.025 and 0.25. The 

discrepancies observed between the FEM calculations and ones produced by the 

analytical model developed are attributed to the simplifications made in the SDM. 

Compared to finite element or flow line models, the developed approach neglects 

the kinetics of material flow, nonetheless, it can guarantee a high accuracy of 

strain evolution in cold rolling process. The extended model can be used for rapid 

analysis of symmetric rolling and is capable of capturing the phenomenon of 

reverse displacement in Al alloys. By determining corresponding model 

parameters, this approach can be employed for strain/stress evolution in various 

metals. Results of model calculations suggest that the reverse displacement tends 

to disappear, by increasing both the degree of deformation and friction coefficient. 
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Abstract: Laser Speckle Contrast Imaging (LSCI) is an optical method mainly used for

creating blood flow maps. Despite its beneficial properties, the technique is yet to find a

place in clinical practice. In this work, we propose a setup for LSCI to overcome some of

the disadvantages associated with the method. We call the setup the sample-in-the-loop

LSCI as it is based on the feedback of the captured image, which is determined by the

properties of the sample and the experimental setup. We investigate and demonstrate the

method in three exemplary scenarios: optimization to specific contrast setpoint,

sensitivity maximization and dynamic range maximization. These goals are achieved by

using optimization on the laser light pulse sequence and on the exposure time of the

digital camera.

Keywords: laser speckle contrast imaging; sample-in-the-loop; time varied illumination;
dynamic range maximization

1 Introduction

Despite recent years show a decrease or slowed growth in the utilization rates of

non-invasive diagnostic imaging modalities, they are still cornerstones in terms

of clinical applications and are the main focus of scientific research [1]. The

medical imaging practice has its traditional, proven, widely applied techniques

such as X-ray, computed tomography, magnetic resonance imaging, or

ultrasound. However, there are modalities yet to become a part of clinical

practice, one of which is Laser Speckle Contrast Imaging (LSCI) [2, 3]. A

possible drawback of LSCI is the sensitivity to calibration, dynamic range, and

exposure [4, 5]. In our current work, we propose a way to alleviate these by

partly automating processes based on feedback. LSCI utilizes the interference

pattern caused by the reflection of coherent light from a medium with static and

dynamic scatterers [6]. In the specific case when the reflective medium is

completely static, the imaging device observes a frozen pattern of the so-called

speckles. However, if motion occurs (e.g. blood flows) the pattern changes and
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decorrelates in time. The level of decorrelation can be quantified by calculating

the contrast in a region of interest (ROI). Carrying out the calculation using a

sliding window results in a contrast map, which tells us about the relative flow

speeds in vessels with various sizes, the progression of diabetes-induced

vascular complications [7] or regeneration of a burned tissue [8, 9]. Among

others, one of the disadvantages of the technique is the relatively low dynamic

range. Previously multi-exposure techniques have been investigated to increase

the dynamic range and to suppress the detrimental effect of static

scatterers [10–12]. Furthermore, under- or overexposure can also greatly affect

the observed contrast values. To this end, [13] introduced a correction term to

counteract the effect of underexposed images. [14] recommends adjusting the

average intensity in the image to be around or slightly below the middle of the

dynamic range of the sensor.

A recent study [15] showed that the dynamic range of LSCI can be greatly

improved by utilizing a novel, time-varied illumination during camera exposure.

Discrete pulsetrains were used for the realization of the time-varied

illumination. Different shapings of the discrete pulsetrains have been

investigated, however, they share the common aspect of predefinition or

model-based optimization of the sequence, and both are done offline. The

offline approach is disadvantageous because (i) it requires an accurate model,

(ii) two measurements are needed (before and after identification of the model),

and (iii) the sample is subject to changes between measurements.

The experienced drawbacks motivated the creation of an alternative method.

Here, we propose to optimize the discrete pulse sequence in an online,

model-free manner, calling it the sample-in-the-loop approach. Although the

concept originates from the time-varied illumination approach we do not limit

ourselves to that specific case. In contrast to the varied illumination, hereinafter,

we refer to the constant illumination as the continuous wave operation of the

laser light. Compared to multiexposure methods [11, 12, 16], the online,

optimization-based approach can take into account the average intensity; instead

of making post-measurement corrections [13, 17] can keep the intensity in a

favorable range. Also, the method does not need an extensive calibration

process, as it was proposed in [18].

We demonstrate the concept in a custom-developed channel slide through three

experimental scenarios: optimization to specific contrast setpoint, sensitivity

maximization, and dynamic range maximization. The three distinct scenarios

touch on different aspects; continuous wave versus time-varied operation

dictates the usage of different optimization algorithms and scenarios can differ

in the number of required ROIs.

The paper is structured as follows. First, in Section 2 we detail the sample in

the loop setup with the designed channel slide. Next, the approach to the laser

pulse optimization is given, defining the optimization goals and methods. In the

Results section, the three experimental scenarios are investigated separately, and

finally, in Section 4.3 conclusions are drawn.
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2 Sample in the loop setup
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Figure 1

The experimental setup can be seen on the left-hand side. A medical syringe pump provides a

constant flow speed, while the laser and the digital camera are controlled by the Raspberry Pi. A raw

speckle image with a typical ROI selection is illustrated in the upper right corner. The schematic

diagram in the lower right corner summarizes the sample-in-the-loop LSCI method.

A Raspberry Pi 4 Model B carries out the digital pulse wave generation, the

camera control, and the image processing tasks through a custom-developed

software. Fig. 1 depicts the sample-in-the-loop experimental setup. The

protocol of an experiment can be summarized as follows: First, the user selects

the optimization scenario and the related thresholds and reference values.

Second, an initial pulse wave is generated to capture a single image for ROI

selection purposes. Afterward, the optimization algorithm updates the pulse

sequences based on 10 averaged contrast images (with a resolution of

2000x1500 pixels). It continues to do so until a maximum number of iterations

or termination limit is reached. The pulsetrains (leaving the GPIO pins of the Pi)

control the 660 nm 50 mW laser diode through a laser driver (LDP-VRM 01-12

CA, PicoLAS, Germany) and at the same time trigger the monochrome digital

camera (Basler acA2040-55um). Based on preliminary investigations we

limited the minimum pulse width to 10 µs. With shorter pulses the proportion of

laser transients becomes dominant, which introduces two unwanted effects:

average intensity significantly lowers, and contrast lowers because of the larger

proportion of incoherent light [19]. Furthermore, the laser is mounted in a

thermally stabilized mount (LDM21, Thorlabs, Germany) driven by a Thorlabs

TED200C temperature controller. The constant temperature improves contrast

by reducing temperature-induced laser mode hopping.
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2.1 Designed channel slide

For demonstration purposes, we designed a channel slide 2, where the cross

sections range linearly from 100 µm to 1000 µm in 100 µm increments. We

created a simulation of the flow in the channel design using COMSOL

Multiphysics [20], which showed that the velocities at the center of the straight

sections are roughly proportional to the diameter. The microfluidic channel slide

was created using PDMS bonded to glass with a depth of 100 µm.

Figure 2

The channel slide design we used for evaluation. Based on the simulated model, the flow speeds at

the center of each straight section is proportional to their diameter. The annotated sizes on the image

are in µm.

3 Laser pulse optimization

The validity of pulsed speckle contrast imaging has already been proven in [21].

In this method, uniform intensity and uniform length discrete laser pulses with

uniform pulse rates are used instead of continuous wave illumination. Instead of

the well-known multi-exposure methods [11, 12] that were developed to extend

the dynamic range, we use time-varied illumination laser speckle contrast

imaging [15] which is based on pulsed speckle contrast imaging. It uses laser

pulsetrains of uniform intensity and uniform length discrete pulses, however, it

changes the density of the pulses that ultimately simulates a varying intensity

during a single exposure. Using a pulse sequence made of multiple density

pulsetrains (e.g. 3 pulsetrains of equal length with 75%, 50% and 25% duty

cycles concatenated) enables high dynamic range flow rate imaging during this

– 28 –



Acta Polytechnica Hungarica Vol. 20, No. 2, 2023

single exposure.

We made this discrete pulse sequence to be a function of a single variable. This

function limits the number of feasible sequences but helps with the optimization

problem by introducing only one more variable besides the exposure length.

The additional parameter affects the spacing – in a form of a power function –

between two consecutive high states. The sequence starts with an initial high

state. The next high state is defined by the number of low states (nLOW )

following the initial high state as:

nLOW (i) = round(iγ)−1, (1)

where the discrete sequence is loaded with binary values from i = 0 to i = T
10 µs

,

T is the exposure length, γ >= 0 is the spacing factor. If nLOW ≤ 0 the next state

will remain a high state. The continuous wave laser setup is a limiting case when

γ = 0, typically we evaluated 0 ≤ γ ≤ 1.4. Fig. 3 illustrates how the spacing

factor affects the average ROI intensity for different exposure lengths.

Figure 3

Measured average intensities in an ROI are visualized as a function of the spacing factor. It can be

observed that after an initial interval between 0 and 0.1, a spacing factor of 1 reduces the intensity

by more than an order of magnitude. Small values of the spacing factor would have only a visible

effect on exposures above 30 ms.

The typical way of quantifying flow speed in LSCI is by means of contrast

calculation. The speckle contrast is calculated on a single digital image or

sequence of consecutive images (to descrease noise level), in both cases using a

sliding window. The contrast is calculated by taking the quotient of the standard

deviation and the mean of the intensities in the current window. The window

size is usually n×n, where n is in the range of 5 to 15 [22]. The spatial speckle
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contrast is defined as:

κ =
σ(Is)

⟨Is⟩
, (2)

where σ(Is) and ⟨Is⟩ are the sample standard deviation and the sample mean in

the current window. The choice of window size affects the noisiness and the

resolution of the resulting contrast map. The contrast value is averaged on 10

consecutive images in order to reduce noise and improve the consistency of the

optimization.

We defined three major optimization problems: contrast setpoint, sensitivity

maximization, and dynamic range maximization. Previously it was shown

in [13] that the intensity has a significant effect on the contrast values. Thus,

besides the major objectives, all three share an optional penalization for

underexposed images; a linear term penalizes the given parameter/parameter set

when the average intensity falls below a predefined threshold in the ROIs. In our

experimental setup ROI sizes ranged between 10x10 to 50x50 depending on the

size of the evaluated cross-section in the channel slide.

Figure 4

Observed speckle contrasts plotted with respect to the average ROI intensity. Low intensities can

cause falsely observed large contrast values, while high intensities can cause falsely observed low

contrast values. In order to avoid the potentially detrimental effects, a method of intensity

penalization is implemented during the optimization. The figure indicates that a threshold around an

intensity level of 40-50 guarantees a linear, flat response.

3.1 Contrast setpoint

Optimization based methods are widely used in control problems [23–26], we

defined the first scenario as an optimization to setpoint contrast value. The user
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can select an arbitrary ROI and define a desired average contrast value in that

particular ROI. Then the gradient descent algorithm iteratively modifies the

continuous wavelength, which also determines the exposure length of the

camera. This first scenario aims to approach the sample-in-the-loop concept in

the simplest manner. For this reason, we decided to optimize a single variable

with the gradient descent method as follows:

Ti+1 = Ti −α
∆J

∆T
, (3)

where α is the step size, ∆ denotes the differences in cost J and exposure length

T between the i-th and i−1-th iteration.

min
T

J(T )= |κ(T )−κre f |+ Jexp.,

s.t. T ∈ [1,30],

Jexp.=

{

0, if µ >= µre f ,
µ−µre f

λ
, else.

,

(4)

where κ is the average calculated contrast in the ROI, κre f is the user-defined

contrast setpoint, and µre f is the average intensity threshold. The offset from

the reference intensity µre f is normalized by λ in order to scale the additional

penalization in the range of the unpenalized cost, in our experimental setup, a

reasonable value for the λ was around 40. The parameters of the control: α , the

number of iterations, and the λ were determined based on multiple experiments

with different channel slides and flow speeds.

3.2 Sensitivity maximization

The cost is defined as the inverse of the difference:

min
T

J(T ) =
1

|κ1(T )−κ2(T )|+ ε
+ Jexp.,

s.t. T ∈ [1,30],

Jexp.=

{

0, if µ >= µre f ,
µ−µre f

λ
, else.

,

(5)

where κ1 and κ2 are the average contrast values in the respective ROI and ε
avoids division by zero.

3.3 Dynamic range maximization

Study [15] showed that by utilizing time variant illumination during the camera

exposure the dynamic range of the laser speckle contrast imaging can be greatly

improved.
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min
T,γ

J(T,γ) = |κ1(T,γ)−κre f |+ |κ2(T,γ)−κre f |+ Jexp.,

s.t. T ∈ [1,30], γ ∈ [0,1.4],

Jexp.=

{

0, if µ >= µre f ,
µ−µre f

λ
, else.

,

(6)

where κre f . is a user-defined contrast value, around which the sensitivity ought to

be the least.

4 Results

4.1 Optimization to contrast setpoint

Figure 5

The set exposure length and measured contrast with respect to the current sample number are

illustrated by solid black lines. The flow speed of the syringe pump has been modified during the

experiment (denoted by the dashed red line), creating an external disturbance on the system. The

contrast setpoint is depicted by the dashed green line.

– 32 –



Acta Polytechnica Hungarica Vol. 20, No. 2, 2023

Fig. 5 demonstrates the result of the first scenario, namely the optimization for a

specific contrast value. A contrast value of 0.27 is observed with an initial

exposure length of 3 ms. Then the gradient descent algorithm iteratively

increases the exposure length to match the reference 0.2 contrast value. Besides

the fluctuation caused by the measurement noises, the algorithm settles for an

exposure length of 6 ms. When the disturbance occurs (in a form of flow speed

change), the observed contrast drops by 0.05, but the algorithm compensates for

it after a couple of iterations and settles for a new 4 ms exposure length. A

change in flow speed induces a change in the measured contrast values, which

are based on the captured image. The larger deviance in the contrast value

ultimately results in a larger cost. A new optimum can be found by either

increasing or reducing the exposure time so that deviance can be counteracted.

The compensation can be done only in a feasible range of the parameters which

determine the operation of the laser and the camera.

4.2 Sensitivity maximization

Despite that the optimization of the exposure length would be sufficient for

sensitivity maximization, we carried out an experiment using both of the

variables for demonstration purposes: the spacing factor and the exposure

length.

Fig. 6 demonstrates well that the optimizer achieved the lowest costs when the

spacing factor was close to zero. The small spacing factor in practical perspective

translates to a continuous wave-like operation, which is otherwise expected to

yield the best result in terms of sensitivity.

Figure 6

Evaluated spacing factor-exposure length combinations are illustrated during the sensitivity

maximization scenario. It can be seen that the lowest costs are achieved if the optimizer converges

the pulse sequence to the continuous wave operation.
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4.3 Dynamic range maximization

In Fig. 7 we showcase an exemplary optimization using the grid search algorithm

[27]. The algorithm aims to minimize the cost function given in (6). It can be

seen that it converges to a spacing factor of around 0.3 and to an exposure length

of 8 ms, where a minimum is found. In this multivariate scenario, the grid search

algorithm was preferred in order to avoid the possibility of quick convergence to

a local minimum.

Figure 7

Evaluated spacing factor-exposure length combinations are illustrated during the dynamic range

maximization scenario. It can be seen that the cost can be lowered by applying time-varying

illumination. An optimal solution is found around a spacing factor of 0.3 and an exposure length of

8 ms.

We explored the effect of the spacing factor and exposure length in order to

ascertain the cost surface and that the algorithm indeed found a minimum. The

exposure length is varied in a range from 1 ms to 30 ms and the spacing factor is

from 0 to 1.4. Fig. 8 and 9 depict the optimization surfaces given two different

reference contrast values. The reference value of (6) is set to 0.1 in Fig. 8 and

0.3 in Fig. 9.
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Figure 8

The measured optimization surface when the reference value is set to 0.1 is approximated with a

family of curves. Subplot a) represents the ”raw” cost, while subplot b) the cost when the average

intensity is penalized.

Figure 9

The measured optimization surface when the reference value is set to 0.3 is approximated with a

family of curves. Subplot a) represents the ”raw” cost, while subplot b) the cost when the average

intensity is penalized.

The behavior of the cost function towards the minimum (0) and maximum (1.4)

of the spacing factor is dominated by the phenomenon related to the average

intensities. Firstly, for small values of the spacing factor, the laser switches to

continuous wave-like operation, which means increased exposure. The

increased exposure (mostly in the case of longer exposure times) leads to

saturation, which in return lowers the observed contrast (as indicated in Fig. 4).

Zero contrast values consequently saturate the cost function, as it can be seen in

Fig. 8 and 9 subplots a) for exposure times above 20 ms. Secondly, the
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countereffect of high spacing factors introduces numerical instability into the

calculation of the speckle contrast. Falsely observed high contrast values

increase the cost; numerical instability appears at smaller spacing factors for

shorter exposure times. Subplots b) showcase the intensity penalized cost

surface. The significant difference between the raw and the penalized versions is

that the cost towards the larger spacing factors is affected by an additional term,

which penalizes the underexposed images in a linear way. The start of the

penalization – when the exposure falls below the predefined threshold – is

dependent on the actual exposure length as expected.

The theoretical minimum moves toward the continuous wave operation mode

for larger values, as it is indicated by the black circle on the envelope. Such

behavior is expected since larger spacing factors have a great effect on the

dynamic range, making the response so wide that the contrast values fall below

the reference values, hence increasing the cost. Fig. 10 depicts the Pareto front

around the minimum; it can be seen that similar costs are achieved with

different combinations of exposure length and spacing factor.

Figure 10

As the dynamic range maximization in (6) is formulated as a multi-objective optimization, a Pareto

front can be found, where ROI1 and ROI2 costs represent the distances from the reference contrast

value.

Conclusions

In this study, we proposed the sample-in-the-loop approach for LSCI

applications. We defined three use cases in order to demonstrate the

applicability of the method. We did not aim to prove or validate the utilization

of the three use cases but to demonstrate the concept through different scenarios.

In the first scenario, the algorithm realized a setpoint optimization for the
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reference contrast value and was able to compensate for an external disturbance

coming from flow speed change. The solution can be a help running automated

measurements, however, it is important to note that the method can provide

information only about the relative flow speeds in a given time instant or if the

external factors are constant. This is the case since the algorithm will

compensate (in a feasible range) for changes in external factors such as flow

speed.

Previous studies indicated and our findings confirmed that the sensitivity

maximization is best achieved as a continuous wave operation, where we

optimized the exposure length using the gradient descent algorithm. Regarding

the dynamic range maximization, we demonstrated that the proposed algorithm

can find a minimum, and this minimum is dependent on the actual reference

contrast value. Furthermore, with the current laser setup, the exposure

penalization leaves small room for dynamic range improvements. This

highlights the importance of sufficiently high laser power as large spacing

factors reduced the total exposure by more than an order of magnitude. The

explored cost surface indicates that it is sufficient to use gradient descent in the

multivariate case as well since the cost surface is a convex function with respect

to the free variables. The application of the gradient descent can then accelerate

the convergence to a minimum and the fulfillment of the measurement protocol.
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Abstract: Parallel robots have an increasing use in industrial and medical applications. 

Many of these applications require the execution of contact tasks. However, parallel robots 

possess drive singularities, which act as invisible barriers inside their workspace. In this 

paper, we develop an integrated force and motion trajectory planning method for removing 

drive singularities of parallel robots which perform contact tasks. The method is based on 

satisfaction of a consistency condition at the singularity, which is stated in terms of the 

generalized velocities, accelerations and contact forces, provided that the derivative of the 

associated determinant with respect to time does not simultaneously vanish. It is shown 

that, in the presence of singularity crossing, either the motion or the force trajectory can be 

arbitrarily chosen while the other is planned to satisfy the necessary conditions. 

Keywords: parallel robot; contact task; motion trajectory; force trajectory; drive 

singularity; singularity removal 

1 Introduction 

In order to increase profitability and market share, firms seek ways to improve 
efficiency and competitiveness in their manufacturing processes. The use of 
robotics emerges as one of the most effective tools for achieving these goals [1, 2], 
especially at an accelerated pace in the era of Industry 4.0 [3-6]. Another area 
where the utilization of robots is of vital importance is medicine [7, 8]. Robotic-
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assisted systems enable to perform high-precision surgical operations with 
minimal invasion [9, 10]. 

Conventional robotic arms have a serial kinematic architecture. However, parallel 
robots offer better accuracy and precision, increased rigidity, larger load capacity, 
lower inertias, and higher accelerations and speeds compared to the serial ones 
[11-14]. Owing to these advantages they have received attention as motion 
simulators [11, 15]. In addition, they have been widely applied to various 
industrial purposes, including, but not limited to, pick-and-place tasks [16], 
welding applications [17], spray-painting [18], and machining operations [12, 19]. 
They have been also increasingly used as medical and surgical robots [20]. 

One of the most serious handicaps of parallel robots is the limitation in the 
usability of their workspace due to the “type II singularity” loci within it [21].  
The actuator forces tend to infinity in magnitude near singularities of this type. 
Due to this fact, they are alternatively called “drive singularities” [22, 23]. 

Since their avoidance during path planning would confine the robot to only a 
small portion of the workspace, there has been a growing interest in developing 
different methods for dealing with drive singularities. The approaches in this 
regard fall into two main categories. The first of these is to use actuation 
redundancy, which is well known in the literature to decrease or eliminate 
singularities [24]. The second one focuses on nonredundant parallel robots with an 
aim to obtain bounded inverse dynamics solutions near singularities. 

This relatively new second approach enables parallel robots to pass in a 
controllable fashion through drive singular configurations and hence to use their 
entire workspace at no extra cost. The motion trajectory must be planned to 
sustain the consistency of the equations of motion at the singular configuration to 
be passed through [23, 25, 26]. The necessary “consistency conditions” were 
derived by Ider [23], and Briot and Arakelian [26] with different physical 
interpretations. As another recent effort in this regard, Ozgoren [27] obtained a 
similar condition by using the virtual work method. 

However, as shown by Özdemir [28-30] there exist also “high-order” or “hyper-” 
drive singularities where boundedness of the inverse dynamics solution cannot be 
guaranteed only via the said consistency considerations. Özdemir [28] proved that 
time derivatives of the vanishing determinant should also be taken into account for 
removal of drive singularities. In accordance with this desingularization principle, 
Özdemir and İder [31] developed a motion trajectory planning method for 
flexible-joint parallel robots. 

Although there are a number of unconstrained motion tasks such as pick-and-place 
and spray-painting operations [32-34], numerous advanced applications require 
the end-effector to move along a prescribed trajectory on a constraint surface 
while exerting a specified contact force profile onto that constraint surface. Some 
typical examples of these constrained motion tasks are machining processes (e.g., 
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cutting, grinding, deburring), assembly operations and surgical procedures [32-
37]. Indeed, it is essential to control the contact forces for executing such 
interaction tasks. Thus, in the last decade there has been a considerable research 
focus on force/position control of parallel robots [38-43]. 

However, in the previous studies on parallel robots performing contact tasks, 
singularity crossing problem is not considered. In order to fill this gap in the 
literature, the aim of the present paper is to develop an integrated force and motion 
trajectory planning method for enabling parallel robots to perform contact tasks in 
the presence of drive singularities. A condition is formulated for ensuring the 
consistency of the motion and force trajectories at the singularity. In accordance 
with the literature [28-30], the occurrence of high-order singularities is also 
prevented. Hence, boundedness of the actuator torques and forces near the 
singularity time of the contact task is guaranteed. We believe that the current study 
will facilitate the prevalence of parallel robots in industrial and medical 
applications. 

2 Mathematical Modelling of a Parallel Robot 
Performing a Contact Task 

Consider an n  degree-of-freedom rigid-link rigid-joint parallel robot with n  
actuators. For modelling purposes, let this robot be transformed into an m n  
degree-of-freedom tree-like open system by cutting some passive joints.  
We denote the vector of the tree-like system’s joint variables by 

 T1 2 m  θ  . By reconnecting the cut joints, the loop-closure equations 

can be written as 

  0, 1, 2, , if i m n  θ   (1) 

Differentiating equations (1) with respect to time t  and rearranging into matrix 
form, we get 

Aθ 0  (2) 

where the elements of the  m n m   matrix  A A θ  are given by 

, 1, 2, , , 1, 2, , i

ij

j

f
A i m n j m




   


   (3) 

Assuming that the environment is stationary and rigid, the constraints due to the 
contact of the end-effector with the environment can be expressed as 

  0, 1, 2, , ug u k θ   (4) 
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where k  is the number of contact constraints such that k n . These contact 
constraints can be written at velocity level as 

Bθ 0  (5) 

where the elements of the k m  matrix  B B θ  are 

, 1, 2, , , 1, 2, , u

uj

j

g
B u k j m




  


   (6) 

It is worth mentioning that the contact constraints considered here are equality 
constraints. This is because the robot is assumed not to lose its contact with the 
constraint surface during the whole task [44]. 

Selecting θ  as the vector of generalized coordinates, neglecting the impact and 
friction effects, and using the Lagrangian method, the equations of constrained 
motion of the parallel robot can be obtained in the following form: 

T T   Mθ N T A λ B μ  (7) 

where  M M θ  is the m m  generalized mass matrix,  ,N N θ θ  the m -

dimensional vector of generalized Coriolis, centrifugal and gravity forces, and T  
the m -dimensional vector of nonconservative generalized forces applied by the 

actuators. In these equations,  T1 2 m n   λ   is the vector of the 

Lagrange multipliers associated with the loop-closure constraints, whereas 

 T1 2 k  μ   is the vector of the Lagrange multipliers due to the 

contact constraints. 

Let  T1 2 nx x xx   be the vector of independent motion variables of the 

end-effector when it is in free motion. However, only n k  of them can be 
arbitrarily prescribed along the contact surface. In other words, the number of 

motion degrees of freedom reduces to n k . Denote by  T1 2 n ky y y y   

the vector of independent variables of contact motion, which are related to the 
joint variables by 

  , 1, 2, , v vy h v n k  θ   (8) 

By taking the time derivative of equations (8) and putting into matrix form, we 
obtain 

y Cθ  (9) 

where the elements of the  n k m   matrix  C C θ  are given by 

, 1, 2, , , 1, 2, , v

vj

j

h
C v n k j m




   


   (10) 



Acta Polytechnica Hungarica Vol. 20, No. 2, 2023 

 – 45 –

3 Conditions for Singularity Robust Driving During a 
Contact Task 

The vector θ  can be assumed to be constructed such that its first n  elements are 
the actuated joint variables. Notice that this assumption yields no loss of 
generality since it deals only with ordering of the vector elements. Under this 
assumption, the vector T  is of the form 

 
  
 

τ
T

0
 (11) 

where w  denotes the generalized actuator force that is associated with the 

generalized coordinate w  ( 1, 2, , w n  ) and  T1 2 n  τ . The above 

form of T  suggests the following partitioning of the matrices M , A , B  and the 
vector N : 

 

a

u
n m

m n m



 

 
  
  

M
M

M
 (12) 

     
a u
m n n m n m n    

   A A A  (13) 

 
a u
k n k m n  

   B B B  (14) 

 

a
1

u
1

n

m n



 

 
  
  

N
N

N
 (15) 

where the sizes of the submatrices and subvectors are shown as subscripts. Then, 
using equations (11)-(15), one can rewrite equation (7) in the following form: 

   T Ta a a a   τ M θ N A λ B μ  (16) 

   T Tu u u u  A λ M θ N B μ  (17) 

In order to determine the joint motions required for a given motion trajectory 

 ty  along the constraint surface, equations (2), (5) and (9) can be merged into 

the following equation: 

Dθ z  (18) 

where  D D θ  is an m m  matrix constructed as 
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A

D B

C

 (19) 

and  tz z  is an m -dimensional vector defined as 

 
  
 

0
z

y
 (20) 

As long as D  is nonsingular, equation (18) constitutes a system of m  first-order 
differential equations that can be rewritten as 

1θ D z  (21) 

By time-differentiating equation (18) and rearranging, one can also get 

 1  θ D Dθ z    (22) 

Thus, once the system of equation (21) is solved for the generalized coordinates 

 tθ  and the generalized velocities  tθ  by a suitable numerical integration 

method, the generalized accelerations  tθ  can be computed from equation (22). 

Substituting the calculated θ , θ  and θ  together with the given force trajectory 

 tμ  into equation (17) and solving for  tλ  gives the following equation, 

provided that uA  is nonsingular: 

   T Tu u u u      
λ A M θ N B μ  (23) 

Finally, the required actuator forces can be computed from equation (16). 

During the implementation of the above procedure, inverse kinematic singularities 
occur when the determinant of the D  matrix becomes zero. However, such 
singularities are in general on the boundaries of the workspace [21]. Therefore, 
they are not a major concern and are left out of the scope of this study. 

Drive singularities arise when the determinant of the uA  matrix vanishes. As it is 
apparent from equation (23), the Lagrange multipliers associated with the loop-
closure constraints grow without bounds in the neighborhood of such singularities. 
Let us assume that uA  is rank deficient by one at the drive singular configuration 
to be passed through. This assumption is quite realistic since higher rank 

deficiencies would be rather rare in practice [23, 25]. By writing   Tu 
A  in terms 

of the adjoint matrix and determinant of  TuA , equation (23) can be reexpressed 

as 
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       T Tu u u u

Tu

1
adj

det

     
λ A M θ N B μ

A

  (24) 

or, recalling that     Tu udet detA A  and      TTu uadj adjA A , 

      T Tu u u u

u

1
adj

det
     

λ A M θ N B μ
A

  (25) 

By inspecting equation (25), the condition that should be satisfied for the dynamic 
equations of the robot to be consistent at a drive singularity can be stated as 

    T Tu u u uadj      
A M θ N B μ 0  (26) 

If this consistency condition holds and the first-order time derivative of the 

determinant  udet A  does not vanish at the singularity time st  (i.e., the 

singularity is not of high order), then it follows from l’Hôpital’s Rule that 

 
s

lim
i

t t
t


 is finite for all 1, 2, , i m n  , which further implies that the 

required actuator forces will remain bounded as the singularity is approached. 
However, the inverse dynamics solution is still indeterminate at time st  since 

satisfaction of the condition given by equation (26) for maintaining the 
consistency of the robot’s dynamic equations yields 0 0  in equation (25) for all 

 si t . This indeterminacy can be removed by setting 

   
s

s lim , 1, 2, , 
i i

t t
t t i m n 


    (27) 

where the limits  
s

lim
i

t t
t


 are evaluated via l’Hôpital’s Rule. 

If the consistency condition given by equation (26) is not satisfied, then at least 
one of the limits  

s

lim
i

t t
t


 is not finite, which yields an unbounded growth of the 

inverse dynamics solution in the vicinity of the singularity. Besides, it is useful to 
note that among the m n  individual equations of the matrix equation (26), only 
one is linearly independent. This is due to the fact [45] that the adjoint matrix of a 
matrix that is rank deficient by one has rank one. 
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4 Case Study 

In this section, the application of the developed method is exemplified by 
considering the planar 5R parallel robot, which is shown in Figure 1. Link 0 is the 
fixed link. Each moving link p  ( 1, 2, 3, 4p  ) has mass pm , mass center at pG , 

and centroidal moment of inertia 
pGI . The link lengths are denoted by 

0 1 2L R R , 1 1 3L R R , 2 2 4L R R , 3 3 5L R R  and 4 4 5L R R . The locations 

of the mass centers are given by 1 1 1r R G , 1 3 1 1R R G   , 2 2 2r R G , 

2 4 2 2R R G   , 3 3 3r R G , 3 5 3 3R R G   , 4 4 4r R G  and 4 5 4 4R R G   .  

The origin of the fixed rectangular coordinate system xy  is at joint 1R .  

The gravitational acceleration g  acts in the negative y -direction. The robot has 

two degrees of freedom and is actuated by two motors that are located at joints 1R  

and 2R . The endpoint P  is given by 3b R P  and 5 3R R P   . 

1R  

 0,0  

3R

2R  

 0 ,0L  

4R

5R
P

1

2  

3  

4  

1G

2G

3G

4G

1 2

4
3

x  

g  

y

 

Figure 1 

The considered robot 

By virtually cutting the closed-loop at joint 5R  and choosing the generalized 

coordinates vector as  T1 2 3 4   θ , the generalized mass matrix and the 

vector of generalized nonlinear inertial and gravity forces of the resulting open-
loop system can be obtained as 

11 13

22 24

31 33

42 44

0 0

0 0

0 0

0 0

M M

M M

M M

M M

 
 
 
 
 
 

M  (28) 
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1

2

3

4

N

N

N

N

 
 
 
 
 
 

N  (29) 

where 

1

2 2
11 1 1 3 1G

M m r I m L    (30) 

 13 31 3 3 1 1 3 3cosM M m r L        (31) 

2

2 2
22 2 2 4 2G

M m r I m L    (32) 

 24 42 4 4 2 2 4 4cosM M m r L        (33) 

3

2
33 3 3 G

M m r I   (34) 

4

2
44 4 4 G

M m r I   (35) 

   2
1 3 3 1 3 1 3 3 1 1 1 1 3 1 1sin cos cosN m r L m gr m gL             (36) 

   2
2 4 4 2 4 2 4 4 2 2 2 2 4 2 2sin cos cosN m r L m gr m gL             (37) 

   2
3 3 3 1 1 1 3 3 3 3 3 3sin cosN m r L m gr            (38) 

   2
4 4 4 2 2 2 4 4 4 4 4 4sin cosN m r L m gr            (39) 

Then, by reconnecting joint 5R , the loop-closure equations can be written as 

 1 1 1 3 3 0 2 2 4 4cos cos cos cos 0f L L L L L        θ  (40) 

 2 1 1 3 3 2 2 4 4sin sin sin sin 0f L L L L       θ  (41) 

Thus, the Jacobian matrix of the loop-closure constraint equations is 

1 1 2 2 3 3 4 4

1 1 2 2 3 3 4 4

sin sin sin sin

cos cos cos cos

L L L L

L L L L

   
   

  
    

A  (42) 

As illustrated in Figure 2, let the constrained-motion task of the robot be moving 
the endpoint P  according to a prescribed trajectory  Px t  on the frictionless 

plane surface given by *y y  while simultaneously applying a specified normal 

contact force  t  onto it. The surface is rigid and fixed in space. The robot will 

be in contact with the surface only at point P  throughout the entire duration, ft , 

of the task. 
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3R

2R

4R

5R

P y

x

 

Figure 2 

The given contact task 

The motion trajectory can be expressed as 

     0 f 0Px t x x x s t    (43) 

where 0x  and fx  are the initial and final values of the x -coordinate of point P  

on the constraint surface, and  s t  is a timing function, which is chosen to be the 

following quintic polynomial in order to have zero initial and final velocities and 
accelerations: 

 
5 4 3

f f f

6 15 10
t t t

s t
t t t

     
       

     
 (44) 

Let the force trajectory  t  be trapezoidal. The desired constant value of the 

contact force in the plateau phase is * . The force will be linearly increased from 

zero to this value in the first t  time units of motion and will be decreased 
linearly back to zero in the last t  time units. Thus, 

 

*

*
f

*f
f f

, 0

,

,

t
t t

t

t t t t t

t t
t t t t

t



 



    
    



    

 (45) 

The surface contact constraint can be expressed in the task space as 

  *
1 , 0P P Pg x y y y    (46) 

or in the joint space as 

   *
1 1 1 3sin sin 0g y L b      θ  (47) 
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Thus, the vector of generalized constraint forces acting on the robot due to its 
contact with the surface at point P  is 

T
c F B  (48) 

where 

 1 1 3cos 0 cos 0L b       B  (49) 

The motion variable Px  can be related to the joint variables as 

   1 1 1 3cos cosPx h L b     θ  (50) 

Then, it follows from equations (10) that 

 1 1 3sin 0 sin 0L b       C  (51) 

After constructing the matrix D  given by equation (19), the condition for the 
occurrence of an inverse kinematic singularity can be expressed as follows: 

     1 2 4 1 3 4 2det sin sin 0L L L b         D  (52) 

With 2n  , 4m   and 1k  , the M , A  and B  matrices and the N  vector are 
partitioned according to equations (12)-(15) as given below: 

11 13a

22 24

0 0

0 0

M M

M M

 
  
 

M  (53) 

31 33u

42 44

0 0

0 0

M M

M M

 
  
 

M  (54) 

1 1 2 2a

1 1 2 2

sin sin

cos cos

L L

L L

 
 

 
   

A  (55) 

3 3 4 4u

3 3 4 4

sin sin

cos cos

L L

L L

 
 

 
   

A  (56) 

 a
1 1cos 0L  B  (57) 

 u
3cos 0b      B  (58) 

1a

2

N

N

 
  
 

N  (59) 

3u

4

N

N

 
  
 

N  (60) 
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Then the equation describing the drive singularity locus in the joint space can be 
obtained as 

   u
3 4 3 4det sin 0L L    A  (61) 

Readers can be referred to numerous studies [29, 46-48] for more details on the 
singularities and workspace of the planar 5R mechanism. 

The values of the model parameters are chosen as follows: 0 3 mL  , 

1 2 1.5 mL L  , 3 4 2 mL L  , 1 mb  ,   rad6    , 1 2 0.4 kgm m  , 

3 4 0.6 kgm m  , 1 2 0.75 mr r  , 3 1.5 mr  , 4 1 mr  , 1 2 0   , 

 3 4 d2 3 ra     , 
1 2

20.2 kg m
G G

I I   , 
3 4

20.3 kg m
G G

I I   .  

The gravitational acceleration is assumed to be 29.807 m/sg  . The constraint 

surface is taken as * 0.5 my  . The x -coordinates of the starting and ending 

positions of the endpoint P  along this surface are 0 0.5 mx    and 

f 0.42 mx   , respectively. The total duration of the task is selected to be 

f 2 st  . Thus, the timing function becomes 

  5 4 30.1875 0.9375 1.25s t t t t    (62) 

The motion trajectory obtained using equation (43) is shown in Figure 3.  
The values of the joint variables at the starting position of the endpoint are as 
follows: 1 169.4   , 2 237.5   , 3 343.0   , 4 151.5   . In the case studies 

presented below, the numerical integrations are based on the Dormand-Prince 
formula (see, e.g., [49] and the references cited therein) with a fixed step size of 
0.002 s. 

0 0.5 1 1.5 2
-0.5

-0.48

-0.46

-0.44

-0.42

-0.4

Time (s)

x P
 (

m
)

 

Figure 3 

The desired motion trajectory 
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4.1 Case 1: A Case Where Motion and Force Trajectories Are 
Not Consistent with Each Other at the Singularity 

As the first case, let the force trajectory be generated with * 1 N   and 

0.2 st  , as shown in Figure 4. 
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Figure 4 

A force trajectory that is not consistent with the motion trajectory at the singularity 

The inverse kinematic solution is singularity free. The time variations of the joint 
angular displacements that correspond to the prescribed motion trajectory of the 
endpoint on the constraint surface are shown in Figure 5. 
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Figure 5 

Time histories of the joint variables necessary for the desired constrained motion of the end-effector 

However, although no inverse kinematic singularity is encountered, a drive 
singularity occurs when 0.45 mPx    (i.e., 0.65s  ). The values of the joint 

variables at this singular position are as follows: 1 164.2   , 2 237.4   , 

3 335.3   , 4 155.3   . Both Lagrange multipliers become unbounded near this 

position. As can be read from Figure 6, the singularity time is s s1.1  64t  .  
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The limits of the required motor torques as t  approaches this value are not finite, 
as can be seen in Figure 7. 
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Figure 6 

Time variation of the determinant whose vanishing implies the occurrence of a drive singularity 
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Figure 7 

Motor torques required for the motion and force trajectories that are not consistent with each other at 

the singularity 

4.2 Case 2: A Case Where Motion and Force Trajectories Are 
Consistent with Each Other at the Singularity 

In order to overcome the unboundedness of the inverse dynamics solution, the 
motion and force trajectories should be such that the consistency of the dynamic 
equations is maintained at the singular configuration to be passed through.  
The consistency condition that should be satisfied at the singular position of 
interest can be derived as follows: The transpose of the adjoint matrix of uA  is 

  T
4 4 3 3u

4 4 3 3

cos cos
adj

sin sin

L L

L L

 
 

  
    

A  (63) 
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Substituting equation (63) into equation (26) gives 

 

 
4 4 31 33 3 3

3 3 42 44 4

1 3

2 4

cos cos

cos 0

L M M N b

L M M N

    

 

    

  

 



 

 
 (64) 

 

 
4 4 31 33 3 3

3 3 42 44 4

1 3

2 4

sin cos

sin 0

L M M N b

L M M N

    

 

    

  

 



 

 
 (65) 

The following relation in radians exists between 3  and 4  at the encountered 

singular configuration: 4 3    . Thus, at that singularity, 4 3cos cos   , 

4 3sin sin   , the rank of   T
uadj A  is one, and equations (64) and (65) are 

linearly dependent and can be reduced to 

   4 31 1 33 3 3 3 3 42 2 44 4 4cos 0L M M N b L M M N               
     (66) 

The above consistency condition can be satisfied at the singularity via a proper 
planning of either the motion or the force trajectory. The velocity- and 
acceleration-level inverse kinematic solutions are calculated at the encountered 
singularity as 

   s s1 1.8461 Pt x t     (67) 

   s s2 0.2892 Pt x t     (68) 

   s s3 2.6766 Pt x t     (69) 

   s s4 1.3388 Pt x t    (70) 

     2

s s s1 4.4386 1.8461
P P

t x t x t        (71) 

     2

s s s2 9.3659 0.2892
P P

t x t x t        (72) 

     2

s s s3 4.3744 2.6766
P P

t x t x t        (73) 

     2

s s s4 1.7241 1.3388
P P

t x t x t        (74) 

In the above equations, the endpoint velocity is in m/s, endpoint acceleration is in 
m/s2, angular joint velocities are in rad/s, and angular joint accelerations are in 
rad/s2. Then, for the singular configuration of interest, we compute from equations 
(31) and (33)-(35) that   2

31 s 0.48 k m54 gM t  , 2
33 1.65 m kgM   , 
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  2
42 s 0.70 k m96 gM t  , 2

44 0.9 m kgM   , and from equations (38) and (39) 

that 

   s3

2

s 4.2931 0.8179
P

N t x t      (75) 

    2

4 s s0.0463 0.5452
P

t x tN      (76) 

where 3N  and 4N  are obtained in Nꞏm for the endpoint velocity in m/s.  

By substituting these into equation (66), simplifying and multiplying both sides of 
the resulting equation by 1 , we get 

     2

s s s12.6244 17.2351 1.9914 2.7262 0
P P

x t x t t        (77) 

Equation (77) shows that consistent values of the endpoint velocity, the endpoint 
acceleration and the contact force at the singularity time lie on a quadric surface as 
seen in Figure 8. In this figure, Pv  and Pa  represent the endpoint velocity and 

acceleration, respectively. It may be useful to note that P Pv x   and P Pa x   since 

the endpoint moves along a constant y  path. 
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Figure 8 

Consistent values of the endpoint velocity, the endpoint acceleration and the contact force at the 

singular point of interest 

In this example, we prefer to plan the force trajectory for satisfying the 
consistency condition. Hence, the previously chosen desired motion trajectory 
becomes realizable, despite the presence of drive singularity. We first compute 
that  s 0.0710 m sPx t   and 2

s( ) 0.0478 m sPx t   . Then, substituting these 

values into equation (77), we get  s 1.11 Nt  . As our second case, we 

construct a new trapezoidal force trajectory with * 1.11 N   and 0.2 st  , as 

shown in Figure 9. With this new force trajectory, the dynamic equations are now 
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consistent at all times. Additionally,  udet A  has a nonzero first-order time 

derivative at the singularity time. Thus, the required motor torques remain 
bounded in the neighborhood of the singularity, as can be seen in Figure 10. It is 
useful to note that  

s
1lim 4.77 N

t t
t


  and  

s
2lim N1.93 

t t
t


 . 
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Figure 9 

A force trajectory that is consistent with the motion trajectory at the singularity 
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Figure 10 

Motor torques required for the motion and force trajectories that are consistent with each other at the 

singularity 

Conclusions 

This paper presents an integrated force and motion trajectory planning approach 
for removing drive singularities of parallel robots performing contact tasks. Such 
tasks constitute the majority of the industrial and medical robotic applications.  
A consistency condition is derived in terms of the generalized velocities, 
accelerations and contact forces. This condition should be considered while 
planning the motion and force trajectories. Also, in accordance with the literature 
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[28-30], the singularity is prevented from being of high order. Thus, the 
boundedness of the inverse dynamics solution around the singularity is ensured. 

The effectiveness of the proposed method is verified through a numerical case 
study where the planar 5R parallel robot is considered to perform a constrained 
motion task in the presence of drive singularities. It is shown that one of the 
motion and force trajectories can be arbitrarily chosen while the other is planned 
to satisfy the consistency condition at the singularity. The consistent values of the 
endpoint velocity, the endpoint acceleration and the contact force at the singularity 
are found to describe a quadric surface. 
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Abstract: In industrial practice, measuring and monitoring production performance is an 

essential task. The production plan performance is monitored by middle and top 

management of companies daily, weekly and monthly and make short and long-term 

operational and strategic decisions when necessary. One of the most common ways of 

measuring the performance of production and, within this, of assembly lines, is to use the 

Overall Equipment Effectiveness (OEE) indicator. Although companies sometimes interpret 

and use this Key Performance Indicator (KPI) in their own way, it is the indicator that best 

reflects the development of the production efficiency for a given company. A high OEE 

percentage means high performance, which directly increases the company's profitability. 

This article explores the complexity of the OEE indicator, supported by the use of a cause 

and effect diagram. Firstly, a literature review demonstrates scientific relevance. Secondly, 

the factors affecting OEE are grouped and analyzed according to the following six aspects: 

man, environment, method, material, machine, and measurement. Each factor is further 

subdivided into five groups, and then these subgroups also cover five key factors of 

importance for the approachability of 100% OEE. The 150 aspects listed herein, provide a 

complete guideline for a semi-automatic assembly line, to consistently increase efficiency 

in industrial practice. 

Keywords: KPI; OEE; assembly line; cause and effect diagram 

1 Introduction 

Today's automotive manufacturing environment is becoming increasingly 
complex thanks to Industry 4.0, Smart manufacturing, Big Data, Artificial 
Intelligence, Lean, IoT, among others. Production logistics systems are becoming 
increasingly complex in a turbulent industrial environment [1]. Efficiency and 
flexibility on the part of manufacturing companies are particularly important 
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especially due to periodic shortages of raw materials (e.g. semi-conductor, chip, 
metal, plastic) and other constraints (e.g. COVID situation). 

The complex environment also adds complexity to performance indicators.  
The efficiency of production systems, including assembly lines, is increasingly 
effected by a number of components, both positively and negatively. Modularity, 
flexibility, digitalization, automation, autonomous processes, autonomous 
systems, autonomy of an equipment [2], cloud computing help to achieve higher 
efficiency and productivity, while higher product variety, growing product 
complexity, shortening product life cycle [3] and complex material flow hinder 
[4]. Increasingly, the question of efficiency arises: which scopes should be 
assembled in the final assembly and which ones in the pre-assembly line [5]? 

In industrial practice, measuring and monitoring production performance is an 
essential task. The production plan performance is monitored by middle and top 
management of companies daily, weekly and monthly and make short and long-
term operational and strategic decisions when necessary. One of the most common 
ways of measuring the performance of production and, within this, of assembly 
lines is to use the Overall Equipment Effectiveness (OEE) indicator. Although 
companies sometimes interpret and use this KPI in their own way, it is the 
indicator that best reflects the development of the production efficiency of a given 
company. Key Performance Indicators (KPIs) or also known as Key Success 
Indicators (KSIs) are quantitative measurement tools for the improvement of the 
machine or line performance [6]. A high OEE percentage means high 
performance, which directly increases the profitability of the company. 

The aim of this paper is to reveal the complexity of OEE using cause and effect 
diagram. The paper is organized as follows. Section 2 focuses on the relevant 
scientific work regarding to OEE and cause and effect diagram. Following, 
Section 3 introduces and details the OEE complexity at a semi-automatic 
assembly line in automotive industry by fishbone diagram. Last section, Section 4, 
concludes the paper. 

2 Literature Review 

Higher expectations of the customers’ and new industrial and IT developments 
have resulted is an increased complexity of Production System (PS) especially 
assembly systems [7] [8]. This also implies the complexity of the performance 
evaluation system. Okwir et al. define the following six forms of Performance 
Measurement Complexity (PMC): role, task, procedural, methodological, 
analytical and technical complexity [9]. 

Nowadays, the traditional Key Performance Indicator (KPI) system is still well 
managed due to the Manufacturing Execution System (MES) [10], but further 
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increasing the efficiency indicators such as Overall Equipment Effectiveness 
(OEE) is not a simple task in practice. It is becoming increasingly difficult to take 
real measures that will lead to significant improvements in the short term. 
Problems almost always have multiple root causes and this complexity is also 
increased especially at the hybrid assembly lines where automatic devices are 
combined with manual work in one system [11]. 

2.1 OEE at the Semi-Automatic Line 

A plethora of publications shows the applicability of OEE in the domain of 
manufacturing [12], Corrales et al. collected almost 900 articles between 1996 and 
2020 [13]. This standard indicator is widely used for internal efficiency at the 
semi-automatic assembly lines [14]. Within the concept of Total Productive 
Maintenance (TPM), OEE metric was introduced in 1988 by Nakajima [15].  
The original formula for calculating OEE is written as: 

OEE = A P Q   [%]        (1) 

Where: 

A = Availability 

P = Performance 

Q = Quality 

100% OEE means, that we exclusively produce high-quality products without stop 
at maximal capacity, although there are no machines with 100% reliability [16]. 
During the last few decades several performance indicators and techniques are 
developed from the basic OEE structure [17] among others: Overall Equipment 
Effectiveness of a Manufacturing Line (OEEML) [18] and Global Production 
Effectiveness (GPE) [19]. 

OEE can be characterized by the following items: 

- Metric which shows the reliability of the production network [20] 

- OEE is a mechanism to continuously monitor and improve the efficiency 
of a production processes, focus on zero loss, zero break downs, zero 
defects and zero accidents [21-23] 

- Clearly shows current status of production [24] [25] 

- Standard and best practice, can be used to compare with the other 
assembly line performance during the operation [26] 

- Reduce or eliminate six major losses (equipment breakdown losses, setup 
and adjustment losses, minor stoppage losses, speed reduction losses, 
defective losses and startup losses) [15, 27] and increase efficiency in the 
production processes [28]. 



P. Dobra et al. Overall Equipment Effectiveness Complexity at the Automotive Semi-Automatic Assembly Lines 

 – 66 –

From other perspective, availability is influenced by the technical failures of 
workstations and changeover, performance is influenced by small stops and 
reduced speed, quality is influenced by scrap and rework [29]. Real example of 
OEE analysis using the waterfall chart at an assembly line shows Fig. 1. (Source: 
data collected by the authors on the semi-automatic assembly line of a Hungarian 
automotive supplier.) 

 

Figure 1 

Real example of OEE waterfall chart at an assembly line 

The main benefits of implementing and applying OEE are the reduced 
manufacturing cost, increased uptime, higher speed, minimalized material waste, 
better asset utilization, lower overhead cost, additional sales capacity, reduced 
inventory and reliable assembly processes [30]. At an assembly line at least one of 
the workstations is the bottleneck. This article focus on this bottleneck station 
regarding OEE. 

2.2 Cause and Effect Diagram 

In manufacturing industry huge losses and/or waste occur in the production shop 
floor. These losses due to operators, maintenance personnel, process, tooling 
problems and lack of components in time, etc. [31]. In case of capacity problems, 
increasing overtime and shift numbers, purchasing new machines, equipment and 
tools can be a solution to fully meet customer demands, but a much better 
alternative is to make better use of existing resources, increase machine efficiency, 
keep bottlenecks under control, and reduce downtime and set-up times. 

To decrease losses, several quality management concepts and tools such as Lean 
Manufacturing, Toyota Production System (TPS), Total Productive Maintenance 
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(TPM), and Failure Mode and Effect Analysis (FMEA) had been developed in 
order to achieve higher operational level. There are numerous quality 
improvement techniques available for improving equipment OEE among others as 
PDCA cycle, Failure Tree Analysis (FTA), why-why analysis, Value Steam 
Mapping (VSM), RADAR, DMAIC, EFQM, DFSS, Pareto chart and cause and 
effect diagram [32] [33]. 

Cause and effect diagram, Ishikawa or fishbone diagram is one of the seven tools 
in the quality control system. Firstly, it was presented as a casual diagram by 
Ishikawa in 1968 [34]. Fishbone diagrams have been constructed mostly based on 
the categories of man, machine, method, material measurement and environment. 
Ishikawa diagram is a useful tool to determine the possible causes for a problem, 
represents the relationship, but it directly does not identify the root causes of the 
problems [35] [36]. According to Czifra et al. Ishikawa diagram is the most used 
method on a regular basis in automotive industry in addition to FMEA, 8D, and 5 
Why analysis [37]. 

In the manufacturing industry, several cause and effect research works were 
published related to OEE. Table 1 shows the articles over the last six years. 

Table 1 

List of used cause and effect diagrams for improving OEE 

Author Year Ishikawa elements Effect on OEE 

[38] 2015 manpower, material, 
methods, milieu, machine 

process deviation 

[39] 2016 man, machine, material, 
method, environment 

technical failure (part 
clamping) 

[39] 2016 man, machine, material, 
method, environment 

technical failure (hydraulic oil 
is mixed up with cutting oil) 

[40] 2016 environment and social, lead 
time, machine, management, 
quality issues, man 

poor OEE 

[41] 2017 waiting, extra-processing, 
defects, workforce, 
environment 

low performance 

[35] 2017 man, machine, material, 
measure, management, 
environment 

idling and minor stoppage 
losses 

[35] 2017 man, machine, material, 
measure 

breakdown losses 

[36] 2017 man, machine, material, 
measure, management, 
environment 

idling and minor stoppage 
losses 

[36] 2017 man, machine, material, 
measure 

breakdown losses 

[42] 2017 people, work method, 
environment 

technical failure (limit 
switches failure) 
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[43] 2018 man, environment, machine technical failure (overheating 
of electric motors] 

[44] 2018 equipment failure, reduced 
speed, defect and rework, 
setup and adjustment, idling 
and minor stoppage, startup 
issue 

reduced OEE 

[45] 2018 method, human, material, 
machine 

low OEE value 

[46] 2018 atmosphere, method, man, 
material, machine 

reduce OEE 

[47] 2019 machine, man, method, 
material, measurement 

six big losses 

[48] 2019 machine, man, method, 
material, environment 

reduced speed losses 

[48] 2019 machine, man, method, 
material, environment 

rework losses 

[48] 2019 machine, man, method, 
material, environment 

breakdown losses 

[49] 2019 method, material process cycle efficiency 

[50] 2020 machine, man, environment, 
material, method 

idling and minor stoppage 
losses 

3 Complexity of Overall Equipment Effectiveness 

The complexity of the OEE indicator on assembly lines is best represented by a 
cause and effect diagram. The areas of man, environment, method, material, 
machine and measurement, fully cover the conditions that have to be fulfilled for 
the OEE indicator to be 100% (Fig. 2). 

 

Figure 2 

Elements of cause and effect diagram 

Each of the six elements is described in detail below in case of the semi-automatic 
assembly lines. 
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3.1 Man as a Key Element 

In case of hybrid lines, the human is a key factor, as a certain percentage of 
assembly operations are physically carried out by humans. In addition to work 
operations, machine set-up, quality control operations, some material handling and 
operational management are also performed by human beings. The human factor 
manifests itself in five major areas: 

- Qualification: Typically determined by the operator’s, setter’s education, 
special knowledge for the assembly task, practical experience, internal 
and external training 

- Skills and abilities: Workers and machine adjusters must have proper 
perceptions (eyesight, hearing) to fulfill the assembly and machine 
setting processes, another important factor is fine motor skills, stamina 
and communication skills (e. g. be able to indicate the problems properly) 

- Personality and character: For right assembly operations punctuality, 
adequate speed, compliance, monotony tolerance and systematic, 
conscientious work is needed 

- Motivation: Maximum efficiency can be achieved based on pre-defined 
goals, need the expectations of employee, crucial factor the rewards and 
condemnations, management must ensure the team spirit, company 
welfare and excellent work conditions 

- Organization: The most critical factor is the available staff (right person 
in the right workplace), within the factory the continuous improvement 
activities are indispensable, manufacturing and assembly processes 
should be supported by the leaders, engineers and managers, scheduling 
and production planning are also significant elements. 

Fig. 3 depicts the role of the Man factor in the cause and effect diagram. 
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Figure 3 

Role of the Man factor in cause and effect diagram 

3.2 Environment of Assembly Operations 

The manufacturing environment for semi-automatic assembly lines or hybrid lines 
is extremely complex. Several assembly operations take place simultaneously, the 
steps of the process are built on each other, and in the case of a one-piece material 
flow, it is essential to serve the production with raw materials and semi-finished 
products in time. Companies have to adapt to changing market needs (batch size, 
product variety) in a number of ways. This requires a thorough understanding of 
the following 5 key environmental factors: 

- Work environment: The direct working environment of the assembler, 
which includes safety and health protection, ergonomic design of 
workstations, correct perception of the environment and automation of 
machinery  

- Production environment: The correct execution of assembly workflows 
is ensured by technological complexity and concerns, the 5S design of 
the manufacturing environment, lossless assembly processes and visual 
support 
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- Market environment: The turbulent market environment includes, on 
the customer side, the intensity of orders, the state of competition in the 
market, the pull system, and on the supplier side, the production plan 
feasibility and, as main factors, the cycle time and cycle time feasibility 
of assembly operations 

- Company environment: Within manufacturing companies the 
production team organization is important, as well as to define the 
appropriate shift schedule with necessary overtime, employees need to be 
motivated, committed and engaged 

- Worker environment: Operator and setter social situation and social 
acceptance (be able and want to work in that position), easy plant and 
workplace availability, preferred benefit package. 

Fig. 4 shows the role of the Environment factor in the fishbone diagram. 

 

Figure 4 

Environment factor in fishbone diagram 
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3.3 Methods to Achieve the Set Goals 

The methods, especially the practical methods, show the way to achieve a high 
OEE percentage on a semi-automatic assembly line. There is no single method to 
achieve 100% efficiency, either in the short or long term. On the contrary, a 
combination of well-chosen procedures and processes can bring you closer to the 
desired result. In the case of OEE, the following five main groups of methods 
need to be examined: 

- Production technology: The most important category is the properly 
designed assembly technology and processes, it pays attention to repair, 
rework checking, packaging processes with necessary automation 

- Measurement and control: During the assembly operations, the quality 
of the product and the correctness of manufacturing processes must be 
constantly monitored, aided by the 100% inspection, SPC control, six 
sigma method, failure analysis, PDCA cycle, Pareto analysis, Poka-yoke 
and the check of prescriptive maintenance activities 

- Work process: Relevant factor the predefined Standard Operational 
Procedures (SOP), assembly processes, material flow, applied best 
practices and the planned and realized cycle time 

- Lean methods: Numerous Lean tools exist, but before using them we 
need to determine the goals of assembly process, the expectations by 
taking into account company characteristics, working conditions, team 
structure and reward- and motivation factors 

- Material and information flow: Besides the workforce it is important to 
take into consideration the components and materials flow, besides 
planning, continuous development and support, the organization must 
also adapt to achieve loss-free assembly. 

Fig. 5 shows the relationship of Methods in the Ishikawa diagram 
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Figure 5 

Relationship of Methods in the Ishikawa diagram 

3.4 Material, Component, Part and Subassembly 

Raw materials, auxiliary materials, semi-finished products, assemblies, sub-
assemblies are essential for the operation of assembly processes. They must be 
available at the right time, in the right quantity, in the right order, in the right place 
and of the right quality. Any one of these missing will result in a significant OEE 
loss. A particular aspect is that the availability of components to be assembled can 
be taken into account in production planning and, if necessary, the production 
sequence can be modified to ensure continuous assembly. The following five main 
factors influence material complexity: 

- Material failure: It is of paramount importance that the quality, surface 
and color of the materials to be incorporated, as well as the required 
quantity of materials, are available (problems can arise from incomplete 
or surplus materials during assembly) 

- Size error: The materials used in the assembly must have the dimensions 
prescribed on the drawing, such as width, length, height, tolerances, 
defined shape and position 
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- Quantitative error: On the production lines, the right quantity of 
building materials must be available for assembly (not more, not less, not 
mixed, not interlocked) 

- Material handling: During material handling processes, materials 
awaiting assembly must be protected from contamination and damage, 
stored at appropriate temperatures and they must be identifiable 

- Design failure: During the design process focus should be placed on the 
possible function and comfort problems as well as, the ease of assembly, 
repair and general checking of the product. 

Fig. 6 depicts the Material factor in the cause and effect diagram. 

 

Figure 6 

Role of the Material factor in cause and effect diagram 

3.5 Machine, Tool and Workstation 

Semi-automatic assembly lines consist of different workstations connected in 
series or in parallel, where mechanical and manual assembly operations are 
carried out. The continuous availability of modular assembly lines, machines, 
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equipment and tools used today is complex in several respects. The five main 
aspects are the following: 

- Maintenance: A maintenance plan must be drawn up and its content 
must be carried out in a timely and appropriate manner, the necessary 
documentation (drawings, manuals) must be available, machinery and 
tools must be easily repairable and replaceable 

- Machine and tool adjustment: Workstations and tools must be easy to 
set up based on the setup instructions provided, a fault log is an essential 
requirement, and quick changeover during product changeovers must be 
ensured (using SMED and OTED) 

- Stability:  The assembly line must be stable and continuously operational 
with low energy consumption, supported by a reliable PC and PLC 
network, the degree of machine capability and process capability should 
be high 

- Standardization: It is advisable to build the assembly line from standard 
parts for which the spare part must be continuously provided, the 
complete assembly line must be connected to the Manufacturing 
Execution System (MES) so that the installed parts and key process 
parameters and values are digitally recorded and stored 

- Safety: Machinery and equipment must be safe, safe and easy to use 
from a safety point of view, and ergonomically designed. 

Fig. 7 shows the role of the Machine factor in the fishbone diagram. 
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Figure 7 

Machine factor in fishbone diagram 

3.6 Measurement for Right Quality 

The products ordered by the customer must be of the quality expected. Both the 
quality of the product and the quality of the processes must be measured and 
checked before and during production and assembly. Based on the results 
obtained, further interventions and corrections are possible. During measurement, 
the following 5 factors influence the OEE: 

- Material checking: It is necessary to check the quantity, quality and 
function of the components and materials to be incorporated prior to 
assembly operations, preferably at the time of receipt of the goods, the 
traceability of materials (e.g. FIFO, batch) is also essential 

- Product control: During assembly, the conformity of the product shall 
be checked and documented at the required frequency and in the required 
number of pieces in the defined condition and location with regard to its 
functional operation 
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- Machine and tool checking: Testing, checking, calibration and safety 
control by appropriate frequency essential at the machines and tools, in 
addition, the performance of maintenance should also be checked 

- Checking assembly process: During assembly operations and type 
change the first and last assembled unit must be checked, in addition to 
these, simulation and poke yoke checks are also essential 

- Measuring instrument checking: The measuring instruments and 
gauges used in production must be checked and documented at 
appropriate intervals for functionality, reliability and accuracy. 

Fig. 8 shows the relationships of Measurement in the Ishikawa diagram 

 

Figure 8 

Relationships of Measurement in the Ishikawa diagram 

In the cause and effect diagram, the most important factors for each branch have 
been highlighted in red, as follows: 

- Man: Within organization, the available staff 

- Environment: Within market environment, the Takt-time and Cycle-
time feasibility 
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- method: Within production technology, the assembly process 

- material: Within quantitative error, the not available material 

- machine: Within stability, the operable machine 

- Measurement: Within production control, the checking functional 
operation. 

The authors are aware that the factors listed could be presented in much more 
detail, but for reasons of content, the article presents a kind of overview of how 
the OEE indicator can be influenced by a number of factors and how the 
interrelationships between factors lead to complexity on semi-automatic assembly 
lines. 

Conclusions 

In this work, the complexity of the Key Performance Indicator (KPI), used to 
measure the performance of a semi-automatic assembly line, has been presented. 
Based on a cause and effect diagram, the six main groups (man, environment, 
method, material, machine and measurement) were further broken down into five 
factors, within which, five factors were also identified. All the factors are 
necessary to a varying degrees, to achieve 100% OEE, but the indispensable 
factors are, available manpower, cycle time, cycle time feasibility, right assembly 
process, available material, operable machine and the checking functional 
operation. In the future, a further expansion of this article may apply weighting 
and ranking factors, presented in terms of their impact on the value of OEE. 
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Abstract: In the third decade of the 21st Century, thanks to the technological developments 

and digitization, the spread of Industry 4.0 (I4.0) in production and manufacturing as well 

as in trade and service industry is unquestionable. The spread is inevitable not just among 

large, capital-strong companies but I4.0. is also penetrating into the life of SMEs.  

The present research was conducted among SMEs in V4 countries, Serbia and Bulgaria, and 

while it analyses which I4.0 technologies predict SMEs’ familiarity with Industry 4.0, it also 

finds similarities with the spread of the relevant terms in the narratives in three corpora.  

The quantitative research uses regression models to analyze the spread of narratives and the 

behavior of SMEs and finds that four I4.0 technologies significantly contribute to the 

familiarity with I4.0 among SMEs in the participating countries, implying that raising 

awareness and training on special I4.0 technologies need to be strengthened among SMEs. 

Moreover, the research found that the familiarity of I4.0 terms among SMEs and the spread 

of these terms in the three corpora are partly in alignment, therefore as narratives boost the 

spread of the term I4.0 so SMEs get more aware and familiar with certain I4.0 technologies. 

Keywords: Industry 4.0; Cloud computing; Big Data Analysis; IoT; 3D printing; Robotics; 

Ngram Viewer; SME; V4 countries 

1 Introduction 

The 21st Century has been continuously digitalized, which gradually helped 
companies to introduce new and innovative technologies, change business and 
production processes as well as exploit the benefits of Industry 4.0 (I4.0).  
The adoption of digital technologies represents one of the most significant 
international business developments of the past few years. I4.0 technologies were 
first introduced in capital-strong large companies but, with time, SMEs 
continuously get familiar with these technologies, slowly introducing and 
integrating them in their business operations despite the fact that such investments 
are capital intensive [1, 2]. Beyond the technological changes I4.0 brings socio-
economic changes (impact on labor market, changes in social structure) as well. 
However, without the awareness of and familiarity with these technologies SMEs 
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are not in the position to make responsible decisions in case of such introductions 
and deployments. 

Companies at the same time are continuously interested in using new technologies 
to adapt to the ongoingly changing business conditions, especially in the times of a 
pandemic when contactless digitalization helps SMEs to maintain their business 
operation [1, 3] and long-term competitiveness. The fourth industrial revolution 
poses a huge challenge for manufacturing companies [4], which affects the 
companies’ technological systems, operational processes as well as their 
management systems [2]. On the other hand, companies including SMEs are also 
influenced by the spreading of I4.0 technologies and strive to be proactive in 
technology usage since it ensures their innovative profile, supports cost 
effectiveness and improves performance. They must use I4.0 technologies to 
catalyze the adoption of relevant I4.0 innovations to remain competitive in the 
global value chain [3]. The pandemic reinforced the importance of the deployment 
of digital technologies, including I4.0 technologies, and therefore the knowledge of 
I4.0 technologies makes the digital transformation easier for SMEs [1]. I4.0 has 
contributed to an increase in efficiency in supply chain management [5], but on the 
other hand, it might lead to a partial replacement of human labor [6] or might 
increase cybersecurity issues [7]. Cugno et al. [1] investigates what role I4.0 
technologies play in the recovery of SME manufacturing activity to pre-COVID-19 
levels and point out that such analyses might support managers to identify the 
optimal and most appropriate I4.0 technology to implement. According to [8, p. 
254] digitalization and I4.0 might give “a key stimulus for innovation in various 
areas of business” and it can become the driving force in industries. SMEs need to 
be aware of the digital transformation used in I4.0 and should be able to proact and 
react properly. 

The present research investigates how aware and familiar SMEs are with I4.0 and 
its elements and draws a parallel with the spread of these terms — that is the usage 
and occurrence of these terms — in the American, British and German corpora.  
The research reveals that familiarity with certain I4.0 technologies ensures SMEs 
to be aware of I4.0 and explores whether these are the same technologies that occur 
in relation with I4.0 in the narratives. The paper focuses on SMEs in the V4 
countries, Serbia and Bulgaria, since these countries share similar economic 
environmental conditions and are clustered in the same group by digitalization 
maturity [9]. The research is quantitative in its nature and concludes that out of the 
eight I4.0 technologies surveyed four technologies significantly contribute to the 
acquaintance of I4.0 among SMEs, the occurrence of three of them strongly 
correlate and strongly boost the spread of I4.0 in the corpora while Cloud 
Computing services, Supply Chain Management and Virtual Reality behave 
differently among SMEs and in the narratives. The research concludes that SMEs’ 
awareness needs to be raised about I4.0 technologies, promotion and training need 
to focus on the technologies that SMEs do not associate with I4.0. 
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The paper is organized as follows: after the definition of the terms, it presents the 
research model, the research questions, the research methodology and data 
collection methods. Following, it gives the demographic profile and the responses 
of the SMEs. Then the behavior of SMEs and the spread of the narratives are 
analyzed, and the two results are compared. Finally, the paper draws conclusions 
on the hypothesis and research questions, gives recommendations, discusses the 
limitations and future possibilities of the research. 

2 Industry 4.0 

The concept of Industry 4.0 (I4.0), defined by the German Industry–Science 
Research Alliance [10], has exponentially spread in the narratives (Figure 3) since 
it was defined in 2011. However, definitions vary across industry and academic 
research [11]. It can be stated that I4.0 is present at all levels in the management 
hierarchy, from the production of smart products through process management to 
the strategic decision level at top management. 

I4.0 is based on two pillars, one being digitization while the other incorporates the 
exponential technologies. Digitization (‘binary conversion’) and digitalization or 
even digital transformation are defined and used differently in recent literature [12]. 
In Clerk's definition, digitalisation is centred on digital information [13]. However, 
the term digitalization can be understood from both a technical and a business 
perspective [14]. In business terms digitalization defines newly created business 
models and processes [15], while in technical sense it refers to the digitization of 
processes, contents and objects that were previously physical or analogue (Csedő et 
al., 2019). „In corporate terms digitalisation means turning interactions, 
communications, business functions and business models into (more) digital ones 
which often boils down to a mix of digital and physical as in omnichannel customer 
service, integrated marketing or smart manufacturing with a mix of autonomous, 
semi-autonomous and manual operations” [16]. This paper uses digitization in its 
technical sense and considers specific exponential technologies in I4.0. 

2.1 Industry 4.0 Technologies 

In order to raise awareness of and familiarity with I4.0 among SMEs the knowledge 
about exponential technologies needs to be raised. According to [17] the sudden 
proliferation of Internet of Things (IoT) and Big Data caused a mass of disorganized 
knowledge; however, these technologies are key drivers of business re-engineering. 
I4.0 entails “the increasing digitization of the entire supply chain, which makes it 
possible to connect actors, objects and systems based on real-time data exchange” 
[2, p. 120]. Communication technologies and digitization during the 4th industrial 
revolution first triggered machine-to-human (M2H) then machine-to-machine 
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(M2M) communication, and the exponential development of artificial intelligence 
(AI) with Web 3.0 and 4.0 opened a new avenue to automated production, 
robotization and resulted in the emerge of sensors and Internet of Things (IoT).  
In order to gather, collect and process data Cloud computing created the background 
for big data analysis and provides extensive storing and computing capacities and 
capabilities [18]. M2H and M2M contribute to Cyber-Physical systems that are 
capable of creating a digital representation of the physical world, and, as such, the 
interconnection and communication integrating artificial intelligence allows for 
Virtual Reality (VR), Augmented Reality (AR) to be implemented for business 
processes not just in digital devices [19]. According to Rüßmann et al. [20] nine 
pillars can be identified in I4.0, namely Autonomous robots, Simulations, 
Horizontal and vertical system integration, IoT, Cybersecurity, The Cloud, Additive 
Manufacturing, Augmented Reality and Big Data Analytics. The present survey 
was not aiming to deal with cybersecurity, however, included Artificial Intelligence 
and Virtual Reality to integrate two essential elements for digital twin and business 
analytics possibilities. The research used the following pillars: Cloud computing, 
Big Data Analysis, 3D printing and Robotics, IoT, AI, VR, AR and Supply Chain 
Management (SCM). 

These terms, referred to as narratives here, can follow various patterns, from the 
pattern of a pandemic through a hype curve to a product life cycle, i.e., they go viral 
or popular, have their own birth, virulent period, decline and death. Immediately as 
a new technological innovation is introduced and is accepted to a great extent, a 
new narrative emerges and becomes viral while the older one declines and gets 
forgotten [21]. 

The originality of this study lies in enriching the literature on the topic of I4.0 
awareness among SMEs and its relation to the spread of I4.0 technologies in the 
narratives. To this end it provides an understanding how the awareness of I4.0 and 
its technologies can be raised, and which technologies can be expected as familiar 
technology among SMEs, and to what extent SME owners and managers are aware 
and familiar with the terms. Furthermore, the study contributes to the literature in 
including SMEs from the V4 countries, Serbia and Bulgaria. It uses data from two 
different sources to test the relationship between the spreading of and familiarity 
with I4.0 and its technologies. 

3 Research Methods and Data 

The aim of the research is to explore how familiarity with I4.0 can be increased 
among SMEs in the V4 countries, Serbia and Bulgaria, and whether it can be 
increased by raising the familiarity with certain I4.0 technologies. It strives to give 
a good prediction for familiarity, and it explores to what extent I4.0 technologies 
influence the spread of I4.0 narratives. Furthermore, it compares whether SMEs’ 
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awareness of I4.0 follows the trends in the narratives. Finally, the research aims to 
find which Industry 4.0 technologies should be more promoted among SMEs in 
order to familiarize these small and mediumsized companies with I4.0 thus 
helping SME managers both to digitalize more and boost business performance and 
efficiency and to invest in I4.0 technologies to recover from COVID-19. 

The research model is based on I4.0 and its selected pillars, and is presented in 
Figure 1, the familiarity with Industry 4.0 technologies determines and predicts the 
familiarity with I4.0 among SMEs in the V4 countries, Serbia and Bulgaria. 

 

Figure 1 

The proposed research model (developed by author) 

As no similar analysis could be found in the literature the research contributes to 
the field of interest by proposing and formulating three research questions, namely: 

RQ1: Do SMEs in the V4 countries, Serbia and Bulgaria associate I4.0 
technologies, namely Cloud computing, Big Data Analysis, 3D printing and 
Robotics, IoT, AI, VR, AR and SCM with Industry 4.0 and can the familiarity with 
these technologies predict the familiarity with I4.0 at SMEs? 

RQ2: Do the terms I4.0 and I4.0 technologies spread similarly and are the 
occurrences highly correlated in the selected corpora? Does the spread of I4.0 
technologies in the narratives significantly influence the spread of the term Industry 
4.0? 

RQ3: Do the SMEs in the V4 countries, Serbia and Bulgaria follow the trend of the 
spreading of the terms in the selected corpora regarding the familiarity with I4.0 
and its technologies? Do they identify the same terms as I4.0 technologies as the 
narratives suggest?  

3.1 Research Method and Data Collection among SMEs 

The research used self-administered questionnaires, anonymity was ensured, and 
responding SMEs gave their consent to the survey. Responses were collected during 
the pandemic between September and November 2021. The quantitative analysis 
was conducted by the statistical program SPSS V25, Rapid Miner and MS Excel. 
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Descriptive analysis, Chi2 tests, correlations, regression procedures, and data 
mining modeling were used to explore which I4.0 technologies are determining the 
model. Binary logistics regression was applied to predict the probability of the 
familiarity with I4.0 given certain predictor variables (I4.0 technologies) [22]. 

3.2 Research Method and Data Collection for Spreading of the 

Terms Related to I4.0 

The Google Ngram Viewer was used to collect data on the spread of narratives from 
1950 to 2019 (the latest date available). Ngram Viewer provides a good visual 
representation of the frequency of terms in various corpora ranging from English 
(British and American separately) through French, German, Italian, Spanish, etc. to 
even providing Chinese corpus. It is an online search engine that charts the relative 
frequencies of any set of search words and phrases, using a yearly count of n-grams 
found in millions of books, printed between 1950 and 2019, in the Google Books 
corpus. The corpus enables the quantitative analysis of cultural, linguistic as well 
as economic or business trends [23, 24]. The source is limited to the pool of Google 
Books but depicts well the popularity, development and proliferation of these 
phrases. 

Quantitative analyses were conducted in MS Excel, correlation and regression 
analyses were carried out to see the relationships and influences of the terms on I4.0 
and its spreading in the corpora. Finally, the results of the two analyses are 
compared and conclusions are drawn about the behavior of SMEs compared to the 
spread of narratives in the corpora. 

4 Familiarity with I4.0 and its Elements in the 

Narratives 

4.1 Spread of Industry 4.0 Terms 

As soon as the technological innovations are announced they appear in the 
narratives and, as Schiller [21] states, they go viral and follow the spread of viruses. 
The life of technological innovations at the same time follows the shape of the 
Gartner’s Hype cycle [25] as well — Technology Trigger, Peak of Inflated 
Expectations, Trough of Disillusionment, Scope of Enlightenment and Plateau of 
Productivity — and as the technologies get older and more mature they are 
approaching the plateau of production, they are more widely used in industry and 
are more widespread in publications. According to Gartner Research [25] and Kenn, 
et al. [26] Engineering and Business Maturity and the Hype Cycle of technologies 
converge and run align in the phase of the plateau of production. 
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The Google Ngram Viewer is one of databases that allow researchers to see the 
spread of narratives. The usage of the terms — I4.0, Cloud computing, Big Data 
Analysis, 3D printing and robotics, IoT, AI, VR, AR and SCM — was analyzed 
between 1950 and 2019 (the latest date available). As Figure 2 displays, the usage 
and spread of the listed terms show similar trends in the American, English and 
German Corpora. 

  

 

Figure 2 

Spread of the terms related to Industry 4.0 in the British, American and German corpora (developed by 

author) 

Applying the terminology of the Hype cycle, I4.0 is in the phase of the exponential 
and rapid growth together with IoT, 3D printing, Big Data Analysis, implying them 
being in the phase of Technology Trigger. Since no slowdown can be noticed in the 
spreading, these terms probably have not reached their peak of Inflated Expectation 
phase yet. Robotics has already reached the plateau of production in the British and 
American corpora while it is in its second Technology Trigger phase in the German 
Corpus. After the peak era in the 90s’ AI is also in the plateau of production with a 
second awakening in the British corpus. The spread of VR shows similar trends in 
the American and British corpora with a 5-year time shift, while it is in the phase 
of Trough of Disillusionment in the German Corpus. 

Slowdown in the American and British corpora and downturn in the German corpus 
imply that Cloud Computing has already reached its Peak of Inflated Expectation. 
AR has been also exponentially growing in the corpora, with a short phase of 
Disillusionment in the American corpus in the first decade in the century, but since 



A. Tick Industry 4.0 Narratives through the Eyes of SMEs in V4 Countries, Serbia and Bulgaria 

‒ 90 ‒ 

then the term has been virulent and infectious in all three corpora not having reached 
its peak yet. The term SCM behave differently in all three corpora. While it is still 
virulent in the American corpus (phase of Technology Trigger), it has its second 
epidemic wave (Scope of Enlightenment) in the British corpus, and it is not virulent 
at all in the German corpus (Trough of Disillusionment). 

The correlation of the occurrences of the terms was also analyzed to support the 
research questions. Based on the Pearson’s r correlation coefficients (Table 1), the 
spread of the term I4.0 is in strong correlation with the spread of the I4.0 
technologies, such as AR, Cloud Computing, IoT, Big Data Analysis, 3D printing 
in the narratives, however, the spread of the terms AI, Robotics, SCM and VR 
moderately or weakly contribute to the spread — and familiarity — of I4.0 in all 
three corpora. 

Table 1 

Correlation of I4.0 elements with I4.0 in the American, British and German corpora 

Industry 4.0 / Corpus American  British  German  

Augmented Reality (AR) 0.850 0.874 0.831 

Cloud Computing 0.727 0.766 0.693 

IoT 0.986 0.991 0.989 

Big Data Analysis 0.937 0.962 0.994 

3D Printing 0.960 0.983 0.974 

Robotics 0.061 0.135 0.602 

Artificial Intelligence (AI) 0.118 0.147 0.153 

SCM 0.430 0.330 0.088 

Virtual Reality (VR) 0.377 0.245 -0.301 

Multiple R2 99.43% 99.69% 99.73% 

Moreover, VR is in negative correlation with I4.0 in the German corpora 
(rD=0.301) implying that VR is less associated with I4.0. The term AI is 
progressing toward the plateau of production; however, having integrated semantic 
analytics and machine learning it started its second wave around the 2010s’, but is 
presumably not directly linked to I4.0 [27]. Robotics is also in weak correlation 
with I4.0 in the American and British corpora (rUSA=0.061, rBr=0.135) while it 
contributes strongly to the familiarity of I4.0 in the German corpus (rD=0.602).  
The spread of the term is different in the three corpora, while it behaves similarly 
in the British and American corpora, it shows a continuous growing pattern with a 
rapid increase from around 2015 in the German corpus. This might explain the 
strong correlation there. I4.0 technologies contribute with different strength to the 
spread of the term I4.0, which supposes that the weaker the correlation, the 
technology is less associated with I4.0. SCM is in weak correlation with I4.0 in the 
German corpus (rD=0.088) and relatively weakly supports I4.0 in the American and 
British (rUSA=0.43, rBr=0.33) corpora. The German corpus gives strong correlation 
for each element except AI and SCM. VR is negatively correlated with I4.0 in the 
German corpus, although the correlation is relatively weak in all three corpora. 
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Considering only I4.0 in all three corpora between 2000 and 2019, the spread is 
exponential, the steepest being in the American corpus (Figure 3). 

 

Figure 3 

Spread of the terms ‘Industry 4.0’ in the British, American and German corpora (developed by author) 

The significance of the elements was also tested in the regression analysis. Different 
technologies proved to be significant in the different corpora (Table 2). 

Table 2 

I4.0 technology significances in regression to I4.0 as dependent variable 

I4.0 elements 
Significance level in regression model (p values) 

American British German 

Augmented Reality 0.1596 0.7872 0.2508 

Cloud Computing 0.0060 0.0107 0.0144 

IoT 0.0987 0.0928 0.0000 

Big Data Analysis 0.0000 0.0000 0.0000 

3D Printing 0.0000 0.0001 0.6972 

Robotics 0.9569 0.0200 0.0510 

Artificial Intelligence 0.9332 0.4324 0.1219 

Virtual Reality 0.0830 0.0470 0.9589 

SCM 0.2952 0.5800 0.6459 
Dependent variable: Industry 4.0 

As Table 2 shows the usage of the term Cloud Computing and Big Data analysis 
contribute significantly to the spread of I4.0 in all three corpora, while the spread 
of the term 3D Printing significantly boosts the spread of I4.0 in the American and 
British corpora. Robotics and VR are significant in the British corpus. In each case 
the p value is less than 5% (Table 2). Surprisingly, the spread of IoT boosts the 
spread of I4.0 solely in the German Corpus at p=0.05, and Robotics is significant 
only at p=0.10 in the German corpus while IoT is significant at p=0.10 in the 
American and British corpora. Should the spread of viruses be considered, the 
significant elements in the German corpus are presumed to be more influential in 
the familiarity with Industry 4.0 among SMEs in V4 countries, Serbia and Bulgaria. 
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Consequently, based on the spread of narratives, the correlation and regression 
between I4.0 and I4.0 technologies, it is hypothesized that: 

H11: The familiarity with Cloud Computing, Big Data Analysis, 3D printing, 
Robotics, IoT and VR contribute positively to the familiarity with I4.0 among SMEs 
in the V4 countries, Serbia and Bulgaria, they associate these technologies with I4.0 
and the familiarity with I4.0 among SMEs can be predicted with high probability. 

H12: AR, AI and SCM are not considered elements of I4.0 among SMEs in the V4 
countries, Serbia and Bulgaria. SMEs do not associate these technologies with I4.0. 

Namely, the SMEs that are familiar with the above technologies are more probable 
to be familiar with the term I4.0 and use it in their daily business operations.  
The following section presents the SME responses and the results of the research 
based on the survey among SMEs in the V4 countries, Serbia and Bulgaria. 

5 Familiarity with I4.0 and its Elements among SMEs 

5.1 Demographic Profile of SMEs 

A total number of 635 responses were collected from the V4 countries, Serbia and 
Bulgaria. After filtering large companies 535 valid SME responses were analyzed. 
In the research Hungary represents 20.56% of the SMEs, Slovakia gives 17.01% 
while the other countries take around 15% of the responses. The country distribution 
is not significantly different, they are equally represented in the sample 
(Chi2=6.492, p=0.261). 

Table 3 presents the demographic profile of the responding business professionals 
and SMEs. 

Table 3 

SME Demographic Profile 

Personal 

characteristics 
n=535 

Distribution 

of 

respondents 

(%) 

Business 

characteristics 
n=535 

Distribution 

of 

respondents 

(%) 

Age SME size (number of employees) 

18-30 117 21.87 Micro  243 45.42 

31-45 193 36.07 Small  139 25.98 

46-60 180 33.64 Medium-sized  153 28.60 

> 61 45 8.41    

Gender The dominating sector of the company 

Male 326 60.93 Production 161 30.09 
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Female 204 38.13 Services 95 17.76 

No wish to 
answer 

5 0.93 Trade 279 52.15 

Position Company age (years) 

The owner 192 35.96 Up to 2 years 50 9.35 

Senior manager 90 16.85 3-5 52 9.72 

Manager 108 20.22 6-10 104 19.44 

Employee 144 26.97 11-20 132 24.67 
   >21 197 36.82 

One fifth of the respondents are under 30 while over two thirds of the respondents 
are aged between 31 and 60. Sixty percent of the respondents are male (60.93%) 
and 38.13% of them are female in the sample. In terms of their position, almost an 
equal number of owners and managers responded, 35.96% and 37.07%, 
respectively, while 26.97% of the respondents were employees. In terms of business 
characteristics, the largest proportion is that of micro enterprises (45.42%), Small 
enterprises give a quarter of the sample (25.98%) and medium-sized enterprises 
made up 28.6% of the sample. More than 60% of the enterprises surveyed are more 
than 11 years old while 9.35% and 9.72% are less than 2 years old or are between 
3 and 5 years. The remaining 20% are between 6 and 10 years old. More than half 
of the enterprises in the sample are belong to the Trade sector, one third to the 
Production sector and 17.76% to the Services sector. 

Based on the distributions, micro enterprises (Chi2=35.723, p=0.000), more mature 
enterprises (Chi2=140.262, p=0.000) and businesses in the services sector 
(Chi2=97.450, p=0.000) are more represented in the sample. At the same time, 
owners and managers are also overrepresented (Chi2=9.843, p=0.007), which fits 
the analysis well since the introduction of I4.0 technologies and I4.0 depends on the 
management of an enterprise to a great extent. 

5.2 Country Comparison on Familiarity with I4.0 

Figure 4 shows that SMEs in the participating countries are differently familiar with 
I4.0. In total, 52.9% of SMEs are not familiar with the term I4.0, less than half 
(47.1%) of them know the term. 

Over two thirds of the SMEs in the Czech Republic are familiar with I4.0, 61% in 
Slovakia, while half of the Serbian SMEs know the term. Hungary is the fourth with 
40% [28], and less than 40% of SMEs in Poland and Bulgaria are familiar with I4.0. 

There is a significant difference between the countries in terms of familiarity with 
I4.0 (Chi2 = 30.346, p=0.000, while Cramer’s V=0.24, p=0.000). As Table 4 shows, 
SMEs in the Czech Republic are significantly more familiar with the term I4.0 than 
in Hungary (B), Poland (D) and Bulgaria (F), while Slovakian SMEs do not differ 
significantly from the Hungarian (B), Serbian (E) and the Czech SMEs (A). 
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Figure 4 

Familiarity with I4.0 in V4 countries, Serbia and Bulgaria (developed by author) 

Table 4 

Significant differences of I4.0 familiarity between SMEs by country 

Are you familiar with the term INDUSTRY 4.0 (%) 

Country CZ (A) H (B) SK (C) PL (D) S (E) BG (F) Total 

Yes 
66.7 

B D F 
40 59.3 

D F 
33.3 46.4 36.4 47.1 

No 
33.3 60 

A 
40.7 66.7 

A C 
53.6 63.6 

A C 
52.9 

Total 100 100 100 100 100 100 100 
Results are based on two-sided tests. For each significant pair, the key of the category with the smaller column proportion 
appears in the category with the larger column proportion. Significance level for upper case letters (A, B, C): 0.05 

5.3 I4.0 Technologies to Determine Familiarity with I4.0 

among SMEs 

The familiarity with I4.0 technologies was also surveyed on a Likert scale ranging 
from 1—‘never heard about it’ to 5–‘have heard and use it in everyday business 
operations’. Further response options were 2—‘have heard but never used’, 3– have 
heard and do plan to use it’ and 4—‘have heard and use it occasionally’. With these 
statements the research strives to explore why SMEs in these countries show a low-
level of familiarity with I4.0 on average and seeks to find a cause-and-effect 
relationship between the familiarity of I4.0 and its pillars. Table 5 presents that 
SMEs are familiar with cloud computing services (Mean≈3), half of the SMEs have 
heard about it and plan to use it in their business processes (Median=3) but based 
on the Median and Mode values the majority of SMEs have heard about the term 
but have never used it. 

The worst case in these countries is the unfamiliarity with Big Data Analysis, as 
most SMEs most have not heard of and never used this possibility in I4.0 (Mode=1). 
Based on the descriptive results the familiarity with the technologies is low, most 
of the responding SMEs have not heard about the technology, or have heard but 
never used them. 
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Table 5 

SME Familiarity with the Elements of I4.0 

I4.0 elements n Mean Median Mode SD IQR 

Cloud computing services 530 2.93 3 2 1.440 2 

AI 531 2.51 2 2 1.155 1 

Supply Chain Management 530 2.50 2 2 1.152 1 

3D printing and robotics 530 2.48 2 2 1.165 1 

VR 529 2.46 2 2 1.116 1 

IoT 526 2.44 2 2 1.277 2 

Big data analysis 531 2.38 2 1 1.231 2 

AR 528 2.23 2 2 1.110 2 

Supposedly, as hypothesed earlier, an increase in the awareness of the individual 
technologies could boost familiarity with I4.0 and consequently might lead to a 
better understanding and higher rate of usage of these technologies, leading to a 
positive contribution to digitalisation and business recovery after COVID-19. 

6 Contribution of Industry 4.0 Technologies to the 

Familiarity with I4.0 among SMEs 

The research conducted among SMEs found that in average over 50% of SMEs are 
not familiar with the term I4.0, however, in Poland and Slovakia the familiarity is 
over 59%. According to the aim of the research the familiarity with an awareness 
of I4.0 and its elements need to be boosted, so it is to be investigated what leads to 
the familiarity with I4.0 and how it can be changed to the positive. Which elements 
contribute positively, and which hinders the spreading of I4.0? 

All the 535 responses were used for the analysis. The analysis did not differentiate 
between the countries in order to get a general view in the V4 region, Serbia and 
Bulgaria. The data were cleaned, meaning that all records with no response for the 
analyzed questions, and all records with unengaged responses were deleted.  
The missing values were replaced by the Median due to the Likert scale used for 
rating. Finally, a total number of 436 responses remained for analysis using 
correlation, logistic regression with enter and with the stepwise Wald method. 

At first, correlation was checked to see whether there is a relationship between the 
familiarities with the technologies (Table 6). While the I4.0 technologies are 
relatively weakly correlated with I4.0 (0.202<r<0.374), some of them are in strong 
correlation pairwise (e.g r=0.709 in AR−VR relation). 

Figure 5 displays the weights of the elements in the model, showing that familiarity 
with Big Data Analysis, IoT and 3D printing and Robotics would rather determine 
the SMEs’ familiarity with I4.0. 
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Table 6 

Correlation of the elements of I4.0 

  I4.0 

Cloud 

Computing 

Services 

Big 

Data 

Analys

is 

3D 

Printing 

and 

Robotics 

IoT VR AR SCM 

Cloud 

Computing 

Services 

0.202               

Big Data 

Analysis 
0.374 0.53             

3D Printing 

and Robotics 
0.309 0.295 0.409           

IoT 0.345 0.383 0.535 0.453         

VR 0.294 0.311 0.466 0.574 0.509       

AR 0.332 0.386 0.568 0.523 0.603 0.709     

SCM 0.299 0.286 0.438 0.409 0.408 0.453 0.404   

AI 0.235 0.321 0.489 0.505 0.459 0.622 0.595 0.454 

Each correlation is significant at the 0.01 level (2-tailed). 

 

Figure 5 

I4.0 elements’ weights on the logistic regression model 

Suprisingly Cloud Computing services has a negative weight (0.09), implying that 
SMEs do not associate Cloud Computing services with I4.0. It is, despite the fact 
that these are the most widespread among SMEs in these countries; 58.4% of the 
SMEs in the survey have heard about it, plan to use it or use the technology. AI has 
the lowest weight in the model (0.227), while its familiarity is not outstandingly 
low among SMEs (41.74%). SCM is the second well known term and technology, 
however, less than half of the participating SMEs, 47.25% of them, have heard 
about the technology and plan to use it or use it. 

Since more than half of the SMEs in the V4 countries, Serbia and Bulgaria marked 
that they were not familiar with the term I4.0 logistics regression was used to predict 
the knowledge of which pillars of I4.0 used in the research could contribute to the 
better familiarity and knowledge of I4.0, i.e. which elements are significant for 
SMEs to be acquainted with and be promoted more. The sample contained 
independent observations, and no multicollinearity problem occurred as tolerance 
values ranged between 0.374 and 0.7, while VIF values ranged between 1.43 and 
2.68 for the predictors [29]. 
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With all the elements entered in the model, it classified 68.8% of the responses well, 
increasing considerably from the 50.7% in the sample (with a precision of 70.3%), 
while the Wald method resulted in an accuracy of 69% (with a precision of 70.6%), 
i.e. the stepwise method has slightly improved on the model. Based on the Hosmer 
and Lemeshow Test both methods resulted in a model that fits the original data well 
at p=0.01 (Enter method: Chi2=17.491, p=0.025 and Wald method: Chi2=17.851, 
p=0.022). According to researchers [30] the conventional significance level p=0.01 
can be used with large samples (over 300) if alpha is fixed since the probability of 
Type II error decreases. 

Both the Enter and the Wald methods gave a medium effect size. Nagelkerke’s 
Pseudo R2 being 0.262 and 0.253, respectively, indicating that the non-significant 
elements added some explanation why SMEs are familiar or not familiar with the 
term I4.0. The Chi2 test of Model Coefficient proved to be significant (-2log 
likelihood decreased significantly, p=0.000) so the use of the I4.0 technologies as 
independent variables is justified (Table 7). 

Table 7 

Model Summary and Pseudo R2 

Method Step -2 Log likelihood Cox & Snell R Square Nagelkerke R Square 

Enter 1 509,070a 0.196 0.262 

Wald 4 512,563b 0.190 0.253 

Table 8 presents how the familiarity with I4.0 technologies used in the survey 
contribute to the familiarity with I4.0 among the SMEs in the V4 countries, Serbia 
and Bulgaria. 

Table 8 

Logistic Regression model (Enter Method) – contribution of I4.0 elements to the familiarity with I4.0 

I4.0 elements  B S.E. Wald df Sig. Exp(B) 

Cloud computing services (x1) –0.063 0.090 0.491 1 0.483 0.939 

Big Data analysis (x2) 0.428 0.125 11.716 1 0.001 1.533 

3D printing and Robotics (x3) 0.261 0.123 4.543 1 0.033 1.298 

IoT (x4) 0.240 0.111 4.673 1 0.031 1.271 

Virtual Reality (x5) 0.077 0.161 0.227 1 0.634 1.080 

Augmented Reality (x6) 0.152 0.169 0.809 1 0.368 1.164 

Supply Chain Management (x7) 0.239 0.115 4.361 1 0.037 1.270 

Artificial Intelligence (x8) –0.201 0.136 2.182 1 0.140 0.818 

Constant  –2.732 0.385 50.316 1 0.000 0.065 

According to the Enter method, when SMEs are familiar with Big Data analysis, 

3D printing and robotics, IoT and SCM they are predicted to be familiar with 
Industry 4.0 as these elements are significant in the model. However, the other 
elements, namely Cloud Computing services, VR, AR, and AI have proved to be 
insignificant in the model. The Exp(B) value being larger than 1 for the significant 
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elements, i.e Big Data analysis improves the prediction by 53.3%, 3D Printing and 
Robotics by 29.8%, IoT by 27.1% and SCM by 27%. Two of the non-significant 
elements, VR and AR also increase the prediction by 8% and 16.4%, respectively. 
Surprisingly, two of the non-significant elements (Cloud Computing services  
(–6.1%) and AI (–18.2%)) seem to contrast with the familiarity with I4.0 among the 
participating SMEs. These two technologies are not associated with I4.0 among the 
responding SMEs. 

Based on the coefficients, the logistics regression function is the following using all 
the technologies in the model, 

log ቀ ଵିቁ ൌ െ2.732െ 0.063𝑥ଵ  0.428𝑥ଶ  0.261𝑥ଷ  0.240𝑥ସ  0.077𝑥ହ  0.152𝑥  0.239𝑥 െ 0.201𝑥଼ (1) 

while the probability of SMEs’ familiarity with I4.0 is given by the following 
equation: 𝑃ሺ𝐼4.0ሻ ൌ ଵଵାషሺషమ.ళయమషబ.బలయೣభశబ.రమఴೣమశబ.మలభೣయశబ.మరబೣరశబ.బళళೣఱశబ.భఱమೣలశబ.మయవೣళషబ.మబభೣఴሻ (2) 

The Wald method leaves the four previously significant elements in the model 
(Table 9), namely Big Data Analysis, 3D printing and Robotics, IoT and SCM. 

Table 9 

Logistic Regression model (Wald Method) – contribution of I4.0 elements to the familiarity with I4.0 

I4.0 elements  B S.E. Wald df Sig. Exp(B) 

Big Data analysis (x1) 0.401 0.109 13.447 1 0.000 1.493 

3D printing and Robotics (x2) 0.260 0.111 5.469 1 0.019 1.297 

IoT (x3) 0.255 0.103 6.123 1 0.013 1.291 

Supply Chain Management (x4) 0.218 0.111 3.849 1 0.050 1.244 

Constant –2.828 0.357 62.586 1 0.000 0.059 

However, in this model the contribution to the familiarity with I4.0 among SMEs 
are different, the Exp(B) values show that Big Data analysis improves the prediction 
by 49.3%, 3D Printing and Robotics by 29.7%, IoT by 29.1% and SCM by 24.4%. 
This could be explained by the correlations between the significant and non-
significant elements of I4.0 (see Table 6). 

Based on the coefficient values the logistic regression function is the following 
using the four significant technologies, 

log ቀ ଵିቁ ൌ െ2.828 0.401𝑥ଵ  0.260𝑥ଶ  0.255𝑥ଷ  0.218𝑥ସ (2) 

while the probability of SMEs’ familiarity with I4.0 is given by the following 
equation with the four significant technologies: 𝑃ሺ𝐼4.0ሻ ൌ ଵଵାషሺషమ.ఴమఴశబ.రబభೣభశబ.మలబೣమశబ.మఱఱೣయశబ.మభఴೣరሻ (2) 
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The four non-significant elements in this model were Cloud Computing Services, 
VR, AI and AR, their elimination resulted in eliminating the strong correlations 
between the elements in the original correlation matrix. 

The following section will compare the results and will discuss the findings. Finally, 
the hypotheses will be evaluated and the research questions answered. 

Conclusions 

The research aim was to explore and predict the familiarity with I4.0 by the I4.0 
technologies among SMEs in the V4 countries, Serbia and Bulgaria and compare 
the findings with the spreading if these narratives in various corpora. The research 
results show that there are similarities but also discrepancies in the list of I4.0 
technologies that contribute positively to and can predict well the familiarity with 
I4.0 among SMEs and the technologies that spread similarly as I4.0 in the 
narratives. The results imply that certain I4.0 technologies are not associated with 
Industry 4.0 among SMEs and do not occur together with Industry 4.0 in the 
narratives. 

Based on the results the first hypothesis, according to which 

H11: The familiarity with Cloud Computing, Big Data Analysis, 3D printing, 
Robotics, IoT and VR contribute positively to the familiarity with I4.0 among SMEs 
in the V4 countries, Serbia and Bulgaria, they associate these technologies with I4.0 
and the familiarity with I4.0 can be predicted among SMEs with high probability, 
is partially confirmed. Big Data Analysis, 3D printing and Robotics, IoT and SCM 
significantly predict the familiarity with I4.0 among SMEs, meaning that the higher 
the familiarity with these terms the higher the probability of SMEs being familiar 
with the term I4.0 and use the technology in their daily business operations. Cloud 
Computing services, VR, AR and AI do not predict significantly the familiarity with 
I4.0 among SMEs. Cloud Computing services contribute negatively implying that 
SMEs do not associate the technology with I4.0. 

The hypothesis stating that 

H12: AR, AI and SCM are not considered elements of I4.0 among SMEs in the V4 
countries, Serbia and Bulgaria. SMEs do not associate these technologies with 
I4.0,can also be partially accepted,since SCM proved to be a significant predictor 
in the model while AR and AI are non-significant technologies when used for 
predicting I4.0 familiarity among SMEs in the V4 countries, Serbia and Bulgaria. 
Furthermore, AI proved to negatively contribute to the prediction, implying that 
SMEs do not associate the technology with I4.0. SCM, however, proved to be the 
fourth significant predictor that improves the familiarity with I4.0 by 27% among 
the participating SMEs. The results for both hypotheses align with the findings of 
[1, 8, 31, 32]. 

The partial acceptance of the above two hypotheses gives answers to the first 
Research Question, as expect Cloud Computing services and AI, the selected I4.0 
technologies contribute positively to the familiarity with I4.0 among the responding 
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SMEs and four of them significantly predict the familiarity with I4.0. SMEs 
associate these technologies with Industry 4.0, except Cloud Computing services 
and AI, despite the fact that Cloud computing is the most frequently used services. 

The present research covered the spread of these narratives in three corpora and 
found that the occurrences of AR, Cloud Computing, IoT, Big Data analysis, and 
3D printing are highly correlated with the occurrences of I4.0 in all three corpora, 
while Robotics, AI, SCM and VR show strong correlation in certain corpora. VR is 
negatively correlated with I4.0 in the German corpus, implying no association with 
I4.0. On the other hand, apart from Cloud Computing and Big Data analysis, the 
other terms do not significantly spread the same way as I4.0 in all three corpora. 
The spreading and usage of the terms 3D printing and Robotics are similar with that 
of I4.0 in two corpora, while IoT and VR spread similarly as I4.0 in only one corpus. 
Consequently, responding Research Question 2, AR, AI and SCM do not 
significantly influence the spread of the term I4.0 in the narratives. 

Finally, Research Question 3 seeks similarities in the spreading of the terms and 
SMEs’ familiarity with I4.0 and its technologies. Based on the results, the research 
question can be partially answered. AI and AR are not good predictors of I4.0 in 
either the narratives or among SMEs, they were insignificant in both models (Table 
10), implying that SMEs do not associate these technologies with I4.0. 

Table 10 
Comparison of significance of I4.0 technologies among SMEs and in the narratives 

I4.0 technologies Significant among SMEs Significant in the narratives 

Big data analysis + + 

3D printing and robotics + + 

IoT + +* 

Supply Chain Management + — 

Cloud computing services — + 

VR — +** 

AI — — 

AR — — 
Significance level is p<0.05 if not marked otherwise 

*Significant in American and British corpora at p<0.1, significant in German corpus at p<0.05 

**Significant in American corpora at p<0.1, significant in British corpus at p<0.05, not significant in German corpus 

Big Data Analysis, 3D printing and Robotics, as well as IoT proved to be significant 
in both models, the familiarity of these terms predicts well the familiarity with I4.0 
among SMEs while they spread similarly in the narratives. SMEs associate these 
terms with I4.0, i.e. if they are familiar with these terms, they are predicted to be 
familiar with I4.0. SCM, Cloud Computing and VR behave differently, and while 
SCM is a positive contributor to the familiarity with I4.0 the term does not occur 
together with I4.0 in a significant volume. The same applies to Cloud Computing 
and VR but in a reverse mode, they occur together with I4.0 in the narratives but do 
not predict the familiarity with I4.0 among the participating SMEs in the V4 
countries, Serbia and Bulgaria. 
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Consequently, if SMEs are to be strengthened to be digitalized and use Industry 4.0 
technologies, the technologies that proved to be insignificant should be popularized, 
promoted and introduced so that SMEs, their owners and managers would learn 
about these technologies and would introduce them in their business practices to a 
greater extent. Without familiarity with I4.0 technologies it is hard for SMEs to 
digitalize and improve on the integration of these technologies. Therefore, the 
digitalization of the sector and the spreading of I4.0 solutions could be improved 
and would help SMEs to increase their competitiveness, efficiency and business 
performance. The results align with the findings in [4, 6] as well. 

The research has its limitations, since the sampling method did not allow us to have 
a fully representative sample, however, the sample size was large enough to make 
it possible to draw conclusions on the behavior of SMEs. The researchers are 
planning to gather more data and develop further research models to investigate the 
digitalization level of SMEs that would further support the use of I4.0 technologies 
at SMEs in these countries. 
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Abstract: A distributed denial-of-service (DDoS) attack is one of the most pernicious threats 

to network security. DDoS attacks are considered one of the most common attacks among all 

network attacks. These attacks cause servers to fail, causing users to be inconvenienced when 

requesting service from those servers. Because of that, there was a need for a powerful 

technique to detect DDoS attacks. Deep learning and machine learning are effective methods 

that researchers have used to detect DDoS attacks. So, in this study, a novel deep learning 

classification method was proposed by mixing two common deep learning algorithms, 

Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM). The NSL-

KDD dataset was used to test the model. This method architecture consists of seven layers to 

achieve higher performance compared with traditional CNN and LSTM. The proposed model 

achieved the highest accuracy of 99.20% compared with previous work. 

Keywords: DDoS attacks, Deep learning, CNN, LSTM, NSL-KDD 

 

1 Introduction 

Currently, networks are very important for everyone because they present many 
features and one of the most important is the resource sharing. A network is defined 
as connecting two or more nodes, regardless of which nodes may be a computer, 
server, mobile phone, etc. The merging of computer networks in worldwide has 
formed the important technology is Internet that is indispensable. Today, the 
Internet is becoming highly vulnerable to many forms of cyberattacks. The most 
dangerous kind of cyber-attack is distributed denial of service (DDoS) attack [1].  
In a DDoS and Denial of Service (DoS) scenario, the attacker tries to flood the host's 
service, making the host unavailable to legitimate users [2]. Generally, DoS attack 
is initiated from a single infected device or virtual machines utilizing an Internet 
connection whereas DDoS attacks are initiated from many different infected devices 
or virtual machines to overload the target systems [3]. Even if an organization has 
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implemented a typical security system, it will be virtually impossible to protect 
against a DDoS attack because of the large number of attacks in the same time and 
the attack is improved very fast [4]. This is largely due to the fact that DDoS attacks 
try to simulate normal traffic but have increased exponentially. A DDoS attack 
targeted GitHub [5], NETSCOUT Arbor [6], and Amazon platform [7]. These are 
some of the biggest DDoS attacks in the world in recent years. This has led to huge 
losses in industry and government globally due to DDoS attacks in recent years [8]. 
These problems are caused by the devices interacting with remote applications, 
which allows malicious agent to control the devices. The main reasons for the 
increase in DDoS attacks are that implementing DDoS attacks is easy and simple, 
does not require a great deal of technological understanding on the part of the 
attacker, and there were many platforms and software that could be used to 
coordinate the attack [9]. In general, the attackers use many devices called botnet in 
the DDoS attacks quickly [10]. 

Figure 1 shows how the attacker controls the system by connecting to the control 
server [11]. An efficient server with abundant resources like memory, processing 
power, and bandwidth is called a control server. In addition, the handlers of Botnets, 
also known as Agents, are the ones who receive commands from attackers. All of 
the attacker's commands go to the victims through these botnets. Even if malware 
is already installed on the compromised computer, the owner doesn't know whether 
it is part of a Botnet. Proxy servers are commonly used by attackers to distribute 
malware, execute DDoS attacks, and carry out other attacks on their victims [12]. 
DDoS attacks can be separated into two types. They are the application layer and 
the network layer [13], or they can be divided into three types [14]. At the first, 
volume-based attacks include UDP floods and other spoofed-packet floods. 
Secondly, protocol attacks cover SYN floods, Smurf DDoS, Ping of Death, 
fragmented packet attacks, and different types of DDoS. Lastly, application layer 
attacks include some advanced techniques such as SIDDOS, HTTP GET/POST 
floods. Security hackers are daily developing new techniques for evading defensive 
measures and evading detection. Therefore, daily improvement intrusion detection 
systems (IDS) are needed [15]. IDS is the system that can recognize a new DDoS 
speedily and without the need for human assistance. To increase the adaptability 
and accuracy of an IDS, an IDS-based machine learning has been used over the past 
few decades [16]. In addition, these systems are hampered by their essential reliance 
on previous information, their slowness, and their failure to learn from vast volumes 
of data. Their ability to learn isn't always powerful, either [17]. Deep learning 
models have recently been deployed to recognize detecting troubles, considerably 
increasing their chances of success [18]. 

In ML, deep learning (DL) is a new field that has emerged recently, the concept of 
which came from neural networks that mimic the human brain [19]. It has achieved 
successes in many areas such as speech recognition, image processing, language 
translation, and the IDS field [20]. Deep learning-based IDS has been found to be 
more effective at recognizing than traditional machine learning in several recent 
studies. 
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Figure 1 

DDoS attack 

Although deep learning algorithms analyze deeper and faster network data, none of 
these algorithms individually can reflect the correlation of features between 
multidimensional features. Another issue is that training datasets with false labels 
aren't taken into consideration [21]. 

In this paper, to solve the problems we discussed before, we proposed a new DL 
model that combines the Convolutional Neural Network (CNN) layers for feature 
extraction from input automatically [22] with the Long Short Term Memory neural 
network (LSTM) for predicting sequence [23]. In the proposed model design has 
seven layers to achieve high performance compared with each CNN and LSTM 
individually. The performances of in the proposed model, CNN, and LSTM were 
compared according to four metrics. These four metrics are accuracy, precision, 
recall, and F1 score. The model achieved the best accuracy among other state-of-
the-arts applied to the same dataset, the NSL-KDD dataset. Other sections of the 
paper are arranged as follows. Sect. 2 deliberates about and concludes the related 
work. Sect. 3 concludes by discussing the NSL-KDD dataset and the methods used 
in this paper. Sect. 4 provides information on the evaluation criteria being used. 
Sect. 5 contains information about the experiments and the paper results. Finally, 
Sect. 6 is the paper's conclusion and future works. 

2 Related Work 

Recently, machine learning and deep learning algorithms have had great success in 
predicting DDoS attacks. In 2017, a feature selection approach by authors in [24] is 
utilized to facilitate successful intrusion detection system with machine learning. 
This method is the combination between DDoS Characteristic Features (DCF) and 
Consistency Subset Evaluation (CSE). ANN and black hole optimization approach 
is proposed by Kushwah and Ali [25] as a model in cloud computing for detecting 
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DoS attacks. Researcher in [26] proposed the Dendritic Cell Algorithm (DCA), an 
AIS-based algorithm for identifying most frequent denial of service attack and 
distributed DoS attacks that impact network communication to analyze the 
suggested detection method. In 2018, the researchers in [27] suggested a method 
based on genetic algorithm (GA) to identify DDoS attacks in cloud platform. This 
approach was to optimize Bernoulli Naïve Bayes BNB classifier using genetic 
algorithm. The H2O data mining tool was used in implementing algorithms, and a 
comparison of the algorithms' accuracy in DDoS attacks detection was performed 
[28]. Entropy estimation, co-clustering, information gain ratio (IGR) for features 
selection, and the Extra-Trees ensemble classifying algorithm are utilized to 
identify DDoS attacks; called Semi-supervised approach [29]. Network traffic data 
entropy is estimated and analyzed over time-based sliding windows. The second 
step the co-clustering algorithm divide network traffic time to three clusters when 
the network entropy reaches its limits. The third step is features selection 
represented by IGR and lastly classification algorithm is Extra-Trees ensemble.  
In 2019, Anjum and Shreedhara in [30] proposed an approach to improve the 
performance compared to the supervised and unsupervised techniques for DDoS 
attack detection. They proposed Semi-Supervised Machine learning technique is 
presented which is the combination of both supervised and unsupervised 
techniques. Researcher in [31] have claimed that neural networks (NN) are a good 
choice for DDoS detection. To develop the neural network model, the Deduct or 
modelling environment was employed. A single-layer perceptron for this NN model 
was comprised of 35 neurons (or nodes) that are (11 input neurons, 23 hidden and 
only one output node). A contingency table was used to evaluate the accuracy of 
the developed model. According to researchers in [32], they suggested to classify 
the incoming request as a DDoS attack and a legitimate request. A hybrid method 
for selecting features and classifying it is being presented. What is interesting about 
the work is that it relies on an available thresholding methodology with the 
technique of classifying, based on varied network traffic situations. This new 
method using the algorithm combination of Mean Absolute Deviation (MAD) 
thresholding and random forest (RF) classification algorithm proved to be most 
effective. Azizi and Hosseini in [33] have suggested a hybrid framework for DDoS 
detection. Processes are classified into two groups based on the outcomes. Because 
each group completed its own work, the speed with which work can be organized 
is increased as a result of this technique. Random forest appears to produce better 
results in both datasets under consideration (the NSL-KDD dataset and other 
modern dataset), however, in a particular case, any other of the algorithms may 
perform superior. The researcher in [15] suggested a network IDS (NIDS) that is 
capable of detecting a DDoS attack using ensemble classifiers and a reduced feature 
dataset. 

The researchers in [21] addressed the major obstacles hindering the development of 
IoT intrusion detection systems in 2020. A unique CNN model was suggested, 
which uses a feature fusion method and a loss function based on cross entropy which 
utilizes multilayer convolution. Their solution is more advanced than current deep 
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learning methods, which are mostly focused on normal network intrusion problems. 
DDoS attacks in cloud computing can be detected and reduced using artificial 
immune systems (AIS) described by Prathyusha and Kannayaram [34] in 2020. 
According to authors in [35], a recommended architecture for DDoS classification 
is the auto encoder (AE) and the deep neural network (DNN) architectures 
developed in 2020. Initially, a naïve artificial intelligent and DNN model is 
generated, and hyperparameters values are randomly being used to create the model. 
An upgraded model is created from the baseline by enhancing it with additional 
algorithmic improvements. In 2020, Bagyalakshmi and Samundeeswari [36] 
proposed two approaches which are the filter method represented by Learning 
Vector Quantization (LVQ) and the dimensionality reduction method defined by 
Principal Component Analysis (PCA). Naïve Bayes (NB), Decision Tree (DT), and 
Support Vector Machine (SVM) are used to classify DDoS attacks, and these 
algorithms use the selected features out from each method. 

3 Methodology 

Deep learning is a new part of machine learning, but it has some key differences: 
DL needs a large amount of data to recognize the data excellently. Also, in DL, the 
features extracted are automatically [37]. Moreover, DL does not need to break 
problems down into sub-problems to solve them and gather the end result like ML, 
so DL directly solves the problem. Furthermore, DL takes a long time to train data 
in the training phase, but in the testing phase it is very quick. For these reasons, it 
can be summarized that deep learning has better performance than machine 
learning, especially with large datasets. Therefore, in the present study, two methods 
of deep learning were used, CNN and LSTM, and they were combined together to 
extract a novel method that gives better results. Figure 2 demonstrates the model of 
the methodology proposed in this work. In the following subsections, the dataset 
will be introduced as the first step. Secondly, the preprocessing technique will be 
implemented on the entire suggested dataset. Thirdly, the CNN and LSTM will be 
introduced individually. Then, the proposed model, which consists of CNN and 
LSTM, will be explained. Finally, in the last subsection is the learning functions 
and parameters. 

3.1 Dataset 

The NSL-KDD dataset was used to test our suggested model. Over time, the 
KDD'99 dataset has been refined to be more useful for algorithm performance 
evaluations by removing or reassigning records from classes that were previously 
duplicated. The NSL-KDD dataset consists of 41 features per record [38]. The NSL-
KDD dataset consist of 148514 rows. In this study, the data will be divided into a 
training and test set. The training set is 80% and becomes 118811 rows, while the 
test set is 20% that becomes 29703 rows. 
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Figure 2 

The proposed methodology model 

3.2 Preprocessing 

Data preprocessing is an important and necessary phase in the machine learning and 
data mining processes that involves manipulating or removing data before it is 
utilized for performance improvement. When dealing with a large dataset, 
preprocessing can be utilized to deal with multiple issues at once. Preprocessing 
techniques should be utilized to extract redundant data or unwanted data. Therefore, 
the task of preprocessing is to make the data suitable for processing in the training 
phase [39]. One of the preprocessing approaches used in this paper is standardizing 
features, which means eliminating the mean and dividing them all by the standard 
deviation. That is calculated as. 𝑧 ൌ ሺ𝑥 െ 𝜇ሻ/𝛿 (1) 

where μ represent the mean of the training samples. 0 will represent the mean if 𝑤𝑖𝑡ℎ_𝑚𝑒𝑎𝑛 ൌ 𝐹𝑎𝑙𝑠𝑒 . Also, δ represents the standard deviation of the training 
samples. But it will be 1 if 𝑤𝑖𝑡ℎ_𝑠𝑡𝑑 ൌ 𝐹𝑎𝑙𝑠𝑒. Each feature is separately centered 
and scaled by calculating the necessary statistics from the training set examples.  
By using a transform, the mean and standard deviation are stored to be used in the 
testing set. 

3.3 Convolutional Neural Network (CNN) 

This type of deep neural network, known as a "convolutional neural network," has 
been commonly utilized in a variety of fields due to its high performance [40]. 
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CNNs are the most accurate multilayer neural networks; they use the same 
feedforward and backpropagation as other NNs' algorithms, but their architecture is 
unique. CNNs have the following architecture: the input layer comes first, followed 
by the several hidden layers, and finally the output layer [41]. Where the hidden 
layers are generally comprised of convolutional, pooling like maxpooling, and fully 
connected layers. Also, convolution process and sampling process are the two basic 
operations in the CNN algorithm. The convolution process applies filters to the 
original data or feature map that is created from the original data and then adds bias. 
The convolution process is conceptualized as a one-dimensional process with a 
specified input I(t) and a kernel K(a) The process to calculate the convolution may 
be summarized as follows. 𝑠ሺ𝑡ሻ ൌ  ∑ 𝐼ሺ𝑡  𝑎ሻ ∙ 𝑘ሺ𝑎ሻ  (2) 

The core of the process is that the kernel is a considerably smaller collection of 
multiple points of data than the data input, but when the input is equal to the kernel, 
the convolution process output is greater. Moving along the network, using a 
technique called sampling to lessen their dependency on the precise placement of 
elements. Max-pooling seems to be the most widely used pooling method, and 
hence, it is mostly found in this layer. A technique of selecting the biggest element 
inside small region in the certain pooling region is known as "max-pooling". when 
the stride is set to two, the max-pooling layer output will be halved [42]. In the 
present study, CNN was comprised of five layers. Firstly, the data comes from the 
NSL-KDD dataset and it is preprocessed. This layer is called the input layer. After 
that comes the convolutional layer, which is one dimension (Conv1D). With the 
parameters: filter equals 10, kernal_size equals 3, and stride equals 1. Also, the 
activation function is a Rectified Linear Unit (ReLU) function, which will be 
explained afterward. The next layer is the max pooling layer, which has one 
dimension, and the pooling size is equal to 2. Before data was moved to a last layer, 
the flatten layer flattened it because the pooling size was greater than one. Softmax 
is the activation function utilized with the last layer (a fully connected layer).  
The CNN parameters are tabulated in Table 1. 

Table 1 

CNN parameter setting 

Algorithm Initializer Activation Function Optimizer Epochs 

CNN and LSTM glorot_uniform Relu, Softmax Adam 500 

In the table above, the term "activation function" refers to  f :R→R [43]. There are 
many different activation functions but for these non-linear functions, the non-linear 
activation functions are necessary. A non-linear activation function with a finite 
number of possible values was published in the literature in the past. Activation 
functions such the Rectified Linear Unit ReLU function and Softmax function are 
often employed, especially because they are the most prevalent. Generally, in the 
output layer, the softmax function and Cross Entropy loss function are combined 
and utilized for multi-classification activities. The Softmax layer standardizes 
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outputs of the preceding layer in order to be one. The preceding layer model's units 
represent the un-normalized score that the input belongs to a specific class. This 
layer has normalized by the Softmax, therefore the output value indicates the 
likelihood of each class [43]. The ReLU function will return 0 as an output if the 
input is less than 0, while it will return the same input number if the input is higher 
than 0. 𝑠𝑜𝑓𝑡𝑚𝑎𝑥ሺ𝑥ሻ ൌ  

ೣభ∑  ೣసభ  (3) 𝑅𝑒𝐿𝑈ሺ𝑥ሻ ൌ 𝑚𝑎𝑥ሺ𝑥, 0ሻ (4) 

ReLU functions are mathematically a lot simpler because both forward and 
backward passes through a ReLU are simple statements. There is an enormous 
benefit in situations when a network has a large number of neurons because the 
training and assessment duration may be considerably reduced [43]. 

3.4 Long Short Term Memory Neural Network (LSTM) 

LSTMs are a common kind of recurrent neural network (RNN) built primarily for 
the purpose of learning long-term reliance. An RNN and an LSTM network are both 
neural networks with the same structure. There is a major distinction between 
LSTM and RNN's basic unit since LSTM has a memory block built in. The LSTM 
memory blocks are called cells that are responsible for remembering things. Also, 
the cells are controlled by three techniques called gates: the Forget gate, the Input 
gate, and the Output gate. A forget gate is in charge of erasing unwanted data from 
the cell state. Where adding information to the cell's state is a responsibility of the 
input gate. At the same time, extracting valuable info from the current cell state and 
displaying it as an output, it is managed from the output gate side. A complete 
overview of LSTM is shown in Figure 3. 

 

 

 

 

 

 

 

 

 

 

Figure 3 
LSTM with its gates [44] 
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In the current study, LSTM was made up of three layers. Intially, the input layer is 
the same as CNN, which is the preprocessing layer followed by an LSTM layer. 
The LSTM layer has an activation function named ReLU of 41 units, and the 
initializer is glorot_uniform. Finally, it is a fully connected layer. Softmax is the 
activation function used for this layer, as CNN. The LSTM parameters are tabulated 
in Table 1. 

3.5 Proposed Model 

Proposed model is a hybrid method that combines CNN and LSTM into a single 
model that consists of seven layers. The present study combined CNN with LSTM 
in order to indicate the high quality of detecting DDoS attacks. Figure 4 illustrates 
the overall architecture of the suggested propose model. The figure includes seven 
layers. As it is mentioned in the following paragraph: 

Intially, the input layer is the same as the first layer in CNN and LSTM, which is 
the preprocessing data followed by the convolutional layer, which is one dimension 
(Conv1D). With the parameters: filter equals 10, kernal_size equals 3, stride equals 
1, and the activation function is a ReLU function. 

The next layer is the max pooling layer, which has one dimension, and the pooling 
size is equal to 2. The second layer is repeated in the fourth layer, and the third layer 
is repeated in the fifth layer. Moreover, the next layer, the LSTM layer, has the same 
activation function as the second and fourth layers. The last layer in the proposed 
model, like the CNN and LSTM output layers, is a fully connected layer with 
softmax activation function. 
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Figure 4 

The General Structure of the Proposed Model 
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3.6 Learning 

The glorot_uniform initializer was used as the kernel_initializer to initialize the 
weights for all CNN, LSTM, and in the proposed model methods [45]. This 
glorot_uniform function is useful for obtaining samples from a distribution of 
uniform within the bounds of two limitations. The limitation is the square root of 
six divided by (fan-in  fan-out). In the same time, the number of weight tensor 
input units is represented by fan-in and the number output weight tensor output unit 
is represented by fan-out. The weights were updated in the training phase, and in 
the same phase, the backpropagation technique was used. The Sparse Categorical 
Cross-entropy is a loss function that is utilized to compute the error, where the error 
is the difference between the predicted value f(xi,θ) and the actual value y: 𝑆𝐶𝐶𝐸 ൌ െ∑ 𝑦 𝑙𝑜𝑔 𝑓ሺ𝑥 ,𝜃ሻୀଵ  ሺ1 െ 𝑦ሻ 𝑙𝑜𝑔൫1 െ 𝑓ሺ𝑥 ,𝜃ሻ൯ (5) 

The error will move backward across the network while the weights wait for 
themselves to become current. All intermediate nodes between layers are, therefore, 
linked, and they all will contribute their error values to forward propagation as it 
passes through them. The propagation mechanisms, both forward and backward, 
wrapped the entirety of the network [43]. In the current paper, a stochastic gradient 
descent optimizer known as Adaptive Moment Estimation (ADAM) [46] was 
employed for weight updating, with a learning rate of 0.0001. Learning rate is an 
important hyperparameter to minimize loss function because it controls the weight 
update. The learning rate must be right, not tiny or huge because the tiny learning 
rate makes the processing in the training phase slow, and at the same time, being 
too high can cause unwanted divergent action in the loss function. During 
processing in the training phase, the networks went through 500 epochs of 
repetition. Where one epoch refers to one pass forward and one pass backward of 
all the data in the training phase or a comprehensive training cycle of all the data. 
Also, the size of the batch is equal to 32. 

4 Evaluation Criteria 

In the present study, the evaluation criterias were applied on NSL-KDD dataset 
testing. The evaluation of results composed of four criterias, which were Accuracy, 
Precision, Recall and F1 score. The results of the present study were classified 
according to normality and abnormality. In each result, there were four 
expectations, namely: True Positive (TP) is the correct recognition of DDoS attacks; 
True Negative (TN) is the correct recognition of normal records; False Positive (FP) 
identified DDoS attacks incorrectly; and False Negative (FN) recognizes normal 
records incorrectly. 

Accuracy: indicates the correct predicts from all predications. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ  ቀ ்ା்ே்ା்ேାிାிேቁ (6) 

Precision (P): is a measure of a system's ability to distinguish between an assault 
and what is considered normal [47]. 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ ቀ ்்ାிቁ  (7) 

Recall or true positive rate: represent the number of predicted DDoS attacks in real 
DDoS attacks [48]. 𝑅𝑒𝑐𝑎𝑙𝑙 ൌ ቀ ்்ାிேቁ  (8) 

F1 score: The F1 score can be defined as a harmonic average of recall and precision, 
and the F1 score result is between the worst 0 and the best 1 [49]. 𝐹1 𝑠𝑐𝑜𝑟𝑒 ൌ ቀ ଶ்ଶ்ାிାிேቁ  (9) 

5 Experiment and Results 

In the current study, the experiments were formed by Python language. Python is 
an efficient high-level and object-oriented programming language. A wide range of 
machine learning, artificial intelligence and computation libraries are available by 
Python, such as: NumPy, SciPy, Scikit Learn, Keras, Theano and many others [50]. 
The Keras library which provided by Python, was used to create and train suggested 
models, and it was executed on TensorFlow's framework. TensorFlow is a free and 
open-source framework that may be used for high-performance numerical 
computing. The TensorFlow is a flexible and extensible architecture that makes it 
possible to run computation easily on many platforms (Tensor Processing Unit, 
Graphics Processing Unit, Central Processing Unit), on desktops, in data centers, 
on mobiles, and many other devices. 

In the present study, five experiments were conducted for each of the upcoming 
methods: CNN, LSTM, and in the proposed model to obtain comprehensive results. 
The mean, median, and standard deviation (SD) of accuracy, precision, recall, and 
F1 score for each of the aforementioned methods were indicated in order to be able 
to make a comparision between them, as it is shown in Table 2, Table 3, and Table 
4. Table 2 illustrates the suggested CNN's performance for each fold. Shown in the 
fourth fold the accuracy was the highest at 97.83%. 

While the precision rate was the highest in the fifth fold 98.23%. Furthermore, recall 
was considered as the highest rate in the first fold with the percentage of 97.92%. 
Moreover, in the fifth fold, F1 score was demonstrated as the highest rate by 
98.00%. The mean of accuracy, precision, recall, and F1 score was 1, 2, 3, and 4 
respectively. Table 3 represents the suggested LSTM's performance for each 
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iteration. As it is obvious in the middle table the results of the fourth fold were the 
highest ones among all of the folds. The accuracy, precision, recall, and F1 score in 
mentioned fold were 98.97%, 84.19%, 84.39%, and 84.28% respectively. 
Moreover, the mean of every five iterations of LSTM method for each metric 
(accuracy, precision, recall, and F1 score) were 97.25%, 79.55%, 78.64%, 78.65% 
respectively. 

Table 2 

The suggested CNN's performance for each fold 

Fold Accuracy Precision Recall F1 score 

1 97.67 97.94 97.92 97.92 

2 97.80 93.77 83.67 83.72 

3 97.74 83.80 83.65 83.72 

4 97.83 84.16 83.55 83.85 

5 97.75 98.23 97.78 98.00 

Mean 97.76 91.58 89.31 89.44 

Median 97.75 93.77 83.67 83.85 

Standard deviation 0.061 7.160 7.793 7.776 
 

Table 3 

The suggested LSTM's performance for each fold 

Fold Accuracy Precision Recall F1 score 

1 97.55 83.12 81.30 82.17 

2 98.57 83.87 83.66 83.75 

3 98.23 79.19 83.91 81.10 

4 98.97 84.19 84.39 84.28 

5 92.93 67.38 59.96 61.95 

Mean 97.25 79.55 78.64 78.65 

Median 98.23 83.12 83.66 82.17 

Standard deviation 2.471 7.092 10.513 9.421 

Table 4 demonstrates the performance of the proposed model for every five 
iterations. As it is mentioned the second fold achieved the highest metrics. In the 
second fold as it is seen, accuracy, precision, recall, and F1score were 99.31%, 
99.18%, 99.18%, 99.18% respectively. Furthermore, the mean of accuracy was 
99.20%, while the mean of precision was 91.94%. Also the mean of recall was 
93.37%, and the final mean metric was 92.41%. The current study was conducted 
to indicate that using the hybrid method, which consisted of CNN and LSTM, 
obtained better results than using them separately. 

As it is clear in terms of comparison and Figure 5, proposed model was much 
improved than others in terms of the four metrics. Also, the mean, max, and min of 
every metric of proposed model were more elevated than CNN and LSTM methods, 
but proposed model terms of SD only recall was better than the others. 
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Table 4 

The suggested in the Proposed Model's performance for each fold 

Fold Accuracy Precision Recall F1 score 

1 99.21 92.01 99.10 94.36 

2 99.31 99.18 99.18 99.18 

3 99.11 99.03 98.99 99.01 

4 99.19 84.75 84.78 84.77 

5 99.20 84.71 84.79 84.75 

Mean 99.20 91.94 93.37 92.41 

Median 99.20 92.01 98.99 94.36 

Standard deviation 0.071 7.188 7.835 7.250 

 

 

Figure 5 

The performance comparison between CNN, LSTM, and the proposed model based on mean 

Table 5 

The comparison of proposed model with many state-of-the-art approaches in term of accuracy 

No Name Year Accuracy (%) Technique 

1 Our proposed model current 99.20 Proposed Hybrid Model 

2 Yusof et al. [24] 2017 91.7 DCF + CSE 

3 Kushwah and Ali [25] 2017 96.3 
ANN + black hole 
optimization algorithm  

4 Igbe et al. [26] 2017 98.6 DCA 

5 Derakhsh et al. [27] 2018 82.44 GA 

6 Hoon et al. [28] 2018 93.26 DRF 

7 Idhammad et al. [29] 2018 98.23 semi-supervised 
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8 Anjum and Shreedhara [30] 2019 93.26 semi-supervised 

9 Mukhametzyanov et al. [31] 2019 97.94 NN 

10 Verma et al. [32] 2019 98.23 MAD+RF 

11 Hosseini and Azizi [33] 2019 98.9 hybrid technique 

12 Das et al. [15] 2019 99.1 Ensemble technique 

13 Ma et al. [21] 2020 92.99 CNN 

14 P.-K.-Y.[34] 2020 96.7 AIS 

15 Bhardwaj et al. [35] 2020 98.43 AE+DNN 

16 B. and S. [36] 2020 98.74 LVQ+DT 

Table 5 demonstrates the comparison of proposed model with many state-of-the-art 
approaches in terms of accuracy. As shown in the table, there are no hybrid 
techniques of two deep learning algorithms in the previous work on the NSL-KDD 
dataset but there are many good techniques such as: ensemble technique, hybrid 
technique, semi-supervised technique and others. By comparing the present study 
with them, the present study achieved the highest result and the accuracy rate was 
99.20%. 

From the results of the experiments, it is seen that the hybridization of two deep 
learning technologies, CNN and LSTM, leads to excellent results in detecting DDoS 
attacks depending on their architecture. In addition to that, the functions and 
parameters used in the learning have a magical effect to make the proposed model 
more accurate. This hybridization that relies on CNN as a feature extractor and 
LSTM as a predictor has a better accuracy when compared to each one individually. 
Moreover, from the comparison of proposed model and previous work of the same 
dataset, the NSL-KDD dataset, it is found that the current method has the best 
accuracy in detecting DDoS attacks. It has become apparent for the researcher that 
the usage of proposed model was greater than the usage of DL, and traditional ML 
algorithms. 

Conclusion 

The results obtained in the present study indicated that the proposed model has 
higher performance than CNN and LSTM in terms of accuracy, precision, recall, 
and F1 score. Also, the mean of the four metrics' accuracy, precision, recall, and F1 
score rate are 99.20%, 91.94%, 93.37%, and 92.41%, respectively. Moreover, the 
DDoS detection in the NSL-KDD dataset achieved the highest accuracy among 
other previous studies. The findings of the current study indicate that the proposed 
model is better than using CNN and LSTM separately on this dataset. The present 
study can contribute to making DDoS attack detection more accurate. For future 
work, the present study suggests that proposed model be implemented in various 
sectors, not only for attack detection. Furthermore,we propose improving the 
architecture used from serial to parallel and introducing voting technology to it. 
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Abstract: Industries, cities, towns and households, around the world, need reliable, 

affordable and sustainable energy to meet their electricity demand. Renewable energy can 

make a significant contribution to the development of this area and satisfy this need of the 

population, both in private households and in the field of industry, transport and supply of 

entire settlements. This study examines the design of an intelligent energy management 

system for a residential building. The smart home energy management system must use new 

infrastructure based on modern technologies such as DSE (Deep Sea Electronics) 

controller, smart devices, advanced communications, electrothermal models of critical 

components and advanced optimization models. The main advantage of this energy 

management system is that it will allow real-time control and monitoring of a home that 

includes all the components connected to it (for example, a distribution transformer and 

household appliances). The control system should work without changing the customer's 

lifestyle. The article discusses topical issues of energy saving in accordance with the 

development program of the Republic of Kazakhstan until 2050, analyzes the trends in 

energy saving policies, in different countries. It is developed C# software, for monitoring 

and control. 
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1 Modern Approaches to Energy Saving Policy: 

Trends in the World and in the Republic of 

Kazakhstan 

1.1 Trends in Energy Saving Policy 

The global response to energy security challenges is essentially a growth model 
that is based on the principles of energy efficiency and environmental 
sustainability. 

Over the past two decades, the main focus has been on integrating energy 
efficiency with environmental policies, especially in relation to global climate 
change. Almost all national and regional energy efficiency strategies are directly 
linked to climate change policies. The global potential for energy savings is 
enormous. According to the International Energy Agency [1], successful 
implementation of energy efficiency measures would reduce greenhouse gas 
emissions by 80%, while significantly improving the security of supply.  
The International Energy Agency estimates that only improving the energy 
efficiency of electrical appliances through the use of the best available 
technologies, as part of a policy aimed at reducing the end-user costs of using 
electrical appliances, will save up to 1000 TWh by 2030, as compared to the 
current situation. The production of cars with lower fuel consumption will sharply 
reduce the demand for fuel resources. In rapidly growing developing economies, 
the transport sector is projected to account for 43% of energy demand by 2025, up 
from nearly 35% in 2008. 

China, India, Brazil and other countries, where over the past two decades there has 
been a rapid economic growth and demand for energy, in the face of rising prices 
for hydrocarbons, are also beginning to switch to energy conservation policies. 
One of the most important recent trends is the improvement of energy-saving and 
energy-efficient technologies in construction. The potential for energy savings is 
high ‒ the IEA estimates that buildings and appliances could account for one 
quarter of the potential CO2 emissions reductions up to 2050 [1-4]. Energy saving 
in the transport sector is also a priority area. Increasing the share of new and 
renewable energy sources in developed countries is also integrated into energy 
efficiency policies. The ongoing development of new technologies makes the 
development of renewable energy sources such as solar energy, hydropower and 
biomass more affordable and efficient. The main limiting condition is the 
economic factor ‒ as long as they are still expensive. However, continuous 
scientific and technical progress in the use of new and renewable energy sources 
(NRES) and the constant rise in the cost of traditional energy resources, primarily 
6 liquid hydrocarbons, expand the scope of NRES mainly in areas without 
centralized energy supply. 
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There are very clear differences in approaches to energy saving in different 
countries associated with the peculiarities of the national mentality, cultural 
preferences and prevailing stereotypes of behavior. However, an important 
common feature of developed countries is the concentration of policy on 
achieving energy savings at the stage of energy use. 

Let's consider approaches to energy saving in different countries. 

1.2 United States of America 

The US economy is 2.5 times more energy efficient than the Kazakhstani 
economy. According to some experts, 9 times less energy is spent on industrial 
production in America than in Kazakhstan. At present, the level of energy 
consumed in the country for the production of goods and services in the amount of 
$1, has decreased by more than 50% compared to 1970. The American 
achievements in energy efficiency are the result of years of energy conservation 
efforts. A feature of the US energy efficiency policy is the very widespread use of 
various measures of financial incentives and the evasion of the adoption of all 
kinds of codes and regulations. 

As part of the Vision 2025 initiative, more than a half of all states have adopted 
their own energy efficiency programs and have established building codes that 
require new buildings to be energy efficient. 

The main goals and directions for improving energy efficiency in the United 
States include the following key points: 

 1)  Reduce US dependence on oil imports 

 2)  Develop and introduce energy-saving technologies for public buildings, 
residential buildings, transport, energy, and industry. 

The Energy Efficiency and Renewable Energy Authority has been established 
within the US Department of Energy with the following key objectives to support 
these goals [2] [3]: 

 Strengthening the energy security of the United States 

 Improving the quality of the environment 

 Ensuring the economic viability of public-private partnerships, whose 
activities are aimed at increasing the efficiency and productivity of labor 

 Introduction of environmentally friendly, reliable and affordable 12 energy 
technologies; introduction of alternative energy sources into everyday life, 
ensuring a higher quality of life. 

There are federal programs in the United States for promotion energy conservation 
and ways to improve energy efficiency. 
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1.3 Japan 

By setting a 30% increase in energy efficiency by 2030 over 2006, the Japanese 
government is committed to ensuring a modern energy supply / demand structure 
in a market with the high prices expected by the government in the medium to 
long term. Japan has pledged to provide funding in the amount of 1.6 trillion. yen 
to create a so-called "low-carbon society" ‒ a society with low CO2 emissions, 
including 3770 billion yen to replace old cars with new, more fuel efficient cars 
and 295 billion yen to help purchase energy-efficient household appliances.  
The stimulus package in Japan also includes the allocation of resources to 
subsidize businesses that introduce energy-efficient hardware and equipment, and 
to improve small and medium-sized enterprises by conducting energy diagnostics 
and investing in innovative energy-saving technologies [2]. 

Approaches to energy saving in Japan implies the introduction of 3 fundamentals 
into various spheres of society: solar energy, electric cars, energy-saving 
household appliances. The specific goal is to double the share of renewable 
sources in energy consumption and achieve the highest indicator in the world ‒ 
20%. 

Germany, the United Kingdom and the United States are also implementing eco-
driving programs based on the experience of Japan. 

1.4 The European Union 

The European Union is a major driving force in promoting energy efficiency 
strategies and combating global climate change, and its regulatory impact, extends 
far beyond its member states. Not all EU Member States give the same attention to 
energy efficiency, but there is now a requirement for some basic policy. A number 
of countries far exceed this minimum [2-4]. 

A number of countries have integrated renewable energy and energy efficiency 
policies, where this combination is often referred to as a sustainable energy 
strategy. Such measures have been in place for a long time, and the resulting 
benefits are undeniable. Since the 1990s, the EU's energy efficiency policy has 
been closely linked to tackling climate change and has also integrated many 
aspects of renewable energy and the improvement of technologies for the use of 
all fossil fuels. 

Germany does not have a specific general energy conservation law, but there is a 
Federal Cogeneration Act and an Energy Saving Ordinance (to introduce a low 
energy housing standard). Much of the legal framework is based on the 
transposition of the EU Energy Efficiency Directives into national legislation.  
An important feature of the organization of energy saving in the country is the 
preferential financing of energy saving measures by banks and large corporations, 
and not by the state. 
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The energy saving management system provides for the delegation of basic 
functions to the regional and local levels. Energy efficiency issues are closely 
linked to climate change mitigation activities. When purchasing computers and 
other electronic devices, the administrative institutions of Berlin should opt for the 
products that consume the least amount of electricity. Germany is one of the 
recognized world leaders in energy efficiency in buildings. 

Germany and the UK are leading the way in implementing building certification. 
Only in Germany there are energy efficiency requirements that ensure the optimal 
level of minimum costs over a 30-year life cycle of buildings. 

There is no general energy efficiency law in the UK. Much of the legal framework 
is based on the transposition of the EU Energy Efficiency Directives into national 
legislation. 

According to the National Energy Efficiency Action Plan, the state policy priority 
is to consistently promote energy efficiency in business, the public sector and in 
households. Achievement of targets for reduction of carbon dioxide emissions 
according to the plan to reduce emissions of carbon dioxide 1980-2050 suggests 
that total energy consumption in 2050 should not exceed 2011 levels. 

The main goals of the UK in the field of improving energy efficiency and the 
transition to a "low carbon" economic model: development of a distributed power 
generation system, including “low carbon” heat generation; more active 
development of communal systems, including combined heat and power 
generation systems; active participation in the European carbon trading system; 
increasing the share of using renewable energy sources; support and development 
of alternative fuels for transport [2] [4]. 

A system of national, regional and local funds and agencies to support energy 
efficiency has been developed. 

1.5 Kazakhstan 

With the adoption by Kazakhstan of the "Strategy "Kazakhstan 2050"and the 
Concept of transition to a "green" economy, the country has chosen a 
fundamentally new way of development of society. According to the Concept, the 
key role will be played by the focus of state policy on reducing environmental 
impact, resource conservation and achieving a high level of quality of life of the 
population. Energy efficiency is one of the central points in a gradual transition to 
a green economy. At present, in terms of the energy intensity of GDP, Kazakhstan 
is among the countries with the highest values. According to the experts of the 
Charter, significant opportunities for improving energy efficiency in industry, 
energy, housing and communal services and transport are concentrated in 
Kazakhstan [5] [6]. 
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Energy accounts for about 47% of the total consumption of primary energy 
resources. At the same time, in the energy sector, there is a high proportion of 
wear and tear of generating and power grid equipment, which, as a result, leads to 
low efficiency of power generation and a relatively high amount of losses in 
power grids. In the industrial sector, a high level of energy consumption is 
primarily due to the activities of such energy-intensive sectors of the economy as 
oil and gas, metallurgy and mining. At the same time, the technical condition of 
the equipment and the problem of reducing the workload of enterprises 
significantly affect the efficiency of the industry. A number of legislative 
restrictions adopted in terms of energy consumption in industry have not yet 
yielded positive results. An analysis of the approved norms of energy 
consumption in industry showed their inapplicability to the working conditions of 
some enterprises, especially in terms of the mining and metallurgical complex and 
coal mining. In terms of housing and communal services, most of the existing 
housing stock consists of apartment buildings with central heating based on boiler 
houses or CHP plants. With the current state of infrastructure, district heating 
networks are characterized by low efficiency and significant heat losses.  
On average, residential buildings in Kazakhstan consume three times more energy 
per unit area than in the Nordic countries. The high level of heat loss is mainly 
associated with outdated equipment, as well as the lack of proper repair.  
The transport sector accounts for up to 17% of the total consumption of the 
country's primary energy resources, while the technical condition of a part of the 
vehicle fleet and the quality of the fuel used have a significant impact on specific 
fuel consumption and emissions of harmful substances. The transition to new fuel 
quality standards, the introduction of modern navigation and information systems 
will improve the energy efficiency of the transport sector and increase the 
throughput of the transport system. 

2 Review and Simulation 

2.1 Literature Review 

As smart homes have become a very active and well-established research topic, 
many publications on this topic can be found. This field is developing rapidly and 
is attracting synergy of several areas of science to improve the quality of life for 
people. 

Richard Harper, who has researched the field of smart technology for private 
homes, wrote that the way a home is built or environmental considerations will 
not make it a smart home. But “what makes it smart, is the interactive technology 
it contains” that can help realize “the dream of a home that can actively help its 
inhabitants” [7-9]. 
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Research on smart homes has mainly focused on hardware solutions for a long 
time. Currently, the term mainly refers to the integration of information 
technology into residential buildings. Safety, healthcare, energy efficiency and 
improving the comfort of residents are the main research topics in the field of 
smart homes. Interconnection between devices and advanced control of lighting, 
entertainment and multimedia devices to improve comfort is proposed in several 
publications [7] [10-13]. In addition, in the field of security, remote information 
and intervention systems have been developed to enhance control inside the house 
when the resident is absent. Another application of security systems mentioned in 
the literature is presence modeling [14] [15]. However, there is still room for more 
research in other areas. 

Many approaches to energy conservation in buildings using smart technologies 
can be found in the literature. 

Most of the approaches to energy conservation in smart buildings described in the 
literature aim to reduce the energy consumption of heating, ventilation and air 
conditioning (HVAC) devices such as a home heating system [16], air 
conditioning [17], or both [18] [19]. Others do not directly address the reduction 
in consumption of such devices, but provide improved monitoring and control [8]. 
Most of these projects use a wide variety of sensors to measure humidity and 
temperature and process data with a fuzzy controller [20] [21] for power 
distribution. Others, who also sought to “minimize household energy waste,” 
identified two more areas for incorporating energy management functions: 
“lighting and appliances” [22] [23]. When simulating various scenarios using 
synthetic data, they found that the potential for energy savings in private homes is 
nearly 30 percent. They examined the presence sensors to turn on the lighting 
devices, that detected the person using infrared heat detection. 

The new approach suggests that the controlled home is equipped with some 
energy efficient devices such as rooftop solar PV panels, energy storage, and 
controlled / uncontrolled appliances. There are many benefits to implementing this 
new approach. The main one is that it allows real-time control and monitoring of 
all the various components connected to a customer/utility-owned home. Thus, the 
burden of integrating new loads is reduced and further increases the integration of 
renewable energy sources into the distribution system. In addition, it allows you to 
implement various home optimization functions to maximize the benefits for both 
utilities and consumers. All this without any inconvenience to the end user and 
without overloading/overheating the distribution transformer. 

Any system is influenced by external factors. The energy management system 
includes the use of alternative energy, for example, as in this work ‒ the operation 
of solar panels. The efficiency of solar panels is directly dependent on the 
direction of the sun's rays. For best efficiency, the sun's rays should be directed 
perpendicular to the surface of the module. The illumination of the surface of solar 
panels with this arrangement will tend to maximum. The system for controlling 
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the maximum illumination during the day must periodically change the position of 
the solar panels to maintain a right angle between the direction of the rays and its 
plane, i.e. ensure that solar panels rotate during the day to maximize the flow of 
solar radiation. 

2.2 Data Processing 

As a basis for calculating the power generated by the solar panel, we take the 
monthly electricity consumption. In order to calculate the required power for our 
solar panel, we need to know the monthly electricity consumption. We can 
determine the required amount of electricity consumed in kilowatts per hour, by 
looking at an electric meter (Figure 1). 

 

Figure 1 

Electricity consumption by various devices 

If the costs are, for example, 281 kWh, then the solar battery should generate 
about 10 kWh of electricity per day. Based on this, it can be calculated that to 
obtain 10 kWh of energy under ideal conditions, an array of panels with a capacity 
of at least 1 kW, the number of 15 panels, will be required. In the calculations, it 
should be borne in mind that solar panels generate electricity only during daylight 
hours, and their performance depends on both the angle of the sun above the 
horizon and weather conditions. On average, up to 70% of the total amount of 
energy is generated from 9am to 4pm, and in the presence of even slight 
cloudiness or haze, the power of the panels decreases 2-3 times. If the sky is 
covered with continuous clouds, then at best we can get 5-7% of the maximum 
capacity of the heliosystem. 

After calculating how much energy the solar panel produces in one day, the 
annual output of the solar panel can be determined (Figure 2) [21]. 

For example, consider the average daily insolation by months from one of the 
meteorological servers for Ust-Kamenogorsk. The data are indicated taking into 
account atmospheric phenomena and are averaged over several years. 
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Figure 2 

Annual power of the solar panel (2019) 

The unit of measurement of insolation in the table is kWh / m2 / day (kilowatt-
hours per square meter per day). 

The angle of inclination of the plane, degrees in relation to the ground (0 degrees 
‒ insolation on the horizontal plane and 90 degrees ‒ insolation on the vertical 
plane, etc.), with the plane oriented to the South. 

As we can see, the most unfavorable month for this region is December, the daily 
average insolation on the horizontal surface of the earth is 0.5 kWh / m2 / day and 
on the vertical ‒ 1.22 kWh / m2 / day. With an angle of inclination of the plane 
relative to the ground of 70 degrees, the insolation will be 1.26 kWh / m2 / day, 
the optimal angle for December is 74 degrees. The most favorable month is June 
and the insolation on the horizontal surface will be 5.27 kWh / m2 / day, the 
optimal tilt angle for June is 11 degrees [21]. 

The angle of inclination of the solar panel, with year-round use in a system that 
consumes on average the same power regardless of the season, must coincide with 
the optimal angle of inclination of the most unfavorable month in terms of the 
amount of solar radiation. 

The optimal tilt angle for December in Ust-Kamenogorsk is 74 degrees, so it is 
worth installing a solar panel, since in other months the insolation is noticeably 
greater, and as a result, the generation of electricity will be more than enough. 
Moreover, in winter at tilt angles of 70-90 degrees, precipitation in the form of 
snow will not accumulate on the solar panel. If the task is to obtain maximum 
power from solar panels throughout the year, then it is required to constantly 
orient the solar panel as perpendicular to the sun as possible. Average daily 
insolation by months is presented in Table 1. 
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Table 1 

Average daily insolation by months 
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The choice of a suitable neural network for modeling depends on the specific task, 
as well as on the type of data and their volume. There are many classifications of 
networks, but for solving problems typical for the electricity market, it is best to 
use a multilayer perceptron (the problem of predicting energy consumption) and 
Kohonen networks (the problem of constructing a client profile of electricity 
consumption). 

In the real world, there are many parameters that affect power consumption and 
determine the dimension of the vector of input signals X, and not all of them have 
the same effect on power consumption. For example, it can be assumed that the 
electrical load in the forecast period depends on the following parameters 
(predictors): load in the last week; day of the week; number of working days; the 
duration of daylight hours; air temperature; cloudy; the end of the month; 
customer equipment maintenance schedule; duration of the heating period; client 
type; branch of the economy. How can we single out the most significant among 
the many parameters? 

Most of the significant parameters for forecasting consumption relate to the so-
called cyclical parameters: daily, weekly dependencies; monthly, quarterly, 
annual; weekends / working days, etc. And another significant group of 
parameters is determined by functional characteristics: meteorological conditions; 
client type; branch of the economy; characteristics of premises, etc. In addition, 
today it is customary to single out the factors of the market environment 
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(www.gkhprofi.ru/news.php?id=69) that affect consumption: volumes and prices 
of the “day ahead market”; volumes and prices of the "balancing market"; market 
supply and demand, etc. 

2.3 Simulation 

Let's consider a simplified model for solving problems typical for the electric 
power industry. 

Description of the model. A multilayer perceptron is a network of several layers of 
neurons connected in series. At the lowest level of the hierarchy is the input layer 
of sensory elements x1,. ... ... , xL, whose task is only to receive and distribute the 
input information over the network. Further, there is one or (less often) several 
hidden layers (Figure 3). 

 

Figure 3 

The structure of the neural network 

Each neuron on the hidden layer has several inputs connected to the outputs of the 
neurons of the previous layer or directly to the input sensors x1,. ... ... , xL, and one 
output. The outputs of the neurons of the last, output layer describe the result 
processed by the network. The neurons of each layer are not connected with each 
other and only interact with the neurons of the previous and subsequent layers. 
Each neuron sums up the signals coming to it from the neurons of the previous 
hierarchy level with weights, and then, using the activation function, transforms 
the summation result. The activation function F (ξ) provides the nonlinearity 
required for the convergence of the learning process. The neuron output signal is 
given by the expression: 

OUT = F(ξ) = 1/(1 + exp(−ξ))      (1) 

where                       ;  xk — neuron inputs; wk — synaptic weights of inputs; L — 
is the number of neuron inputs. The sigmoid is selected as the activation function. 
The structure of the neural network used in this work is shown in Figure 3. 
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The following designations are used: - each layer of the neural network has its 
own letter (for example, the letter A corresponds to the input layer, the output to 
C; - the neurons of each layer are numbered with Arabic numerals; - WA1−B1 - 
synaptic weight between neurons A1 and B1; - OUTA1 - output neuron A1. Before 
using a neural network to obtain a forecast, it must be trained, that is, to determine 
the synaptic weights. The deterministic method of back propagation of the error is 
often used to train perceptrons [15] [20]. This method assumes a priori knowledge 
of the set of required outputs of the neurons of the last layer networks, called 
target, for a given set of inputs of the initial (zero) layer. For brevity, these sets of 
inputs and outputs will be called vectors. During training, it is assumed that for 
each input vector there is a target vector that parallels it, specifying the required 
output. These vectors are called a training pair The network learns on many pairs. 
The optical weights are initialized to random numbers ranging from 0 to 0.1.  
The learning process consists in calculating the output vector of the network and 
correcting the weight matrices for each training pair at each iteration according to 
the formulas below [6] [19]. The formula for correcting the weights for the output 
layer is wp−k(i + 1) = wp−k(i) + ηδkOUTp, where i is the number of the current 
training iteration;  

δk = OUTk(1 − OUTk)(Tk − OUTk)      (2) 

- wp−k : is the value of the synaptic weight connecting the neuron p of the 
hidden layer with the neuron k of the output layer 

- η : coefficient of "learning rate", which allows you to control the average 
value of the change in the weights 

- OUTp : output of neuron p of the hidden layer 

- Tk : is the target value of the output of the neuron k of the output layer 

- OUTk : output of neuron k of the output layer 

The formula for correcting the weights for the hidden layer is written as: 

wp−q(i + 1) = wp−q (i) + ηδ q OUTp, where i is the number of the current training 
iteration;  

δq = OUTq(1 – OUTq)(Tk − OUTk)       (3) 

     (4) 

wp−q — is the value of the synaptic weight connecting neuron p of the previous (in 
this case, input) layer with neuron q of the hidden layer 

η — is the coefficient of “learning rate”, which allows to control the average value 
of the change in the weights 

OUTp — output of neuron p of the previous (in this case, input) layer 

OUTq — output of neuron q of the hidden layer 
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N — is the number of neurons of the next (in this case, output) layer. The iteration 
includes enumerating all training pairs and summing the mean square errors of 
predictions over all network outputs of all training pairs E(i). The learning process 
ends when the difference between the total errors of the current and previous 
iterations E(i)−E(i−1) is less than a given threshold. 

In this paper, we propose a model consisting of two similar perceptrons, one of 
which is applicable for predicting the hourly load profile of a working day, the 
other for a weekend or holiday. In the proposed model, the learning processes for 
workdays and weekends (or holidays) were separated, i.e., four matrices of 
synaptic weights were calculated (two for each perceptron). When training one 
neural network, the actual data of only working days were selected, and the 
resulting weight matrices were used only when predicting the load profile of 
working days. The second neural network was used to predict the load profile of 
weekends (or holidays). In the case under consideration, the output layer, which is 
an hourly load profile for a day, contains 24 neurons, the hidden layer contains 15 
neurons, and the input layer contains 30 neurons. The input vector contains the 
characteristics of electricity consumption for the previous day (3 neurons), the 
average daily air temperatures of the previous day and the forecast of the air 
temperature of the forecast day (2 neurons). When training the perceptron, the 
known actual temperature was used as a temperature prediction. To account for 
seasonality, 12 neurons are used by the number of months in a year and three by 
the number of decades L. A. Delegodin 69 per month, and to account for the type 
of day - 10 neurons (seven days of the week, holidays, pre-holiday and post-
holiday days). The number 10 is supplied to three of these inputs, corresponding 
to the month, decade in the month and the type of the predicted day, and the 
number 1 is supplied to the other inputs. the value of the maximum and minimum 
hourly costs for the previous day, in the calculation of which it is taken into 
account whether the forecast day is a working day or a day off (or a holiday).  
The learning process for each network includes two stages. First, the network is 
trained on the entire set of training pairs (a time interval of up to 1.5 years, 
depending on the actual data available in the database), and then it is retrained on 
a minimum time interval (a month preceding the predicted day). The training pair 
is the input vector and the target vector (known actual hourly load profile for the 
day represented by the input vector). The values of the input and target vectors are 
normalized, that is, they are converted to relative values in the range from 0 to 1. 
The forecast accuracy based on the use of artificial intelligence methods depends 
on the available input data that determine the network architecture, the degree of 
data reliability and the required forecast period. For short-term forecasting of the 
enterprise load, the necessary initial data are statistical reporting data on daily 
power consumption. For high reliability of the data used at the enterprise under 
study, a high-precision multifunctional automated system for monitoring and 
accounting for consumption should be initially implemented. Such a system was 
created, for example, in 2005 at the Novosibirsk Scientific Center within the 
framework of the Energy Saving SB RAS program [18] [24] [25]. The system 
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contains a central server with an integrated database and 26 peripheral data 
collection centers with their own local databases in the institutes of the center.  
An important result of the creation of this system is the receipt of a large array of 
sufficiently detailed information about the flows of various energy resources and 
the technological parameters of these resources. 

Confidence intervals were calculated using a sample of 100 items. The average 
forecast error is 0.65%. Profiles of daily actual and predicted loads of 
consumption of active electricity for two decades of April: 1 - actual load; 2 - the 
predicted load is 0.87, the value of the confidence interval is 0.27 kWh, the 
minimum is 0.01 kWh, the average error of the hourly forecast is 1.87%.  
The average forecast error is 0.65%. Let's consider in detail the construction of a 
fragment of a neural network. The LVQ (Learning Vector Quantization) network 
‒ learning vector quantization ‒ or the input vector classification network, which 
is a development of Kohonen's self-organizing map (SOM) [7] [14], was chosen 
as a neural network (NS) (Figure 4). 

 

Figure 4 

Block diagram of a neural network 

Let's consider the description of the main actions of the developed algorithm. 

The neural network analysis 1… .k of the states of the energy consumption system 
of the house is carried out simultaneously by parallel analysis of the registered 
signal by each neural network, as a result of the analysis, an array of data is 
obtained from the outputs of the neural networks. Let's make an amendment: we 
are talking about the energy consumption system ‒ energy supply. Further in the 
text, we will use one of the components of the system for brevity. 

Then the post-processing of the neural network results is carried out, and the data 
from the outputs of the neural networks is sent to logical blocks designed to 
identify the corresponding state of each block of the energy consumption system 
of the house, and then to the priority encoder designed to highlight the 
corresponding state of the energy consumption of the house as a whole. Then the 
output of the neural network analysis result is carried out. Logic blocks are based 
on decision rules for each state of the home's energy system. 
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The construction of decision rules for analyzing the outputs of neural networks is 
based on the fact that deviations at each of the MI localizations are not manifested 
in all leads. To construct the decision rules for choosing one of the k states of the 
energy consumption system of a house, Table 2 is compiled. Table 2 presents 
combinations of the presence and absence of signs of excess power consumption 
in various localizations [15] [20]. 

Table 2 

Household Energy System - Possible Scenarios 

Scenari
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Appliances consuming electricity 
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Sc 1 + - + - + - - + + + - - - - + 

Sc 2 + - - - + + - + - - - - + + - 

Sc 3 + + - - + + + + + + + + - - + 

Sc 4 + + - + - + + + - - + + - + + 

Sc 5 + - + - - + + + - - - - + - - 

Sc 6 + + - + - - - + + + + - - - - 

Sc 7 + + + + + + + + + + + + + + + 

Sc 8 + - - - - - - - - - - - - + + 

Logic blocks are used to analyze data from the outputs of each NS. One logical 
block is used for each state of the home energy system. The inputs of the block 
receive the data obtained as a result of the NSA of those leads, which, in 
accordance with Table 1, "signal" the presence of excess power consumption and 
the data obtained as a result of the neural network analysis of the leads that do not 
"signal" the presence of a critical excess, i.e. correspond to the norm. 

Decision rules for eight situations are constructed in accordance with Table 2: 

1)  The energy generated by solar panels is sufficient, you can use the energy 
storage mode: 𝐹1  ൌ  𝑅𝑒𝑓&𝑇𝑉&𝐸𝑠𝑡&𝑂𝑣&𝑊𝑠𝑀&𝑃𝐶&𝑃𝑜𝑡&𝐷𝑠𝑀&𝑉𝑎𝑐&𝐼𝑟&𝑀𝑐𝑊&𝑀𝐶𝑜&𝑏𝑢𝑙𝑏&𝐻𝑡&𝐿𝑒𝑑  

2)  The energy generated by solar panels is sufficient: 𝐹2 ൌ 𝑅𝑒𝑓&𝑇𝑉&𝐸𝑠𝑡&𝑂𝑣&𝑊𝑠𝑀&𝑃𝐶&𝑃𝑜𝑡&𝐷𝑠𝑀&𝑉𝑎𝑐&𝐼𝑟&𝑀𝑐𝑊&𝑀𝐶𝑜&𝑏𝑢𝑙𝑏&𝐻𝑡&𝐿𝑒𝑑  

3)  The energy generated by solar panels is enough for the operation of  

 devices, connect an alternative source or battery for insurance: 𝐹3  ൌ  𝑅𝑒𝑓&𝑇𝑉&𝐸𝑠𝑡&𝑂𝑣&𝑊𝑠𝑀&𝑃𝐶&𝑃𝑜𝑡&𝐷𝑠𝑀&𝑉𝑎𝑐&𝐼𝑟&𝑀𝑐𝑊&𝑀𝐶𝑜&𝑏𝑢𝑙𝑏&𝐻𝑡&𝐿𝑒𝑑 

4)  The energy generated by the solar panels is enough for the operation of  
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 the included devices, for insurance, connect an alternative source or 
battery: 𝐹4  ൌ  𝑅𝑒𝑓&𝑇𝑉&𝐸𝑠𝑡&𝑂𝑣&𝑊𝑠𝑀&𝑃𝐶&𝑃𝑜𝑡&𝐷𝑠𝑀&𝑉𝑎𝑐&𝐼𝑟&𝑀𝑐𝑊&𝑀𝐶𝑜&𝑏𝑢𝑙𝑏&𝐻𝑡&𝐿𝑒𝑑 

5)  The energy generated by the solar panels is enough for the operation of  

 the included devices: 𝐹5  ൌ  𝑅𝑒𝑓&𝑇𝑉&𝐸𝑠𝑡&𝑂𝑣&𝑊𝑠𝑀&𝑃𝐶&𝑃𝑜𝑡&𝐷𝑠𝑀&𝑉𝑎𝑐&𝐼𝑟&𝑀𝑐𝑊&𝑀𝐶𝑜&𝑏𝑢𝑙𝑏&𝐻𝑡&𝐿𝑒𝑑 

6)  The energy generated by solar panels is sufficient, you can use the energy  

 storage mode: 𝐹6  ൌ  𝑅𝑒𝑓&𝑇𝑉&𝐸𝑠𝑡&𝑂𝑣&𝑊𝑠𝑀&𝑃𝐶&𝑃𝑜𝑡&𝐷𝑠𝑀&𝑉𝑎𝑐&𝐼𝑟&𝑀𝑐𝑊&𝑀𝐶𝑜&𝑏𝑢𝑙𝑏&𝐻𝑡&𝐿𝑒𝑑 

7)  The energy generated by solar panels is barely enough to operate the  

 devices, connect an alternative source or battery for insurance: 𝐹7  ൌ  𝑅𝑒𝑓&𝑇𝑉&𝐸𝑠𝑡&𝑂𝑣&𝑊𝑠𝑀&𝑃𝐶&𝑃𝑜𝑡&𝐷𝑠𝑀&𝑉𝑎𝑐&𝐼𝑟&𝑀𝑐𝑊&𝑀𝐶𝑜&𝑏𝑢𝑙𝑏&𝐻𝑡&𝐿𝑒𝑑 

8)  The energy generated by solar panels is surplus, you can use the energy  

storage mode: 𝐹8  ൌ  𝑅𝑒𝑓&𝑇𝑉&𝐸𝑠𝑡&𝑂𝑣&𝑊𝑠𝑀&𝑃𝐶&𝑃𝑜𝑡&𝐷𝑠𝑀&𝑉𝑎𝑐&𝐼𝑟&𝑀𝑐𝑊&𝑀𝐶𝑜&𝑏𝑢𝑙𝑏&𝐻𝑡&𝐿𝑒𝑑, 

Here, 

 Ref, TV, Est, Ov, WsM, PC, Pot, DsM, Vac, Ir, McW, MCo, bulb, Ht, 
Led,  𝑇𝑉,  𝐸𝑠𝑡,𝑂𝑣,𝑊𝑠𝑀,𝑃𝐶,𝑃𝑜𝑡,𝐷𝑠𝑀,𝑉𝑎𝑐, 𝐼𝑟,𝑀𝑐𝑊,𝑀𝐶𝑜,𝑏𝑢𝑙𝑏 

  

are data from the outputs of the neural network. 

At the stage of analyzing the outputs of neural networks (1 ... k)., Based on the 
decision rules (1 ÷ 8), a decision is made on the state of the power supply of the 
house. With the help of a priority encoder, one of the particular solutions obtained 
as a result of the analysis of the value of k by neural networks is selected. At the 
output of the priority encoder, a code of the input line number is formed, to which 
a positive input signal comes (a signal of a logical unit from the output of one of 
the k neural networks participating in the analysis). When several input signals 
arrive simultaneously, an output code is generated that corresponds to the input 
with the highest number, i.e. the higher inputs have priority over the lower ones. 
Therefore, the scrambler has priority. The result of performing the work of this 
stage is the number of the conclusion on the state of the energy consumption 
system. Then the resulting number is assigned a verbal description of the 
conclusion on the state of energy consumption, which is reported to the user. 
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The influence of the following parameters was investigated to assess the quality of 
training: the redundancy of the training sample, the amount of noise, the 
magnitude of the shift, the number of neurons in the hidden layer, the number of 
learning epochs. One of the reasons for the identified drawback is the problem of 
"dead" neurons, the essence of which is that in the process of learning the neural 
network, in reality, the weights of only a limited number of neurons are updated. 

As a result of the research carried out, the following numerical indicators of the 
quality of teaching NS LVQ were obtained: specificity: 80%; sensitivity: 70%; 
generalization error: 0.25; learning error: 0.08. After training the neural network, 
the structure of the constructed fuzzy model will contain 252 rules. The two 
response surfaces of the system, obtained as a result of training, are shown in the 
Figure 5. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 

System response surfaces obtained as a result of training 

The defuzzification stage allows to get a non-fuzzy value for each of the output 
variables, using the results of the accumulation of all output linguistic variables. 
The resulting surface allows to analyze the dependence of the values of the output 
variable on individual input variables. Combinations of input variables are set in 
accordance with their placement on the axes of the coordinate system. On the 
graph on the left, the dependence of energy consumption on the time of day and 
type of day, on the right, on the season and type of day. 

The results obtained indicate the possibility of using the proposed approach to 
predict the electrical load. Neural networks are a suitable tool for solving energy 
consumption forecasting problems, alternative to traditional statistical methods. 

Type of day Time of day Time of day 

Energy consumption 
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Further improvement of the forecast accuracy is possible due to more accurate and 
fine tuning of the network structure and changing the number of input parameters. 

The software is implemented in the C# environment in accordance with the 
developed schemes and requirements. Certificate of authorship for software 
#16772 on 14.04.2021 “Residential building intelligent energy management 
system ”Smarthouse”. 

Development of the experimental installation and software will be discussed in 
details on AIS2022 and in the next publications. 

Conclusions 

The modern advanced approaches to the energy saving policy of such developed 
countries as the USA, Japan, Great Britain and some countries of the European 
Union are considered. Energy efficiency development trends in the world and the 
Republic of Kazakhstan. 

The analysis of studies on smart home automation systems is carried out, their 
methods and their potential in the field of issuing recommendations for energy 
saving are discussed. We suppose that unpredicted situations, such as a pandemic, 
for example, will not significantly affect the accuracy of the system. 

After analyzing the resulting fuzzy inference surface, we can conclude that it 
corresponds to expert ideas in the subject area under consideration. So, for 
example, it can be said that with the approach of the winter months and the 
simultaneous increase in load in the morning and evening hours, the situation 
becomes more complicated and more energy is required from the AC network. 
Accordingly, during the night hours in the summer, the battery power from solar 
panels is sufficient. Thus, the power of the selected solar panels is sufficient for 
the warm season at night and daytime, provided there are working days without 
the use of an alternating current network. At the same time, it is impossible to 
refuse to connect to the general AC network during peak loads in the morning and 
evening, as well as, in the cold season due to the connection of heating. 
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Abstract: One of the most significant corporate challenges today is to meet customer 

expectations. In order for customer satisfaction to be achieved, it is necessary to review the 

entire corporate system and related processes and coordinate the various corporate 

strategies. In the recent past, it was widely regarded as sufficient by managers to develop the 

right marketing strategy in order to sell a product. However, there is currently a discussion 

as to whether a marketing logistics strategy as a well-designed logistics environment is 

needed to sell the product and thereby gain customer satisfaction. In this article, we present 

the Quality Function Deployment (QFD) technique, an effective tool for transforming 

consumer needs into technical, quality characteristics. The method of QFD technique can 

also be successfully applied in the field of logistics. Utilizing it ensures the possibility of 

examining the impact of the sub-areas and processes of marketing and logistics services on 

the basis of customer needs. In addition, visual control can be used to illustrate that whilst 

two products require the same logistics strategy, lead times already cause significant 

differences in the interaction of logistics processes and technological parameters.  

The analysis also highlights the shortcomings of the logistics environment, thereby 

supporting the decision-making of the company management in both marketing and logistics 

strategy planning. 

Keywords: logistics; marketing; logistics strategy; 6R; Quality Function Deployment 

(QFD); visual control 

1 Introduction 

The life and decision-making structure of companies have undergone significant 

changes in recent decades. Due to the competitive nature of the market, meeting 

customer expectations at the highest possible level has come to the forefront, and 

marketing has also gained significant ground. 

As a result, expert groups specializing in marketing strategy are constantly formed 

to deal with the analysis of various effects on consumer decisions and define 

advertising strategies and campaigns for the sale of goods. 
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When defining a marketing strategy, it is necessary to define the logistics strategy 

at the same time, as customer service requires a well-established logistics system. 

In order to map the logistics environment required for a given product, the Quality 

Function Deployment (QFD) technique method was used [1]. After the presentation 

of the QFD technique, the applicability of this method in the field of logistics is 

described. 

The adequacy of logistics processes depends to a large extent on choosing the right 

processes for the right logistics strategy. The appropriate logistics solution depends 

on what strategic decisions are made, such as Push or Pull, centralized or 

decentralized, single-stage or multi-stage in distribution, single-channel, or multi-

channel. 

Different logistics strategies can be well supported by different methods, for which 

the QFD technique is an excellent analogy [2]. But it is not only beneficial to plan 

things but also to recognize the real difference between each logistics strategy and 

possibly to explore new strategic considerations. 

Therefore, in this article, as a working hypothesis, we also included the issue of the 

obvious short and long lead times in the study, which resulted in an interesting 

finding. 

For our analysis, we constructed a relationship matrix that forms the core of the 

QFD technique for four different products: examples with short and long lead times 

in Push and Pull systems. At the intersections of the matrix, we use the values 

according to the relevance of the given relationship. 

From the values obtained here, we show through visualization what differences are 

caused by different logistics strategies and nonidentical lead times. 

With our research, we would like to explain that, taking into account the specifics 

of a given product, the same system is implemented through different logistics 

processes. 

After evaluating the relationship matrix, it can be clearly decided what logistics 

strategy the product requires, and this can also be used to develop the company’s 

marketing logistics strategy [3]. 

2 The Impact of Marketing on Logistics Strategy 

To raise the issue, we first describe, through an example, what happens when a 

marketing strategy is not aligned with the logistics system. 

The case in point is when a product suddenly gains popularity as a result of 

advertisements, but the associated supply chain is insufficiently prepared for this 

increased demand. 
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The customer enters the store with the intention of purchasing the product that has 

caught everyone’s attention as a result of the marketing strategy. After serving the 

first few customers, the store runs out of stock, meaning only a portion of the 

increased demand is met, causing in turn dissatisfaction in the customers.  

The customer either has to then wait for a new supply of the product or look for 

another point of sale where the product is in stock, but perhaps not for the same 

price. 

Such an example clearly shows that for a product to succeed, the needs for logistics 

services (6R) must also be met. Indeed, meeting customer expectations not only 

means that the right product is available of the right quality and at the right cost, but 

also in the right place, at the right time and in the right quantity, since each product 

is sold together with the associated logistics service. 

In order to analyze the current state of the logistics system and its possible 

shortcomings, it is necessary to examine the following areas: 

- Check product availability and stock available at the depot. 

- Consideration should be given to whether storage capacity is available when 

purchasing larger stocks, or whether customers can be served by intermittent 

delivery. 

- It is necessary to map whether there is a supplier who ensures regular, scheduled 

delivery and is able to respond appropriately to suddenly increased demands. 

If we examine a product in the light of the entire supply chain, then an analysis of 

the production parameters is also necessary, as the capacity of the factory and the 

availability of the raw material also significantly influence the satisfaction of 

customer needs. [4]. 

Based on the examination of the elements of the supply chain, it can be suggested 

that it is not enough to only discuss marketing or logistics. In the case of a well-

functioning company, it becomes necessary to define a marketing logistics strategy, 

since the product is sold together with the related services Therefore, the efficiency 

of a company's logistics system is reflected in the quality of customer service [5]. 

In order to quantify customer needs, it is necessary to choose a technique, the 

application of which not only deals with one sub-process but also connects customer 

expectations in a targeted way with various company activities and technical 

parameters. 

One of today’s forgotten quality techniques is the Quality Function Deployment 

(QFD) technique, the use of which has declined significantly in Europe, but is still 

used in the Far East as a key element of engineering design [6]. 
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3 Application of QFD Technique 

The QFD philosophy originated in Japan, and its concept was developed by 

Professor Yoji Akao in 1966. 

According to Akao, QFD is a technique for developing a quality product for 

customer satisfaction and translating consumer requirements into design goals 

throughout the manufacturing process, ensuring the realization of a quality product 

at the design stage, and extending quality control to the stage where there is not a 

finished product, just a concept or plan [7]. 

Shortly after the introduction of this technology significant cost reductions were 

seen, and its application spread rapidly among manufacturing companies. 

The QFD technique is basically a design process that takes a qualitative approach 

to new products. Design, development, and implementation are also driven by 

customer needs and values [8]. 

It aims to meet the highest possible level of consumer needs through the design of 

manufacture and production planning processes developed by engineers, taking into 

account customer expectations. It can also be used as a documentation tool, as it 

provides an overview of each step of the design [9]. 

Figure 1 

Structure of the House of Quality (HOQ) with the functions of each area [13] 

A practical formalism of transforming consumer needs into technical, quality 

features is the House of Quality (HOQ) [10], as shown in Figure 1. It works as an 

aid to examine the expectations of the market, the technical factors influencing 
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satisfaction, the quality of competitor products, and it also helps in determining the 

technical parameters. 

The quality house matrix of the QFD technique can be used effectively to design 

logistics strategies [11]. The needs of the customer can be examined both in the 

design of the new logistics environment and in relation to the existing logistics 

system. 

This clarifies the logistics strategy applicable to the introduction of a given product, 

thus avoiding a potentially erroneous corporate decision. [12]. 

As described in the previous chapter, QFD is a systematic design preparation 

method that seeks to more fully meet customer needs, a technique used by 

manufacturers and service providers to gather requirements, expectations, and 

customer purchasing decision factors [14]. 

It is essential to realize customer needs thoroughly and to translate these needs into 

the professional, technical language of product design so that customer expectations 

are met [15]. 

To apply the method, a marketing and technical survey must first be prepared.  

In the first round, the customer needs and the priorities set for the product are 

collected. The survey is prepared on the customer side using the interview and 

questionnaire technique, and on the corporate side using the brainstorming method. 

The parameters of the competing products and their suitability for the customer 

must be examined, including niche markets. If available, product compliance can 

also be supported by analyzing previous product development experience. Part of 

the preparation of the survey is also the cost estimate of the production process. 

The practical tool for the implementation of the method is the previously mentioned 

quality house, in which data is processed by matrix technology. 

The data needed to complete the matrix is collected and made available by different 

disciplines. 

The task of marketers is to map the needs of the customer, by asking the "What does 

the customer want?" question, and filling the answers in the rows of the matrix. 

The data required for the columns of the matrix is compiled by the product or service 

designers, based on the technical, quality characteristics, and product parameters 

suitable for satisfying the customer's expectations, by answering the "How is it 

implemented?" question. 

At the intersections of the rows and columns, symbols or numbers are placed 

according to the relevance of the given relationship, which expresses the correlation 

between customer needs and the characteristics taken into account during the 

design. 
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Quantified data is collected in the continuation of the columns, and in the extension 

of the rows, customer opinions of the products are included. The roof matrix 

provides space for the interrelationships of the designed product characteristics. 

During the practical implementation of the QFD, the planning can be further divided 

into 4 stages: product and component design, process, and production planning. 

Accordingly, we can apply a four-phase QFD procedure with the construction of 4 

different quality housings, which creates an analysis based on customer specifics, 

taking into account the specifics of the fields [16]. 

Throughout the four-phase QFD process, product parameters can be determined 

from the conceptual characteristics of the product, and process characteristics can 

be determined in turn from them. Due to the transparency of the design, they provide 

a firm basis for the preparation of complete product documentation, which can be 

presented during an audit or when the product is approved, if required. 

4 Use of Multiphases QFD Method in Logistics 

By applying the QFD method in the field of logistics, the target values of the design 

and production process can be determined through the derivation of primary 

customer needs. 

Figure 2 

Three phases in the process used to design logistics strategies strategies 

The use of the matrix and the study of the interaction of processes and parameters 

support the selection of the appropriate logistics strategy for a given product. 

One of the main differences from the original four-step process is that when 

designing logistics systems, we can discuss a three-phase process (Figure 2), as the 
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component design is already integrated into the process as an element of logistics 

systems. 

Another difference between the quality houses of the QFD technique and the houses 

used in logistics is that we perform a relevance test of the indicated sub-processes, 

thus clarifying the effect of the processes on each other by examining a given 

product. 

The elements of the relationship matrix for examining the relevance of the three-

phase logistics procedure have been elaborated in detail. The starting point of the 

study is in each case the marketing mix elements are defined by customer 

expectations. These are compared through three steps to the needs related to the 

logistics service, then to the logistics sub-processes and technological parameters. 

In the following, the elements of the relationship matrix are detailed for each phase. 

Figure 3 

The first phase: the marketing-logistics strategic planning 

The first house (Figure 3) is designed to support marketing-logistics strategy 

planning. Therefore, among the elements of the marketing mix, we introduced a 

new concept called “logistics resilience”. This is necessary as a product may be 

suitable in all respects, but if it is unsuitable for storage and transport, it will not 

reach the buyer. 
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The product alone does not represent value in use, only if we add both the space 

value and the time value produced by logistics. Thus, the characteristics of the 

product related to its traditional value in use should not contradict its logistics 

parameters (e.g., an excellent product but not deliverable). For this reason, even at 

the design stage, it is necessary to examine how suitable the product is for logistics, 

i.e., whether it can be transported and stored properly. 

Logistical resilience, therefore, means that we have to produce a product with a 

value in use on which we can still place the logistical burdens needed to produce 

place value and time value. 

Figure 4 

The second phase: the logistics sub-process planning 

The second phase (Figure 4) is the logistics sub-process design, where we examine 

logistics service needs (6R) in relation to procurement, production, and distribution 

processes. 

In this relationship matrix, the levels of relevance between 6R and logistics sub-

processes can be mapped to help clarify the relevance of logistics sub-processes to 

the expectations for logistics services when examining a given product. 
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The third phase (Figure 5) is to examine the components of logistics technology, 

where the elements of procurement, production, and distribution are compared with 

the parameters of loading – transport - storage. 

In this relationship matrix, the relevance of the previously formulated logistics sub-

processes with technological elements is examined. It can be used to clarify how 

logistics sub-processes and technological parameters interact for a given product, 

thus clarifying the applicable logistics strategy. 

Figure 5 

The third phase: the logistics technology 

4.1 Practical Application of the Method to Select the 

Appropriate Logistics Strategy 

In order to be able to properly illustrate the application of the QFD technique 

method in the field of logistics, we created a relationship matrix that forms the 

“trunk” of the first, second, and third houses for 4 products. For each product tested, 
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a relevance study was performed using the three-phase logistics procedure, which 

can be found in Appendices 1, 2, 3, and 4. 

The relationship matrices included the parameters compiled on the principle from 

the previous chapter. Our decision was based on the fact that we can see the 

relevance of the processes in context through the application of the three-phase 

logistics procedure. In this way, it can be clarified what differences can be 

discovered during strategic decisions. 

The starting point for defining the products is the Push and Pull systems used in 

logistics, which already assume a logistics strategy of sorts. For this, we examine 

products with different lead times. In the present study, we selected the examples 

that form the basis of the relevance study based on these parameters. The exemplary 

products in Appendices 1, 2, 3, and 4 represent our present decision and can be 

modified as needed during further studies. 

During the completion of the relationship matrices, we analyze the effect of the 

listed, previously known expectations and the different sub-processes on each other. 

In the relationship matrices in Appendices 1, 2, 3, and 4, the relevance assessment 

is examined in the range 0, 1, and 2, to which a meaning is also associated in the 

legend (Table 1). These values can be normalized later with Fuzzy [17]. Since the 

use of Fuzzy sets in logistics is often closer to the practical approach, it is necessary 

to convert the crisp numbers in the results into Fuzzy sets, that is, to properly 

evaluate the results, it is necessary to use the Fuzzy QFD technique [21]. 

Table 1 

Legend for Appendices 1, 2, 3, 4 

On the relationship matrices of the product tests in the appendix, it clearly seems 

that the Push and Pull strategy already fundamentally defines the logistics sub-

processes of the product.  

Products manufactured in the Push principle system are made based on forecasted 

order data, in larger quantities. In contrast, the products of the Pull system are made 

to a specific order, an express customer demand [18]. 

Lead time is a parameter that affects all logistics processes, as one of the important 

“milestones” of customer satisfaction is when the customer receives the product 

[19]. 

As can be clearly seen from the prepared contact matrices, lead time and customer 

expectations related to the product already cause significant differences in terms of 

logistics sub-processes as well as the marketing concept to be developed. 

Legend

2 Significantly relevant

1 Relevant

0 Neutral /not relevant
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The examination of the four different products (Appendices 1, 2, 3, 4) clearly 

confirms that, given the specificities of a given product, the same system is 

implemented through different logistical processes. 

Applying the method of QFD technique in the field of logistics clarifies what kind 

of logistics strategy a given product or service requires. 

4.2 Impact of Push and Pull Logistics Strategy and Lead Time 

on Logistics Sub-Processes and Logistics Technology 

The product-specific relevance studies in the appendix were based on the Push and 

Pull strategies and the different lead times. Using visual control techniques, we 

illustrate: 

- differences in the relevance of products with the same logistics strategy but 

different lead times, 

- and the difference in relevance between products with a defined logistics strategy 

and the same lead time. 

Figure 6 

Using visual control technique to display the difference in relevance level between appendices 1 and 2 

(left) and between appendices 1 and 3 (right) 

Table 2 

Legend for comparison with visual control technique (Figures 6 and 7) 

 

Difference between level of relevance by 

short and long lead time with the same 

logistics strategy (Push)

Difference between Push and Pull 

strategy relevance relationships with the 

same lead time (short)

Legend

Same level of relevance

Relevance slightly different

Relevance significantly different
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Table 3 

Data for the analysis of Figure 6 

The visual control technique helps make the differences clear (Figures 6 and 7; 

Table 2). If everything in the figures were white, it would mean that a uniform 

logistics system could be applied to all products. As different customer expectations 

emerge, so do increasing differences in product-related logistics processes.  

The visualizations are produced to highlight the tendency for dissimilar products to 

require different logistics strategies. 

Figure 7 

Using visual control technique to display the difference in relevance level between appendices 3 and 4 

(left) and between appendices 2 and 4 (right) 

Table 4 

Data for the analysis of Figure 7 

Difference between level of relevance by 

short and long lead time with the same 

logistics strategy (Pull)

Difference between Push and Pull 

strategy relevance relationships with the 

same lead time (long)

Number of deviations % Number of deviations %

2 10 0,05 17 0,09

1 82 0,42 91 0,47

0 103 0,53 87 0,44

Difference between level of relevance by 

short and long lead time with the same 

logistics strategy (Push)
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0 95 0,49 112 0,57

Difference between level of relevance by 

short and long lead time with the same 

logistics strategy (Pull)

Difference between Push and Pull strategy 

relevance relationships with the same lead 

time (long)L
e
g
en

d

L
ev

el
 o

f 

d
if

fe
re

n
ce



Acta Polytechnica Hungarica Vol. 20, No. 2, 2023 

‒ 157 ‒ 

In our present study, the visual control technique shows how changing the lead time 

and logistics strategy changes the interaction of product logistics processes and 

technological parameters. As can be seen in the legend, the darker the area, the more 

significant the difference. For the test, we used the third matrix of the relevance 

tests filled out with example products in appendices 1, 2, 3, and 4 called "Logistics 

technology", where the relevance level of logistics sub-processes was examined 

from the perspective of logistics technology elements. During the examination 

carried out with the help of visual control, we examined the differences between the 

relevance levels determined for the example products shown in Appendices 1, 2, 3, 

and 4. Dark gray refers to a significant difference between the examined products, 

which in this case takes the value “2”. Light gray represents minor deviations, which 

in this case takes the value “1”. White indicates that the relevance of the examined 

products shows no difference. The numbers show - based on the example products 

in Appendices 1, 2, 3, and 4 - how products with different logistics strategies and 

different lead times differ in terms of the logistics environment. As can be seen in 

Tables 3 and 4, the degree of deviations show similar percentages when examining 

the same logistics strategy with different lead times and when examining different 

logistics strategies with the same lead time. 

The relevance studies of the example products with the Push - short lead time, Push 

- long lead time, Pull - short lead time, and Pull - long lead time logistics strategies 

in Appendices 1, 2, 3, and 4 also clearly show the significant differences between 

the distinct strategic decisions. 

Examined in its context, it can clearly be seen through the prepared visualizations 

that a change in the applied logistics strategy or lead time already generates 

significant differences in the logistics sub-processes and the applied logistics 

technology. 

Most of the available literature suggests strategic decisions to decide whether to use 

a Push or Pull logistics strategy for a particular product [20]. However, based on 

our analysis, it appears that at least as strategically important a decision or aptitude 

is whether a product has a long or short lead time. In our present study, the 

difference between short and long lead times based on the patch effect is larger than 

between the Push and Pull strategies. 

The differences show that the choice between short and long lead times is of the 

same or sometimes greater strategic importance from a logistical point of view than 

when using a Push or Pull logistics strategy. 

The conversion of the QFD method to logistics use and the preparation of a 

relevance study for a specific product provides a new scientific approach to the 

selection of a logistics strategy related to a specific product and to the further 

development of the already existing logistics environment. 
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Conclusions 

There has been a significant recent increase in the importance of the marketing and 

logistics specialties, yet companies still fail to address the two areas together when 

developing strategies. As the market has a growing number of products with 

increasingly more choices, the marketing-logistics strategy has progressively 

gained more space. 

In order to properly understand the importance of collaboration between the two 

areas, a technique must be used that helps meet the needs expressed by customers 

and the processes of engineering design. The QFD technique is used by a few, 

although it is one of the best methods for translating customer needs into 

engineering design parameters. 

We found that the application of the QFD technique in the field of logistics can be 

used to examine the impact of each sub-area on each other, and the analysis also 

highlights the shortcomings of the logistics environment, thus supporting the design 

of logistics strategies. 

In this article, we have used 4 different examples to show how this method can be 

used to analyze the logistics environment. We performed a relevance study, which 

can be used to determine the marketing-logistics strategy of a given product, 

through the logistics sub-processes and the applied logistics technology. In addition, 

we introduced the concept of logistics resilience as an element of the marketing mix, 

which is a new approach to product examination. It can be used to analyze whether 

a given product is suitable for logistics. 

The analysis of the prepared connection matrices and the diagrams illustrated with 

the visual control technique clearly demonstrate that the logistics sub-processes and 

logistics technology parameters of a given product are significantly influenced by 

the applied logistics strategy and lead time. Therefore, it is not possible to apply a 

uniform logistics strategy to all companies; the specifics of the product must also 

be taken into account. The visual control technique provides an opportunity to 

subject the presented data to further, more detailed numerical analysis. 
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Appendix 

Appendix 1 

PUSH System with short lead time. Example product: soft drink, self-service vending machine. 
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Appendix 2 

PUSH System with long lead time. Example product: socks. 
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Appendix 3 

PULL System with short lead time. Example product: pizza. 
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Appendix 4 

PULL System with long lead time. Example product: custom made car. 

 

Marketing logistics strategic planning Logistics sub-process planning

Logistics service Procurement  Manufacturing Distribution

R1 R2 R3 R4 R5 R6 I1 I2 I3 I4 I5 M1 M2 M3 M4 M5 O1 O2 O3 O4 O5

λ1 λ2 λ3 λ4 λ5 λ6

P
ro

cu
re

m
en

t 
p

la
n

n
in

g

P
ri

ce
 a

n
d

 c
o

st
 a

n
al

y
si

s

S
el

ec
ti

o
n

 o
f 

su
p

p
li

er
s

T
ra

ck
 o

rd
er

s

D
et

er
m

in
in

g
 m

at
er

ia
l 

re
q

u
ir

em
en

ts
 p

la
n

s

P
ro

d
u

ct
io

n
 s

ch
ed

u
le

L
ea

d
 t

im
e

C
o

n
st

an
t 

p
ro

d
u

ct
io

n
 v

o
lu

m
e

In
v

en
to

ry
 l

ev
el

F
as

t,
 l

o
w

-c
o

st
 t

ra
n

si
ti

o
n

D
el

iv
er

y
 i

te
m

 s
iz

es

N
u

m
b

er
 o

f 
g

o
o

d
s 

h
an

d
li

n
g

F
as

t 
an

d
 r

el
ia

b
le

 d
el

iv
er

y
 m

et
h

o
d

In
v

en
to

ry
 c

o
st

s

S
tr

o
n

g
 I

T
 r

el
at

io
n

sh
ip

 b
et

w
ee

n
 m

an
u

fa
ct

u
re

r 

an
d

 c
u

st
o

m
er

T
h

e 
ri

g
h

t 
p

ro
d

u
ct

In
 t

h
e 

ri
g

h
t 

q
u

an
ti

ty

O
f 

th
e 

ri
g

h
t 

q
u

al
it

y

A
t 

th
e 

ri
g

h
t 

ti
m

e

In
 t

h
e 

ri
g

h
t 

p
la

ce

F
o

r 
th

e 
ri

g
h

t 
co

st
2 0

M
a

rk
et

in
g

 m
ix

 (
4

P
)

P1

ɣ1 Quality 2 0

ɣ3 Product availability 0 0

0 1

ɣ2 Physical appearance (design) 1 0 2 0 0 1

0 0 0 0

ɣ4 Manufacturing technology 1 1 2 1 0 2

ɣ5 Customer service 0 0 1 1 1 2
R1 λ1 The right product 0 0

λ2 In the right quantity 1 0

1 0 1 0 0 0 0 0 0 0 1 0 2
ɣ6 Logistics resilience * 2 0 2 1 0 2

R2 1 1 2 1 1 1 1 1 1 0 0 1 0

P2

ɣ6 Price 1 0 1 1 0 2
R3 λ3 Of the right quality 0 1 2 0 1 0 0 0 0 0 0 0 1 0 0

ɣ7 Discounted price 0 0 0 0 0 1
R4 λ4 At the right time 2

2
R5 λ5 In the right place

0 1 1 2 2 2 1 1 1 0 1 2 0 2

P3

ɣ8 Product life cycle 1 0 1 0 0
0 0 0 11 0 0 0 1 0 2 0 2

ɣ9 Number of distribution channels 0 0 0 2 0
2

1
R6 λ6 For the right cost 2 2

0 1

L
o

g
is

ti
cs

 s
er

v
ic

e 

n
ee

d
s 

(6
R

)

2 1 1 1 21 1 1 2 0 1
ɣ10 Product location 0 0 0 1 0 0

2

ɣ11 Assortment 0 0 0 0 0 0

ɣ12 Stock 0 0 0 0 0 0

P4

ɣ13 Advertisement 1 0 0 0 0 1

ɣ14 Sales promotion 1 0 1 0 0 1

Legend Logistics technology

2 Significantly relevant

Loading Transport Storage IT
1 Relevant

L1 L2 L3 T1 T2 T3 T4 T5 W1 W2 W3 W4 β1

0 Neutral /not relevant

N
u

m
b

er
 o

f 
d

is
tr

ib
u

ti
o

n
 c

h
an

n
el

s

D
o

cu
m

en
ta

ti
o

n
 o

f 
in

co
m

in
g

 g
o

o
d

s

Q
u

al
it

y
 c

o
n

tr
o

l

S
h

ip
p

in
g

 d
is

ta
n

ce

D
el

iv
er

y
 f

re
q

u
en

cy

D
el

iv
er

y
 u

n
it

D
is

ta
n

ce
 o

f 
d

ep
o

ts

O
rd

er
 i

te
m

 s
iz

e

S
to

ra
g

e 
co

st
s

T
h

e 
si

ze
 o

f 
th

e 
st

o
ck

 t
o

 b
e 

st
o

re
d

W
ar

eh
o

u
se

 a
d

m
in

is
tr

at
io

n

N
u

m
b

er
 o

f 
ty

p
es

 o
f 

g
o

o
d

s

IT
 s

u
p

p
o

rt

P
ro

cu
re

m
en

t 

I1 Procurement planning 1 2 1 2 1 1 0 2 1 1 0 2 2

I2 Price and cost analysis 1 0 0 1 1 0 0 2 1 0 1 2 2

I3 Selection of suppliers 1 1 0 1 2 1 0 0 0 1 1 0 1

I4 Track orders 1 1 1 2 1 0 0 0 0 0 1 0 2

I5

Determining material 

requirements plans
0 0 0 0 0 0 0 2 1 2 0 2 2

M
a

n
u

fa
ct

u
ri

n
g M1 Production schedule 1 0 0 0 1 0 0 0 0 0 0 1 2

M2 Lead time 1 2 1 0 1 0 2 1 0 0 1 1 1

M3 Constant production volume 0 0 0 0 1 0 0 0 1 1 0 0 1

M4 Inventory level 0 0 0 0 1 0 0 0 2 2 2 2 2

M5 Fast, low-cost transition 0 0 0 0 0 0 0 0 0 0 0 2 1

D
is

tr
ib

u
ti

o
n

O1 Delivery item sizes 0 1 0 1 2 1 0 2 1 2 1 0 1

O2 Number of goods handling 1 2 1 1 1 1 1 1 0 0 1 2 1

O3 Fast and reliable delivery method 1 0 0 1 1 1 1 0 0 0 0 0 0

O4 Inventory costs 0 0 0 0 0 0 0 1 2 2 1 1 1

O5

Strong IT relationship between 

manufacturer and customer
2 1 0 0 1 0 20 1 0 1 2 2



Acta Polytechnica Hungarica Vol. 20, No. 2, 2023 

‒ 165 ‒ 

Cueing of Parkinson's Disease Patients by 
Standard Smart Devices and Deep Learning 
Approach 

Pavol Šatala1, Peter Butka1, Arsen Samaiev1, Petra Levická2 
1 Department of Cybernetics and Artificial Intelligence, Faculty of Electrical 
Engineering and Informatics, Technical University of Košice, Letná 9, 04001 
Košice, Slovakia; E-mails: pavol.satala@tuke.sk, peter.butka@tuke.sk, 
arsen.samaiev@student.tuke.sk 
2 Department of Neurology, Pavol Jozef Šafárik University in Košice, Faculty of 
Medicine, and Louis Pasteur University Hospital in Košice, Trieda SNP 1, 04011 
Košice, Slovakia; E-mail: petra.levicka@student.upjs.sk 

Abstract: Parkinson's disease is one of the most common neurological diseases. The patients 

suffer from different symptoms, e.g., tremor, bradykinesia, or walk gait disorders. One of the 

gait disorders which affects Parkinson's disease patients is freezing of gait, which shows as 

a sudden gait interruption without the ability to take the next step. It is hard to manage this 

symptom by medication. However, there are ways to address this symptom by applying 

different visual or vibration aids. This work presents a system for automatic detection and 

cue of freezing of gait events provided by ordinary smart devices. We used a deep learning 

approach to detect such events automatically. The test results and the doctors' opinions on 

the practical experience with the patients suggest the benefits of the provided solution. 

Keywords: Parkinson's disease; deep learning; smart devices; freezing of gait 

1 Introduction 
Freezing of gait is a common symptom and severe complication, affecting every 
third patient with Parkinson's disease [1]. It is characterized clinically by sudden, 
relatively brief episodes of inability to produce effective forward stepping that 
typically occurs during gait initiation or turning while walking [2]. Parkison's 
disease is currently the second most common neurodegenerative disease [3], and 
many patients suffer from the freezing of gait symptoms. The estimated 
epidemiology of Parkinson's disease shows about 1% of people older than 60 years 
and up to 3% of people older than 80 years [3, 4]. The freezing of gait events often 
leads to falls, which cause serious injuries, significantly decreasing patients' quality 
of life [5]. As many authors agreed, treatment of freezing of gait is a challenging 
task. 
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Currently, medicine offers various ways to treat the freezing of gait, including 
drugs, surgery, and physiotherapy [6]. The most common way is the usage of 
Levodopa, which reduces the freezing of gait events. Unfortunately, this drug may 
cause a severe side-effect called dyskinesia, characterized by unwanted movements 
of patients' body parts [7-9]. Other treatment strategies are dopamine agonist or 
STN stimulation. Instead of many pharmacological strategies to manage the 
freezing of gait phenomena, the gait problems remain persistent for patients with 
Parkinson's disease [10]. 

Medication can effectively manage some symptoms of Parkinson's disease and 
improve the quality of life. However, symptoms like postural instability or gait 
impairments still cause unfortunate limitations [11, 12]. In addition to 
pharmacological methods, physiotherapy has become essential in treating 
Parkinson's disease patients in recent years. Many complications of Parkinson's 
disease are due to patients' muscle weakness, postural problems, and a general 
decline of physical activity [13]. This problem becomes more significant as the 
disease progress and motion abilities are getting worse, which causes the patient to 
have less and less physical activity [11]. 

Various approaches have been developed for gait rehabilitation in recent years, 
including individual, group, or home-based rehabilitation [14]. However, several 
authors agreed that home-based therapy could bring more injuries and falls and is 
ineffective in improving gait or balance [15-17]. An effective way to improve 
patients' walking ability appears in auditory and visual cueing [18]. The cueing is 
based on rhythmic visual or acoustic stimuli applied continuously or on-demand 
[19]. 

It is important to apply low-cost, widely used devices to make them available to 
home users. Mobile smart and wearable devices can be the right choice. Such 
devices are equipped with three-axis accelerometers, which can be used to detect 
the presence of freezing of gait. Anti-freeze aids can be divided into three main 
groups: visual, acoustic, and vibrational (tactile). All of them can be provided by a 
standard smartphone in conjunction with any other wearable device, such as smart 
glasses, smart watches, or headphones. 

The presented paper discusses the possibilities of creating a home system for on-
demand freezing of gait cueing, which can be a cheap and simple-to-use alternative 
to more complex systems. The paper begins with an overview of the related work 
in Section 2. We describe the current knowledge about walking freezes and their 
cueing using different approaches. The following section describes an experiment 
performed with patients to test devices in real conditions. In Section 4, we describe 
model training and the system architecture. Section 5 provides an evaluation of the 
experiments with patients and freezing of gait detection models, followed by 
conclusions of the paper. 
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2 Related Works 

2.1 Cueing of Parkinson's Disease Patients 

The reason why cueing works for Parkison's disease patients is still not fully 
understood. We can help patients using various types of different cues. The main 
idea is to provide sensory cueing based on rhythmic stimuli – acoustic, visual, or 
tactile. We can use simple metronome or rhythmic music for auditory stimulation. 
Usually, in studies, it is metronome beep in various ranges of frequencies from low 
frequencies with about 1 Hz [19] to high frequencies between 60 to 120 Hz [20]. 
Visual cues can be considered a wide range of regular patterns generated by digital 
devices or drawn on the floor [19, 21]. The tactile cues are rhythmic vibration 
impulses applied in low frequencies by wearable devices to any part of the patient's 
body (usually legs) [19]. In 2010, Bachlin and colleagues identified limitations with 
metronome cueing devices, such as those previously reported by Enzensberger et 
al., and Cubo et al. [38, 39]. When activated, these devices continually delivered 
auditory cueing regardless of whether freezing of gait was present or not. Cubo et 
al. identified this design limitation, reporting that patients may become habituated 
to the auditory stimuli, thus reducing the effect of cueing [39]. 

2.2 Cueing of Parkinson's Disease Patients by Wearable 
Devices 

As Sweeney et al. show, many wearable devices for cueing freezing of gait 
symptoms have been built [22]. They found 4480 publications from January 2009 
to December 2018, which contain Parkinson and Cue/cueing in its title. After a 
review process, they selected 18 publications that describe take-home systems for 
cueing Parkinson patients. Most of the reviewed works use continuous cueing, 
applied all the time. In the other cases, the authors provide the system that first 
detects freezing of gait events and applies on-demand cueing. The system usually 
uses more accelerometers placed on various parts of the user's body. One of the first 
works dealing with freezing of gait detection was Moore et al. [27]. The authors 
recorded 46 freezing of gait episodes during the experiment with eleven patients 
with idiopathic Parkinson's disease. Four of the patients does not show any freezing 
event during the experiment. The patients walk up to 100 m (based on their ability 
to walk). The patient's motion has been recorded by a 3-axis accelerometer placed 
on the patient's ankle with a frequency of 100 Hz. The work finds differences in 
dominant frequencies between freezing and regular gait events. The Freezing index, 
defined as a division of the area under the power spectra of 'freeze' band (3-8 Hz) 
by the square of the area under the spectra in the 'locomotor' band (0.5-3 Hz), can 
be then used to detect freezing of gait events. Based on the thresholds of the 
Freezing index, they were able to detect 78% of freezing of gaits events 
successfully, while the system also incorrectly labeled 20% of stand events as 
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freezing of gait by global threshold. Lima et al. in [28] bring a detailed review of 
existing works focusing on freezing gait detection using wearable devices. The 27 
works have been selected from PubMed and Web of Science databases. Four of 
them focus on falls and 23 on freezing of gait. The mentioned works use various 
sensors differently positioned on the patient's body. Only three of the mentioned 
works provide a system suitable for its use at home. The following Table 1 provides 
their overview, with the type of sensors and evaluation of detection results. As we 
can see, all these approaches only detect the events and none of them provide cueing 
functionality. 

Table 1 

Review of articles focusing on freezing of gait detection in the home environment [28] 

Article Sensors Location Results Cueing 

Rodríguez-
Martín [29] 

Accelerometer Waist Sensitivity: 91.7% 
Specificity: 87.4% 

NO 

Ahlrichs [30] Accelerometer Waist Sensitivity: 92.3% 
Specificity: 100.0% 

NO 

Tzallas [31] Accelerometer 
Gyroscope 

Wrist 
Shin 
Waist 

Accuracy 79% NO 

Thanks to the development of wearable visual headsets such as HoloLens or smart 
glasses, it has made it possible to create visual cues using wearable devices. One 
example of the use of HoloLens to guide freezing of gait was presented by Geerse 
et al. [32]. It is a solution called Holocue that displays 2D or 3D holographic 
elements for walking, as shown in Figure 1: 

 

Figure 1 

Holographic cues created by Holocue (source: [32]) 

According to [33], visual signals may be more effective than vibration or auditory. 
However, in [32], authors show that when wearable devices present visual stimuli, 
patients' immediate response generated by wearable devices worsens symptoms. 
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After several sessions, when patients became accustomed to wearing Holocue, the 
negative effect of Holocue disappeared but showed no significant improvement 
compared to control studies [32]. The Holocue solution offers an on-demand launch. 
However, it does not offer freezing of gait recognition, and a voice command 
triggers cueing. In addition to the mentioned solutions using wearable smart 
devices, even simpler solutions are already available. These simpler solutions use 
visual stimuli continuously, consisting of a laser lamp placed on boots or a 
wheelchair, as seen in Figure 2. 

 
Figure 2 

Simple solutions for visual FoG cueing (source: [35, 36]) 

Unfortunately, continuous application of the cues may reduce their performance 
during a time or cause cue addiction [19]. 

2.3 Machine-Learning Algorithms to Freezing of Gait 
Detection 

Lima et al. in [28] state that most freezing of gait detection works with data from an 
accelerometer or inertial measurement unit (IMU) located on the ankle, knee, and 
belt. In addition, some work such as [37] use plantar pressure data recorded from 
users' shoes to detect freezing of gait. Many machine learning algorithms have been 
used to detect the events of freezing of gait. Random forests and Support Vector 
Machines (SVM) show good performance [38, 39]. Recurrent neural networks 
(RNNs) can perform better due to handling time-series data. Long Short Term 
Memory (LSTM) units have been invented to process data streams in neural 
networks. When training with acceleration data from three accelerometer sensors 
located on the knee, hip, and ankle, the network showed 83% accuracy in freezing 
gait detection [40]. Most research focused on participant-dependent models [35, 39, 
40]. When FoG detection is performed on its wearable device, it is severely limited 
by the microcontroller's performance and memory size. Then, filtering, data pre-
processing, and another high-performance task affect the detection time [37].  
The scope of this paper is to overcome the performance limitations of wearable 
devices by using server-side detection. The second point is to improve patient 
comfort with a solution that uses only an ordinary smartphone placed in the patient's 
pocket without additional sensors on the feet or inside the shoe. 
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3 Setup of Aids Prototypes Testing with Patients 
To verify the theoretical information mentioned in the introduction and its usability 
with available devices, we first tested cueing using wearable and smart devices with 
a small group of patients with Parkinson's disease. 

We created a simple mobile application to test acoustic and tactile cues.  
The acoustic cues were applied using wireless headphones. The application makes 
metronome beeps in 60, 90, and 120 Hz frequencies. The vibration of the wearable 
watch has applied tactile cues placed on the patient's legs. It consisted of a short 
interval of vibrations in frequency based on the patient's standard gait period. We 
tried the period of patient native gait frequency, then half and quarter of this period. 

The experiment was performed on the neurological clinic of University Hospital L. 
Pasteur in Košice. Patients were asked to participate in our experiment during the 
regular control visit. Those who agreed made several walks through our test trial 
path. The test trial consists of two walks through narrowed space and making two 
U-turns, where freezing of gait usually appears. The patient stood up from the chair, 
walked 4 meters in the first room, then walked through the door and continued 4 
meters in the second room. After that, patients make a U-turn and continue back the 
same way. In the end, he should make a U-turn. Figure 3 depicts the visualization 
of the testing trial path. The total walk time and the number of freezing of gait 
occurrences were observed during the test walk. The medical specialist has counted 
the freezing of gait events. 

 

Figure 3 

Visualization of the testing trial path walked by the patients 

Tactile (vibration) and acoustic aids have been tested. During the test walk (first 4 
meters usually without freezing of gait event), medical specialists measure the time 
and count the number of steps to get the patient's step period. 

Then we added the smartwatch providing vibration aid onto the patient's wrist or 
ankle (the place with better sensitivity). We tested vibration aid with three periods 
- the base period of the patient's step and the half and quarter period of the steps 
period. The number of freezing episodes and time was measured using these aids. 
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We also tested acoustic aids on the same trial. As mentioned above, the acoustic aid 
was applied using wireless headphones, using simple beeps for selected frequencies 
of 60, 90, or 120 BPM. All these trials provided us with a dataset that showed 
practical usage of relatively cheap and usual devices (smartwatch with vibration 
ability, headphones) as tactile or acoustic cues for actual patients. We show the 
evaluation of the trial's results in Section 5. 

4 Proposed System – Freezing of Gait Detection and 
Final System Architecture 

After testing cues, we had a solid knowledge of how our tactile and acoustic aids 
work for the patients. We were able to design the final system architecture at this 
moment. Of course, we needed to work on a detection algorithm for freezing of gait 
(FoG) events for the final system setup. Therefore, this section describes the details 
on designed deep learning architectures for FoG detection, one of the proposed 
system modules. Then, we also added some details of the final system architecture 
itself. 

4.1 Dataset for Detection of Freezing of Gait Events 

Due to data-gathering issues through the COVID-19 pandemic with our pool of 
patients (testing of cues was shortly before pandemic), we decided to use the 
available dataset to design deep learning architecture to detect FoG events. The deep 
learning models trained on Parkinson's disease patients are expected to be 
transferable to new patients. To design and test the FoG detection algorithm, we 
used Daphnet Freezing of Gait Data Set [41], which contains more than 8 hours of 
walk data from ten patients. Eight of these patients experienced freezing of gait 
events during measurement. The professional physiotherapists identified 237 FOG 
events by video analysis. Three 3-axis accelerometers, placed on the patient's ankle, 
leg, and trunk, recorded data during the walking test trial in the laboratory. Data are 
sampled with a frequency of 64 Hz. Of course, we would like to use standard 
intelligent devices in our proposed system - smartphones, which are usually held in 
pockets. It supports our view to provide a solution as cheap as possible. It means 
that we can then minimize the need for placing any custom sensors. We use only 
data from the trunk sensor that are the same as data from smartphones in the pocket. 
Therefore, we will use only this part of the available dataset for learning, evaluation, 
and application for the deep learning architecture. 

4.2 Deep Learning Architectures for Detection of Events 

Contrary to most available works, we used data only from a sensor placed on the 
leg. This limitation may cause less accuracy of the FoG detection, but brings the 
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pros that users do not need to wear any additional sensors than smartphones in their 
pocket. For FoG events recognition, we designed and tested different deep learning 
architectures. 

For the primary reference on the foundations of neural networks and deep learning 
architectures, follow Goodfellow et al. in [42]. The usual architecture consists of 
some feature extraction and classification parts, where the second one is often 
realized as one or more fully connected feed-forward layers. For the extraction part 
in time series classification tasks, the main architecture types or elements within the 
neural network area include: 

 Convolutional layers – a type of architecture often used for features 
extraction in image recognition extraction, but in a 1-D setup are also used 
to identify features from time series. Convolution 1-D layers are suitable 
for identifying local changes in time series. 

 Long Short-Term Memory (LSTM) – recurrent network architecture for 
time series sequence learning, significantly better in learning longer 
relations between the elements within the series. Several extensions of the 
approach, like bidirectional LSTM, enhance features extraction from time 
series windows in both directions (forward and backward in time). 

 Specific layers for preprocessing features – in time series, there are often 
some specific operations that are useful for extracting features, e.g., 
Fourier transformation, which helps for the analysis of frequencies. Such 
processing elements can also be applicable as a layer within the 
architecture [43]. 

 Hybrid architectures – a combination of previous architecture types 
(elements) within the one network. 

We decided to combine such elements with another architectural idea used to 
improve classification and scalability in our work. It means that we combine parallel 
blocks within the architecture (with different setups in every block), producing one 
concatenated feature vector, followed by a fully connected part for final 
classification. This combined approach helps the classifier to enhance its granularity 
and robustness. The main idea comes from inception models from Google for more 
complex networks, which were introduced in [44], but we applied the principle for 
smaller networks. The main advantage of such architectures is that information is 
processed on different scales simultaneously within parallel blocks and their 
features are aggregated for one feature vector, which leads to better classification 
results and robustness of the models. We had a good experience with such 
architectures in other works in the domain of astrophysics, where we used it to 
classify eclipsing binary stars [45] or radio galaxies [46]. 

In the modeling phase, we used ReLU activation function in hidden layers and 
softmax for the output layer. We used categorical cross-entropy as a loss function 
and SGD as an optimizer. We compared four architectures to find the best for our 
purposes: 
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 CNN model – contains three parallel CNN (Convolutional Neural 
Network) blocks of layers with an input batch of 64 samples, each with 
three values. The CNN layers differ in the number of filters (20, 40, or 50). 
The output has two neurons with a soft-max activation function. 

 CNN + LSTM model – has two parallel flows. One with CNN layer and 
the second with bidirectional Long Short-Term Memory layer. 

 2xCNN + LSTM model – has three parallel flows. One block contains a 
bidirectional Long Short-Term Memory layer, and the second and third 
blocks contain the CNN layers. Same as in the first model, CNN-based 
blocks differ in the number of filters in layers. 

 Fourier + CNN – adds to CNN model Fourier transformation as a pre-
processing layer. Moore et al. in [27] found the importance of Fourier 
transformation in the detection based on frequency analysis. 

4.3 Final System Architecture 

It is essential to combine all the aspects mentioned above for practical application. 
Therefore, we proposed a cloud-based recognition system that connects acoustic or 
tactile aids. The cloud-based system enables the online model upgrade. The system 
consists of a mobile device as a sensor and an actuator for aids. As the first step, it 
is needed to label test data for a user, and then the system is able to work by itself. 

Figure 4 

High-level architecture of the proposed system 

Thanks to cloud-based messaging, the system may change the recognition system 
without changing any client application running on the user device. Figure 4 depicts 
the high-level architecture of the system. 

  1. Data collection 

3. Cue activation 

2. FoG detection 
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The solution can be divided into two parts: server and client application. The client 
application runs on a smart device, which can be easily held in the patient's pocket. 
Because the recognition algorithm was developed for 64 Hz data, the mobile device 
must be compatible with the need for an acceleration sensor with a frequency of at 
least 64 Hz. According to the Android 12 Compatibility Definition document [47], 
it is strongly recommended that Android phones include an accelerometer sensor, 
which (if included) must provide data with a frequency of at least 100 Hz.  
The second requirement for the device is a functional internet connection. When no 
internet connection is available, the application does not offer a recognition feature. 

The task of the client application is to record data from the accelerometer at the 
required frequency (for the presented models, it is 64 Hz). The recorded data are 
aggregated and sent as one batch (size N) to the server. FoG cueing is activated 
depending on the server response. After each N / 2 measurement, the batches are 
sent to improve performance and reduce response time. It means that for a batch of 
64 samples (1 second at 64 Hz), we send data to the server every 32 new samples. 
One batch consists of N / 2 rows of old data (data used in the previous recognition), 
followed by N / 2 rows of new data. This halves the recognition time delay. 

The server application uses a cloud platform as a service (PaaS) solution from a 
local provider running the Ubuntu operating system. The application is written in 
NodeJS and offers a Rest API. The Rest API offers a POST method at [host]/fog. 
The method accepts a json file containing the person's id and a recorded data, as the 
following code example shows: 

{ 

    "person":12, 

    "data": [ 

        [202,1803,386...], 

        [292,1598,-49...], 

        ..... 

    ] 

} 

The server provides a simple answer, containing a flag if the batch is FoG or not: 

{ 

    "fog": true 

} 

 

After the API method is called, the server receives the data and evaluates the model. 
The machine learning operations run using the TensorFlow JavaScript machine 
learning solution. According to the person ID sent in the actual request, the correct 
TensorFlowJS model is loaded and evaluated using predict function applied to 
received values. 
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The solution with presented settings (64 Hz frequency and batch of 64 samples) 
creates requests up to 1.2 KB. The application makes two calls in one second.  
It creates a maximum of 2.4 KB (19.2 Kb) network traffic per second. This 
requirement can be met with huge reserve by the current mobile networks. If the 
number of clients connected to the server raises the required performance of the 
server application, it could be easily scaled thanks to using a SaaS cloud service. 

5 Results and Evaluation 
The success of the presented solutions depends on two of its abilities. The first is to 
provide cueing that effectively reduces the number of freezing of gait (FoG) 
episodes, shortens FoG time, or helps overcome it. The second is the use of a 
machine learning algorithm that is efficient enough to recognize an FoG episode 
and provide on-demand guidance. 

5.1 Evaluation of Wearable Aids Testing 

Eleven patients ‒ four women and seven men with an average age of 66.44 years 
took part in the experiment. The average duration of patients' disease has been eight 
years. The acoustic and tactile cueing has been tested. Due to the motion limitation 
and fatigue, patients usually do not finish all tests. Two patients show no FoG events 
during the test walk. We excluded these patients from the evaluation. 

We observed improvement in total walk time and the number of freezing of gait 
events during the test. The average total time of walk without any cueing was 42,43 
± 19,43 seconds, and the average number of FoG occurrences was 1,95 ± 1,27.  
As we mentioned before, the acoustic cueing was tested with three frequencies - 60, 
90, and 120 BPM. There was a decrease in the number of FoG events and total walk 
time in all tested frequencies, leading to smoother and safer walks of the patients. 
The average reduction of occurrences of FoG events was about 60% in all three 
tested frequencies. However, the frequency of 120 BPM shows the best results in 
walking speeds (23,03%). Table 2 shows an overview of the results of acoustic aids. 

Similarly to acoustic aids, we tested vibration aids on three different frequencies. 
The basic level is the patient's base step frequency (p). Then, the tested frequencies 
are p, p/2, and p/4. The number of tested subjects was lower than in acoustic aids 
testing. The main reason is that some patients had problems with sensitivity.  
We also issued problems with their fatigue after the previous testing. Table 3 depicts 
the results of the testing. We achieved the best results with the frequency of p/4, but 
only two people took part in the test with this setup. These people were patients in 
good conditions who were able to take part in all tests. The good health conditions 
of patients may affect the results. However, generally, we can see that vibration aids 
can significantly decrease the number of FoG events by at least 80%. 
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We can see different numbers of tested subjects for various frequencies. During 
experiments, not all patients could finish all experiments due to their physical 
abilities – fatigue or other complications. In these cases, we had to end 
measurements earlier. That caused the different number of patients in columns in 
Table 2 and Table 3. Average walk time is calculated from times for users who took 
part in the experiment with the required frequency. Average walk time with aids 
can be calculated as "Average walk time T" plus "Average decrease of T". 

Table 2 

Results of acoustic aids testing 

 60 BPM  90 BPM 120 BPM  

Number of tested subjects 5 8 6 

Average walk time – T (seconds) 28,03 36,78 25,26 

Average decrease of T (seconds) 2,51 5,63 7,35 

Average decrease of T (%) 9,30 11,25 23,03 

Average decrease of FoG (occurrences) 1,60 1,56 2,25 

Average decrease of FoG (%) 64,28 62,50 58,33 

Table 3 

Results of vibration cueing 

 p  p/2 p/4 

Number of tested subjects 5 5 2 

Average walk time – T (seconds) 34,12 35,21 26,23 

Average decrease of T (seconds) 2,99 1,86 2,76 

Average decrease of T (%) 5,88 2,45 11,09 

Average decrease of FoG (occurrences) 1,4 1,4 1,5 

Average decrease of FoG (%) 80 80 100 

Due to the results of experiments, and according to theoretical background known 
from the literature, the designed acoustic and vibration aids show their usability for 
the proposed system. 
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5.2 Evaluation of FoG Recognition Algorithm 

To evaluate FoG recognition models based on deep learning architectures, we used 
the following metrics: 

 Accuracy = (TP+TN)/(TP+FP+FN+TN). It's the ratio of the correctly 
labeled subjects to the whole pool of subjects. 

 Recall = TP / (TP+FN). Recall (sensitivity) is the ratio of the correctly 
positively labeled subjects by our models to all truly positive subjects. 

 Precision = TP / (TP + FP). Precision is the ratio of the correctly positive 
labelled subjects by our models to all positive labelled subjects. 

 F1 score = 2 * (Precision * Recall) / (Precision + Recall). It is the 
harmonic mean of the precision and recall. 

where: 

 TP – True Positive - event marked as FoG is really FoG, 

 TN – True Negative - event correctly marked as normal gait, 

 FP – False Positive – event marked as FoG, but is normal gait in reality, 

 FN – False Negative – event is predicted to be normal gait but is FoG in 
reality. 

The accuracy metric may be misleading for the unbalanced dataset. The freezing of 
gait (FoG) appears as a relatively short episode, interrupting the long duration of 
normal gait. Due to it, FoG datasets are strongly unbalanced. For practical 
application, the most crucial metric is recall. We considered as important to mark 
data batch as FoG also when it sometimes is marked as a false positive. In addition, 
we also considered precision and F1 score to take into account. The results showed 
significant differences between patients. Table 4 depicts personalized results for 
five selected patients from the dataset (who offer enough records). 

Table 4 

Personalized metrics of FoG class detection for every type of model. Bold marked numbers are the best 

results for five patients (S01-05). The results are considered for every batch of data separately. 

3xCNN recall precision F1 

S01 38% 62% 47% 

S02 62% 88% 73% 

S03 50% 72% 59% 

S05 39% 48% 43% 

S07 7% 27% 11% 
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CNN + LSTM recall precision F1 

S01 36% 63% 46% 

S02 63% 88% 73% 

S03 51% 73% 60% 

S05 21% 46% 29% 

S07 5% 40% 8% 

2xCNN+LSTM recall precision F1 

S01 51% 52% 52% 

S02 62% 90% 73% 

S03 61% 71% 66% 

S05 30% 46% 37% 

S07 12% 62% 20% 

Fourier + CNN recall precision F1 

S01 72% 40% 52% 

S02 44% 96% 60% 

S03 56% 68% 61% 

S05 57% 50% 53% 

S07 21% 32% 25% 

If we choose the same model architecture for all users, the average recall will be 
about 50%. However, if we use a personalized architecture and model with the best 
results for each user, we may achieve an average sensitivity of 55%. One of the 
problems with learning models and evaluation of results per batch is the small 
proportion of FoG events for patients in their data stream from the sensor. It varies 
from 5%-24%, where worse results are for the more imbalanced dataset because 5% 
means that only a small amount of batches had detectable events. It is especially a 
problem for S07 patient's data. For other patients, the average recall is better. While 
our solution shows lower sensitivity than other works, the deeper analysis showed 
some promising details: 

 Again, it is essential to mention that we use only one sensor compared to 
the three used in most other works. Therefore, we provide a cheaper 
alternative for detection combined with an eventual type of aid (acoustic 
or vibration-based). 
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 For more balanced streams of data in the learning process, from patients 
with more than 15% and/or higher number of events in general, average 
recall of their personalized models for FoG batch detection is at least 65%. 

 In a practical setup, FoG events in batches are not uniformly distributed 
but combined within one longer event (episode – more batches during 
some time). It means that there are more FoG batches in real life near each 
other, and with an average of 65% recall, it is possible to detect at least one 
FoG batch during the actual FoG event of a patient. 

Especially the last observation has an important impact on practical 
implementation, when the achieved sensitivity for particular batches may be 
sufficient for the final usability of the system. It is important to note that the 
algorithm evaluates many batches during a single real-life FoG event (e.g., 20 
batches for a 10 s FoG event). Figure 5 shows an example of five freezing events 
with a number of batches during every FoG event. One rectangle illustrates one 
batch as a one-second interval. The intervals overlap by 500 ms, increasing the 
number of batches and decreasing detection delay. 

 

Figure 5 

Test API calls for cueing with sample data from one of the patients for his FoG episodes. All rectangles 

are data batches recognized as FoG events by annotators. For every freezing event (even for their 

different length), our algorithm has several correct FoG detections, and API will start cueing the patient 

successfully. 

In practice, we need to detect at least one of the first few batches during the FoG 
event to help overcome it for a workable solution. To try the performance in real 
conditions, we tested the system by calling created API function with sample data 
from the dataset. We found out, that in all of the FoG events, more than a half of 
batches in the event have been marked as a FoG. The visualization for one of the 
patient and his five freezing episodes is available in Figure 5. Thanks to detection 
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of at least some of the batches from the start of the episode as FoG, our system will 
start cueing the patient after the first detection. Moreover, for most freezing 
episodes, the first detection is in one of the first batches, usually less than 1-2 
seconds. Therefore, the presented solution will help the patient during the FoG 
episode with the current technological setup and detection algorithm while 
providing a cheaper solution for the system's sensor and cueing parts. 

Conclusions 

We proposed the system combining smart and wearable devices for detection of 
freezing of gait events of Parkinson's disease patients and their cueing using simple 
acoustic or vibration aids. Our experiments have shown that we can significantly 
improve walkability for patients suffering from the freezing of gait symptoms and 
improve their quality of life. The proposed system is one of the solutions to make a 
practical system based on cheap devices, which took part of life for almost 
everyone. Our detection algorithm has some limits, but it can still detect freezing of 
gait episodes soon after starting with only one sensor in mobile devices. It is the 
more convenient solution for patients because they only need their mobile devices. 
The medical assistant, who helped us with the experiments with patients during the 
experiment, also provided us with his feedback on the potential of the proposed 
solution: "…in comparison of acoustic and vibration aids, acoustic aids were more 
convenient for application and more convenient for patients. In the future, I would 
welcome the opportunity to install the application on a mobile phone for every 
patient with a stronger freezing of gait to improve their quality of life." 
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Abstract: The paper presents a new methodology for the lateral control of autonomous 

vehicles. The proposed cascade structure realizes two main components: a model 

predictive control (MPC)-based outer loop and an internal model control (IMC) based 

inner loop. In the outer loop, a unique model predictive control is introduced that 

eliminates the tuning parameters of the system by introducing a hierarchical optimization 

system. Each cost function of the hierarchical optimization focuses on minimizing a 

physical phenomenon. The inner loop handles system dynamics and nonlinearities, 

providing a robust system against external disturbances and parameter changes. After 

presenting the proposed structure, proper comparisons were performed: firstly, to see the 

advantages of the tuning parameter-free method and secondly, to highlight the benefits of 

the IMC-based method. Finally, the whole system is compared to a reference controller, 

available in MatLab. 

Keywords: model predictive control; internal model control; minimal tuning parameters; 

vehicle lateral control 

1 Introduction 

The lateral control problem of vehicles is one of the main emphasized questions of 

autonomous vehicles. One of the biggest goals of autonomous vehicles is to 

increase safety on roads. That means the vehicle control methods should be 

prepared to handle unexpected or unmeasured effects such as external 

disturbances, parameter changes, and suddenly changing environments. Therefore, 

the nonlinearities and the dynamics of the vehicle should be considered, giving a 

solution that is universal under all circumstances. It is supposed that the path is 

given as a reference, e.g., calculated by a receding horizon control algorithm [1] or 

a dynamic optimal control problem [2], so the path planning part of the problem is 

not included in this paper. 
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Several solutions handle the nonlinearities, parameter uncertainties, and dynamics 

of the vehicle, even using machine learning or fuzzy techniques [3, 4]. Adaptive 

control methods manage model imperfections using the multivariable fixed point 

iteration method [5]. An iterative feedback tuning controller can handle the strong 

nonlinearities of systems [6]. Integral backstepping control realizes a feedback 

control rule for the problem [7], ensuring stability based on the Lyapunov theory. 

Two parameters are weighting the lateral position and the orientation errors for the 

feedback loop that should be tuned for the controller. The feedback linearization 

method leads to a chained system that can be handled by a linear matrix 

inequalities problem using the peak-to-peak performance approach [8]. However, 

this method includes a trial-and-error-based parameter tuning method, which 

provides knowledge of the behavior of the system only in the tested cases. 

Another feedback solution, the potential-field-based method, was introduced in 

[9], but only a proportional-derivative controller is tuned for the feedback control. 

This method also lacks the usage of existing knowledge of the model.  

The flatness-based method deals with the dynamics of the vehicle, but only linear 

tire models are included [10, 11]. The proper knowledge of the nominal model 

parameters is crucial in this method, and a tuning process should also be 

performed on the gains. The main disadvantage of the different feedback-based 

methods [8] is that system noises can result in unnecessary control actions 

compared to methods that consider future references. 

The feedforward-feedback method was introduced in [13], which is a virtual 

potential field-based solution. However, the steering control signal is determined 

from three independent signals (yaw damping, lane-keeping, and feedforward 

branch), which are hard to handle if the system reaches its rate limit or final value 

limit. A path planning and tracking algorithm realizes both feedforward and 

feedback parts of the control, but separately. The physical limitations are handled 

by the curve-based feedback loop [14]. 

The model predictive controller (MPC) is a method that integrates the feedforward 

and feedback loops into one system. This method can determine the control signal 

based on optimization, using the existing knowledge about the system: its model 

with accurate complexity (including nonlinearities and dynamics) and its 

parameters [15]. The methods presented in [2] and [16] use linearization around 

the prescribed nominal trajectory to gain a real-time solvable problem. However, 

this method operates with more than a dozen of parameters, and the control 

structure excludes direct feedback, so the reaction of the controller to sudden 

disturbances or changes could be improved. The parameter changes can be 

handled with an adaptive MPC [17], but the adaptation rule presupposes that 

specific parameters are measured. The MPC method can be formulated based on 

the input-output variables and internal states such as yaw-rate [18]. The advantage 

of the second approach is that the behavior of the vehicle can be controlled 

directly, concerning the states, despite the indirect methods. 
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The main contributions of this paper include a methodology that can eliminate the 

intuitively tuned parameters from MPC controllers, providing non-specific control 

rules. The optimization is performed based on physical phenomena instead of 

summing up different expressions with weighting coefficients in the cost function. 

The proposed algorithm includes a novel hierarchization method that ensures 

feasibility for the parameter-free approach. This method is placed in a cascade 

control structure [19, 20], formulating the outer loop. The inner loop handles the 

dynamics and the nonlinearities of the system, providing robustness against 

external disturbances and parameter changes. The proposed control approach is 

compared with the classical MPC methods to see its advantages. The parameter-

free method is examined in the simulation, comparing the outer loop. Then, the 

inner loop is compared to see the performance of the IMC structure. The whole 

structure was compared to the lane-keeping assist (LKA) reference controller 

available in MATLAB. 

In the following, in Section 2, the system modeling approaches are detailed. After, 

Section 3 introduces the solution of the proposed structure for dynamics handling 

together with the custom solution. The classical and the proposed model 

predictive approaches are detailed in Section 4. The controllers developed for the 

comparison-based evaluation are introduced in Section 5. The proposed and the 

reference controllers are compared and evaluated in simulation, and the results are 

written in Section 6. Finally, the conclusions are gathered in Section 7. 

2 Modeling Considerations for Lateral Vehicle 

Control 

In this section, the modeling considerations are presented. The proposed controller 

uses the kinematic model in the outer and the dynamic model in the inner loop. 

The simulation framework uses the nonlinear dynamic bicycle model. 

2.1 Kinematic Model and the Frenet Frame 

The kinematic unicycle model can determine the planar behavior of the vehicle. 

This model is described in the Frenet frame, as can be seen in Fig. 1. This frame 

defines the states of the vehicle in a path-based coordinate system with three 

parameters: the distance from the reference path (d), the orientation compared to 

the orientation of the reference path (ψp), and the distance taken along the 

reference path (s). The kinematic behavior of the vehicle can be described by a 

nonlinear state equation system [21]: 

 (1) 
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where ux is the longitudinal speed, r is the yaw-rate (r=ψ, where ψ is the 

orientation of the vehicle), and C(s) is the curvature of the path. 

 

Figure 1 

The unicycle in the Frenet frame 

It is assumed that the vehicle goes with constant velocity to make the latter 

controller comparison methods clearer by omitting the longitudinal dynamics. 

Also, the small-angle assumptions and the first-order Taylor-series approximation 

can be used on this model [20]. The derivative of the yaw-rate  is 

chosen to be the control signal since it describes the control effort performed 

during the maneuver. By using ρ, the linear state equation can be derived for the 

Frenet frame model: 

 (2) 

This linear equation system can be used for state prediction. The future state 

values of the model can be determined by using a pre-known input vector and the 

initial state values [20]. 

2.2 Dynamic Bicycle Model 

The dynamic nonlinear bicycle model is needed to have proper knowledge of the 

behavior of the vehicle. This model can be seen in Fig. 2. The state equations of 

this model can be derived by writing up the forces and moments balance on the 

center of the gravity (COG): 

 (3) 
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where uy is the lateral speed, Fyi, i={F, R} is the lateral tire force for the front (F), 

and the rear (R) wheels, m is the mass of the vehicle, Iz is the inertia around axis z, 

a is the distance between the front axle and the COG, b is the distance between the 

rear axle and the COG, and δ is the road wheel angle. 

 

Figure 2 

The bicycle model of the vehicle 

The nonlinear tire model is created by a two-parameter approximation [22] of the 

Pacejka tire model [23] to determine the lateral tire forces: 

  (4) 

where clat is the shape factor, and blat is the stiffness factor, αi is the tire sideslip, 

and Fzi is the vertical force, calculated from the geometry of the model: 

  (5) 

The tire sideslips can be determined based on geometrical considerations: 

 (6) 

It is common to handle the vehicle with the linearized model, which can be gained 

by the small angle assumptions and substituting the tire model to a linear one. This 

linear tire model can be described by only one parameter, the cornering stiffness 

Fyi = CiFzi, i={F, R} [17]. This way, the linearized dynamic model can be derived 

from Eq. 3: 

 

 (7) 

The nominal values of the vehicle model used in the simulation can be found in 

Table 1, together with the parameter names and units. 
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3 Handling Model Dynamics 

Two ways of handling the dynamics of the system are presented in this paper.  

The widespread method among model predictive controls is that the model with 

its dynamics is included in the prediction. It means that the linearized dynamic 

model should have the problem manageable with the convex optimization 

methods, or global nonlinear solvers should be included to handle the model 

without linearization. The other way is that the dynamics are not included in the 

prediction, only the kinematics, creating a cascade structure. In this structure, 

there is an outer loop for handling the predictive control with a kinematic 

approach (considering limitations derived from the system dynamics) and an inner 

loop driving the dynamics of the system. 

Table 1 

Parameters of the vehicle 

Symbol Name Value 

m Vehicle mass 1523 kg 

Iz Inertia around z-axis 2330 kgm2 

a Distance between COG and front axle 1.5 m 

b Distance between COG and rear axle 1.2 m 

clat Shape factor 1.472 

blat Stiffness factor 10.87 

|δ|max Maximum of road wheel angle 1.05 rad 

|dδ/dt|max Maximum steepness of road wheel angle  1.35 rad/sec 

3.1 Linearized Dynamic Model 

The first presented method handles the dynamics by linearization. The linearized 

dynamic model can be written up in the Frenet frame, so the steering wheel angle 

can be determined directly from this model using an MPC formulation. The state 

equations are gained from the linearized Frenet frame (Eq. 2) and linearized 

dynamic model of Eq. 7 using the state vector xd = [d, ψp, uy, r]: 

 (8) 

The control structure of the MPC using the linearized dynamic model can be seen 

in Fig. 3. The localization block is responsible for determining the Frenet frame 

state variables and the curvature of the reference path for the prediction and 

control horizon. The dynamic MPC uses the model described in Eq. 8 for 

determining the requested control signal (δc). This MPC can be both the 
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parameter-free and the classical method in this approach (as these two types are 

detailed later in Section 4. It should be noted that in this structure, the errors are 

not fed back directly. Only the prediction-based part compensates for them, which 

naturally introduces a delay in the reaction. 

 

Figure 3 

Control structure using the linearized dynamic model 

3.2 Nonlinear Dynamic Model-based Feedback Structure 

In this section, a different dynamics model handling method is proposed. This 

method handles the problem in a cascade structure, as can be seen in Fig. 4.  

The outer loop is a model predictive method using the linearized kinematic model 

(Eq. 2), and the inner loop realizes an internal model control (IMC) structure.  

The kinematic-based MPC does not determine the required road wheel angle but 

determines the required ρ, which is the most important state variable of the system 

concerning the lateral behavior. This MPC can also use the parameter-free 

approach or the classical method detailed later. It should be noted that proper 

limitations should be used in the outer loop to ensure feasibility in this cascade 

structure. 

 

Figure 4 

 Control structure using kinematic and dynamic models in a cascade structure 

The inner IMC structure can be seen in Fig. 5. A realizable inverse is placed on 

the feedforward branch that can determine the required road wheel angle (RWA). 

Here, the physical limitations (rate limit and final value limit) of the given system 

can be enforced. The inverse of the model is calculated based on the nonlinear 

model of the vehicle (Eq. 3) by solving the nonlinear equation for ρref, using 

numerical approximation. The calculated RWA is then actuated in the vehicle and 

inputted to a model connected parallel with the plant. Then, the difference 

between the model and the plant is fed back through an autoregressive-like filter. 

This filter is responsible for noise suppression, using the following equation: 
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 (9) 

where af is the filter parameter, k is the discrete-time step-index, ρ is the value 

measured on the vehicle, and ρm is the value calculated by the model. The whole 

feedback loop is responsible for compensating the external noises and the effect of 

parameter mismatch. The presented structure exceeds the classical MPC method 

with a feedback loop. This system can react faster to the disturbances since the 

most critical internal state parameter is controlled in the inner loop. Additionally, 

this method can be extended to handle multi-actuator systems [19]. 

 

Figure 5 

The inner loop realizing IMC 

4 Model Predictive Control 

The model predictive control method is an advanced technique widely used in 

various fields of optimal control problems [24]. The Model Predictive Control 

approach mentioned above will be detailed in this section by presenting the 

classical MPC method. The paper focuses on the main disadvantage of the 

classical MPC methods: they have cost functions with mixing values by tuning 

weights. The proposed parameter-free, hierarchical method that answers this 

problem will be detailed in this section. 

4.1 Classical Model Predictive Control 

Model predictive control is the most common approach among predictive 

controllers. The most obvious use case of predictive controllers is the discrete-

time version with finite prediction and control horizon. For the sake of simplicity, 

the prediction and the control horizons are defined to be equal. 

In general, the cost functions of predictive controllers include two parts.  

The control signals and the reference tracking error are included in these cost 

functions [24]. Defining N as the length of the horizon, Nx as the number of the 
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states, Nu as the number of inputs, Ny as the number of outputs, x=[x1,x2,…,xNx] as 

the state vector, u=[u1,u2,…,uNu] as the input vector, and y=[y1,y2,…,yNy] as the 

output vector, the general MPC problem formulation can be given. Minimize: 

 (10) 

where ej(k) is the difference between the jth reference and the predicted state value 

at the kth time step (ej(k)=yj(k)-yj
ref(k)), and Wej is the corresponding weight. For 

the control signal, Δuj(k)2 corresponds to the control effort performed at the jth 

input at the kth time step, and Wuj(k) is the corresponding weight. 

The minimization should be performed subject to constraints coming from the 

state equations of the controlled system: 

 

 (11) 

and to the constraints derived from the limitations of the states, the inputs, and the 

outputs. 

It can be seen that this cost function formulation has Nꞏ(Ny+Nu) weighting 

parameters. These weights provide the possibility for the designers of the 

controller to determine different weighting strategies in the cost function.  

The simplest solution is when the weights are constant for the whole horizon for 

each input or output. In some cases, the cost concerning the final state is 

highlighted compared to the running cost. 

The existence of this amount of tuning parameters is twofold. On the one hand, 

the system performance can be maximized in predefined specific scenarios by 

finding the proper parameter tuning. On the other hand, the cost function 

including these parameters is a mixture of different values (considering physical 

meaning) on a different scale. Even if these values are normalized in some 

approaches, it is hard to interpret the real meaning of the cost function in the 

control environment, and it is not defined by physical law. However, there is no 

proper method given to find this parameter tuning. Additionally, there is no 

insurance that using the found parameter set, the performance of the system will 

remain if the test scenario or the system parameters change. 

Linear state equations are created in Eq. 11. In our case, the linearized kinematic 

or the dynamic model (Eqs. 2 and 8) can be used for the state prediction.  

The future states and outputs can be determined in a closed form, using the linear 

equations if the future inputs are known. The linearized problem results in convex 

quadratic programming (QP) optimization problem. The problem complexity is 

crucial concerning the real-time applicability of the control method [25]. Due to 

the improvement of the available computing capacities, this problem can be 

solved in real-time, so the MPC method has become a widespread solution [24]. 
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4.2 Parameter-free Model Predictive Control 

The proposed method eliminates the weights and creates a cost function that has a 

physical interpretation. This is reached by decomposing the mixed cost function 

presented in Eq. 10. For the actual lateral control problem, the cost function 

should be used with the following variables: 

 (12) 

According to the approach of a chauffeur, the path following is performed by 

minimizing the lateral and orientation error at a certain looking ahead distance.  

In the ideal case, these errors can be driven to zero during the control horizon so 

that these parts can be transformed to equality constraints. Finally, it results in that 

the remaining part includes only the control effort that was requested at the control 

input. 

If the case is not ideal, this transformation of the cost function may cause 

infeasibility. A hierarchic solver method is introduced in order to solve this 

feasibility problem. This method drives the system step-by-step towards 

feasibility. Each equality constraint is first introduced as a cost function to 

minimize the distance from reaching equality. If equality is reached, it is 

introduced as a constraint while the following constraint is transformed into a cost 

function. After introducing all constraints that continuously maintain feasibility, 

the original cost function minimizing the control effort can be used in the 

optimization. 

The outputs of the lateral control problem are formulating an integrator chain 

since the lateral error is connected to orientation via integration, as can be seen in 

Eq. 2. This chain determines the order of the introduction of the constraints: 

firstly, the orientation constraint is satisfied, then the position, to prevent 

overshoot. 

In the following, the optimization problems of the sequential algorithm are given 

for the kinematic model defined in Eq. 2. Using the notations ρ=[ρ1,ρ2,…,ρN], and 

the state vector x=[r,d,ψp], the first optimization can be formulated: 

 

 

,
 
 (13) 

where the limitations are considered for the yaw rate and its derivative, coming 

from the physics of the vehicle, and the state values are calculated in a closed 

form using the measured states and the linear models presented in section 2. After 

ensuring the orientational constraint, the lateral error is minimized by replacing 

the cost function with |dN(ρ)| and adding an equality constraint ψpN(ρ)=0 to 

equation (13). Finally, in the third optimization, the control effort is minimized, 

transforming the last goal into a constraint: 
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.                  (14) 

In this hierarchical method, the algorithm performs the following optimization 

only if the minimization reaches zero, showing that the constraint is feasible. After 

the optimization, the first element of the optimal control vector is actuated, 

realizing the receding horizon approach. 

This way, the weights are eliminated, but on the other hand, instead of one, three 

optimizations should be performed to ensure feasibility. Since the model is stable 

and the problem is feasible, the controller is stable [24]. However, using the 

linearized model, the optimization problems are created to be Convex problems, 

so they have unique solutions and can be solved in real-time [26]. 

5 MPC Controllers for Comparison 

Firstly, the outer and the inner loop of the proposed method will be examined 

separately, and then the whole structure will be compared to a nominal solution.  

In this section, the three MPC models used as a base for the proper comparison are 

presented to support the presented cost function and dynamics handling approach. 

5.1 Kinematic MPC with Mixed Cost 

In this case, the classical MPC with mixed cost function uses the kinematic 

bicycle model presented in Eq. 2, within the structure presented in Fig. 4. This 

controller is the reference for the outer loop comparison, denoted as MIXIMC. 

The optimization problem is formulated as follows: 

 

 

, (15) 

where Kd Kψp, and Kρ are the weights for the lateral error, orientation error, and 

yaw acceleration, respectively. 
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In this case, it should be noted that these weights are considered constant over the 

control horizon. However, in some cases, better performance can be reached by 

having weights that are changing over the horizon. It results that the cost function 

of the optimization problem in Eq. 14 may contain 3N parameters. 

5.2 Dynamic MPC with Parameter-Free Cost Function 

The second comparison focuses on the presented inner loop approach, the IMC 

structure. The reference controller for this comparison is created based on the 

linear dynamics model described in Section 3.1, using the structure presented in 

Fig. 3. This controller is denoted as PFD. Since the model includes the road wheel 

angle, it serves as an input for the system. The optimization problem is formulated 

similarly to the sequential, hierarchical approach presented in Section 4.2. 

Using the dynamic model, the MPC handles the system dynamics and determines 

the control signal, using the parameter-free approach, but without having feedback 

for the internal states of the system. The cost function is calculated similarly to the 

kinematic MPC, based on ρ for a proper comparison. The only difference is that 

the linear dynamic model is used instead of the kinematic model. However, this 

approach does not consider the nonlinearities in the system and does not have 

direct feedback for the dynamics behavior. 

5.3 LKA Subsystem 

The publicly available most complex and advanced controller is chosen for the 

complete comparison of the system. The lane-keeping assist (LKA) subsystem 

[27] includes the linearized dynamic model (Eq. 8) expanded with state estimation 

for handling the input-output disturbances. 

This is an adaptive model predictive control structure, implemented using the 

Frenet-frame. The MPC formulation of this system is quite similar to the one 

presented in the previous Section. The disturbance rejection is realized by 

estimating the plant model and the controller states based on a disturbance model 

and the measurement noise model, using a linear-time-varying Kalman filter 

(LTVKF). The state estimation introduces further tuning parameters since two 

gain matrices are needed for its algorithm. Additionally, this system uses scale 

factors that the controller designer should also specify. 

In this paper, the default values of this subsystem were used (estimator gains, 

scale factors, etc.). Only the cost function weights were tuned during the 

comparison method. 
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6 Simulation Results 

In this section, the simulation results will be presented. Firstly, the simulation 

environment and the evaluation methods are detailed, followed by the three 

comparisons for the inner loop, the outer loop, and the whole proposed structure. 

6.1 Simulation Environment 

The simulation environment was implemented in MatLab & Simulink. The plant 

was modeled using the nonlinear dynamic bicycle model using the nonlinear tire 

model, presented in Section 2.2, using the nominal parameters (Table 1).  

The simulation run with fixed step size (dt = 0.002 s), using the ode4 solver.  

The optimization problems were implemented as MatLab function blocks, using 

the Optimization Toolbox of MatLab. The controller runs on a lower frequency 

with fc =50 [Hz]. The horizon was set to be N = 15 (similar to the LKA reference 

controller), and the discrete step of the linear system prediction was set to be  

dtp = 0.05 [s]. The filter parameter (αf) was 0.3, which is sufficient against the 

numerical errors of the simulation. 

Due to the structure of the simulation software, it is easy to modify the parameters 

of the plant, emulating the mismatch between the controller model and the plant. 

Also, external disturbances can be added to the model for testing the disturbance 

rejection performance of the controller. 

6.2 Evaluation Methods 

In this paper, two types of evaluation methods were used to compare. Scalar-based 

evaluation gives a scalar number as a result of a successful measurement.  

The scenario-based comparison is performed based on a higher level overlook on 

the system, where a single scalar value is not enough to characterize the system. 

The following integral and maximal values were considered for the scalar 

evaluation of the presented controllers: 

� Max error: emax = max|e(k)|, e={d,Ψp}, calculating the maximum absolute 

value of the error. The errors are the lateral and orientation deviation at the 

kth time step. 

� Error integral: eint = dt Σe2(k), e={d,Ψp}, the discrete-time integral of the 

squared value of the error. 

� Max control value: umax = max|u(k)|, the maximal value of the actual 

control input of the system (that is usually included in the mixed cost 

function or is at the end of the hierarchic solution). 

� Control integral: uint  = dt Σu2(k), the discrete-time integral of the squared 

value of the control input. 
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The scenario-based comparison is based on the examination of the behavior of the 

vehicle during different predefined test scenarios [28]. Concerning the lateral 

control, the overshooting and the setting ability of the reference tracking were 

investigated. Three test cases were defined for examining the controllers: straight-

line following with initial lateral error (dy), straight-line following with initial 

orientation error (dψ), and the lane change maneuver (LC). 

These tests can give a picture of the controller upon its state error rejection and 

path-following performance. Also, these tests were expanded with further 

examinations with disturbance rejection and handling the plant parameter changes. 

6.3 Comparison of the Cost Functions 

Firstly, the outer loops were compared, implementing the proposed IMC-based 

inner loop for the dynamics handling as it is described in Section 3.1. The tuning 

parameter-free (PF) method was compared with the MPC with the mixed cost 

function-based (MIX) method to examine the outer loop. The three parameters of 

the MIX controller were tuned so that during the lane-change maneuver, it reaches 

the same control effort as the PF has, resulting in the parameter tuning: Kd = 6,  

Kp  =0.5, Kψ =10. The performed maneuver can be seen in Fig. 6. 

 

Figure 6 

The trajectories of the Parameter-free and the Mixed MPC methods performing the lane change 

maneuver while using the same lateral control effort 

Another scenario was performed, using the same parameter set tuned for the lane 

change to see the sensitivity of the parameter tuning. The results of the lateral 

error test (dy) can be seen in Fig. 7. 
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Figure 7 

Comparison of lateral error elimination with the parameter set tuned for the lane change maneuver 

Table 2 

Maneuver evaluation of controllers 

Man. Cont.  uint  umax dint dmax Ψpint Ψpmax 

LC 
PF 1.263 1.271 2.10ꞏ10-2 1.43ꞏ10-1 7.76ꞏ10-4 2.84ꞏ10-2 

MIX 1.251 1.262 1.26ꞏ10-2 1.07ꞏ10-1 8.55ꞏ10-4 2.94ꞏ10-2 

dy 
PF 2.740 2.108 24.15 5 0.132 0.350 

MIX 7.437 2.220 20.51 5 0.288 0.571 

Both maneuvers were evaluated, and the results can be seen in Table 2. It can be 

seen that in the LC maneuver, as it was the goal, both controllers perform with 

almost identical control effort (uint). Also, in the first test case, the MIX controller 

performs better in all the evaluations corresponding to the control input and the 

lateral error. The PF controller beats only the orientation error. There is a big 

difference between the controllers in the second test case. The MIX controller has 

an aperiodic setting in the position and the orientation; therefore, the results of the 

evaluations are significantly worse. The parameter-free method is now shown to 

be independent of the test scenario, providing an aperiodic setting in all the test 

cases. This stability and reliability are a great advantage among predictive 

controllers, even when the MIX-based approach performs better concerning the 

errors or the control signal. 

6.4 Comparison of Dynamics Handling 

In this section, the dynamics handling solutions, presented in Section 3: the 

proposed tuning parameter-free (PF) method with IMC in the inner loop is 

compared with the method that uses the linearized dynamic model with the PF 
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method in the optimization problem formulation. Therefore, only the dynamics 

handling method differs between the two approaches. 

The first test case was the orientation error rejection (dψ) under low-mu 

conditions. The parameters of the test case were: µ=0.5, ψ0 = π/6 [rad], and  

ux=10 [m/s] The results of this test can be seen in Fig. 8. 

 

Figure 8 

Comparison of the Dynamic model-based MPC and the kinematic-IMC-based controllers in low-mu 

situation 

The IMC-based controller can handle the nonlinearities of the bicycle model 

successfully, even if the vehicle to road coefficient changes. This induces that at 

steering movements with high amplitude, the vehicle gets closer to its limits.  

The linearized dynamic model-based method controller results in a periodic 

setting in the errors. However, the IMC-based method can handle the 

nonlinearities with an aperiodic setting. 

The second test was performed during straight-line following, examining the 

external disturbance handling ability of the controller. In this test case, the vehicle 

ran straight, with constant speed (ux=10 [m/s]), and then at time t = 0.5 [s], a 

constant torque disturbance (Md = 9000 [Nm]) around axis Z was added, inducing 

yaw moment into the system. The results of this test can be seen in Figure 9. 

Both controllers compensate for the disturbance by turning the steering wheel in 

the proper direction. Due to the IMC loop, the proposed algorithm can react much 

faster to the disturbance, resulting in total disturbance rejection, eliminating the 

position error of the vehicle. However, the dynamic model-based controller has a 

significant constant lateral error, resulting from its structure since only the output 

states are fed back within the MPC method. To sum up, the proposed IMC method 
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can handle the nonlinearities and parameter changes, together with the appearing 

unmeasured external disturbances of the vehicle. 

 

Figure 9 

Comparison of the Dynamic model-based MPC and the kinematic-IMC-based controllers under 

Torque disturbance 

6.5 Comparison with the LKA Subsystem 

Finally, the proposed controller structure is compared with the LKA subsystem. 

Since the LKA subsystem should have the same control frequency and prediction 

frequency, both were set to be fc = 50 [Hz], dtp = 0.05 [s]. The parameters of the 

LKA subsystem were tuned similarly to the method presented in Section 6.3.  

The weight of the manipulated variables rate was set to be 4, and the output 

variables weight (concerning the default scaling factor given by the subsystem) 

was equally 1. The test was the dynamic lane change test performed on low mu  

(µ = 0.6). The results of this test can be seen in Figure 10. and the scalar 

evaluations in Table 3. 

Table 3 

Numerical results comparison of LKA and PF-IMC under low mu 

Controller uint umax dint dmax Ψpint Ψpmax 

PF-IMC 2.112 1.538 1.524ꞏ10-3 3.591ꞏ10-2 2.634ꞏ10-2 1.516ꞏ10-2 

LKA 2.488 1.930 4.510ꞏ10-3 6.536ꞏ10-2 4.168ꞏ10-4 2.049ꞏ10-2 

The results show that both systems can sufficiently perform the maneuver. 

However, the LKA system has an overshoot at the end of the maneuver, resulting 

in a small oscillation in the control signal. Also, it is significant that the proposed 

controller performs better in all the points of comparison. 
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Figure 10 

Path comparison of LKA and PF-IMC under low mu 

Conclusions 

In this paper, a novel approach is presented for lateral vehicle control. This 

parameter-free model predictive control transforms the classical model predictive 

control problem into a series of optimization problems, where the cost functions 

are hierarchized. Therefore, each cost function consists of a physical phenomenon. 

Due to this formulation, there is no need for tuning parameters in the system. This 

method is combined with the IMC structure for handling the dynamics and the 

nonlinearities of the system and implementing robustness against parameter 

changes and external disturbances. 

The proposed method is compared with the well-known and widespread MPC 

methods. Three different comparisons were performed to see the advantages of the 

proposed method in detail, each focusing on a specified field of the proposed 

system. In Table 4, the main differences between the presented structure and the 

classical structure are gathered. 

Table 4 

Comparison table 

LKA system PF-IMC 

Weights tuned intuitively Hierarchical solver without weights 

Different tuning and evaluation goals Goal based on a physical phenomenon 

Scenario-specific parameters Consistent response overall scenarios 

Single optimization task Three optimization tasks 

Linearized dynamics Linear kinematics with nonlinear dynamics 

From the simulation results and the aspects described in Table 4, it can be seen 

that the proposed algorithm has an outstanding contribution considering the 
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predictive controllers. This method can be generalized so that the reduction of 

tuning parameters can be reached in other control problems where MPC is used. 
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Abstract: The frame of the procedure for multi-criteria decision making, that support 

complex problem solving, has been well-verified in business practice, but lacks a fully 

defined approach, for the determination of local alternative values. The purpose of this 

paper is to develop a hybrid multi-attribute value model and creative problem-solving 

approach for measuring local alternatives’ values. It also aims to verify the applicability of 

this approach in an Information Technology company. Within measuring local alternatives’ 

values, the paper describes how to create increasing and decreasing piecewise, linear 

functions by using a bisection method. It introduces a systematic approach for the 

determination of the local alternatives’ values, by using the “six questions” technique.  

In addition to the theoretical statement of the hybrid multi-criteria and creative problem-

solving approach in determining the local alternatives’ values, the approach is applied to 

the “real-life” problem of choosing the most appropriate switch, for small and medium-

sized companies. The resultant increasing and decreasing piecewise linear functions, can 

serve as a good approximation of exponential value functions, that would otherwise, 

require a large series of data and a demanding statistical knowledge. The presented 

approach can be applied to a wide range of organizational and management problems for 

the selection, assessment, and evaluation of alternatives. 

Keywords: creative problem solving; information technology; multi-criteria decision 

making; piecewise linear value function; prescriptive approach 

1 Introduction 

Consideration of a prescriptive approach to decision making [22], which advises 
against the exclusive treatment of people, as perfectly rational individuals, 
resulted in systematic decision-making procedures to support smart decisions. 
They follow the decision-making phases and consist of well-described steps [26]. 
Among them, the frame procedure for multi-criteria decision making (MCDM) by 
using the group of methods based on assigning weights [7] that follows the phases 
of the Belton and Stewart’s decision-making process [2] has been well-verified  
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in practice, mainly to support the preparation of business decisions for complex 
problem solving in small and medium-sized enterprises. The particularities of the 
above-mentioned frame procedure for MCDM, which includes the following 
steps: problem definition, elimination of unacceptable alternatives, problem 
structuring, measuring local alternatives’ values, criteria weighting, synthesis, 
ranking and sensitivity analysis [7], have been introduced in the selection of 
Information Technology (IT) services and products [7]. The growing role of IT in 
meeting the needs in enterprises’ growing businesses and supporting their 
integration into global economic processes [13], which also stood out during the 
Corona crisis period [29], underlines the need for the methodological development 
of individual steps. 

In MCDM based on assigning criteria weights, measuring alternatives’ values 
encompasses measuring local alternatives’ values with respect to each criterion on 
the lowest hierarchy level, and synthesis, i.e., measuring alternatives’ values with 
respect to all criteria structured in a problem hierarchy. The purpose of this paper 
is to develop a hybrid multi-criteria and creative problem-solving approach to 
measuring alternatives’ values with respect to criteria on the lowest hierarchy 
level, the so-called local alternatives’ values. 

The local values of alternatives can be measured indirectly, e.g., by value 
functions or pairwise comparisons, or directly.  According to Kadziński et al. [18], 
a direct specification of a set of parameter values can be difficult for decision 
makers since it requires considerable cognitive effort. For this reason, indirect 
specification of preference information is considered more user-friendly.  
The recognized advantage of the indirect over the direct approach is that it allows 
decision makers to investigate their evaluation of parts of the problem, i.e., 
alternatives according to criteria, and to elicit their preferences to alternatives with 
respect to each criterion on the lowest level. Rezaei [23] noted that the existing 
MCDM methods often use simple monotonic linear value functions for measuring 
alternatives' values and pointed out that the assumption of an increasing or 
decreasing linear function between a criterion level (over its entire range) and its 
value might lead to improper results. Ghaderi and Kadziński [14] pointed out that 
the shape of value function is of great importance in different areas of research in 
decision analysis, including multi-criteria decision making as it decides upon the 
contribution of various performances into the comprehensive value of an 
alternative. They found that accounting for the structural patterns at the population 
level considerably improves the predictive performance of the constructed value 
functions at the individual level [14]. Greco et al. [16] introduced the concept of a 
representative value function in robust ordinal regression applied to multiple 
criteria sorting problems and proposed a way of selecting a representative value 
function among the set of compatible ones. In [16] the authors introduced several 
examples of level-increase value function on multiple sections in real world 
decision problems. Rezaei [23] proposed a set of the following piecewise linear 
functions: increasing, decreasing, V-shape, inverted V-shape, increase-level, 



Acta Polytechnica Hungarica Vol. 20, No. 2, 2023 

 – 207 – 

level-decrease, level-increase, decrease-level, increasing stepwise, and decreasing 
stepwise. This set of piecewise linear functions, however, does not explicitly 
expose piecewise linear increasing nor piecewise linear decreasing value functions 
with multiple (at least two) sections on which the absolute value of the slope 
coefficient is between 0 and 1. To fill this gap, this paper deals with the piecewise 
linear increasing and piecewise linear decreasing value functions, with multiple (at 
least two) sections on which the absolute value of the slope coefficient is between 
0 and 1. The sections can be defined by using the bisection method [1] [27].  
The first goal of this paper is therefore to delineate how to create increasing and 
decreasing piecewise linear functions by using a bisection method. 

Since decision makers and/or the experts who measure the values of alternatives 
often do not have either specific mathematical knowledge or do not have enough 
time to study mathematical expressions and procedures, we propose that the 
elicitation of their preferences to determine value functions can be supported by 
using methods based on questions, e.g., W technique, six questions technique, 
Why and 5 Whys [3] [5]. The second goal of this paper is to introduce a 
systematic approach to determine the local alternatives’ values by using a six 
questions technique. 

The organization of the rest of this paper is as follows. The next section delineates 
how to create the increasing and the decreasing piecewise linear value functions 
with four sections, based on the bisection method, proposes a process on how to 
support the determination of the local alternatives’ values by using the six 
questions technique, and defines the real-life problem, together with the data 
presentation. Then the approach proposed in this paper is illustrated in detail on a 
real-life case. The paper also discusses the obtained results, together with the 
approach’s limitations and further research possibilities. The concluding part 
highlights the theoretical and practical implications of the proposed hybrid multi-
criteria and creative problem-solving approach to measuring local alternatives’ 
values. 

2 Methods 

2.1 A Systematic Approach to Determine Value Functions 

It is well known that the choice of an appropriate technique for assessment of 
value function depends on the decision problem, its context, and the decision 
maker’s characteristics [19]. According to Segura and Maroto [25], decision 
making not only considers opinions and judgments, but also integrates historical 
data and expert knowledge. Based on the research, knowledge and experience in 
measuring local alternatives’ values of the author of this paper, it has to be pointed 
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out that the set of influential factors to the assessment of value function depends 
on the type of a criterion, the data, and decision maker’s preferences. 

The systematic approach introduced in this paper includes the creation of 
piecewise linear functions by using the bisection method. In this method, two 
objects are presented to a decision maker; he is asked to define the attribute level 
that is halfway between the objects in respect of the relative strengths of the 
preferences. This paper delineates how to create the increasing and then also the 
decreasing piecewise linear functions with four sections by using a bisection 
method. 

Let us delineate how to create the increasing piecewise linear function with four 
sections by using a bisection method. First, the two extreme points, the least 
preferred evaluation object xmin and the most preferred evaluation object xmax are 
identified and associated with values v(xmin) = 0, v(xmax) = 1. Then, a decision 
maker is asked to define a midpoint x1, for which: 

(xmin, x1) ∼ (x1, xmax)                                                                            (1) 

where ∼ indicates the decision maker’s indifference between the changes in value 
levels. While x1 is in the middle of the value scale, we must have: 

v(x1) = 0.5 v(xmin) + 0.5 v(xmax) = 0.5 (2) 

Thus, we determined the increasing piecewise linear function with two sections. 
To create four sections, each of the existing two sections obtained by (1) and (2) 
must be halved according to the alternative’s value. For the midpoint x2 between 
xmin and x1, for which: 

(xmin, x2) ∼ (x2, x1) (3) 

we obtain: 

v(x2) = 0.5 v(xmin) + 0.5 v(x1) = 0.25 (4) 

and for the midpoint x3 between x1 and xmax, for which: 

(x1, x3) ∼ (x3, xmax) (5) 

we obtain: 

v(x3) = 0.5 v(x1) + 0.5 v(xmax) = 0.75 (6) 

Let us also delineate how to create the decreasing piecewise linear function with 
four sections by using a bisection method. First, the two extreme points, the most 
preferred evaluation object xmin and the least preferred evaluation object xmax are 
identified and associated with values v(xmin) = 1, v(xmax) = 0. Then, a decision 
maker is asked to define a midpoint x1 to which it applies (1). Again, while x1 is in 
the middle of the value scale, we must have (2). Similarly, for the midpoint x2 
(between xmin and x1) to which it applies (3), we obtain: 

v(x2) = 0.5 v(xmin) + 0.5 v(x1) = 0.75 (7) 
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and, for the midpoint x3 (between x1 and xmax), to which it applies (5), we obtain: 

v(x3) = 0.5 v(x1) + 0.5 v(xmax) = 0.25 (8) 

2.2 Use of the Six Questions Technique in Measuring Local 

Alternatives’ Values 

When measuring local alternatives’ values with respect to each criterion on the 
lowest hierarchy level, it is important to ask the decision maker good questions 
(the term 'decision maker' includes both an individual and a group). For this 
purpose, we can use the six questions technique – the creative problem-solving 
method for problem definition, based on questions. The six questions technique is 
namely a structured method that examines a problem from multiple viewpoints. 
According to Cook [5], it is best used with rational problems due to its 
complexity. Moreover, it can be used individually or in groups. A general 
summary of the six questions technique includes stating the problem using the 
question ‘In what ways might…?’, writing down who, what, when, where, why 
and how questions that are relevant to the problem, answering the above written 
questions, and examining responses and using them for problem redefinitions [5]. 
In MCDM, the technique can be used to define problems in the first step of the 
frame procedure of MCDM [8]. The technique has already proven useful in 
indirect criteria weighting [6] [9]. 

In addition, we propose the following process of determining the local 
alternatives’ values: 

1) In what ways might the local alternatives’ values be determined? 

2) The who, what, where, when, why and how questions regarding the local 
alternatives’ values are put and written down. 

3) The questions are answered, and the local alternatives’ values are 
determined and re-determined. 

2.3 Data 

The systematic approach to determine value functions is illustrated in detail on a 
real-life case of choosing the most appropriate switch, from the viewpoint of an IT 
company that offers switches to small and medium-sized companies. Alternatives 
are the switches that can be offered: Alternative 1 is Dell EMC Switch N1524P 
[10], Alternative 2 is C1000-24P-4G-L [4] and Alternative 3 is 6300M 24x 1G 
PoE / 4x SFP56 (JL662A) [17]. In Table 1, the data of alternatives with respect to 
criteria on the lowest hierarchy level (see Figure 1) are compiled from [4] [10] 
[17]. 
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Table 1 

Alternatives’ data 

Criterion Data Type 
Alternatives 

Alternative 1 Alternative 2 Alternative 3 

Ports total 
Quantitative: 

number of choices 
28 24 28 

Switching 
bandwidth 

Quantitative: Gbps 176 128 880 

Forwarding 
rate 

Quantitative: 
Mpps 

164 95.23 660 

Power over 
Ethernet 

Quantitative: W 600 195 600 

Maximum 
power 
consumption 

Quantitative: W 871 250 674 

Acoustic noise Quantitative: dB 45 0 34.2 

Power supply 
Quantitative: 

number of choices 
1 1 2 

Warranty 
Mixed: years or 

verbal description 
3 

For the period 
of ownership 

or use 
5 

Training Quantitative: € 400 500 600 

Price Quantitative: € 2500 2125 3500 

3 Results 

The criteria hierarchy is presented in Figure 1. The criteria importance was 
together with the IT company’s experts determined hierarchically. The criteria 
importance with respect to the global goal, which is choosing the most appropriate 
switch, was determined indirectly, by using the SWING method [28]: the change 
from the worst to the best level of technical criteria was considered the most 
important and was assigned 100 points; 70 points less, i.e., 30 points were 
assigned to the change from the worst to the best level of environmental criteria to 
reflect the importance of this change relative to the most important criterion 
change, and 30 points less than to the change from the worst to the best level of 
technical criteria, i.e., 70 points were assigned to the change from the worst to the 
best level of economic criteria; the first level criteria weights were obtained by 
normalization. The importance of economic sub-criteria was determined 
indirectly, too, by using the SMART method [11]: the change from the worst to 
the best training was considered the least important and was assigned 10 points; 
20 points more, i.e., 30 points were assigned to the change from the worst to the 
best warranty to reflect the importance of this change relative to the least 
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important criterion change, and 30 points more than to the change from the worst 
to the best training, i.e., 40 points were assigned to the change from the highest to 
the lowest price. The SMART method was also used to indirectly determine the 
technical sub-criteria weights. Again, the above-mentioned sub-criteria weights 
were calculated by using normalization. The environmental sub-criteria weights 
were determined directly. 

 
Figure 1 

Criteria hierarchy and the weights 
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For measuring local values of alternatives, the coordinator, with appropriate 
knowledge for creative thinking techniques and for MCDM, asked and answered 
the typical question of the first step of the six questions technique process: 

Q: In what ways might the local alternatives’ values be determined? 

A: Individually, in groups. Directly, indirectly, i.e., by using pairwise 
comparisons (verbal, numerical and graphical), and value functions (simple-
monotonic, exponential, piecewise linear). 

As the local alternatives’ values were determined in groups, the group participants 
were defined in the second and the third step of the proposed six questions 
technique process. 

Q: Who is responsible for this model building, including local alternatives’ 
values determination? 

A: Project manager, responsible for the defined problem solving, and IT 
experts. 

Q: Who is competent to express preferences about the local alternatives’ 
values? 

A: Problem experts and/or experts in the field described by the considered 
criterion.  

After the participants of the group for solving the problem were defined, they 
answered the questions regarding the model, successively put by the coordinator: 

Q: Where will the model be used? 

A: In small and medium-sized companies. 

Q: When will the model be applied for problem solving? 

A: In 2021 and beyond, for the next five years. 

As this paper is focused on indirect specification of preference information about 
alternatives with respect to each criterion on the lowest hierarchy level with value 
functions, we present in more detail the questions (put by the coordinator) and the 
participants’ answers expressing preferences to measure the local alternatives’ 
values with value functions. Because the participants were not familiar with 
several ways of the local alternatives’ ways determination, the coordinator briefly 
presented the ways of the determination of local alternatives’ values. Then, the 
following question was asked for each criterion on the lowest hierarchy level: 

Q: With respect to the criterion on the lowest hierarchy level, how will the 
local alternatives’ values be determined? 

When the response covered value functions, further questions referred to a more 
accurate determination of the value function. In this paper, we present questions 
for the bisection method to determine the piecewise linear function with multiple 
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– in this case four – sections, for measuring the local alternatives’ values with 
respect to forwarding rate and with respect to price (Table 1). 

To determine the increasing piecewise linear function for forwarding rate, the 
following questions were put and answered: 

Q: Which is the least preferred evaluation object xmin so that v(xmin) = 0? 

A: The least preferred evaluation object xmin is 50 Mpps. 

Q: Which is the most preferred evaluation object xmax associated with v(xmax) = 
1? 

A: The most preferred evaluation object xmax is 850 Mpps. 

Q: Why is xmin the least preferred evaluation object and xmax the most preferred 
evaluation object? 

A: Because the greater the forwarding rate, the more favorable the alternative. 

For the determination of sections, the following question based on (1) and (2) 
were put and answered: 

Q: Which is a midpoint x1, for which (xmin, x1) ∼ (x1, xmax), where ∼ indicates 
the decision maker’s indifference between the changes in value levels, so that 
v(x1) = 0.5 v(xmin) + 0.5 v(xmax) = 0.5? 

Because decision-makers were not familiar with mathematical expressions, a 
coordinator re-formulated the above written question: 

Q: Which is a midpoint x1, which is considered equally good if the forwarding 
rate increases from xmin to x1, as if it increases from x1 to xmax? 

A: The increase of the forwarding rate from 50 Mpps to 250 Mpps is equally 
favorable as its increase from 250 Mpps to 850 Mpps. The local value of x1 is 
0.5. 

Thus, we determined the increasing linear function with two sections. To obtain 
the increasing linear function with four sections, the following questions based on 
(3) – (6) were asked: 

Q: Which is a midpoint x2, which is considered equally good if the forwarding 
rate increases from xmin to x2, as if it increases from x2 to x1? 

A: The increase of the forwarding rate from 50 Mpps to 100 Mpps is equally 
preferred as its increase from 100 Mpps to 250 Mpps. The local value of x2 is 
0.25. 

Q: Which is a midpoint x3, which is considered equally good if the forwarding 
rate increases from x1 to x3, as if it increases from x3 to xmax? 

A: The increase of the forwarding rate from 250 Mpps to 500 Mpps is equally 
favorable as its increase from 500 Mpps to 850 Mpps. The local value of x3 is 
therefore 0.75. 
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Figure 2 

Piecewise linear value function for forwarding rate 

The obtained increasing piecewise linear function with respect to forwarding rate 
is presented in Figure 2. The local alternatives’ values with respect to forwarding 
rate are as follows: v13(Alternative 3) = 0.865, v13(Alternative 1) = 0.359, 
v13(Alternative 2) = 0.236 and are higher than if they were obtained with 
monotonic linear increasing function. 

To determine the decreasing linear piecewise linear function with four sections for 
price, the following questions were asked and answered: 

Q: Which is the most preferred evaluation object xmin so that v(xmin) = 1? 

A: The most preferred evaluation object xmin is 1500 €. 

Q: Which is the least preferred evaluation object xmax associated with v(xmax) = 
0? 

A: The least preferred evaluation object xmax is 5000 €. 

Q: Why is xmin the most preferred evaluation object and xmax the least preferred 
evaluation object? 

A: Because the greater the price, the less favorable the alternative. 

For the determination of sections, a question based on (1) and (2): 

Q: Which is a midpoint x1, for which (xmin, x1) ∼ (x1, xmax), where ∼ indicates 
the decision maker’s indifference between the changes in value levels, so that 
v(x1) = 0.5 v(xmin) + 0.5 v(xmax) = 0.5? 

was worded in a question that is more comprehensible to the decision-maker: 

Q: Which is a midpoint x1, which is considered equally unfavorable if the price 
increases from xmin to x1, as if it increases from x1 to xmax? 

A: The increase of the price from 1500 € to 2500 € is equally unfavorable as 
its increase from 2500 € to 5000 €. 
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The local value of x1 is 0.5. So far, we determined the decreasing linear function 
with two sections. To obtain the decreasing linear function with four sections, the 
following questions based on (3), (5), (7) and (8) were put and answered: 

Q: Which is a midpoint x2, which is considered equally unfavorable if the price 
increases from xmin to x2, as if it increases from x2 to x1, so that v(x2) = 0.75? 

A: The increase of the price from 1500 € to 1800 € is equally unfavorable as 
its increase from 1800 € to 2500 €. 

Q: Which is a midpoint x3, which is considered equally unfavorable if the price 
increases from x1 to x3, as if it increases from x3 to xmax, so that v(x3) = 0.25? 

A: The increase of the quantity from 2500 € to 4000 € is equally unfavorable 
as its increase from 4000 € to 5000 €. 

 

Figure 3 

Piecewise linear value function for price 

The obtained decreasing piecewise linear function, with respect to price, is 
presented in Figure 3. The local alternatives’ values with respect to price are as 
follows: v33(Alternative 2) = 0.631, v33(Alternative 1) = 0.5, v33(Alternative 3) = 
0.333 and are lower than if obtained with a monotonic linear decreasing function. 

The determination of value functions as a narrower professional task required the 
concentration and reflection of everyone in the group. The answers were written 
down by each participant. Then the coordinator reviewed all the answers and 
presented any differences to the participants. At the coordination meeting, the 
coordinator asked questions to provide justifications for the preferences expressed 
and to investigate the causes of differences, with an aim to bring the views of the 
participants closer. For example, in the case of increasing value function, the 
questions for the lower bound determinations were as follow: Why is xmax the most 
preferred evaluation object? How would the change of xmax affect the local 
alternatives’ values? What do we want to achieve: greater or lesser differentiation 
of alternatives? 
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For measuring the local values of alternatives with respect to ports total, switching 
bandwidth, power over Ethernet, maximum power consumption and training, the 
monotonic-linear functions were used. In these cases, questions relating to the 
least and the most preferred evaluation object were put and answered. To measure 
the local values of alternatives with respect to power supply directly, the extreme 
values 0 and 1 were used. The expression of judgments on the local values of 
alternatives, with respect to acoustic noise and warranty was supported by pair-
wise comparisons. The local values of alternatives are presented in Table 2. 

Table 2 

Local alternatives’ values 

Criterion 
Alternative 

Measuring Local 

Alternatives’  

Alternative 1 Alternative 2 Alternative 3 Values 

Ports total 0.444 0.333 0.444 
Value function: 

Lower bound: 12, 
Upper bound: 48 

Switching 
bandwidth 

0.064 0 1 
Value function:  

Lower bound: 128, 
Upper bound: 880 

Forwarding 
rate 

0.359 0.236 0.865 
Value function:  

Lower bound: 50, 
Upper bound: 850 

Power over 
Ethernet 

1 0.325 1 
Value function:  
Lower bound: 0, 

Upper bound: 600 

Power supply 0 0 1 Direct 

Maximum 
power 
consumption 

0 0.747 0.237 
Value function:  

Lower bound: 40, 
Upper bound: 871 

Acoustic 
noise 

0.058 0.553 0.388 
Pair-wise 

comparisons 

Warranty 0.075 0.592 0.333 
Pair-wise 

comparisons 

Training 0.600 0.500 0.400 

Value function:  
Lower bound: 0, 

Upper bound: 
1000 

Price 0.500 0.631 0.333 

Value function:  
Lower bound: 
1500, Upper 
bound: 5000 

The aggregate alternatives’ values obtained with an additive model [2] are 
presented in Table 3. The results in Table 3 show that Alternative 3 is best suited 
with respect to the technical criteria, and Alternative 2 is best suited with respect 
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to the environmental and to the economic criteria. With respect to all criteria that 
are structured in the hierarchy (Figure 1), the aggregate values of alternatives are 
as follows: v(Alternative 3) = 0.592, v(Alternative 2) = 0.398 and v(Alternative 1) 
= 0.311. It can be concluded that with respect to all criteria taken into 
consideration in the model presented in Figure 1, Alternative 3 is most appropriate 
(Table 3). The gradient sensitivity results showed that the order of alternatives to 
weight changes up to 0.1 is stable. 

Table 3 

Aggregate alternatives’ values 

Value with respect 

to: 

Alternative 

Alternative 1 Alternative 2 Alternative 3 

Technical criteria 0.371 0.170 0.861 

Environmental criteria 0.018 0.689 0.282 

Economic criteria 0.352 0.600 0.341 

All criteria 0.311 0.398 0.592 

4 Discussion 

The introduced systematic approach applied to a real-life problem of choosing the 
most appropriate IT product can be used in the IT companies that offer support to 
their customers. 

The results in Tables 2 and 3 show that the most appropriate switch, Alternative 3, 
has the highest value with respect to technical criteria, too. Among the considered 
alternatives that are suitable for small and medium sized companies, Alternative 3 
has therefore the best potential to enable communication among different 
networked devices in small and medium sized companies. 

The presented approach to measuring local values of several IT products by value 
functions proved useful in the elicitation of expertly justified preferences.  
The determination of value functions included the coordinator with appropriate 
knowledge for creative thinking techniques and for MCDM, and problem experts 
and/or experts in the field described by the considered criterion. The engagement 
of the coordinator and the commitment of each expert provided the reviewed and 
the justified value functions. The hybrid multi-criteria and creative problem-
solving approach has an application potential for other sectors, primarily for small 
and medium-sized enterprises, or local government decision-making. 

Limitation of the measurement of local alternatives’ values with value functions is 
the availability of numerical data, based on interval or ratio scale, of alternatives 
with respect to the considered criteria on the lowest hierarchy level. Further 
research possibility is therefore to complete the introduced systematic approach to 
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determine the local values of alternatives with other methods that enable dealing 
with data on nominal and ordinal scale, too [12] [15] [24]. In these cases, before 
measuring the local values of alternatives, it is necessary to define the problem 
requisitely holistically [8], to include comparable alternatives and to structure an 
appropriate set of criteria that allows for a comprehensive evaluation of 
alternatives. 

In this paper we presented how to determine the increasing and the decreasing 
piecewise linear functions with four sections. The increasing or the decreasing 
piecewise linear functions with more than four sections can be determined 
according to the same principle by splitting existing sections. 

In addition, several possibilities of group preference elicitation [20] [21] [26] in 
the step of measuring alternatives’ values can be further explored in detail in the 
framework procedure for MCDM. Within this, the original procedure can be 
completed with other quantitative and qualitative methods, with an emphasis to 
several creative problem-solving methods for problem definition. 

Conclusions 

Piecewise linear functions are distinguished by simplicity and representativeness. 
To meet the first goal of our work herein, we defined how to determine piecewise 
linear increasing and decreasing linear functions, with four sections, by using, the 
bisection method. The resultant increasing or decreasing piecewise linear 
functions, determined by using a hybrid approach that is proposed in this paper, 
can serve as a good approximation of exponential value functions, that would 
otherwise, require a large series of data and a demanding statistical knowledge 
base. Moreover, considering the expressed expert preferences, the approach also 
allows the creation of value functions, whose form deviates from simple 
monotonic-linear or exponential value functions. The simple monotonic-linear 
functions are easier to work with, but they might not be representative in non-
linear cases. On the other hand, Rezaei [23] showed that exponential value 
functions might have a better representativeness, than simple linear functions, 
however, it is difficult for a practitioner to estimate a value for the shape 
parameter of the exponential value functions and cannot be easily interpreted. 

Within the frame of the procedure for MCDM, we explored the possibilities of 
measuring alternatives’ values and within this, recommended the original 
systematic approach, that includes both the quantitative and qualitative methods. 
The described approach is based on the “six questions” technique – a creative 
problem-solving qualitative method, which is usually used to define problems. 
The novelty of this paper is in the extension of the use of the six questions 
technique, to the measurement of the local alternatives’ values, which has usually 
been seen as a quantitative step in the frame procedure for MCDM.  
By introducing the systematic approach to determine the local values of 
alternatives, by using the six questions technique, we met the second goal of this 
paper. A practical case has proven that the six questions technique can adopted in 
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group preference elicitation and thus, adequately supports the step of measuring 
local alternatives’ values. 

The practical case presented in this work is limited to choosing the most 
appropriate switch for small and medium sized companies, in the current era of 
digitalization, it is an important IT product. Further application possibilities of the 
presented approach can be extended to a wide range of organizational and 
management problems, for the selection, assessment and evaluation of various 
alternatives. 
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Abstract: For reducing uncertainties in moiré pattern analysis, an accurate segmentation 

of moiré fringes (MF) is vital. In this study, an algorithm for segmenting MFs of scoliotic 

spines was provided in MATLAB® environment by an empirically established sequence of 

filtering and morphological operations defined by static function parameters: (1) contrast 

enhancement, (2) brightness increase, (3) contrast refinement, (4) 2-D Gaussian filter, (5) 

dilation, (6) thresholding, (7) skeletonization. The algorithm is simple, fast to process and, 

for the most part of the images, follows the MFs correctly. Further research on segmenting 

MFs is quite promising by improving the algorithm with adaptive and dynamic solutions, 

and exploring ways to replace time demanding and complex image processing techniques. 

Keywords: moiré fringe segmentation; moiré method; shadow moiré; projection moiré; 

digital moiré; scoliosis 

1 Introduction 

Diagnosing spinal deformities has long been in the focus of medicine. 
Measurement of bending disorders of the vertebral column, such as scoliosis, is 
usually performed on radiographs by calculating the Cobb angle. Disadvantages of 
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X-ray imaging such as cost, time and repetition demands, tools and environmental 
conditions required and radiation exposure imparted to the patient, are not 
negligible, and justify methodological research of such moiré technique or moiré 
topography, that can lead to fast, cost-effective and non-ionizing diagnostic 
imaging of the spine. 

The phenomenon of moiré [mwaʁe] or moiré effect was elevated to scientific 
status, first, by Lord Rayleigh dealing with diffraction gratings in 1874 [1]. Lord 
Rayleigh concluded that moiré might be made useful for measurement purposes. 
About 100 years later, beyond industrial applications, further research proposed 
moiré topography for measurement of the human body [2], [3]. From the 1980s, 
MT is used on the whole human body, including oral cavity [4], bones [5], teeth 
and the skeletal system [6]. 

Moiré refers to an irregular wavy surface the pattern of which changes in 
accordance with its movement and can be observed, if two or more structures with 
similar geometry (nearly identical arrays of lines or dots) overlap, producing 
alternating bright and dark fringes (Fig. 1). Usually, dark fringes are called moiré 
fringes (MFs) or moiré stripes, but we can also consider bright ones as moiré 
surfaces when examining moiré images (MIs)—it is only a matter of agreement 
[7]. Based on the physical phenomenon of moiré, moiré techniques are defined as 
a group of methods usually used for surface mapping and shape or deformation 
measurement. In the scientific literature, shadow moiré and projection moiré 
techniques (SMT and PMT, respectively) seem to be the two primary methods of 
MT used for measurement of the human body (Fig. 2-3) [8]. 

An algorithm based on MT that proved to be suitable for calculating the curvature 
angle of the spine, may complement or substitute X-ray images–especially in 
follow-up examinations. The workload required for segmentation and evaluation 
of MIs is, however, not inconsiderable; some researchers see the best solution for 
that in an automatic system [8], [9], [10], [11], [12], [13]. And yet, processing of 
MIs requires several unique solutions that are especially influenced by optical 
arrangement, applied illumination (effect on intensity distribution), nature of noise 
and detection. Therefore, implementing a fully automated image analysis is a 
challenging, nevertheless desired objective in the field [7], [14]. For reducing 
uncertainties in moiré pattern analysis, an accurate segmentation of MFs is vital. 
The present study aims to contribute to the segmenting phase of MI analysis of 
scoliotic spines by providing an algorithm of filtering and morphological 
operations. This study presents the initial phase of the research, where static 
function parameters were applied to identify a possible segmenting sequence for 
MFs. Segmentation with adaptive and dynamic function parameters is not the 
subject of the present study but can be expected in a later phase of the research. 
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Figure 1 

Moiré fringes of identical grids with different angle deviations 

 

Figure 2 

The base principle of shadow moiré technique 

(A)  Point where source light S passes through the reference grating 

(B) Point where reflected source light S passes through the reference grating 

(C) Origin 

(O)  Observer 

(p)  Grating pitch (or period of the grating) 

(P)  Measured point 

(S) Light source 
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(α)  Incidence angle (of incoming light) 

(β)  Viewing angle 

(hn)  Depth of nth-order moiré pattern measured from the reference grating 

(l)  Distance of S and O from the reference grating surface 

(n)  Order of the moiré pattern 

(s)  Interseparation of S and O 

(XA)  X component of SA distance 

(XB)  X component of SB distance 

(XP)  X component of SP distance 

(x)  X component of PB distance 

 

Figure 3 

The base principle of projection moiré technique 

(A)  Point where source light passes through the reference plane  

(B) Point where reflected source light passes through the reference plane 

(D) Projection optics on the detector’s side 

(hn)  Depth of nth-order moiré pattern measured from the reference plane 

(kA)  Distance between A and projection optics on the illumination’s side 

(kB)  Distance between the reference grating and optics on the detector’s side 

(l)  Distance of projection and reference grating measured from the reference plane 

(n)  Order of the moiré pattern 

(NA) Linear magnification of the projection unit 

(O)  Projection optics 

(P)  Measured point 

(pA)  Pitch of projection grating 
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(pB)  Pitch of reference grating 

(s) Distance between the projection optics O and D 

(tA)  Distance between the projection grating and optics on the illumination’s side 

(α)  Incidence angle (of incoming light) 

(β)  Viewing angle at A 

(β')  Viewing angle at P 

2 Materials and Methods 

The segmenting algorithm was developed in MATLAB® version 9.5.0.944444 
(R2018b) [15] based on exploratory sequences and observations performed on 11 
MIs made available by SALUS Ortopédtechnika Kft. Original MIs were software-
generated applying digital PMT, and have a resolution of 2448 x 3264 px in 10 
cases and 2736 x 3648 px in 1 single case with a bit depth of 24 and DPI of 96. 
MIs show patients in standing position facing the reference wall, and non-ROI 
areas that typically contain irrelevant image content of residual grating and non-
moiré parts outside the back region. The procedure of image processing involves 
two main phases: (1) preprocessing MIs, (2) segmenting MFs using a sequence of 
filtering and morphological operations. Based on operation parameters applied in 
phase (2), two MI groups (G1, G2) are distinguished. For MIs in G1, identical 
parameters of processing phases result the similar outcome. For G2, different 
parameters are required for similar results, even in the group itself (Table 1).  
The reason for this is to be found in different image characteristics in terms of 
contrast, noise and moiré blur/confluence that are likely to result from dissimilar 
measurement setups. The phases of the code are illustrated in MI no. 2 of G1 (Fig. 
4-14). For the other images, only the result of the segmentation is given in the 
overlap with grayscale ROIs (Fig. 15-20). 

2.1 Preprocessing Moiré Images 

In the first phase of image processing, original MIs are prepared for further 
processing by (a) manual selection of region of interests (ROIs) and (b) 
conversion into grayscale. As a result of these steps, input images for phase 2 are 
obtained. Selection of ROIs is performed by rectangular cropping using imcrop 
function. Original images are reduced in size based on selected ROI area with 
boundaries from the neck to the hip; and from the left upper arm to the right one 
(Fig. 4). Cropped images vary in size according to the size of specific ROI area 
and patient setup (distance from the camera). The resolutions of cropped images 
are between the range of 784x1044 px and 1136x1406 px. 
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Figure 4 
Original (L) and ROI-cropped (R) moiré image 

Function rgb2gray is applied in order to convert cropped RGB images into 
grayscale (Fig. 5). For morphological operations discussed in phase (2), grayscale 
images contain all the relevant information of moiré stripes. Colour intensity 
values do not carry additional information here, and their conversion to grayscale 
does not induce data loss. 

 

Figure 5 

Grayscale moiré image with ROI 

2.2 Steps of Moiré Fringe Segmentation 

For segmenting MFs, a possible algorithmic approach is introduced. In the 
segmentation procedure, an empirically established sequence of filtering and 
morphological operations is used: (1) enhancing contrast, (2) increasing 
brightness, (3) refining contrast, applying (4) 2-D Gaussian filter and (5) dilation, 
(6) thresholding and (7) skeletonization. 
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Table 1 

Summary of function parameters applied to moiré image (MI) groups G1 and G2 

Phases 
G1 

(MI no. 1, 2, 3, 5, 6, 7, 9, 10) 

G2 

(MI no. 4, 8, 11) 

Enhancing contrast 
[imadjust by def.] 3x 3x 

Increasing brightness 
[increase in pixel value] 120 

100 for MI no. 4 and 8 
110 for MI no. 11 

Refining contrast 
[range of intensity values] [0.7 1] [0.7 1] 

2-D Gaussian filter 
[standard deviation] 6 

6 for MI no. 4 and 11 
8 for MI no. 8 

Dilation 
[structuring element, pixel 

width, repetition] 
square, 3, 3 square, 3, 3 

Threshold value 0.41 
0.35 for MI no. 4 and 11 
0.38 for MI no. 8 

2.2.1 Enhancing Contrast 

For mapping the intensity values to new values and thereby enhancing contrast, 
imadjust function was applied in 2 steps. In the first step a slight contrast 
correction is performed via saturating the bottom 1% and the top 1% of all pixel 
values three times by the default operation of imadjust (Fig. 6). 

 

Figure 6 

Result of contrast enhancement applied on grayscale moiré 
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2.2.2 Increasing Brightness 

Before further contrast enhancement, brightness is increased by increasing pixel 
values of MIs of G1 by 120 and G2 by 100 and 110, respectively (Fig. 7). 

 

Figure 7 

Result of brightness increase 

2.2.3 Refining Contrast 

As the second step in contrast adjustment, intensity values are mapped to new 
values between 0.7 and 1, by re-applying the function imadjust. The result is a 
stronger contrast of moiré stripes (Fig. 8). 

 

Figure 8 

Result of contrast refinement 
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2.2.4 Applying 2-D Gaussian Filter 

Image is filtered with a 2-D Gaussian smoothing kernel (imgaussfilt) with image 
specific standard deviation values 6 or 8 (Fig. 9). 

 

Figure 9 

Result of 2-D Gaussian filtering 

2.2.5 Applying Dilation 

Blurred grayscale image is dilated by using imdilate and morphological 
structuring element strel. Dilation is applied three times in combination of square 
structuring element with a width of 3 pixels (Fig. 10). In Fig. 10, resulting 
differences from the previous step (2-D Gaussian filter) may not be obvious, 
however, dilation supports the results of thresholding and skeletonizing operations 
by gradually enlarging the boundaries of regions of foreground pixels. 

 

Figure 10 

Result of dilation 
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2.2.6 Thresholding 

Function imbinarize is used to convert the image to a binary image, based on a 
threshold value: all pixel values above a globally determined threshold are 
replaced with ones and all other values with zeros. The threshold value applied is 
covered in the range between 0.35 and 0.41 (Fig. 11). 

 

Figurer 11 

Result of thresholding 

2.2.7 Skeletonization 

Skeletonization was performed by using bwmorph function for morphological 
operations, specified as 'thin'. The operation 'thin' is applied for thinning binarized 
images to single lines, and repeated until the image no longer changes (i.e. 
parameter 'Inf' in the function input). The inputs of bwmorph are provided by 
complements of binarized images generated with the function imcomplement. For 
a better visualization of the results, lines of skeletonized images are fattened by 
applying the operation 'fatten' once. The result is shown enlarged as re-
complemented image (Fig. 12) and as overlay on binarized (Fig. 13) and colour 
ROI images (Fig. 14). 
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Figure 12 

Result of skeletonization: segmented moiré fringes 
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Figure 13 

Overlay of segmented moiré fringes (green) on thresholded image (black) 
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Figure 14 

Overlay of segmented moiré fringes on colour ROI 

3 Results and Discussion 

Results show that the segmenting method is simple, fast to process and, for the 
most part of the image, follows the moiré stripes accurately (Fig 15-20).  
The average processing time of the algorithm from grayscale conversion to 
skeletonization is 0.146 s per image. In Table 2, the time course of the algorithm, 
with exclusion of manual ROI selection, is summarized in average elapsed and 
processing time. 

The segmenting algorithm leads to a partial or sporadic segmentation of moiré 
stripes. Image details (i.e. parts of moiré stripes) and accuracy are lost mainly due 
to original fringe quality and characteristics such as (a) pale–mostly around the 
shoulders and the waist–, (b) convergent, (c) wider/blurred MFs, (d) image noise 
caused mostly by residual grating, and (e) unwanted branches generated by 
skeletonizing operation (Fig. 21). In terms of general usability of the code, the 
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necessity of re-adjusting static function parameters is challenging and–especially 
in higher patient populations–time consuming. To get similar results on MIs other 
than the 11 sample images applied in this study, function parameters need to be 
empirically determined and implemented in the code. Therefore, static function 
parameters are desired to be eliminated with automatic adaptive and dynamic 
parameterization. Also, for problems (a-e), a more sensible solution is required.  
A possible way for further research might be to improve the algorithm with (1) 
adaptive and dynamic function parameters based on values of low contrasted and 
over contrasted images in combination with adaptive thresholds, (2) applying 
high-pass filters for image sharpening. Another possible direction of research is 
(3) to combine the algorithm with segmentation approaches based on a fuzzy 
inference system [16]. Due to its simplicity and fast operation, an improved 
solution of the algorithm could also replace time demanding and complex 
segmentation methods. 

Table 2 

Time course of the segmenting algorithm 

Proc. 
Nr. 

Process Average Time [sec]* 

Elapsed Processing 

1 Manual selection of ROI excl. excl. 

2 Determining object class 0.02567 0.02567 

3 Duplicating image for reference 0.02593 0.00026 

4 Converting in grayscale 0.02717 0.00124 

5 Enhancing contrast 0.03990 0.01272 

6 Increasing brightness 0.04036 0.00046 

7 Refining contrast 0.04348 0.00312 

8 2-D Gaussian filter 0.05781 0.01433 

9 Dilation 0.06195 0.00414 

10 Thresholding 0.06901 0.00705 

11 Skeletonization 0.17165 0.10264 

12 Saving images in .png files* 0.61555 0.44390 

13 Visualizing results 0.73376 0.11821 

*System used: CPU: Intel® Core™ i5-8300H @ 2.30 GHz, 
GPU: NVIDIA GeForce GTX 1050 (4 GB), RAM: 8 GB 

**Output  images are saved as skeletonized moiré contours 
(transparent and white-backgrounded) and its overlays on 
binarized and input images.  
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Figure 15 

Segmented moiré fringes of image no. 1 (L) and 2 (R) 

 
Figure 16 

Segmented moiré fringes of image no. 3 (L) and 10 (R) 

 
Figure 17 

Segmented moiré fringes of image no. 5 (L) and 6 (R) 
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Figure 18 

Segmented moiré fringes of image no. 7 (L) and 9 (R) 

 
Figure 19 

Segmented moiré fringes of image no. 4 (L) and 8 (R) 

 
Figure 20 

Segmented moiré fringes of image no. 11 
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Figure 21 

Problems to be handled in moiré fringe segmenting algorithm 

(a-c) pale, convergent, and wider/blurred moiré fringes 

(d) noise of residual grating 

(e) unwanted branches 

Conclusion 

In this study, an initial phase of research on MF segmentation of scoliotic spines is 
conducted, presenting an algorithmic sequence of filtering and morphological 
operations with static function parameters in MATLAB® environment.  
The applicability of the algorithm is confirmed by a simple, fast to process and, 
for the most part of sample images, accurate MF segmentation. The results 
indicate that the algorithm introduced constitutes a suitable base for further 
research on segmenting MFs with adaptive and dynamic function parameters and 
adaptive image processing solutions and replacing time demanding and complex 
image processing techniques. 
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Abstract: In this work, a new systematic identification approach is proposed to obtain 

second-order plus time delay (SOPTD) models by relay feedback with hysteresis and 

fractional order integrator. A relay with hysteresis and fractional order integrator is used to 

generate sustained oscillation at process output for model identification. The addition of a 

fractional order integrator helps improve the position frequency point obtained by the 

Describing function (DF) method and thus leads to accurate model. The proposed approach 

has an additional degree of freedom for estimating parameters. In addition, the proposed 

relay test was performed in the presence of measurement noise. The proposed method was 

applied to overdamped, underdamped and critically damped transfer function models.  

The performance of the proposed approach is evaluated by comparing the Integral absolute 

error (IAE) criteria in the frequency domain, Nyquist plot, and step response. Compared with 

the literature method, the proposed approach reduced IAE for Overdamped, Overdamped, 

Underdamped, and critically damped processes by 77.68%, 68.34%, 98.57%, and 95.78%, 

respectively. The simulation results show that the proposed approach identifies satisfactory 

models compared to existing techniques. 

Keywords: SOPTD; model identification; Fractional order integrator; Describing function 

(DF); Relay feedback with hysteresis 
 

1 Introduction 

Most of the process industries use Proportional Integral Derivative (PID) controllers 
and their tuning largely depends on identification of a good process model.  
The process model can be identified by open-loop and closed-loop methods. In the 
open-loop method, introduce an excitation in each input variable one at a time of 
the process to get the output responses. Then, the transfer function model is to be 
identified using the output responses. The open loop identification method is simple, 
but it has some drawbacks, i.e., sensitive to disturbances, more computational time, 



R. B. Gaikwad et al. A Systematic Approach for Identification of SOPTD Processes  
 using a Relay Feedback with a Fractional Order Integrator 

‒ 244 ‒ 

and sometime process output deviates from the set point. Closed-loop identification 
methods overcome the drawbacks of open loop identification. The relay feedback 
identification method based on the closed loop test has gained interest for tuning 
PID controllers because of its simplicity. Relay feedback is one of the promising 
tools for the identification of process models. The theory behind relay feedback 
identification is straightforward as a Ziegler-Nichols (Z-N) closed-loop test.  
The relay feedback method uses the relay instead of the controller (Figure 1); thus, 
the system generates sustained oscillations called a limit cycle. This limit cycle 
gives valuable process information, i.e. peak amplitude and frequency. Hence, by 
using the limit cycle information, the process model parameters are estimated. 

Some chemical processes with higher order dynamics may not be satisfactorily 
described by first-order plus time delay (FOPTD) models but more accurately 
described by SOPTD models. The relay feedback technique was first introduced to 
tune the PID controller [1-3]. Using Laplace transforms used asymmetric relay for 
process identification in the frequency domain [4]. Developed the identification 
method using relay data and state-space approach to derive nonlinear equations for 
various lower and higher order process models [5]. The relay with hysteresis was 
used to generate a limit cycle at process output. Identification was carried out offline 
and online using the DF method [6-9]. The state-space method and relay with 
hysteresis identifies stable and unstable processes to estimate the unknown process 
model parameters [10] [11]. 

Time domain-based analytical expressions are emanated to assess the exact model 
parameters using a relay with hysteresis for non-minimum phase (NMP) processes 
[12]. Proposed a method based on Fourier series analysis, like a DF method using 
an ideal relay with a fractional order integral. A comparative study of different relay 
identification techniques has been conducted [13]. Nonlinear equations for non-zero 
set points were developed and identified as first and second-order process models 
[14]. DF method was used to determine the higher-order and NMP process models 
as first and second-order models [15]. The limit cycle information near the non-zero 
set point was used to derive mathematical equations for accurately identifying 
unknown plants [16]. Novel explicit expressions are proposed to identify stable, 
unstable and integrating first order plus dead time processes. An asymmetrical relay 
generates a smooth limit cycle at the output [17]. The frequency domain and state 
space approach was proposed for modeling and identifying non-minimum phase 
processes [18]. After the relay feedback experiment, a set of explicit expressions 
was derived for identifying unknown FOPTD and SOPTD models [19]. 

A new “shifting method” was introduced recently in the literature to estimate three 
points on Nyquist plot of an unknown process from limit cycle data generated by 
biased relay with hysteresis. Now, optimization technique is used to identify 
anisochronic and isochronic models by minimizing the error between identified 
model and actual model with reference to the three points [20] [21]. The shift 
method was extended by developing explicit formulas for identifying isochronic 
process model [22]. The shift method was modified by adding an integrator or time 
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delay in relay feedback loop to identify stable, unstable, higher order, integrating 
and NMP processes [23-25]. There were two methods namely closed-loop test with 
proportional controller and unbiased ideal relay feedback test along with the usage 
of Lamber W function for calculating unknown process parameters [26]. 

Although the relay feedback technique for process identification has been widely 
addressed, much scope still exists to improve the developments. In particular, in this 
paper, we have investigated and contributed to the following: Simple analytical 
expressions based on the DF technique are derived for identifying the SOPTD 
transfer function models. A single relay with hysteresis and fractional order 
integrator is used in a closed loop to extract process information and reduce 
measurement noise's effect. The additional fractional order integrator helps improve 
the DF method's frequency point. The proposed approach provides flexibility in the 
degree of freedom and thus leads to more accurate models. Since measurement 
noise is a critical issue in process industries, the validity of the proposed method is 
illustrated in noisy environments. As relay with hysteresis and fractional order 
integrator reduces the effect of noise, the Fourier series-based curve fitting 
technique is appended to obtain noise-free process output. The accurate model was 
identified based on the minimum IAE. Furthermore, the effect of fractional order 
integrator on model parameters is studied. 

This paper considered four examples of SOPTD process from works of literature. 
The results are compared based on the integral absolute error criteria in the 
frequency domain, Nyquist plot, and step response between the proposed model, 
actual process, and methods present in literature with and without noise. MATLAB 
Programming/Simulink environment used for all experiments. This paper is 
arranged in the following sections, the proposed method is given in Section 2, 
mathematical expressions of Process identification are derived in Section 2.1, the 
Simulation study is detailed in Section 3, and finally, conclusions are presented in 
Section 4. 

2 Proposed Identification Approach 

 
Figure 1 

Block diagram of Relay feedback with FO integral 

The scheme used for identification is shown in Figure 1, which consists of process 
Gp(s), nonlinear element relay with hysteresis R and fractional order integrator. u(t), 
v(t) and e(t) are the process input, relay input, and error respectively. 
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If r(t)=0 then the error signal e(t)=y(t). Consider the error as a sinusoidal function 
as given in eq. (1)  𝑒𝑒(𝑡𝑡) = 𝐴𝐴 𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔𝑡𝑡) (1) 

Where 𝐴𝐴 and 𝜔𝜔 are the Amplitude and fundamental frequency of the process output 
signal. The representation of eq. (1) which is used throughout the identification 
procedure is given by eq. (2) 𝑒𝑒(𝑡𝑡) = 𝐴𝐴 𝑠𝑠𝑠𝑠𝑠𝑠(𝐿𝐿) (2) 

Where 𝐿𝐿 = 𝜔𝜔𝑡𝑡 Fractional order integral follows the Riemann-Lowville (R-L) 
definition [27-30]. The Describing Function of relay with hysteresis changes with 
the order of fractional integral, which is fixed in the case of conventional relay.  
The fractional order integrator is a linear element and is defined (eq. 3) as 1𝑠𝑠α =

1
(𝑗𝑗𝑗𝑗)𝛼𝛼 = 𝑒𝑒−𝑗𝑗𝜋𝜋2α (3) 

Where α is the order of fractional integrator. The signal after passing through the 
fractional integrator shifts their phase by π

2
α. The output of fractional integrator 𝑣𝑣(𝑡𝑡) 

is 𝑣𝑣(𝑡𝑡) = 𝐴𝐴 𝑠𝑠𝑠𝑠𝑠𝑠(𝐿𝐿 − 𝜋𝜋2 α) (4) 

Then, the output of the relay is given by (5) [31]. 

𝑢𝑢(𝐿𝐿) = �−ℎ                     0 < 𝐿𝐿 < 𝜃𝜃0
+ℎ           𝜃𝜃0 < 𝐿𝐿 < 𝜃𝜃0 + 𝜋𝜋−ℎ           𝜃𝜃0 + 𝜋𝜋 < 𝐿𝐿 < 2𝜋𝜋 (5) 

Where 𝜃𝜃0 = 𝑠𝑠𝑠𝑠𝑠𝑠−1 �𝜀𝜀+α𝜋𝜋2𝐴𝐴 � (6) 

Where ±ℎ indicates relay height or amplitude and ±𝜀𝜀 is the hysteresis width.  
As describing function analysis provides the tool for frequency domain analysis of 
nonlinear system, the DF is obtained by considering the principle harmonics of relay 
output signal. Therefore, relay with hysteresis is approximated with gain as given 
in (7) 𝑁𝑁 =

1𝜋𝜋𝜋𝜋 ∫ 𝑢𝑢(𝐿𝐿)(𝑠𝑠𝑠𝑠𝑠𝑠 𝐿𝐿 + 𝑗𝑗 𝑐𝑐𝑐𝑐𝑠𝑠 𝐿𝐿2𝜋𝜋0 )𝑑𝑑𝐿𝐿 (7) 

The Describing function of relay with hysteresis and fractional integrator is obtained 
by solving eq. (7) using eq. (5). The resulting describing function N is given by eq. 
(8) 𝑁𝑁 =

4ℎ(�𝐴𝐴2−𝜀𝜀2−𝑗𝑗𝜀𝜀)𝜋𝜋𝐴𝐴2 𝑒𝑒−𝑗𝑗𝜋𝜋2α (8) 

The condition to obtain sustained oscillations during identification is 𝑁𝑁𝐺𝐺𝑝𝑝(𝑗𝑗𝜔𝜔) = −1 (9) 
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2.1 Identification Procedure for SOPTD Process 

Consider the SOPTD model given in eq. (10) 𝐺𝐺𝑝𝑝(𝑠𝑠) =
𝑘𝑘𝑒𝑒−𝜃𝜃𝜃𝜃

(𝜏𝜏1𝑠𝑠+1)(𝜏𝜏2𝑠𝑠+1)
 (10) 

Equation (11) gives the frequency domain representation of above equation with 

s=jω is   𝐺𝐺𝑝𝑝(𝑗𝑗𝜔𝜔) =
𝑘𝑘𝑒𝑒−𝜃𝜃𝜃𝜃𝜃𝜃

(𝜏𝜏1𝑗𝑗𝑗𝑗+1)(𝜏𝜏2𝑗𝑗𝑗𝑗+1)
 (11) 

The unknowns to be identified are: process gain (k), time constants (τ1, τ2) and time 
delay(𝜃𝜃). Substitute eq. (11) and eq. (8) in eq. (9) to obtain the condition for 
sustained oscillation 4ℎ𝑘𝑘𝑒𝑒−𝜃𝜃𝜃𝜃𝜃𝜃��𝐴𝐴2−𝜀𝜀2−𝑗𝑗𝜀𝜀�𝜋𝜋𝐴𝐴2(𝜏𝜏1𝑗𝑗𝑗𝑗+1)(𝜏𝜏2𝑗𝑗𝑗𝑗+1)

𝑒𝑒𝑗𝑗𝜋𝜋2α
= −1 (12) 

Equate the magnitude and phase angles on both sides of eq. (12) to get the unknown 
parameters. The equation obtained by equating the magnitude is given in (13) 4ℎ𝑘𝑘𝜋𝜋𝐴𝐴�(𝜏𝜏12𝑗𝑗2+1)�(𝜏𝜏22𝑗𝑗2+1)

= 1 (13) 

The resulting equation (14) after simplifying eq. (13) in terms of τ1and τ2 is 𝜏𝜏1 + 𝜏𝜏2 = � 1𝑗𝑗2 ��4ℎ𝑘𝑘𝜋𝜋𝐴𝐴 �2 − 1� + 2𝜏𝜏1𝜏𝜏2 − (𝜔𝜔𝜏𝜏1𝜏𝜏2)2 (14) 

Equation (15) is obtained by equating the phase angles in eq. (12) −𝜃𝜃𝜔𝜔 − 𝑡𝑡𝑡𝑡𝑠𝑠−1(𝜏𝜏1𝜔𝜔) − 𝑡𝑡𝑡𝑡𝑠𝑠−1(𝜏𝜏2𝜔𝜔) − 𝑡𝑡𝑡𝑡𝑠𝑠−1 � 𝜀𝜀�𝐴𝐴2−𝜀𝜀2� − 𝜋𝜋2 α = −𝜋𝜋 (15) 

Rearranging the above equation for τ1and τ2 results in eq. (16) 

𝜏𝜏1𝜏𝜏2 =
1𝑗𝑗2 �1 − 𝑗𝑗(𝜏𝜏1+𝜏𝜏2)𝑡𝑡𝜋𝜋𝑡𝑡�𝜙𝜙−𝑗𝑗𝜔𝜔−𝑡𝑡𝜋𝜋𝑡𝑡−1� 𝜀𝜀�𝐴𝐴2−𝜀𝜀2��� (16) 

Where 𝜃𝜃 = 𝑡𝑡2 − 𝑡𝑡1 (17) 𝜙𝜙 = 𝜋𝜋 − α 𝜋𝜋2 (18) 

2.2 The Systematic Approach for Identification of SOPTD 

Model Parameters is given as follows: 

Step 1: Choose the parameters h and 𝜀𝜀 before performing the relay test. 
Step 2: The parameter h is usually chosen as a symmetrical value. In the present 

work, it is fixed to ±1 and 𝜀𝜀 is considered 2.5% of h. 
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Step 3: Perform relay test by choosing different values for α in the range 0.1-1.8. 

 Note: Any value of α beyond 2 results in an unstable response [32]. 

Step 4: Set α=0.1, conduct relay experiment and note A, T and 𝜃𝜃 from the sustained 
oscillation along with IAE (eq. 19). 𝐼𝐼𝐴𝐴𝐼𝐼 = ∫ �𝐺𝐺𝑚𝑚(𝑗𝑗𝑗𝑗)−𝐺𝐺(𝑗𝑗𝑗𝑗)𝐺𝐺𝑚𝑚(𝑗𝑗𝑗𝑗)

� 𝑑𝑑𝜔𝜔𝑗𝑗𝑐𝑐𝑐𝑐0  (19) 

Where 𝜔𝜔𝑐𝑐𝑐𝑐  is the critical frequency of actual model, G(jω) is the actual model and 
Gm(jω) is the identified model. 

 
Figure 2 

Process input-output signals 

A sample input output signal diagram is shown in Figure 2, T is the critical time 
period of process output, t1 is the time at which process input crosses set point r(t) 
and t2 is the time at peak amplitude of the process output. 

Step 5: The process gain (k) is usually predefined and here it is chosen to be equal 
to the gain present in the actual process. 

Step 6: Identify τ1and τ2 using equations (14) and (16) after substituting ℎ, 𝜀𝜀, 𝑘𝑘,𝐴𝐴,𝜃𝜃,

and 𝜔𝜔. Where 𝜔𝜔 =
2𝜋𝜋𝑇𝑇  obtained in steps 4 and 5. 

Step 7: Now, the second order model parameters are identified for α=0.1 

Step 8: Repeat steps 4 to 6 by varying α from 0.2 to 1.8 and identify the model 
parameters for each value of α. 

Step 9: Finally, choose the optimum value for α and accurate second order model 
identified based on minimum IAE. 
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3 Simulation Results and Discussion 

The simulations for model identification have been carried out on different second 
order systems Viz., underdamped, overdamped and critically damped systems.  
The identification of model parameters according to the novel systematic approach 
is delineated with the plots of model parameter variation with respect to fractional 
order (α) of the integrator. The value of α for which optimum model is identified is 
characterized through α versus IAE plots. Further, step response is observed to 
compare the exactness of identified model with the actual model. 

3.1 Example 1 

Consider the overdamped SOPTD model [4] given in eq. (20) 𝐺𝐺1(𝑠𝑠) =
𝑒𝑒−2𝜃𝜃

(10𝑠𝑠+1)(𝑠𝑠+1)
 (20) 

The relay test is initiated by setting h=±1 and 𝜀𝜀 =±0.025. Now, the test is performed 
by considering α=0.1 and then the model parameters are identified according to the 
systematic procedure. The relay test is repeated for different values of α (0.2-1.8) 
and the second order model parameters are identified for each value of α. The trends 
of variation of the identified parameters τ1, τ2 and 𝜃𝜃 for each value of α is shown in 
Figure 3. It is observed that the variation of identified τ1 and τ2 are very close to 
actual values and are equal to the actual values at α =1.325. The delay also becomes 
equal to the actual 𝜃𝜃 at α =1.325. The best model is identified from the set of 
identified models based on minimum IAE for α =1.325, which is evident from 
Figure 4. The critical period and amplitude are obtained as T=67.80 and A=0.9275. 

 
Figure 3 

Trends of τ1, τ2 and 𝜃𝜃 for variation in α 
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Figure 4 

α vs IAE graph 

The identified model, actual model and other models used for comparison are listed 
in Table 1 along with IAE. The model identified through proposed method gives 
low IAE compared to other models. The efficiency of the proposed identification 
method is proved under noisy environment in presence of measurement noise of 20 
dB. The noise effect is achieved using a random additive noise with zero mean and 
0.00013526 variance. The noisy process output and noise free limit cycle output 
obtained by curve fitting technique are as shown in Figure 5. The identified model 
with measurement noise is given in Table 1 and it proves that the proposed method 
is efficient with low IAE even under the influence of noise. 

Table 1 
Comparison of process models 

Methods Model IAE 
Actual Process e-2s

(10s+1)(s+1) 
-- 

Proposed model e-2s

(10.061s+1)(1.054s+1)
 

0.0112 

Proposed with measurement 
noise 

e-1.9s

(10.073s+1)(1.161s+1)
 

0.0161 

Method (offline) in [7] e-3.12s

10.24s+1 
0.0418 

Method (online) in [7] e-3.15s

9.81s+1 
0.0502 

Method in [4] 
 

e-2.84s

11.98s+1 
0.0601 
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Figure 5 

Noisy and noise free process output 

The step response of the proposed model is shown in Figure 6. It is clear that the 
response with proposed model is close to the actual model compared to the other 
methods [7, 4]. It is observed from Figure 7 that the Nyquist plot of the proposed 
method is close to the actual model. 

 

 
Figure 6 

Step responses of the proposed model, actual process, and methods present in literature 
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Figure 7 

Nyquist plot 

3.2 Example 2 

The overdamped SOPTD process [9] used for identification is given in (21) 𝐺𝐺2(𝑠𝑠) =
𝑒𝑒−4𝜃𝜃

(10𝑠𝑠+1)(2𝑠𝑠+1)
 (21) 

The values of h=±1 and 𝜀𝜀 =±0.025 are chosen to perform relay test. The model is 
identified according to the systematic approach given in section 2.1. The trends of 
variation of the identified parameters τ1, τ2 and 𝜃𝜃 for each value of α is shown in 
Figure 8. The error between identified model and actual model (IAE) for each value 
of α is illustrated in Figure 9. The best model parameters are identified based on 
minimum IAE at α =1.15, which is evident from Figures 8 & 9. The critical period 
and amplitude are obtained as T=68.2 and A=0.9205. The model identified 
according to the proposed method and existing model are listed in Table 2. 

The model identified in presence of measurement noise (random noise with zero 
mean and 0.00013526 variance) is given in Table 2. The identified model under 
these circumstances is very close to actual model with minimum error (0.0063 lower 
than noise free model 0.0069) which is evident from Table 2 and Figure 10. It is 
also observed from the step response (Figure 11) and Nyquist plot (Figure 12) that 
the proposed model is in the close proximity of actual model compared to other 
models [9]. 
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Figure 8 

Trends of τ1, τ2 and 𝜃𝜃 for variation in α 

 
Figure 9 

α vs IAE graph 

Table 2 
Comparison of process models 

Methods Model IAE 

Actual Process e-4s

(10s+1)(2s+1) 
-- 

Proposed model e-4.1s

(10.012s+1)(2.032s+1)
 

0.0069 

Proposed with noise e-4.1s

(10.023s+1)(2.0156s+1)
 

0.0063 
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Method (offline) in [9] e-4s

(8.9312s+1)(2.1515s+1)
 

0.0206 

Method (online) in [9] e-4.1s

(8.855s+1)(2.171s+1)
 

0.0218 

 

 
Figure 10 

Noisy and noise free process output 

 
Figure 11 

Step responses of the proposed model, actual process, and methods present in literature 
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Figure 12 

Nyquist plot 

3.3 Example 3 

The underdamped SOPTD process [2] used for simulation is in (22) 𝐺𝐺3(𝑠𝑠) =
𝑒𝑒−𝜃𝜃9𝑠𝑠2+2.4𝑠𝑠+1 (22) 

The model identification as per the proposed method is done with the settings: h=±1 
and 𝜀𝜀 =±0.025. The models are identified by varying α from 0.1 to 1.8 following the 
systematic approach. The identifications results in complex values for the 
parameters τ1 and τ2 as the process is an underdamped system but a real value for 𝜃𝜃. Hence, the trends (Figure 13) are plotted between τ1τ2 and τ1 + τ2 with respect to 
variation in α. The best model is identified at α=1.15 (see α versus IAE in Fig. 14) 
and the corresponding model is given in Table 3 along with the error.  
The critical period and amplitude are identified as T=23.5 and A=1.651. It is 
observed that the proposed model is near the actual model with minimum error 
compared to method in [2]. The model in presence of random noise is also identified 
(Table 3) and it is a bit far from the actual model (illustrated in Figure 15) with a 
slightly high error. The exactness of the identified model to the actual model is also 
evident from step response and Nyquist plot shown in Figures 16 and 17. 

Table 3 
Comparison of process models 

Methods Model IAE 
Actual process e-s

9s2+2.4s+1 
-- 

Proposed model e-s

8.622s2+2.487s+1 
0.0042 
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Proposed model with noise e-0.9s

8.138s2+2.532s+1 
0.0330 

Method in [2] 1.0e-3.35s

3.96s+1  
0.2948 

 
Figure 13 

Trends of τ1, τ2 and 𝜃𝜃 for variation in α 

 
Figure 14 

α vs IAE graph 



Acta Polytechnica Hungarica Vol. 20, No. 2, 2023 

‒ 257 ‒ 

 
Figure 15 

Noisy and noise free process output 

 
Figure 16 

Step responses of the proposed model, actual process, and methods present in literature 
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Figure 17 

Nyquist plot 

3.4 Example 4 

Consider the following (eq. 23) critically damped process [9] 𝐺𝐺4(𝑠𝑠) =
𝑒𝑒−0.01𝜃𝜃
(2𝑠𝑠+1)2 (23) 

 
Figure 18 

Trends of τ1, τ2 and 𝜃𝜃 for variation in α 

The model identification is carried out according to the systematic approach with 
h=±1 and 𝜀𝜀 =±0.025. The variation of the identified parameters τ1, τ2 and 𝜃𝜃 for α is 
shown in Figure 18 and the IAE versus α plot is illustrated in Figure 19. It is 
observed that the model parameters are optimum at α =1.15 with minimum IAE. 
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The corresponding critical period and amplitude are T=16.6 and A=0.8459. It is 
interesting to note that the model parameters are equal to actual values for a wide 
range of α which is evident from Figure 18. The proposed model identified 
according to the systematic approach along with other models is presented in Table 
4. There is a slight rise in the error (Table 4) between the models identified in 
presence of noise compared to actual model (Figure 20). Figure 21 and Figure 22 
illustrate that the proposed model is close to actual one for step change in the input 
and for variation in frequency. 

 
Figure 19 

α vs IAE graph 

Table 4 
Comparison of process models 

Methods Model IAE 

Actual Process e-0.01s

(2s+1)2
 

-- 

Proposed model e-0.01s

(2.002s+1)2
 

0.0190 

Proposed with noise e-0.013s

(2.035s+1)2
 

0.388 

Method in [9] 1.0084e-0.01s

(1.9962s+1)2
 

0.118 

Method in [3] 0.8709e-0.013s

(1.897s+1)2
 

0.465 
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Figure 20 

Noisy and noise free process output 

 
Figure 21 

Step responses of the proposed model, actual process, and methods present in literature 

 
Figure 22 

Nyquist plot 
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Conclusion 

This paper proposes a new systematic identification approach for SOPTD processes 
using relay feedback with hysteresis and fractional order integrator. The proposed 
approach provides flexibility in the degree of freedom with the addition of fractional 
integrator and thus leads to more accurate SOPTD models. The proposed approach 
has an additional degree of freedom for estimating parameters, i.e., fractional order 
integrator. The describing function method developed the expressions to estimate 
the accurate model parameters. The addition of a fractional integrator helps improve 
the position frequency point obtained by the DF method. The proposed approach is 
found to be efficient under realistic conditions by estimating the model parameters 
in presence of measurement noise. To get the noise effect, white Gaussian noise is 
added to the process output, and the noisy limit cycle is processed through the curve 
fitting technique to obtain a clean signal. The proposed approach was applied to 
overdamped, underdamped, and critically damped SOPTD transfer function models 
and the performance is evaluated by comparing the absolute error criteria in the 
frequency domain, Nyquist plot, and step response. The proposed approach reduced 
IAE for Overdamped, Underdamped, and critically damped processes by 77.68%, 
98.57%, and 95.78%, respectively compared to literature methods. 
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