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Abstract 

As a result, effective implementation of the service’s mission system will depend on the training development that can change simultaneously with 

technical development and deliver systemic results in implementing missions. This article examines how police personnel authorised to drive specialised 

motorcycles use their vehicles and their main functions and analyses seasonal mileage of motorcycle usage. A questionnaire survey of motorcycle police 

officers enrolled in the Basic Motorcycle Training and License Renewal Training Programme of the Police Education and Training Centre in 2022 provided 

the data. According to aggregated data, the average annual mileage of the country’s total of 218 service vehicles is 3,599 km. The main patrol category, 

with 104 people (officer, patrol leader, patrol commander, team commander), is significantly better with 6589 km/year mileage, while the 114-strong 

secondary patrol category (event scene and investigation, district officer, patrol commander, driver) has 2266 km mileage on average in 2022. The results 

of the survey highlight the low average mileage of motorcycle police. The main reason for this is that for more than 50 percent of trained officers, performing 

duties on a service motorcycle is only a secondary task. However, the training system for police motorcycle usage must be restructured. 
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1. Introduction 

Motorcycle patrols have been prominent in traffic policing in the past century. The performance of professional tasks in 

public areas requires that the tasks using service motorcycles be carried out professionally by police personnel trained for 

this purpose (Christie, 2020). In order to achieve this, a flexible, innovative and system-oriented basic training and a further 

training system must be put in place. Therefore, the Police Education and Training Centre is key in building and managing 

the training system. This task is particularly difficult, similar to the relationship between schools and the labour market. The 

question is who to train and how to train them so that they can carry out their tasks as effectively as possible in the future. 

In order to give precise answers to these questions, it is necessary to explore the problems that arise during the training and 

to propose solutions. This research aims to reveal what the members of the Hungarian police force who are entitled to drive 

service motorcycles with distinctive markings do, i.e. what their “main task” is and approximately how many kilometres 

they drive in a year. The primary purpose of this research is to analyse police motorcycle training. This illustrates the high 

professional standards expected of motorcycle police officers. 

2. Background 

Training police officers on motorcycles is important for several reasons, as motorcycles play a unique and crucial role in 

law enforcement. Here are some key reasons why such training is emphasised: 

Manoeuvrability: Motorcycles are more manoeuvrable than traditional police vehicles, allowing officers to navigate 

traffic more efficiently. This agility is particularly valuable in urban environments, where congestion is common. 

Accessibility: Motorcycles can access areas that larger vehicles cannot, making them essential for patrolling parks, 

pedestrian zones, and other locations where cars cannot easily go. This enhances the police presence and response capability 

in diverse settings. 

Quick Response: Motorcycles can respond quickly to emergencies and incidents, reducing response times. This rapid 

response is critical when immediate action is necessary, such as accidents, crimes in progress, or other emergencies. 
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Cost-Efficiency: Motorcycles are generally more fuel-efficient and have lower maintenance costs than larger patrol 

vehicles. This can result in cost savings for law enforcement agencies, allowing them to allocate resources more effectively. 

Specialised Roles: Some police departments use motorcycles for specialised roles, such as traffic enforcement, escort 

duty, and event management. Specialised training ensures that officers can perform these roles safely and effectively. 

Skill Development: Riding a motorcycle requires specific skills, and training helps officers develop the expertise needed 

to operate the vehicle safely in various conditions. This includes training in defensive riding techniques and emergency 

manoeuvres. 

Enhanced Pursuit Capabilities: While pursuits should always be conducted safely and within established guidelines, 

motorcycle officers can more effectively pursue suspects through congested or narrow areas where larger vehicles might 

struggle. 

Adaptability: Motorcycle training equips officers to adapt to different road conditions and environments. This 

adaptability is crucial in diverse policing scenarios. 

In summary, motorcycle training for police officers enhances their capabilities, responsiveness, and engagement with the 

community. It allows law enforcement agencies to deploy officers effectively in various situations, ultimately contributing 

to public safety. 

2.1. Training conditions 

Article 4 of the Instruction of Ministry of Interior18/2016 (VIII.16.) defines the categories of motorcycle training and the 

entitlements: 

(d) Basic motorcycle training: 120 hours of training in preparation for driving a service vehicle using a distinctive sign 

with a category A licence; 

(e) ‘renewal training for the licence for basic motorcycle training means compulsory periodic training of 20 hours of 

refresher training, repeated annually from the date of completion of the basic motorcycle training, to renew the qualification 

obtained based on the training referred to in (d); 

Upon completing the initial and periodic training specified in points (d) to (e), a driver may ride a service motorcycle 

with a distinctive sign. 

§ 7 (1) Conditions for participation in training and further training for drivers of motor vehicles for internal affairs authorities 

by category of motorcycle: 

(d) basic motorcycle training: 

(da) valid category A driving licence; 

(db) successful completion of advanced driver training or advanced driver renewal training; 

(dd) a valid Group 2 medical certificate; 

(de) a valid driving psychology test (PAV I or equivalent as defined by the training body); 

(df) passing a motorcycle pre-selection test; and 

(dg) planning for a position involving the driving of a motorcycle; 

(e) renewal training for the licence for basic training for motorcyclists: 

(ea) a valid category A licence; 

(eb) successful completion of basic motorcycle training; 

(ec) at least six months of accident-free driving experience, without any fault on the motorcycle driver’s part, 

immediately prior to the start of the renewal training in basic motorcycle training; 

ed) a valid Group 2 medical certificate; and 

(ee) a valid driving psychology test (PAV I or equivalent as defined by the training body). 
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The conditions of participation in such training show that, in the case of an application for motorcycle training, the 

applicant is already a person with significant previous training and driving experience. After completing advanced driver 

training or license renewal training, he/she has acquired the right to use distinctive signs in road traffic with a service vehicle 

(Buda, 2022). Driving a motorcycle and the training as well is a cognitive load, meanwhile the training ensure long term 

sustainability of motorcycle police in Hungary. 

Motorcycle training is the most complex level of training from a technical point of view, which places a considerable 

demand on police officers in terms of theoretical and practical implementation. The execution of tasks in a two-wheeled 

vehicle is highly dangerous during the performance of official duties, and it is therefore vital that motorcycle training 

achieves its objectives in the light of the official duties to be performed in the future and that the participants in the training 

meet the conditions of competence for the outcome. 

2.2. Basic motorcycle training 

The primary aim of the basic motorcycle training is to train police officers employed by central, regional and local police 

forces, who are scheduled to drive service motorcycles, to perform their duties using distinctive signs. Furthermore, persons 

performing motorcycle duties in other bodies under the Ministry of Interior are also trained. The training program provides 

drivers of service motorcycles with the theoretical and practical knowledge required to handle and drive service motorcycles 

at a high standard and fully perform general and specific service tasks using motorcycles. Using a police motorcycle is an 

extreme cognitive load therefore training the usage of these vehicles and persons are essential. 

Having completed the training program, the trainees must be able to react promptly and professionally in traffic with 

rapid situational awareness (Goodwin et al., 2022), drive and operate the service motorcycle safely, carry out a 

motorcyclist’s service tasks and complete the driving test course under time stress within the specified level time (complex 

professional report): 

 

Table 1. Curricular units and curricular elements of the professional programme 

Unit Topic Theory 

[lesson] 

Practical 

[lesson] 

Total 

[lesson] 

1 Basic knowledge of training 4 – 4 

     

2 Transport psychology 2 – 2 

3 Healthcare, first aid 2 – 2 

4 Vehicle physics, motorcycle controls 2 2 4 

5 Vehicle stopping, vehicle tracking 4 4 8 

6 Driving exercises on the training track 6 56 62 

7 Professional practice with the police motorcycle subdivision 4 12 16 

8 Driving practice on public roads 1 7 8 

9 High-speed cornering techniques on closed race track 1 7 8 

10 Practical report – 2 2 

11 Complex professional report (theory, practice) 2 2 4 

Total  28 92 120 

* Source: Instruction of Ministry of Interior18/2016 (VIII.16.) Training programme 120 hours of basic motorcycle training for 

service motorcycle drivers. 
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2.3. Basic motorcycle training renewal training 

This program offers theoretical and practical training for drivers of service motorcycles employed by bodies under the control 

of the Ministry of Interior. It provides drivers of service motorcycles with the theoretical and practical knowledge they have 

acquired to handle the vehicle with high proficiency and use it professionally. The training participants should be able to 

react promptly and professionally in traffic while assessing the situation quickly, driving and operating motorcycles safely, 

and carrying out their duties safely. 

 

Table 2. Curriculum details 

Curriculum element Content Theory 

[lesson] 

Practical 

[lesson] 

Total 

[lesson] 

1. Theoretical training • Knowledge of the law (Highway Code, use of 

distinctive signs) 

• Driving theory (motor vehicle physics) 

2 – 2 

2. Practical training • Complex tasks based on driving exercises on a 

training track at low speed 

- 8 8 

3. Practical training • Driving exercises on a training track at high 

speed (driving on an ideal curve) 

- 8 8 

4. 

Driving under time stress  

• Completion of a set of exercises from a series of 

practised driving tasks within a limited time 

– 2 2 

Total  2 18 20 

* Source: Instruction of Ministry of Interior18/2016 (VIII.16.) Mandatory annual 20-hour basic motorcycle training for service 

motorcycle drivers, licence renewal training programme 

 

The successful completion of the training will provide a professional basis which will be further developed in the practical 

performance of the duties of the service, individually and in groups. The ever-changing and evolving road traffic 

environment, including the increasing number of powerful vehicles, encourages the police to keep pace with these technical 

developments. To this end, the fleet of service vehicles, including service motorcycles, has significantly developed recently. 

Between 2017 and 2021, 70 high-performance BMW 1200 and 1250 RTP motorcycles were delivered to police forces in 

Hungary, and the National Accident Prevention Committee (OBB) plans to purchase and deliver 50 more vehicles by 2023. 

It can be seen that there is a will for technical improvement and that the OBB is providing substantial financial resources for 

this. 

At the same time, questions arise about whether the staff training is up to the new technical challenges and how effectively 

the trained motorcycle officers are driving the service motorcycle. Consideration should be given to the primary (those 

whose direct task is to provide service motorcycle support) and secondary (those whose non-primary task is to provide 

service motorcycle support) responsibilities associated with the post determining the motorcycle service’s composition. 

3. Methodology and results 

I conducted a questionnaire survey as a motorcycle instructor at the Police Education and Training Centre, with the research 

period running from the first motorcycle licence renewal training this year, 13 April 2022, to the last, 22 August 2022. The 

main purpose of the questionnaire was to accurately assess a trained police motorcyclist’s effectiveness in performing his/her 

duties. To do this, it is necessary to know the current national staffing situation, the trained personnel's primary duty 

assignments, and the service motorcycle's mileage. In the light of this data, we can draw appropriate conclusions for 

evaluating effectiveness. The survey lasted six months and involved 218 people who completed the questionnaire on paper. 

Before presenting the results of the questionnaires, it is important to define what it means to be a motorcycle police 

officer today (2023) in Hungary. This depends on the department the policeman serves, his position, and his skills 

(Sakashita et al., 2014). During training, the examination system is uniform, but the performance of the duties varies 

considerably. This depends on the professional experience and skills of the motorcycle officer concerned. 
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Table 3. Results of the questionnaire 

Group I 

104 people 

Mileage 

[km/year] 

Group II 

93 people 

Mileage 

[km/year] 

Group III 

21 people 

Mileage 

[km/year] 

Total 

218 people 

Mileage 

[km/year] 

patrol 7314 accident scene 

investigator 

1230     

patrol leader 7621 district officer 2026     

patrol commander 7923 service control 4030     

team leader 3500       

Average 6589 Average 2428 Average 1789 Average 3599 

Average for those 

riding less than 

5000 km/year 

(42 people) 120 

Average for those 

riding less than 

5000 km/year 

(75 people) 62 

Average for those 

riding less than 

5000 km/year 

(11 people) 740 

Average for those 

riding less than 

5000 km/year 

(128 people) 307 

Source: own compilation 

 

 
Figure 1. Driving test results 

Source: own compilation 

 

4. Analysis & discussion 

Based on the evaluation of the questionnaires and the average mileage data, it can be concluded that the average use of 

service motorcycles by trained police personnel (218 persons) is low (3,599 km/year), of which the average use of service 

motorcycles by those under 5,000 km/year (128 persons) is critically low (307 km/year). Although the number of service 

motorcycles (265) is adequate for the number of police officers, and these vehicles are constantly being upgraded and 

replaced by the OBB, the lack of training and the drastic drop in the level of training cause significant problems in the 

practical implementation of tasks due to the low mileage. 

More than 50 % of the 218 police personnel entitled to drive a service motorcycle with a distinctive sign have an average 

mileage of 307 km/year, which is extremely low. Based on my professional experience, at least 5000–10,000 km of annual 

service motorcycle driving is required to maintain the routine and develop the driver’s skills. A good basis for comparison 

would be the mileage rate of civilian motorcyclists in Hungary. This is put at 6000 kilometres by several civilian trade 

journals, but this is more likely to be based on the service interval of motorcycles. Authoritative sources such as the Central 

Statistical Office (KSH) or the Public Roads Nonprofit Ltd. database do not include the mileage of motorcycles, only the 

number of units or cross-sectional passages. 

Test results

1. passed with distinction (5%) 2. good (35%) 3. passed (50%) 4. not passed (10%)
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Driving a service motorcycle requires highly professional experience, so the training is based on the basics. The training 

programme will not achieve its purpose if the required professional experience cannot be achieved. I therefore propose a 

compulsory minimum of 5,000 km/year of service motorcycle driving, which can be completed in a specific format, in the 

home area, regionally or in a group. It is also necessary to consider the regional services’ workload in other directions, but 

the level of qualification can only be maintained and improved if regular driving practice is implemented.  

5. Conclusion 

For training police officers who can use the distinctive marking on their motorcycles, 20 hours of closed course training per 

year can be considered a low number of hours (Table 2). With the amendment of the Ministry of Interior instruction in 2021, 

the 80 hours of basic motorcycle training was converted into 120 hours by including professional practice in the increased 

number of hours that could lead to more sustainable training. 

This made it possible for the personnel involved in the practical training to perform joint service with the Motorcycle 

Subdivision of the Budapest Police Headquarters in the inner area of Budapest and its surrounding area. The results of the 

basic training are encouraging, with the police officers who participated in the new type of training completing the complex 

professional report with significantly greater efficiency and greater tolerance on cognitive load. 

Following this improvement practice, I propose to increase the length of the motorcycle licence renewal training from 

two days (20 hours) to three days (30 hours). The increased number of hours (10 lessons) would also create joint professional 

practice opportunities. 

The research results highlight that the average mileage of a police officer on a motorcycle is low. The aim is to ensure 

that the performance of the duties of the service, in particular police escorting and traffic policing (vehicle enforcement) 

tasks, are carried out at a high standard. In order to achieve this, the current closed-course training system needs to be adapted 

to include at least 10 hours of practical training in addition to the basic tasks set out in the training programme. This would 

also mean extending the training without placing an undue burden on regional and central bodies. The implementation of 

practical training in public places could also have a reinforcing effect on the police. 

Another important factor is the significant technical improvements made in recent years. Police officers must update 

their technical knowledge to operate the 120 high-performance service motorcycles acquired by the police between 2017 

and 2023. In other words, technical development implies the need for training development. 

The development of further training in the renewal of motorcycle licences and the introduction of hours of practical 

training in public areas is justified. Raising the level of qualification is a prerequisite for increasing the driving experience 

of motorcyclists, and I therefore consider it necessary to set a minimum mileage. The professional programme aims to ensure 

a high level of service. 
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Abstract: 

The escalating global demand for sustainable, renewable energy sources has catalyzed research into advanced refining processes, particularly focusing on 

the generation of essential raw materials like light naphtha. This paper delves into the production of light naphtha via the flash distillation of crude oil, 

underlining its critical role in fulfilling the petrochemical industry's requirements. The research delineates the fundamentals of flash distillation, 

incorporating both physical and mathematical models, with a specific emphasis on Raoult's Law, to demystify the hydrocarbon separation process in crude 

oil. The mathematical framework encompasses material and energy balances, coupled with the application of liquid-vapor equilibrium equations, thereby 

shedding light on the thermodynamic principles steering this procedure. The progression of this study involved analyzing the distillation curve of the 

referenced crude oil and identifying the pseudo-components representative of the involved hydrocarbons. Utilizing the DWSIM commercial simulator, the 

flash distillation process of Nemba crude oil was simulated, taking into account diverse operational conditions and thermodynamic models. The outcomes 

were juxtaposed with industrial datasets, demonstrating a significant alignment and affirming the simulation's predictive efficacy. A parametric sensitivity 

analysis was conducted to refine light naphtha yield, elucidating the effect of variables like the temperature of crude oil feed and naphtha separator feed on 

the process efficiency. The response surface methodology underscored the feasibility of augmenting naphtha production under certain conditions. 

Furthermore, this study assessed the impacts of employing two distinct thermodynamic models – the Soave-Redlich-Kwong (SRK) and Peng-Robinson 

(PR) equations of state. This analysis revealed minimal discrepancies in physical parameters, confirming the simulation's robustness and the reliability of 

both models. The findings of this paper validate the efficacy of flash distillation in light naphtha production, with numerical simulation emerging as a potent 

tool for enhancing process optimization and predictive analysis. These insights not only contribute to a deeper understanding of environmental sustainability 

but also offer strategies for maximizing light naphtha production in the oil industry. In conclusion, the results from this investigation significantly advance 

our comprehension of phase equilibrium profiles and their relationship with the applied thermodynamic state equations, thereby enriching the quality of 

the results. 

 

Keywords: 

Light Naphtha, Flash Distillation, Crude Oil, Simulation, DWSIM. 

 

1. Introduction  

From the perspective of energy production, the quest for cleaner and more sustainable fuels has remained a persistent 

challenge for governments and researchers worldwide. This endeavor stems from a dual concern: firstly, the pursuit of 

alternative energy sources is driven by the imperative to address global warming, reduce the carbon footprint, and mitigate 

environmental pollution associated with the utilization of fossil fuels. Secondly, there is a recognition of petroleum as a 

finite and non-renewable resource (Handogo, 2021; Noriler et al, 2009, Wolf-Maciel et al, 2001). 

Another pivotal facet of this endeavor lies in the identification of exceptionally valuable raw materials that facilitate the 

development of novel industrial processes. In this context, the transformation of crude oil into naphtha to meet the exigencies 

of the petrochemical sector assumes paramount significance in fostering and sustaining a diverse array of industrial activities. 

Naphtha, as a constituent of crude oil, predominantly comprises hydrocarbons featuring carbon chains ranging from 6 to 

12 carbons in length. It serves as a foundational feedstock for the production of an extensive spectrum of chemical products, 

including plastics, most notably polyethylene and polypropylene, which are prominent commodities in the global market. 

Naphtha is procured through a direct distillation process and encompasses hydrocarbons with boiling points within the 

temperature range of 38°C to 200°C. Its versatility extends to its use in gasoline production and as a fundamental raw material 

for the petrochemical industry. The latter application involves its conversion into ethylene, propene, butadiene, benzene, 

toluene, and xylenes through processes such as thermal cracking and catalytic reforming. The specific classification of 
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naphtha into light or heavy variants in refineries is contingent upon the cut-off point determined within the atmospheric 

distillation column (ABIQUIM, 2007). 

This dynamic landscape has spurred investments in scientific research geared towards developing processes that render 

naphtha a viable source for the production of butadiene and aromatics. Consequently, the quality of naphtha is predicated 

upon its hydrocarbon composition, boiling point characteristics, and the presence of impurities. As delineated by Rahimpour 

et al (2013) and Prauchner et al (2022), the distribution of paraffins, olefins, naphthenes, and aromatics serves as a decisive 

determinant of naphtha quality. This is particularly pertinent in the context of catalytic reforming processes, where 

naphthenes undergo selective transformation into aromatics. 

Numerous research efforts are being directed towards finding sustainable solutions for liquid fuels, with a significant 

focus on renewable feedstock-based alternatives. Among these, the development of biodiesel has a well-established history, 

as evidenced by studies from Lulic et al. (1998), Alahmer et al. (2022), and Jeyakumar et al. (2022). Another major area of 

investigation is the potential use of alcohols as diesel substitutes, which has been intensively researched (e.g., Tutak et al., 

2015). Additionally, waste-based fuels, including pyrolytic feedstocks, have garnered attention for their potential in 

sustainable fuel production (Kondor et al., 2022). 

While exploring alternatives to traditional fossil fuels, researchers have also examined options like OME (oxymethylene 

ethers), which, despite their fossil origin, present as viable alternative liquid fuels (Virt and Arnuld, 2022). Beyond liquid 

fuels, there's a growing interest in gaseous fuels like CNG (compressed natural gas), as highlighted in the work of Matijosius 

et al. (2022). 

A notable contribution in this field is the research by Goldbach et al. (2022) and Da Silva Mateus et al (2022), which 

demonstrates that fast pyrolysis can be an effective method for large-scale biofuel production from waste fish oil, yielding 

products with properties akin to conventional petroleum fuels. While there have been practices of blending diesel oil with 

vegetable or waste oil as an alternative, these blended fuels often fail to meet the stringent fuel quality standards set by 

governments and engine manufacturers. Issues such as corrosion and polymerization are common medium-term 

consequences of using these blends. However, biofuels produced through pyrolysis show promise due to their compatibility 

with current engine standards, addressing these concerns. 

Furthermore, naphtha has emerged as a precursor in the synthesis of an extensive spectrum of chemical products, with 

notable applications in the realm of resins, solvents, and pharmaceuticals. Additionally, it assumes a pivotal role as a key 

constituent in the formulation of high-octane gasoline formulations. 

1.1.  Principle of Flash Distillation 

Flash distillation of petroleum represents a widely employed and intricate separation process conducted within flash tanks, 

amenable to description through both physical and mathematical models, as illustrated in Figure 1 : 

 

Figure 1 Flowchart of a flash distillation unit. 

The flash tank, a single-stage distillation unit, plays a pivotal role in the separation of hydrocarbons within petroleum. It 

operates by receiving a preheated liquid hydrocarbon stream that passes through an expansion valve before entering the flash 

tank. Within this tank, a sudden pressure drop occurs, leading to the separation of the liquid and vapor phases. Given the 

diverse range of hydrocarbons present in the incoming crude oil, the vapor stream emerging from the top of the flash tank 

predominantly consists of lighter hydrocarbons, falling within the category of light naphtha. In contrast, the descending 
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liquid stream contains hydrocarbons with higher carbon structures, necessitating further fractionation within an atmospheric 

distillation column (Pasquini and Bueno, 2007). 

For the elucidation of this separation process, the physical model relies on Raoult's Law. This law expounds upon the 

principles of liquid-vapor equilibrium within ideal liquid mixtures, with a primary focus on vapor pressure and mole fraction 

of constituent components as the principal process variables. Raoult's Law affords insights into the phase equilibrium 

governing the various components of crude oil at varying temperatures, a fundamental aspect of flash distillation. 

In this context, a comprehensive grasp of phase equilibrium principles underpins the predictability of vaporization rates 

during the depressurization process within flash distillation columns. This entails a profound understanding of the key 

physical properties of crude oil components, encompassing boiling temperatures and vapor pressures. Establishing a robust 

relationship between these properties and the principles of phase equilibrium is instrumental in enhancing vaporization rates 

and facilitating the recovery of lighter components. 

Moreover, the physical model encompasses the tenets of heat and mass transfer, particularly concerning the preheating 

of crude oil and the ensuing vaporization. This entails the application of mass and energy balances, intertwined with the 

thermal exchanges inherent to the process. 

Consequently, the mathematical model associated with this process emerges from material balances as the foundational 

framework for modeling component flow within a flash distillation process. These equations enable the determination of 

mass flow rates for both the distillate (vapor) and the bottom product streams (as represented by Equation 1) (Luyben, 2006) : 

(1)    𝐹 = 𝑉 + 𝐿  

Where F, V and L are the feed, top product and bottom product flow rates, respectively, in kmol/h.  

For a given component, mass balances can be drawn up using Equation (2). 

(2)  𝐹𝑥𝐹 = 𝑉𝑦 + 𝐿𝑥  

Where xF, y and x are the fractions of the components in the feed, at the top and at the bottom of the flash distillation 

column, respectively.  

Energies balances are used to calculate the heat transfer rate and temperature changes in the distillation process and are 

essential for determining energy requirements and ensuring separation efficiency (Equation 3). 

(3)  𝐹ℎ𝐹 + 𝑄 = 𝐿ℎ𝐿 + 𝑉𝐻𝑉 

Where hF, hL and HV are the feed, bottom product and top product enthalpies, respectively, in kj/h, and Q, in kj/h, is the 

energy added to the system that results in the heating of the crude oil stream to ensure phase separation in the flash tank. 

On the other hand, liquid-vapor equilibrium equations, based on Raoult's Law or other phase equilibrium models, are 

used to predict the composition of the vapor phase at a given temperature and pressure. These equations make it possible to 

understand the distribution of the different components between the liquid and vapor phases during flash distillation 

(Equation 4) (Reis et al, 2006 and Barros (2022) : 

(4) 𝑦𝑖 =
𝑋𝑖𝛾𝑖𝑃𝑖

𝑠𝑎𝑡

𝜙𝑖𝑃
  

Where Psat is the vapor pressure calculated based on the equation proposed by Antoine (Equation 5) and γi and ϕi are, 

respectively, the activity and fugacity coefficients associated with phase equilibrium in the liquid and vapor phases : 

(5) ln 𝑃𝑣𝑎𝑝(𝐾𝑃𝑎) = 𝐴𝑖 −
𝐵𝑖

𝑇(°𝐶)+𝐶𝐼
  

Characterized as a separation technique based on the principles of phase equilibrium, this process guarantees the effective 

recovery of the light components contained in oil, especially light naphtha. In addition to the equilibrium principles described 

by Raoult's law, the equilibrium equation (Equation (6)) proposed by Lewis can be used (Perry, 2018; Kalvelage et al, 2017). 

(6)  𝑦𝑛 =
𝛼𝑥𝑛

1+(𝛼−1)∗𝑥𝑛
  

Where α is the relative volatility that relates the vapor pressures of the light and heavy key components. 
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Flash distillation calculations serve as a crucial tool for determining the requisite thermal (temperature) and mechanical 

(pressure) conditions necessary to achieve phase equilibrium between the exiting streams from the flash tank. These 

calculations are inherently iterative in nature and involve the simultaneous resolution of mass and energy balances, in 

conjunction with phase equilibrium equations. This integrated approach is indispensable for solving a system of differential 

equations, which is pivotal in evaluating the behavior of the flash distillation column (Shuncheng and Bagajewicz, 2002). 

The resolution of flash distillation problems can be executed through the utilization of commercial simulators or the 

development of algorithms grounded in mathematical modeling, which rely on the formulation of mass and energy balances. 

Numerous computational tools are available for this purpose, including Aspen HYSYS, CHEMSEP, DWSIM, and others 

(Leite et al, 2005). These tools enable the simulation of flash distillation processes, as well as more complex separation 

processes, providing valuable insights into the separation of crude oil into various fractions, including naphtha. Additionally, 

alternative thermodynamic models may be explored to enhance process performance in terms of separation capacity for 

specific crude oil fractions. Within this context, Kister (1992) and Fraga (2010) noted that flash distillation offers notable 

advantages such as reduced energy consumption, lowered capital costs, and heightened process sustainability when 

compared to conventional distillation methods. 

Handogo (2021) has conducted studies demonstrating the widespread utilization of flash distillation in refineries and oil 

processing plants to segregate light components, such as naphtha, from the heavier constituents of crude oil. According to 

the author, flash distillation effectively achieves the swift separation of light naphtha from the heavier components by 

capitalizing on differences in relative volatility and vapor pressure. It is noteworthy, however, that the precise composition 

of the light naphtha can vary contingent upon the type of crude oil being processed and the operational conditions of the 

flash distillation column. Subsequent to the separation of streams within the flash tank, the light naphtha can undergo 

additional processing stages, particularly sulfur recovery and other refining processes, to meet the requisite quality 

specifications and fulfill the demands of the chemical and petrochemical industries that rely on this essential raw material. 

In this specific context, a flash distillation study was undertaken on Nemba crude oil for the production of light naphtha, 

employing the support of the commercial simulator DWSIM. This investigation involved the exploration of optimal 

operating conditions and thermodynamic models to ensure peak process performance, with the resulting data subjected to 

comparison with existing literature data. 

2. Data and methods  

2.1 Software 

The research conducted in this study facilitated a parametric evaluation of the light naphtha production process via flash 

distillation of Nemba crude oil. The study harnessed the capabilities of the commercial simulator DWSIM, version 8.6.1. 

The primary focus of this investigation was to systematically analyze the process parameters, with a specific emphasis on 

assessing operating conditions and thermodynamic models that could enhance process performance. 

The utilization of process simulation provides a powerful means to gauge the sensitivity of various parameters in 

separation operations and other industrial processes. As elucidated by Leite et al. (2005), who employed a commercial 

simulator to investigate physical and chemical gas absorption processes, the flexibility afforded by commercial simulators 

greatly expands the analytical capacity for industrial processes. It enables the identification of critical parameters that exert 

the most significant influence on the outcomes of these processes, thereby facilitating informed decision-making and 

optimization efforts. 

2.2. Characteristics of Simulated Oil 

The oil used in this simulation study was extracted in Angola, and is coded as Nemba. Its characteristics are as follows: 

Density @ 15ºC: 0.8394 g/cm³; API gravity @ 60ºC: 37.0 degrees API (American Petroleum Institute); Viscosity @ 10ºC: 

13.3 cSt and Acidity: 0.24 mg KOH/g. 

On the other hand, the distillation curve for Nemba crude oil is shown in Figure 2. For this configuration, Prauchner et 

al. (2022) point out that the constituent compounds of petroleum cover very wide boiling temperature ranges, as illustrated 

in the distillation curve in Figure 2, which describes the main way of characterizing a petroleum sample. Generally, 

paraffinic compounds are concentrated mainly in the low and medium boiling point fractions, while naphthenic and 

aromatic compounds are present in the heavier fractions, with the usual concomitant occurrence of two or more of the 

aforementioned classes of compounds, as illustrated in Figure 2 : 
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Figure 2 Main crude oil derivatives by boiling temperature range. 

 

The naphtha from Namba Crude Oil was characterized by cutting it in two temperature ranges, i.e. 15-65°C and 15-

80°C, respectively. Once the cuts had been made, the physicochemical characterization was carried out in TOTAL Energy's 

laboratory, the results of which are shown in Table 1: 

 

Table 1 Result of cutting light naphtha at Crude Oil Namba.  

Parameters Unity Results 

Cutting temperature range °C 15-65 15-80 

Yield 
wt % 4.95 6.64 

vol % 6.40 8.41 

Density at 15°C kg/m3 648.00 661.00 

Sulphur content wt % 0.0001 0.0001 

Mercaptans content (RSH) mg/kg 0.00 0.00 

Naphthenic compound content vol % 7.90 14.40 

Aromatic compounds content vol % 0.70 2.20 

RON - 74.20 71.50 

MON - 72.70 69.70 

Where RON and MON stand for Research Octane Number and Motor Octane Number respectively. The data in Table 

1 was compared with simulation data, based on the use of two cubic equations of state, which made it possible to assess the 

consistency of these models in analyzing the behavior of flash distillation columns.   

2.3 Procedures Used for the Simulation 

This work was carried out at the Instituto Superior Politécnico de Tecnologias e Ciências (ISPTEC), with the support of 

the physical and operational parameters of Nemba crude oil shown in Table 1. The simulation studies involved the following 

sequence of procedures: 

i. Definition of the operating variables: the critical operating variables were established, covering parameters such 

as flow rates, temperatures, pressures and compositions. These variables play a fundamental role in configuring the 

simulation model. 
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ii. Pseudo-component selection: in the simulation process, the initial steps involved using the distillation curve to 

define the pseudo-components of the crude oil mixture, the results of which were used in the simulation to represent 

the multi-component nature of the feedstock used in flash distillation. 

iii. Selection of the thermodynamic model: the Peng Robinson model was selected for this process, as it enables the 

phase equilibrium behavior of substances in high pressure and temperature systems to be described.  

iv. Drawing up the flowchart: DWSIM software was used to describe the process flowchart, which describes the 

sequence of equipment and respective operations in the flash distillation of crude oil for the production of light 

naphtha.  

v. Definition of operating conditions: the feed conditions were then defined, with emphasis on the flow rate, 

temperature and pressure. Once these conditions had been established, the simulation was carried out, which 

essentially consisted of closing the mass and energy balances in order to meet the specifications previously 

established. 

vi. Evaluation of the results: the results obtained in the simulation were evaluated to check the consistency and 

validation of the thermodynamic model and to identify any discrepancies or needs for improvement. 

Therefore, the simulation reproduces the industrial processes of flash distillation of crude oil to produce light naphtha, 

the results of which can be evaluated in terms of consistency and performance by comparing the simulated data with 

industrial data. 

2.4. Experimental planning 

Flash distillation involves the intensive use of energy, a factor that affects operating costs in these industrial units. To this 

end, parametric sensitivity analysis makes it possible to explore the behavior of the operations involved in flash distillation 

columns. This condition resulted in the elaboration of the 22 factorial experimental design, used to evaluate the effect of 

two independent factors on a response variable. For this case, each factor has two configuration levels.  

For this study, two independent variables were used (crude oil feed temperature – X1 and naphtha separator feed 

temperature – X2) and one dependent or response variable (flow rate of the light naphtha produced), a condition that 

guarantees the optimization of light naphtha production. Table 2 shows the experimental planning used in this study, based 

on the descriptions of the variables described above. 

Table 2: Experimental design 22 used in this study 

Experiment X1 X2 

1 -1 -1 

2 1 -1 

3 -1 1 

4 1 1 

5 0 0 

 

In this way, 5 experiments were carried out to evaluate the variables described in this work and the responses evaluated 

in terms of comparative consistency with the experimental data. 

3. Results and Discussion 

The simulation first involved using experimental data from the distillation curve and API of the Nemba crude oil as input 

data for the DWSIM simulator and then choosing the operating conditions and thermodynamic model. Once this stage was 

completed, the characteristic pseudo-components of the crude were generated and used to carry out the numerical simulation 

study carried out in this work. 
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Table 2 Pseudo-components generated from Nemba crude oil 

Pseudo-components 
Mass 

Fraction 
Boiling Temp. (K) SG 

Molar weight 

(Kg/Kmol) 

C_5181_NBP_-51 0.0846 222.444 0.5732 37.90 

C_5181_NBP_18 0.0941 291.278 0.6691 62.24 

C_5181_NBP_92 0.1771 364.875 0.7410 96.64 

C_5181_NBP_141 0.2347 414.628 0.7787 125.00 

C_5181_NBP_213 0.1217 486.550 0.8234 173.53 

C_5181_NBP_282 0.1016 555.138 0.8583 228.39 

C_5181_NBP_346 0.0800 618.848 0.8860 287.04 

C_5181_NBP_412 0.0477 685.163 0.9112 356.12 

C_5181_NBP_481 0.0315 753.674 0.9347 436.19 

C_5181_NBP_550 0.0271 823.477 0.9567 526.86 

 

Pseudo-components represent a complex mixture of hydrocarbons with a boiling temperature within an established 

temperature range. For this case, the pseudocomponents individually represent a discrete component, with an average 

boiling point temperature and average properties throughout the mixture (Quirino, 2009). In this way, the sum of the 

fractions of all the pseudocomponents constitutes the total sample of crude oil from the referenced crude. 

3.1. Simulation 

In this study, the mass and energy balances were carried out using numerical simulation, supported by the DWSIM 

simulator, whose procedure followed the one described in the methodology of this work and involved preheating, pre-flash 

distillation, stabilization and fractionation of the naphtha, in order to produce products with a quality similar to that 

produced in the industrial unit, referred to here in this work. 

The operating conditions involved a feed flow rate of 1000 Kg/s of crude oil, with the Peng Robinson cubic equation of 

state used as the thermodynamic model for the gas phase. In this way, the crude oil was heated to 274°C (548.15 K) and a 

pressure of 4.2 bar, a condition that guarantees the total vaporization of the components associated with light naphtha and, 

partially, the components of heavy naphtha. Thus, in this operating condition, the stream enters the flash distillation column 

when there is a sudden reduction in pressure to approximately 1.2 bar, resulting in the separation of the descending liquid 

and ascending vapor phases in this industrial equipment. 

Also in this process, the ascending vapour stream is cooled in a heat exchanger to 80°C (353.15 K), and then feeds the 

second flash distillation column, a condition that guarantees the separation of LPG as ascending top vapour and descending 

liquid naphtha in this industrial equipment. The second flash distillation column is therefore characterised as a stabilisation 

tower and is used to produce light naphtha (C4-C6), the results of which are shown in Table 3. 

Based on the data in Table 3, it can be seen that it is possible to produce up to 231.72 tonnes/day of light naphtha, a 

condition that could increase the rate of petrol production through catalytic reforming or the use of light naphtha as a raw 

material for the petrochemical industry. On the other hand, the efficiency of light naphtha production from this simulation 

study is on a par with TOTAL ENERGY's experimental data (Table 3), with an average deviation of 3.06%. 

Numerical simulation is therefore a fundamental tool for analysing the performance of industrial processes, capable of 

predicting the behaviour of separation equipment, with deviations obtained within the range established in the literature. 

For these cases, Fernandes (2018) states in his studies that deviations between experimental data of up to 5% are admissible 

because they are related to the characteristics of the mathematical and thermodynamic models used in these processes. 
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Table 3: Results of the mass flow of products obtained in the simulation. 

Product 
Boiling 

Temperature (°C) 

 Mass Flow Recovery 

Percentage  

(%) 
Feed  

(Kg/s) 

Output 

(Kg/s) 

Crude oil --- 1000 --- --- 

LPG 15 – 80 --- 6.473 0.647 

Light Naphtha 15 – 80 --- 64.366  6.437 

Heavy Naphtha 80 –175 --- 390.075 39.007 

Atmospheric 

Current 
175 –370 

--- 
539.086 53.909 

Balance (Input = Output) 1000 Kg/s = 1000 Kg/s 100% 

 

The parametric simulation analysis based on the experimental planning made it possible to evaluate the effects of the 

crude oil feed temperature and the naphtha heating temperature before the flash separator or distiller. The results obtained 

were plotted on a response surface graph (Figure 5) and show that the increase in naphtha production rates is related to the 

maximisation of the experimental planning parameters mentioned here. Unlike the results in Table 3, Figure 5 defines the 

best parametric operating conditions and, as mentioned above, it can be seen that temperatures close to the maximum 

admissible boiling temperatures of the light naphtha components (C4-C6) guarantee higher yields in terms of flow rates or 

light naphtha production. 

 

 
Figure 5: Response surface for optimising light naphtha production. 

3.1.1 Analysis of thermodynamic parameters 

To better understand the influence of the thermodynamic model in terms of response quality, the flash distillation was 

simulated using two cubic equations of state, Soave-Redlich-Kwong (SRK) and Peng-Robinson (PR) respectively. In order 

to analyse the data obtained, the physical parameters of the products of the ascending vapour stream of the stabilised flash 

distillation were compared, according to the results shown in Table 4. Overall, it can be seen that there is a numerical 

similarity between the parameters derived from the two equations of state, with minimal deviation between them, even 

considering that the LPG produced involves a multicomponent mixture, which interferes differently, based on the molecular 

interaction forces, characterised by repulsion and attraction of the molecules making up the mixture. For this analysis, 
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thermal conductivity showed the greatest deviation, followed by specific mass, volumetric flow, internal energy and molar 

internal energy. This behaviour is due to the mathematical similarity between the two thermodynamic models, and because 

they consider the acentric factor which relates the size of the molecules when evaluating the molecular forces involved in 

the process.   

Table 4 Results of the mass flow of products obtained in the simulation. 

Parameters Unity SRK PR 
Variation 

(%) 

Thermal Conductivity W/[m.K] 0,01949 0,01947 0,15% 

Specific Mass kg/m3 2,41777 2,41957 0,07% 

Internal Energy kJ/kg 67,28390 67,31500 0,05% 

Molar Internal Energy kJ/kmol 4874,56000 4876,82000 0,05% 

Helmholtz Free Energy kJ/kg -120,65000 -120,65100 0,00% 

Molar Gibbs Free Energy kJ/kmol -5704,68000 -5707,01000 0,04% 

Specific Enthalpy kJ/kg 109,19200 109,19200 0,00% 

Molar Enthalpy kJ/kmol 7910,72000 7910,72000 0,00% 

Specific Entropy kJ/[kg.K] 0,50359 0,50373 0,03% 

Molar Entropy kJ/[kmol.K] 36,48360 36,49390 0,03% 

Gibbs Free Energy kJ/kg -78,74210 -78,77420 0,04% 

Molar Helmholtz Free Energy kJ/kmol -8740,84000 -8740,91000 0,00% 

Volumetric Flow @ T, P m3/s 26,62220 26,60240 0,07% 

 

On the other hand, the analysis of light naphtha from the second stabilised flash distillation column requires the use of 

thermodynamic models for the liquid phase, which makes it possible to determine the physical parameters of this phase and 

consequently compare the data obtained with industry data, a condition that can favour an understanding of the phase 

equilibrium principles involved in this study. 

 

4. Conclusion  

Based on the results obtained from this work, it can be concluded that: 

a) Flash distillation is an effective operation capable of predicting the operational performance of processes for 

producing light naphtha from crude oil, whose separation capacity depends on the boiling points of the constituent 

components of the mixture; 

b) Process simulation makes it possible to predict the behaviour of each operation and to know the energy content 

involved, conditions that make it possible to evaluate various mathematical and thermodynamic models that fit the 

experimental data; 

c) The simulation carried out using the DWSIM simulator made it possible to predict naphtha production rates and 

the results were compared with those of TOTAL ENERGY's industrial processes, with an average deviation of 

3.06%; 

d) Flash distillation, based on the principles of phase equilibrium, can be numerically optimised to guarantee 

knowledge of environmental sustainability, which is necessary for the national oil industry, maximising light 

naphtha production rates. 
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Abstract 

Thanks to the existing data gaps, Monitoring climate-related financial risks is no easy task. Greenhouse gases play an 

important role in climate change; therefore, examining economic activities’ emissions can be a suitable way to analyse 

climate risks. However, relying only on activities’ average greenhouse gas emissions can be misleading, as substantial 

emitters can greatly divert the average values upwards. Modifying these sectoral average emissions by subtracting substantial 

emitters’ data results in a clearer picture of climate risk analysis. The modified sectoral average method, which primarily 

relies on data from the emission trading systems, treats companies under the EU Emissions Trading System (ETS) regulation 

separately. With this treatment, sectors with high emission values can experience a significant drop in sectoral average 

emission intensity compared to companies under ETS regulation. To use an already available but not applied data cluster is 

an affordable, easy-to-implement way to increase the accuracy of climate risk indicators. Results in Hungary show that 

implementing this information reduces sectoral average intensity for companies not under ETS regulation. 

 

Keywords 

transition risk, sectoral exposure, greenhouse gas intensity 

 

1. Introduction 

Failure to adequately mitigate and adapt to climate change could have serious socio-economic impacts, whether in terms 

of physical risks from extreme weather or negative impacts on economic activities. In recent years, the financial risks 

associated with climate change have become increasingly pronounced, alongside the natural impacts of climate change. 

Climate change and its negative economic impacts can significantly impact human society, including its economic 

performance. Economic effects may include market shocks, physical damage, regulatory responses, and other impacts due 

to climate change and changing human attitudes. To ensure financial stability, it is important to examine these possible 

negative effects in order to be able to prepare for their potential impacts. Taking timely preventive action can help avoid 

potential risks. We consider the negative impacts of measures taken to create a low-carbon and climate-resilient economy 

as transition risks. Risks can include rapid repricing of financial assets (both positive and negative) due to rapidly changing 

consumer and regulatory expectations, reduced profitability of the company’s activities or obsolescence of its business model 

(carbon tax, production technologies becoming more expensive due to the banning of old technologies), which can lead to a 

drastic change in the default rate of certain activities. Late, simultaneous, large-scale regulatory measures to achieve a 

climate-neutral economy could cause even greater financial shocks, affecting investment and credit portfolios. In many areas, 

a green transition is required to reduce these shocks. For example, monetary policy can aid a smoother and faster transition 

to a low-carbon economy (Kolozsi et al., 2022). Although ESG ratings improve and sustainable disclosure requirements are 

becoming more stringent (Marczis et al., 2023), we still lack, in many cases, meaningful, easy-to-interpret environmental 

data, which is needed at the very least to aid a rapid transition. Emission trading systems appear to be effective tools for 

lowering regulated companies’ emissions (David, 2022), and as later shown, they could be useful input for risk analysis as 

a source of much-needed environmental data. 

A fully developed, common methodology for assessing climate risks does not yet exist. A reliable way to assess climate 

transition risks is to quantify the risks based on the greenhouse gas intensity (hereafter GHG intensity) of individual 
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economic activities. GHG intensity reveals how much pollution is needed in each economic sector to produce one value 

added. Combining this sectoral average data with company-level information is usually the first step for financial institutions 

for transition risk calculations. Several methods have already been defined to quantify carbon risks based on GHG intensity. 

If individual emission data is unavailable, these methods all build on the sectoral average GHG intensity of economic 

activities. However, incorporating individual emission data without modifying sectoral average GHG intensity values could 

lead to false results. A new method was developed to incorporate individual emission data into GHG intensity-based studies, 

achieving more realistic results compared to calculations based only on sectoral average GHG intensity values. 

2. Basis of GHG intensity analysis 

GHG intensity shows the GHG emissions per unit of added value. Equation (1) shows how GHG intensity values are 

calculated for a sector (Eurostat, 2023d). 

𝐼𝑁𝑇𝑖 =  
𝐺𝐻𝐺𝑖  

𝐺𝑉𝐴 𝐼
 (Eq. 1) 

where  

INTi is the GHG intensity value for the sector I in grams GHG/euro, 

GHGi is the total GHG emissions for the sector I in grams, 

GVAi is the Gross Value Added (hereafter GVA) for sector i in Euro using current exchange rates. 

 

GHG intensity data are compiled by Eurostat (Eurostat, 2023b) for countries in the European Union (hereafter EU). Data 

coverage is complete at a section level (NACE Rev2 level 1: A-T) and non-complete at a sector level (NACE Rev2 level 2: 

A01-T98). GHG intensity data are available for Hungary from 1995 onwards, with the latest data for 2020. Eurostat regularly 

updates the database with a lag of about two years. This data is the basis of the MNB’s Bank Carbon Risk Index (BCRI), 

used since 2021. The index captures the potential risks arising from the GHG intensity of the activities financed by banks 

based on two types of functions: (i) the linear function assumes that the higher the GHG intensity of the activity, the higher 

the associated risk, which is mainly due to regulatory activities (e.g. carbon taxes); while (ii) Gompertz’s function assumes 

that up to a certain level, the exposure of activity to climate regulations is negligible, but beyond a critical point the activity 

is certainly affected (Bokor, 2021; MNB, 2021, 2022b) (Figure 1). The Gompertz function can be considered the more 

stringent one of the two functions. Therefore, it estimates higher risk levels. Based on the index, at the end of 2022, between 

9 and 15 per cent of the Hungarian corporate exposures can be considered risky credit exposures (calculated based on the 

linear Gompertz function). The EU Emissions Trading System (hereafter ETS) supports the logic of the latter function, as 

only activities considered large polluters have been covered so far, while activities below a certain emission level are 

completely unaffected by the regulation. 
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Figure 1: Transition risk weights as a function of GHG intensity (Bokor, 2021: 9) 

 

The Task Force on Climate-Related Financial Disclosures (hereafter TCFD) also recommends the use of GHG intensity 

data (TCFD, 2017b), defining indicators to assess the carbon exposure of the portfolios of banks, insurers, fund managers, 

and investment service providers (TCFD, 2017a). Their most important indicator is the weighted average carbon intensity 

indicator, which was used, among others, by the MNB in its TCFD 2022 report to quantify the carbon intensity of the foreign 

exchange reserve, the government bond purchase programme and the Bond Funding for Growth scheme (287 tonnes 

CO2e/million EUR GDP, 495 tonnes CO2e/million EUR GDP, 551 tonnes CO2e/million EUR GDP were the intensity of the 

named programmes, respectively) (MNB, 2022a). In their surveys, the European Banking Authority (hereafter EBA) and 

Ritter (EBA, 2021; Ritter, 2022) created 6 GHG groups (from very low to very high) based on the GHG intensity of activities 

by ranking the values and breaking them up at certain points.1 Based on the 2021 results, 53 per cent of domestic corporate 

exposures financed exposures above the median GHG intensity, while in the EU, only 35 per cent of corporate exposures 

financed such activities in the EBA survey (EBA, 2021; Ritter, 2022). An important difference was that EBA used individual 

emissions data in creating the groups in addition to the available sectoral average intensity data without modifying it, while 

the domestic analysis used only sectoral average intensity data. 

The advantage of using GHG intensity data is data availability at the sectoral level. The problem lies in the reliance on 

the debtor’s main activity, the NACE code only. Companies are usually active in more than one economic sector. Therefore, 

using only one NACE code per debtor can mislead the analysis. The other problem arises from the usage of average GHG 

intensity data. As shown in the EBA analysis, including individual intensity data could significantly affect the results, thus 

providing a more nuanced picture of our credit portfolio’s riskiness. Although the calculation and publication of GHG 

intensity values at the company level is not widespread nationally, this data type is available for a certain number of 

companies. 

3. Modified sectoral average GHG intensity 

Using sectoral average GHG intensity data can be a good starting point for analysis, yet altering it by treating large 

polluting companies separately can greatly change these values. Due to the functioning of the EU ETS, individual emissions 

data for large polluting companies have been available since the start of the trading scheme in 2005 (EC, 2023a). The EU 

database publishes site-level CO2 emissions data for each ETS period. After aggregating the site-level data to the company 

level, we obtain company-level annual CO2 emissions data. Since sectoral emissions data are available from Eurostat and 

the economic sector of the companies operating under the ETS regulation can be easily found, subtracting the two from each 

 
1 In the analysis, the 10th percentile, 1st quartile (25th percentile), median (50th percentile), 3rd quartile (75th percentile), 90th percentile were the cut-off 

points for the categories, with exposures above the median being considered risky in particular. 
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other gives the annual GHG emissions of a given economic sector without the values of the companies whose emissions 

data are available. It is important to note that the Eurostat data include a range of GHG emissions, whereas the EU ETS 

database only considers CO2 emissions. As Eurostat GHG data are published in CO2 equivalent, it is possible to subtract the 

two. In Hungary, between 2005 and 2021, between 120 and 150 companies per year were covered by the EU ETS regulation, 

with the manufacturing and energy supply sectors (C and D) being the most affected (Table 1). 

The expected future tightening of the EU ETS regulation will decrease the amount of allowances available for free 

allocation and purchase, hence raising the allowance’s price and extending the range of activities covered by the regulation. 

EU policymakers would phase in CO2 emissions from all large ships in maritime transport entering EU ports, which is 

responsible for a significant amount of emissions globally, accounting for 3 per cent of total emissions in 2018 (EC, 2023b). 

In addition, a completely separate scheme will be established to regulate pollution from land transport and buildings from 

2025 onwards (Liese, 2022), which is expected to affect the H-transport and F-building sectors directly. 

In order to modify the sectoral average intensity data presented in Equation (1) with the individual emission data of 

companies under ETS regulation, it was also necessary to calculate the GVA data in the denominator at the company level 

(Equation 2). The GVA values were calculated based on the methodological guidelines of the Hungarian Central Statistical 

Office on gross domestic product (GDP) (KSH, 2023). For this purpose, the annual reporting data available on the Ministry 

of Justice website (MJ, 2023) were used. Most companies use the two most common profit and loss account procedures, so 

the GVA values calculated on their basis are presented in more detail below. 

𝐺𝑉𝐴 = 𝑜𝑢𝑡𝑝𝑢𝑡 − 𝑖𝑛𝑡𝑒𝑟𝑚𝑒𝑑𝑖𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (Eq. 2) 

𝐺𝑉𝐴 1 =  𝐴 ±  𝐵 −  𝐶 (Eq. 3) 

where GVA1 is the GVA of the companies using the total cost method, 

A is the net sales revenue, 

B is the capitalised value of one’s performance, 

C is the value of material expenditure. 

 

𝐺𝑉𝐴2 =  𝐴 −  𝐵 −  𝐶 (Eq. 4) 

where GVA2 is the GVA of the companies using the turnover cost method, 

A is the net sales revenue,  

B is the direct costs linked to sales, 

C is the value of the material expenditure. 

 

Not all companies examined had income statement data available in all cases from which GVA could be derived. 

Companies with data gaps were excluded from the analysis in years without income statement information, so their emissions 

data were not considered in subsequent calculations in those periods. Depending on the year, between 95 and 99 per cent of 

the annual reports (based on the number of companies) were available for companies under ETS regulation. 

In the remainder of the analysis, companies under ETS regulation with individual emissions data are referred to as ETS 

companies, and the remaining companies not under ETS regulation are non-ETS companies. For perspective, presenting the 

CO2 emissions and value-added data of ETS companies concerning the national data might be worthwhile. It can be said 

that ETS companies contribute largely to CO2 emissions in Hungary, while they are responsible to a much lesser extent for 

the generated gross value added in the country. The CO2 pollution of these companies was responsible for 37–44% of the 

domestic pollution between 2005 and 2021, while their gross value added accounted for only 4.8–6.6% of the national value 

added (Figure 2) on the same time horizon. Based on these, we can assume that the GHG intensity of non-ETS companies 

in sectors affected by ETS regulation may be much lower than their ETS-affected counterparts. 

 
Table 1: Breakdown of all Hungarian companies under ETS regulation by sector of their main activity (top), a ratio of Hungarian companies under 

ETS regulation with annual reports to all companies participating in the ETS in each sector (bottom) 

Source: EC 2023a, MJ 2023, own analysis 
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Year Sector (number of companies) Total 

C D H Other 

2005 87 50 3 12 152 

2006 87 51 3 13 154 

2007 85 52 3 9 149 

2008 80 52 3 9 144 

2009 76 51 4 10 141 

2010 76 52 4 10 142 

2011 75 52 4 10 141 

2012 72 51 8 10 141 

2013 67 49 4 10 130 

2014 64 46 6 8 124 

2015 61 42 6 8 117 

2016 61 41 6 8 116 

2017 65 42 6 7 120 

2018 64 44 7 7 122 

2019 66 46 6 5 123 

2020 67 43 5 5 120 

2021 71 41 5 4 121 
 

 

Year Sector (proportion of annual reports available by 

number of companies) 

Total 

C D H Other 

2005 93% 100% 100% 92% 95% 

2006 94% 98% 100% 92% 95% 

2007 94% 98% 100% 100% 96% 

2008 95% 98% 100% 100% 97% 

2009 96% 100% 100% 100% 98% 

2010 92% 100% 100% 100% 96% 

2011 93% 100% 100% 100% 96% 

2012 96% 100% 88% 100% 97% 

2013 97% 100% 100% 100% 98% 

2014 95% 100% 100% 100% 98% 

2015 95% 100% 100% 100% 97% 

2016 97% 100% 100% 100% 98% 

2017 98% 100% 100% 100% 99% 

2018 98% 100% 100% 100% 99% 

2019 98% 100% 100% 100% 99% 

2020 99% 100% 100% 100% 99% 

2021 97% 95% 100% 100% 97% 
 

* Note: C – Manufacturing; D – Energy supply; H – Transportation; Other – other sectors aggregated 
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Figure 2: The share of companies under ETS regulation in value-added generated by the Hungarian economy (left) and national GHG emissions 

(right)  

Source: Eurostat 2023a, Eurostat 2023c, EC 2023a, MJ 2023, own analysis 

 

The modified sectoral average GHG intensity differs from the one presented in Equation (1) because, from both the 

denominator and the numerator, the emissions and value-added data of ETS companies active in the sector in the given year 

were removed if both data points were available. The resulting modified sectoral average GHG intensity data can be taken 

as non-ETS companies’ new average intensity data. 

 𝐼𝑁𝑇𝑁𝑂𝑁𝐸𝑇𝑆𝑖  =  
𝐺𝐻𝐺𝑖 − 𝐺𝐻𝐺𝐸𝑇𝑆𝑖

𝐺𝑉𝐴𝑖 − 𝐺𝑉𝐴𝐸𝑇𝑆𝑖

 (Eq. 5) 

where INTNONETSi is the GHG intensity of non-ETS companies in sector i, 

GHGi is the total GHG emissions in sector i, 

GHGETSi is the GHG emissions of ETS companies in sector i, 

GVAi is the total GVA of companies in sector i, 

GVAETSi is the GVA of ETS companies in sector i. 

 

Both GHGi and GVAi correspond to the original sectoral values published by Eurostat (Eurostat, 2023a, 2023c), while 

GHGETSi values are from the EU ETS GHG emissions inventory of ETS companies (EC, 2023a) and GVAETSi values are 

calculated using the two GVA calculation methods described above using annual reporting data (MJ, 2023). 

 

3. Results and discussion 

The modified sectoral average GHG intensity values calculated for non-ETS companies are no longer influenced by ETS 

companies’ values, which are the largest CO2 emitters. Using the modified values gives a more accurate picture of the GHG 

intensity of non-ETS companies in each ETS-affected sector, and hence, their GHG intensity-based climate change risk 

values will likely decrease. We can refine our existing risk measurement tools based on sectoral GHG intensities using 

modified sectoral average GHG intensity data for non-ETS companies. Unsurprisingly, the two sectors most heavily 

involved in the ETS are the ones where the modification results are most noticeable (Figure 3). 
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Sectors C–Manufacturing and D–Energy supply show a drastic GHG intensity decrease compared to the average intensity 

values produced by Eurostat (blue lines), with the former showing a 42–67% decrease and the latter a 78–84% decrease in 

average GHG intensity values for non-ETS companies (red lines) depending on the year. We see drastic differences if we 

compare the sectoral average GHG intensity of non-ETS and ETS companies in the two sectors. On average, ETS companies 

(brown lines) can have up to 7–33 times higher average GHG intensity than their non-ETS counterparts in the D–Energy 

sector, while the same value was 3–12 times higher for ETS-companies in the C–Manufacturing sector. 

Surprisingly, results for the initial period can be observed in the H-Transportation sector. In the first years, several ETS 

companies produced much higher added value than the rest of the sector. As a result, although fewer GHG emissions 

remained in the numerator, the large reduction in value-added emissions resulted in higher GHG emissions per value-added 

produced than before the modification. So, the modified average GHG intensity values for non-ETS companies were initially 

higher than those calculated by Eurostat. This trend was reversed in 2014, and since then, as in the other two sectors above, 

the modified average intensity values of non-ETS companies have been lower than the original ones. 

Looking at the average GHG intensity of the Hungarian economy, there has also been a significant reduction. Although 

there has been a steady decline in the economy’s GHG intensity since 1995 with the decline of heavy industry and the growth 

of the service sector, modifying it with ETS companies’ data has resulted in a further 30–41% reduction compared to the 

average intensity values calculated by Eurostat, depending on the year. When comparing the non-ETS and ETS companies, 

the differences are as striking as for the first two mentioned sectors (manufacturing and energy supply). The average GHG 

intensity of ETS companies in the whole economy was 7–15 times higher than the average GHG intensity of non-ETS 

companies. 
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Figure 3: Change in sectoral average GHG intensity of most affected sectors and economy as a whole 

Source: Eurostat 2023a-c, EC 2023a, MJ 2023, own analysis  
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4. Conclusion 

Introducing new individual emission data to already in-use sectoral average GHG intensity data for climate risk analysis 

could significantly improve our existing analytical tools. However, applying only the individual emission data to the 

company, where possible, and not modifying the sectoral average data can cause misleading results. To overcome this, a 

modification method was introduced to the sectoral average GHG intensity values. With the method applied, where most of 

the companies with individual emission data were active, a drastic change could be observed in the sectoral average GHG 

intensity value. An already available data cluster, namely the emissions data from the EU ETS, was used for the modification. 

Many companies will likely disclose their CO2 emissions values shortly. Using these values the way introduced above will 

benefit the disclosing companies and their sectoral average, thus avoiding double counting their emissions. 

However, one problem arises when relying on GHG intensity data: the effect of the value added by high GHG emitter 

companies. The high enough value-added generation of companies and sectors can mask high pollution. Thus, GHG intensity 

follows the weak sustainability approach, which postulates the full substitutability of natural capital, as GHG intensity does 

not recognise some companies as high polluters as long as they do it with high enough value-added generation. On the other 

hand, strong sustainability assumes that human and natural capital are complementary but not interchangeable. Therefore, 

only GHG emission values should be used instead of GHG intensity. This approach could result in higher climate risks, as 

high polluters with high value-added would be considered risky exposures compared to the current situation. Of course, 

some now high GHG intensity activities could become low emission activities as well, as high GHG intensity can occur 

when low pollution is coupled with even lower value added. Further research and comparison between the two approaches 

is necessary to reveal the true impact of this methodological transition. 
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Abstract  

Urban centers, irrespective of their size, grapple with critical issues concerning urban transport, parking, and 

environmental preservation. Finding solutions to these challenges requires proactive measures, such as research initiatives 

yielding practical applications. Sustainable innovation flourishes through collaborative efforts across diverse sectors, 

encouraging mutual learning and optimal solution generation. Embracing the principles of sustainability, one promising 

approach lies in the Smart City concept adoption. This article delves into the significance of the Smart City paradigm, 

emphasizing the integration of the Quadruple Helix model, with a specific focus on the involvement of the fourth helix – 

society. The article highlights the societal engagement in shaping Smart City strategies on a pre-development phase 

questionnaire survey, emphasizing the pivotal role of societal involvement in formulating sustainable urban strategies. 
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1. Introduction  

The “Smart City” is becoming a common term in the media and among the general public. In practice, the individual 

cities, which call themselves intelligent, differ significantly. This is mainly due to the fact that the concept itself is still 

evolving. As each city is unique and the implementation of the Smart City concept depends on the city’s policies, goals and 

financial capabilities, the outcomes show a versatile picture. The strategy dedicated to the Smart City concept is gaining 

popularity mainly due to the growing population of cities and the related effort to ensure sustainable urban development. 

There are large economic differences between the countries of the European Union, including unemployment and inflation 

rates and the amount of public debt. The growing population, relatively low birth rate and aging population are considerable 

problems not only in Europe, but all over the world. 

In order to highlight the main trends regarding population changes, some urbanization facts are presented here from 

Ritchie and Roser’s article (2019): 

• More than 4 billion people live in urban areas globally.  

• The UN estimates 2007 was the year when, for the first time, more people in the world lived in urban than in 

rural areas. 

• Estimates on urban populations vary – mainly as a result of disagreements on the exact definition of an “urban 

area’ and what this includes. 

• For most of human history, populations lived in very low-density rural settings. Urbanization is a trend unique 

to the past few centuries. 

• By 2050 it’s projected that more than two-thirds of the world population will live in urban areas. 

• It is projected that close to 7 billion people will live in urban areas in 2050. 

• People tend to migrate from rural to urban areas as they become richer. 

• Living standards tend to be higher in urban areas. 
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The world’s cities are growing in both size and number. At the turn of the century in 2000, there were 371 cities with 1 

million inhabitants or more worldwide. By 2018, the number of cities with at least 1 million inhabitants grew to 548, and by 

2030, 706 cities are expected to have at least 1 million residents. Cities with more than 10 million inhabitants are often 

termed “megacities”. Globally, the number of megacities is expected to rise from 33 in 2018 to 43 in 2030. In 2018, 48 cities 

had populations between 5 and 10 million. By 2030, 10 of these are believed to become megacities. Projections also indicate 

that 28 additional cities will cross the 5 million mark between 2018 and 2030, of which 13 are located in Asia and 10 in 

Africa. In 2030, 66 cities are expected to have between 5 and 10 million inhabitants (UN, 2018).  

In the light of these data, it is clear that the city administration will have to face significant problems in the future related 

to waste management, natural resources, environmental pollution, traffic jams, deterioration of transport infrastructure and 

human health. The Smart City concept has the potential to address many of the challenges. 

This article deals with the adoption of the concept of Smart city in the Slovak city, in its pre-development phase and it 

highlights the society engagement, because the successful implementation of the Smart city concept requires collaboration 

among various stakeholders, including government, private enterprises, and the local community (Peters, 2017).  

1.1. Smart city definition 

The concept of Smart City, as we see it, connects citizens, the city administration and the private sector through 

technology into one unit that works together to improve urban life experience, create solutions in challenging areas as 

ecology, transport, sustainability and wellbeing in general. 

An overview of the definitions of the term Smart City was provided by the authors Gil-Garcia et al. (2015). They stated 

that definitions of a Smart City and many related phrases and terms refer to the same or very similar phenomena. However, 

each highlight different aspects or components, seemingly according to the focus of the proposing author’s research, 

disciplinary backgrounds, and/or what different authors see as more important or prevalent. We have chose the ones that we 

think best capture the meaning of Smart City in line with our view. 

 

• Kourtit et al. (2012: 234): “Advanced business and socio-cultural attractiveness [...], presence of a broad (public 

and private) labor force and public facilities [...], and presence and use of sophisticated e-services.” 

• Komninos (2009: 338): “Territories with high capacity for learning and innovation, which is built-in the creativity 

of their population, their institutions of knowledge creation, and their digital infrastructure for communication and 

knowledge management.”  

• Kourtit and Nijkamp (2012:93): “A promising mix of human capital (e.g. skilled labor force), infrastructural capital 

(e.g. high-tech communication facilities), social capital (e.g. intense and open network linkages) and entrepreneurial 

capital (e.g. creative and risk-taking business activities).”  

• Woods and Citron (2014:1) “The integration of technology into a strategic approach to sustainability, citizen well-

being, and economic development.” 

• Rios (2008:4): “A city that gives inspiration, shares culture, knowledge, and life, a city that motivates its inhabitants 

to create and flourish in their own lives.”  

• Giffinger et al. (2007:11): “A city well performing in a forward-looking way in [economy, people, governance, 

mobility, environment, and living] built on the smart combination of endowments and activities of self-decisive, 

independent and aware citizens.”  

1.2. Benefits of the Smart cities 

The introduction of the concept of a Smart City brings many benefits. The positive reasons for the spread of this concept 

include, in particular, the rapid progress in technological development and the reduction of costs for data collection, sharing 

and analysis. With the right planning and investment, cities can improve their functionality, long-term sustainability and 

raise the living standards of their citizens (Smartcity.gov): 

• Increased level of functionality of the city: means a functional economy of the city, the possibility of employment, 

access to basic aspects of prosperity – to infrastructure services such as interconnection and connectivity; reliable, 

sustainable and low-cost energy sources; adequate training opportunities; affordable forms of housing and efficient 

transport. 

• Sustainability: means giving citizens access to the resources they need with regard to security for future generations. 

Sustainability is a method by which resources are not depleted or permanently destroyed. Sustainability is not only 

about the environment, but also about the economy. Smart cities make efficient use of natural resources, economic 

resources and human capital in order to create their urban infrastructure that delivers the highest possible outputs and 

costs as few inputs as possible. 
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• Raising citizens’ living standards: In a Smart City, citizens have access to a comfortable, healthy, clean, safe and 

active lifestyle, which includes several aspects such as cheap energy, convenient public transport, quality education, 

faster public services, clean water and air, low crime rates and access to various entertainment and cultural 

opportunities.     

These activities help to increase the standard of living of the population, to improve the overall management of the city 

and to regulate the negative impacts on the environment (Jaculjaková et al., 2019). 

2. Data and methods  

Huong Thu Nguyen from Universitat Autònoma de Barcelona is currently conducting research on the project “From triple 

to quadruple helix, The role of society/citizens/customers in innovation.” The triple helix model was the core concept of 

innovation developed since the mid 1990s where the collaborations among three helices of university, industry and 

government were encouraged. It aimed to enhance knowledge transfer, product and service development; and therefore, it 

aimed to lead to positive impacts on innovation and regional development. Having such top-down approach, the effectiveness 

of the triple helix model has recently been questioned . It is argued by some authors that the model does not ensure a long-

term sustainable growth due to the lack of society’s involvement (Cai and Lattu, 2022), (Pique et al., 2018). 

Based on the concern above, the purpose of developing the Quadruple helix model is adding to the Triple helix model a 

fourth helix that represents societal needs. Thus the new model explicitly includes society in the process of knowledge 

creation. The advantage of this model is the combination of both top-down and bottom-up approaches. Bottom-up initiatives 

strengthened by top-down programs are believed to lead to the most successful results (Nguyen, 2018). 

 
Figure 1 Quadruple helix model 

Today, involving the public in research, development, and innovation is the dominant paradigm both in international STI-

policy and in innovation research. The concept forms the backbone of several national innovation policies, strengthening 

regional innovation systems and enabling better evaluation of research organizations and research proposals (Cavallini et 

al., 2016). Collaborating with societal actors not only meets an established standard – cooperation and collaboration is the 

duty of every actor in an innovation system (Schütz et al., 2019). 

 

3. Case study  

For the purposes of this paper, we chose the city of Žilina, Slovakia. The city of Žilina is the capital of the Žilina 

Region, which covers an area of 6809 km and has a population of 691 613, including 82 656 inhabitants living in the city 

itself, while the  district of Žilina has 161 377 inhabitants (SODB, 2021). 

The reasons why Žilina is an eligible city for Smart city concept are as follows. 

• population over 100 000 citizens (in the whole district), 

• university, 

• headquarters of several multinational companies. 
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The Smart City concept in Žilina should correspond with Strategic Implementation Plan created by European 

Innovation Partnership on Smart Cities and Communities (Strategic Implementation Plan, 2013): 

• Sustainable Urban Mobility – Alternative energies, public transport, efficient logistics, planning. 

• Sustainable Districts and Built Environment – improving the energy efficiency of buildings and districts, increasing 

the share of renewable energy sources used and the livability of our communities. 

• Integrated Infrastructures and processes across Energy, ICT and Transport – connecting infrastructure assets to 

improve the efficiency and sustainability of cities. 

3.1. Creation of the Smart City strategy 

Mora and Bolici (2016) published a case study about developing a Smart City strategy in Barcelona, which started in 

2010. The good practice of creating the Smart City strategy in the cities around the world should became the source of 

knowledge and inspirations for cities of any size. The development process for creation of Smart City strategy consist of 

these steps: 

1. Starting – Based on the motivation to make a decision to create a strategy and find the right people to create it. 

2. Planning – analysis, vision formulation, action plan, team building. 

3. Development of the projects – start of the implementation process, support of financing. 

4. Monitoring and evaluation – supervision and possible adjustments. 

5. Communication – getting the Smart city concept into the consciousness of the population, arousing enthusiasm. 

To implement such a fundamental and complex strategy, the positive engagement of the citizens is needed. According to 

case study by Mora et al. (2018), the collaboration of the public and the private sector is the core engine behind the Smart 

City development strategies in chosen European cities under investigation and the program of activities that they have 

implemented. These programs mainly result from a Triple helix model of collaboration based on the interaction between 

Research, Industry and Government. Civil society organizations are the less represented organization type, along with 

citizens. But the data in the study also show that the four chosen cities have made an effort to connect urban innovation and 

civil society by stimulating citizens’ active involvement in the development of Smart City projects and initiatives, thus acting 

according to Quadruple helix model. Involvement of the citizens should be important in the developing the Smart City 

strategy in Žilina and in subsequent expansion of the concept. As Žilina with its 82 656 citizens does not belong to the large 

European cities, the sense of community is important to build on. 

For the involvement of citizens in the Smart City strategy in the pre-developing phase, a questionnaire survey could be 

the first step. Citizens can feel positive that they are thus directly involved in improving their city, and the planned change 

will also be based on their views. 

In further phases of development, locals can be involved in the project in the following ways. 

1. Involvement in workshops, discussions, forums with other stakeholders. 

2. Making citizens beta testers for purposed smart solutions. 

3. Encourage citizens to participate in the developing of the new digital ideas – hackathon and other creative 

events. 

3.2. Proposal for a questionnaire survey for Smart City strategy in Žilina 

Research characteristics:  

• Object of the investigation: Residents of Žilina city. 

• Type of the research: Primary research, quantitative research. 

• Data collection method: Electronic inquiry, personal inquiry. 

• Collection technique: Inquiry via electronic questionnaire Google Docs, inquiry via paper questionnaire. 

• Time period: It will be specified based on current situation, but the collection must take place for at least a 

month. 

• Method of the research testing: Pre-test on a small sample of respondents. 
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Through a survey, the city of Žilina could bring the concept of Smart city to the attention of residents and start promoting 

its benefits. The city could create a campaign through which this survey would also be carried out. Campaign name 

suggestions: “Be a smart citizen,” “Creating a Smart City together,” “Smart change together.” 

Questionnaires should be collected electronically, through the campaign website, which would be advertised on the largest 

electronic media in Žilina: Žilinak.sk, myzilina.sme.sk. Questionnaires in paper form could be available on the premises of 

the client center, where it could be filled in by the center’s clients while waiting for the services. The questionnaires would 

be anonymous. The design of the Smart City concept strategy for the Žilina should also take into account the needs of the 

citizens who live in the city on the basis of the results of the questionnaire survey. The questionnaire should focus on 

satisfaction in the areas that are the most important for the citizen. Topics of the questionnaire should be based on citizens’ 

suggestions from the “Odkaz pre starostu” (odkazprestarostu.sk) platform, including: 

• city management, 

• cleanliness, 

• urban transport 

• communication with citizens. 

The questionnaire should not be time consuming for respondents to fill in. The main goal of the survey is to identify the 

most important areas that citizens consider fundamental to include in the Smart City strategy of Žilina. according to our 

proposal, the survey form should contain 16 closed questions with a choice of answers. A draft questionnaire is given in 

Appendix. We based the creation of the questionnaire on the strategy of the Czech city Písek and its “Blue and Yellow Book 

(Modrožlutá kniha Písek, 2015),” which contains the strategy of the Smart City concept in this city.  

Every city with the motivation for implementing the Smart City concept should follow several steps. The main step should 

be to set up a working group composed of experts to deal with this agenda. As a matter of priority, the city should anchor 

the Smart City concept in a strategic document, which would define long-term goals and projects that the city should address. 

An appropriate way to set the priorities is to take into account the needs of the citizens who live in the city. The city should 

also set up a special fund to support the Smart City concept, to which it will contribute a certain amount from its budget and 

use all available resources from the government and European Union The city should also be open to cooperation with the 

academia and commerce, and develop cooperation across cities. Citizens should be informed about the projects and the 

concepts, and they should ideally be involved in the development. 

The introduction of the Smart City concept, with the right timing and implementation, can be a significant step forward 

for all city stakeholders. It is a concept without which cities are unlikely to function in the future. 

 

4. Conclusion  

The Quadruple Helix Model integrates industry with three other major actors: science, policy, and society, fostering 

innovation. Utilizing information and communication technologies, diverse tools, and knowledge management strategies in 

organizations can lead to innovations applicable to the Smart City concept. Following the Quadruple Helix model, 

governments increasingly prioritize greater public involvement in innovation processes, aligning with sustainability goals. 

As urban centers grapple with multifaceted challenges related to transportation, environmental preservation, and overall 

quality of life, the Smart City paradigm emerges as a promising avenue for holistic solutions. The article advocates for a 

proactive approach that involves the active participation of the community in the formulation of Smart City strategies. By 

incorporating the insights and preferences of the residents through pre-development phase questionnaire surveys, the article 

underscores the importance of aligning technological advancements with the values and needs of the society it serves. 

In essence, the success of the Smart City concept lies not only in the sophistication of its technological infrastructure, but 

also in the depth of its integration with the values and aspirations of the society it serves.  
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Appendix 

Dear Citizen, we would like to kindly ask you to express your opinion about life in our city, also on the basis of which 

we will begin to create a strategy for the concept of Smart City in the city of Žilina. With the Smart City concept, we want 

to create an environment that will bring the citizens of the city the opportunity to benefit from the introduction of 

sophisticated modern technologies that systematically complement each other and go beyond the perspective of one field 

(transport, energy, environment, etc.). 

 

1. What is your age category? 

a) >20  b) 20–30  c) 31–40  d) 41–50  e) 51–65 f) 65 >  

2. Do you use public transport for transport around the city? 

a) Yes, regularly (Skip Q nr.4)  b) yes, sporadically c) No (go to Q nr.4)   

3. Are you satisfied with the frequency of the lines you normally use? 

a) Yes  b) No 

4. Why don’t you regularly use public transport services for transport around the city? 

a) insufficient frequency of the line b) uncomfortable type of transport  c) unsatisfactory routes of the lines  

d) use of other types of transport (car, train, bicycle…)   e) other 

5. Are you satisfied with the flow of car traffic in your city? 

  a) Yes b) Mostly yes c) Mostly no d) No    e) I don’t know 

6. Do you think the parking situation has been getting worse over last years in the city? 

a) Yes  b) No    c) I don’t know 

7. Would you use car sharing/rental services for city transport? 

a) Yes  b) Probably yes  c) Probably no d) No e) I don’t know 

 

8. On a scale of 1–10, rate the cleanliness of your city center (1 – the city center is constantly dirty, 10 – the city center 

is constantly clean) 

1      2      3      4      5      6      7      8      9      10 

 

9. Are you satisfied with the frequency of waste collection at your place of residence? 

a) Yes  b) Mostly yes  c) Mostly no  d) No    e) I don’t know 
 

10. Are you interested in the economy of the city? 

a) Yes  b) Mostly yes  c) Mostly no  d) No    e) I don’t know 
 

11. Can you easily get information about the city’s economy? 

a) Yes  b) Mostly yes  c) Mostly no  d) No    e) I don’t know 

  

12. Are you sufficiently informed about what is happening in the city? 

a) Yes  b) Mostly yes  c) Mostly no  d) No    e) I don’t know 
 

13. Which information channels between the city and the citizens do you use? 

a) webpage of the city  b) local news (paper, or electronic)   c) social media    

d) public debates   e) information tables f) other   g) none 
 

14. Would you use a mobile application that would bring together the whole city agenda? 

a) Yes  b) Probably yes  c) Probably no  d) No  e) I don’t know 
 

15. On a scale of 1–10, rate the importance of free WIFI and mobile chargers & charging stations in your city (1 – 

absolutely irrelevant, 10 – very important) 

1      2      3      4      5      6      7      8      9      10 
 

16. Is there enough sports and cultural activities in your city? 

a) Yes  b) Mostly yes  c) Mostly no  d) No    e) I don’t know 
 

If you want to, please express your opinion on what other areas the city should focus on? 

_____________________________________________________________________________________________

         Thank you for your time. 
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Abstract 

Artificial intelligence plays a revolutionary role in modern transport systems. The article discusses the role of artificial 

intelligence in railway transport and its potential impact on the sector. This article presents different types of artificial 

intelligence technologies used in this sector, explores the advantages of artificial intelligence in this field, and discusses the 

challenges associated with using artificial intelligence in rail transport. Artificial Intelligence is revolutionary in rail transport 

systems by enhancing efficiency, safety, and overall performance. There are several ways in which AI influences rail 

transport and its impact on the cognitive load of human resources. These factors are examined in this article. 
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1. Introduction 

Rail transport is a mode of transportation that involves the movement of passengers and goods on wheels of vehicles 

running on railway tracks. It is a widely used and efficient means of mass transit and freight transport. The fundamental 

components of rail transport include: 

Railway Tracks: Fixed tracks made of steel or other materials that guide the train and provide a stable path for its 

movement (Shi et al., 2023). 

Train: A connected series of rail vehicles (such as locomotives and wagons) that move along the tracks as a single unit 

(Waters, 2007). 

Locomotive: A powered railway vehicle that provides the motive power for a train. Locomotives are typically fuelled by 

electricity, diesel, or steam (Babcock, Bunch, 2007). 

Cars or Wagons: Non-powered rail vehicles coupled and pulled by a locomotive. They can be designed for the 

transportation of passengers or cargo, depending on the type of service. 

Human Resource: Nowadays, human labour is essential in the maintenance and operation of train services 

(Crawford, Kift, 2018). 

Rail transport is known for its efficiency, particularly in moving large quantities of goods over long distances. It is also a 

popular mode of commuter transportation in many urban areas. The advantages of rail transport include lower fuel 

consumption per ton mile, reduced traffic congestion, and lower environmental impact compared to other modes of 

transportation. However, it requires significant infrastructure, such as well-maintained tracks, stations, and terminals. Rail 

transport is one of the world's oldest and most important modes of transport. Since its establishment, it has played a vital 

role in passenger and freight transport and is an important part of the transport system. However, the rail sector faces many 

challenges, including increasing competition from other modes of transport, ageing infrastructure and safety concerns. To 

address these challenges, the rail industry is turning to artificial intelligence technologies to improve its operations and 

provide better customer service. 
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2. Applications of AI in rail transport 

Artificial intelligence (AI) can revolutionise rail transport, and this paper explores the potential role of artificial 

intelligence in developing this field through the outstanding publications: 

Artificial intelligence has played an increasingly important role in the development of rail transport, offering numerous 

benefits that improve efficiency, safety, and overall operations. Here are some key areas where artificial intelligence has 

influenced the development of rail transport. 

Predictive maintenance: AI is used to analyse vast amounts of data from sensors on trains and tracks to predict potential 

equipment failures before they occur. This proactive approach helps schedule maintenance activities, reduce unexpected 

breakdowns, and minimise disruptions. As a result, maintenance crews can focus their efforts more efficiently, reducing the 

cognitive load associated with reactive problem-solving (Yao et al., 2023). 

Autonomous trains: AI algorithms are employed in automatic train control systems. These systems can optimise train 

schedules, manage traffic, and ensure safe distances between trains. Human operators can concentrate on more strategic 

decision-making tasks by automating certain control functions, reducing the cognitive burden associated with routine 

operations (Niu, You, 2022).  

Enhanced safety and security: Artificial intelligence-powered video analytics and sensor technologies can monitor and 

detect potential security threats or safety hazards in railway infrastructure. This helps prevent accidents and ensure the safety 

of passengers and rail personnel. AI contributes to digital signalling systems that enhance traffic management efficiency on 

rail networks. These systems can dynamically adjust train schedules based on real-time conditions, minimising delays and 

improving traffic flow. This reduces the cognitive load on human operators who would otherwise need to manage and adapt 

to changing circumstances manually. AI-powered safety systems, such as Positive Train Control (PTC) and collision 

avoidance systems, enhance safety by monitoring and controlling train movements. These systems can automatically apply 

brakes or take other corrective actions in emergencies, reducing human operators' cognitive load to react quickly to potential 

hazards (Hartong, Goel, Wijesekera, 2011). 

Optimised operations and scheduling: AI algorithms optimise crew schedules, ensuring that human resources are allocated 

efficiently. This helps minimise fatigue and stress among railway personnel and ensures that the right personnel are available 

when needed. 

Passenger experience: AI is also employed to improve passenger services, including ticketing, customer service chatbots, 

and personalised travel recommendations. This can reduce the cognitive load on staff dealing with routine inquiries and 

transactions. 

Energy efficiency: Artificial intelligence can reduce energy consumption and optimise energy use in rail systems. Through 

data analysis and predictive modelling, artificial intelligence can help develop energy-efficient strategies and reduce the 

environmental impact of rail transport. 

Infrastructure planning and management: Artificial intelligence can assist in the planning and management of railway 

infrastructure, including the design of new rail lines, maintenance of existing infrastructure, and the identification of areas 

for improvement. 

Integrating artificial intelligence in the development of rail transport can revolutionise the industry, improving operational 

efficiency and safety and creating better customer experiences. While AI brings numerous benefits to rail transport, it is 

crucial to consider the human-machine interface and provide adequate training for personnel to understand and trust AI 

systems. Additionally, human oversight is often essential to handle unexpected situations and ensure the ethical and safe 

operation of the railway system. The successful integration of AI in rail transport requires a collaborative approach that 

considers both technological and human factors. 

Several types of artificial intelligence technologies are used in rail transport. There are several types of ITS (Intelligent 

Transportation Systems) technologies. Machine learning is an artificial intelligence that allows machines to learn from data 

without being explicitly programmed (Borsodi and Takács, 2022). This technology is used in rail transport to develop 

predictive maintenance models that can help prevent breakdowns and reduce downtime. Another important type of artificial 
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intelligence technology is computer vision. Computer vision is artificial intelligence that allows machines to recognise and 

interpret visual data, such as images and video (Fedorko, 2021). Computer vision is being used in rail transport to develop 

intelligent video surveillance systems that can help improve safety and security (Ulewicz et al., 2019). 

3. Benefits  

3.1. The Benefits of Using Artificial Intelligence in Rail Transport 

There are many advantages to using artificial intelligence in rail transport. One of the most important ones is increased 

safety. Artificial intelligence technologies, such as predictive maintenance models and intelligent video surveillance systems, 

can help identify potential safety hazards and prevent accidents before they happen. Another benefit is increased efficiency. 

Artificial intelligence technologies can help optimise rail operations, reducing delays and improving customer service. In 

addition, artificial intelligence can help reduce costs by reducing the need for manual labour and optimising the allocation 

of resources. In the rail sector, artificial intelligence can support research and development in several ways, including 

(Tang et al., 2022): 

● Predictive modelling and simulation: artificial intelligence can help researchers develop predictive models and 

simulations that simulate different scenarios and outcomes. For example, machine learning algorithms can be used 

to analyse data from railway systems – such as train schedules, traffic patterns, and weather conditions – to predict 

potential problems and improve the efficiency of railway operations (Liu et al., 2023). 

● Data analysis and decision-making: artificial intelligence can help researchers and engineers analyse large amounts 

of data to make informed decisions. Machine learning algorithms can identify patterns and correlations in the data, 

allowing researchers to make predictions and recommendations based on the data 

(Lieophairot, Rojniruttikul, 2023). 

● Autonomous systems: artificial intelligence can also be used to develop and optimise autonomous systems for rail 

operations. For example, artificial intelligence can be used to develop algorithms that allow trains to operate 

autonomously, reducing the need for human intervention. 

● Optimising resources: Artificial intelligence can be used to optimise the use of resources in railway operations. 

Machine learning algorithms can be used to analyse train schedules, maintenance schedules and other operational 

data to identify areas where resources can be optimised, for example, to reduce downtime or increase efficiency. 

● Risk management: Artificial intelligence can help researchers and engineers identify potential risks to rail 

operations and develop strategies to mitigate them. For example, machine learning algorithms can analyse train 

accident data to identify patterns and potential risks. 

 

In summary, artificial intelligence can be a useful tool to support research and development in the rail sector, helping to 

improve efficiency, safety and reliability. 

3.2. Digital Automatic Coupling 

Digitalisation is one of the most important steps in properly taking advantage of new opportunities. An essential element 

of this is the introduction of digital automatic coupling (DAC). Digital Automatic Coupling (DAC) is a concept and 

technology aimed at improving the efficiency and automation of coupling and uncoupling railway vehicles (such as wagons). 

It involves the use of digital communication and control systems to automate the process of connecting and disconnecting 

railcars. The traditional coupling method involves manual labour, where railway workers physically connect and secure the 

couplings between train cars. Digital automatic coupling seeks to replace or augment this manual process with automated, 

digitally controlled mechanisms. Digital automatic coupling technology can improve the efficiency of rail transport in several 

ways: 

● Faster and more efficient coupling: the DAC technology enables faster and more efficient coupling and uncoupling 

of rail wagons. This can reduce the time needed to load and unload cargo and improve the overall efficiency of rail 

operations. 

● Increased safety: DAC technology can improve safety by providing more accurate and up-to-date information on 

the position and movement of train wagons. DAC can help reduce the risk of collisions and other accidents (Takacs, 

2023; Mekonnen et al., 2023). 

● Real-time tracking: DAC technology can enable real-time tracking of the position and movement of trainsets, 

allowing control centres to make more informed decisions on train scheduling, routing, and other operational issues. 

This can help reduce delays and improve the overall efficiency of rail operations. 

● Increased capacity: DAC technology can increase the capacity of rail wagons by enabling more accurate coupling 

and uncoupling. DAC can help reduce the number of wagons needed to transport a given amount of freight, 

improving efficiency and reducing costs. 
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● Better planned maintenance: DAC technology can improve maintenance operations by providing real-time 

information on the components and performance of rail wagons. This can help maintenance teams identify and 

repair potential problems faster, reducing downtime and improving efficiency. 

 

4. Challenges and potential threats  

4.1 Challenges for the application of artificial intelligence in rail transport 
 

Thus, DAC technology can improve rail transport efficiency, safety and reliability through faster and more efficient 

interconnection, real-time monitoring and more accurate information on the position and movement of train sets. 

While introducing DAC has clear benefits, it may not be widespread shortly. This is because rail transport is fragmented. 

Separate departments are responsible for traction, passenger transport, freight and infrastructure management. As these 

outsourced companies are economically independent, there is no common interest. Passenger and freight wagons must be 

equipped with DAC equipment, so the costs would logically be linked to these departments. However, the profits are 

expected to be realised by the infrastructure provider. Understandably, the companies operating and servicing the wagons 

do not want to spend around €20,000 per wagon, as they will never profit. At the same time, the company that maintains and 

manages the infrastructure does not want to spend money upgrading wagons owned by another company. Another difficulty 

is that the profitability of old freight wagons is very uncertain. 

To solve this problem, the companies in the different areas would have to work together, but none is interested in doing 

so separately. However, the social benefits are unquestionable so top-down legislation could be the solution. It is important 

to note that this investment does not make sense in small steps, and the benefits can only be realised if everyone 

simultaneously moves to the new system. This is, of course, the most important thing for international traffic. It is also 

important that standardised switching equipment is introduced. 

As with the economic benefits (Evans, 2013), this is the only way to maximise the potential of artificial intelligence. The 

resulting increase in capacity could also significantly reduce passenger and freight traffic on roads, reducing emissions 

(Torok and Sipos, 2022). 

 

4.2. Potential threats to the application of artificial intelligence in rail transport 

While digitalisation can bring many benefits to rail transport, potential threats must be addressed. Some of the main risks 

of digitalisation for rail transport are outlined below (Török, 2023): 

● Cybersecurity risks: As rail systems become increasingly interconnected and rely more and more on digital 

technology, they may become more vulnerable to cyberattacks. This could include attacks against rail IT systems, 

control systems or trains. Cybersecurity threats can disrupt rail operations, compromise passenger safety, and cause 

significant financial losses. 

● Reliance on technology: While digitalisation can improve the efficiency and reliability of rail services, it also means 

that rail companies rely more on technology. This means that significant disruption to rail operations can occur in 

the event of a technological failure (Hussain, Zefreh, Torok, 2018). 

● Job losses: using digital technology in the rail sector could lead to job losses as automation and artificial intelligence 

take over some of the tasks previously done by humans. This could have a significant impact on workers and their 

communities. 

● Privacy concerns: As digitisation generates large amounts of data about rail passengers and operations, there are 

concerns about how these data are collected, stored and used. There is a risk that this data could be misused or 

hacked, leading to privacy breaches and other negative consequences. 

● Infrastructure Challenges Digitisation requires significant investments in IT infrastructure and communication 

networks, which can be costly and time-consuming. Railway operators may need to upgrade their infrastructure to 

support digitalisation, which may disrupt the implementation phase. 

 

Recognising the potential threats of digitalisation in rail transport is essential, and measures must be taken to mitigate 

them. This includes investing in cyber security, ensuring that workers are properly trained and protected, addressing data 

protection concerns, and carefully managing the introduction of new digital technologies. 

Despite the many benefits of artificial intelligence in rail transport, its implementation faces several challenges. One of 

the biggest challenges is the cost of implementing artificial intelligence technologies. Implementing artificial intelligence 

requires significant investments in hardware, software and personnel. Another challenge is the lack of standardisation in the 

industry. Standardised data formats and communication protocols are needed to integrate different artificial intelligence 

systems. Finally, privacy and security concerns may also arise. For example, intelligent video surveillance systems raise 

concerns about using personal data and the potential for misuse. 
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5. Summary 

In conclusion, artificial intelligence plays an increasingly important role in the development of rail transport. The benefits 

of artificial intelligence, including improved safety, greater efficiency, and cost reduction, make it a promising technology. 

Despite the challenges, the future of artificial intelligence in rail transport is promising. Artificial intelligence technologies 

are expected to continue to play an important role in the development of rail transport, and new technologies and applications 

will emerge over time. One area of particular interest is using artificial intelligence in autonomous trains. Autonomous trains 

could revolutionise rail transport, improving safety and efficiency while reducing costs. Another interesting area is artificial 

intelligence in customer service, where chatbots and virtual assistants are being developed to improve the customer 

experience. 

Rail transport has been a vital mode of transport for both people and goods for many years, but it faces many challenges, 

such as competition from other modes, ageing infrastructure and safety risks. Artificial intelligence-based technologies can 

revolutionise rail transport by improving efficiency, reducing costs, and increasing safety. Machine learning and computer 

vision are among the technologies based on artificial intelligence used in rail transport. Artificial intelligence can support 

research and development in the rail sector in several ways, including predictive modelling and simulation, data analysis, 

autonomous systems development, resource optimisation, and risk management. Digital automatic coupling (DAC) 

technology can further improve the efficiency of rail transport through faster and more efficient coupling, improved safety, 

real-time monitoring, and increased capacity. However, the fragmentation of the rail sector may limit the deployment of 

DAC technology shortly. 
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Abstract 

The United States has a long history of experiencing extreme weather events. Hurricanes are among the most devastating natural disasters that have 
significant economic and physical impacts on the country. By applying Natural Language Processing (NLP) to Twitter data for sentiment analysis, emotion 

detection, and topic modelling, this study provides a more thorough understanding of public response and concerns during five study cases of hurricanes that 

hit the United States: Harvey, Irma, Maria, Ida, and Ian. The findings on sentiment analysis revealed that 64.75% of the tweets were classified as Negative and 
35.25% as Positive. For emotion detection, the predominant emotion was anger, with 39.91%. These results were centred around the main public concerns 

shown by the topic modelling: hurricane management, donation and support, and disaster impacts. Our future work will focus on understanding people’s 

responses to extreme weather events through the evolving concept of Cognitive Sustainability. 

Keywords 

Hurricane, people response, Sentiment Analysis, Emotion detection, Topic Modeling, Natural Language Processing.  

1. Introduction  

Extreme weather events (EWE), characterized by their increasing intensity and frequency, clearly indicate the impact of climate 

change (Fischer, Knutti, 2015). These disasters are defined as events in which some meteorological variables, such as strong 

wind speeds (e.g., hurricanes), reach extreme values that can lead to tragedies, resulting in serious physical and financial 

damages, with significant impacts on healthcare systems (Stephenson, Diaz, Murnane, 2008; Ebi, Bowen, 2016). The United 

States (U.S.) has a longstanding history of experiencing EWE, as evidenced by 355 weather-related and climatic disasters since 

1980. These events have resulted in substantial losses and costs exceeding $2.540 trillion, demonstrating their significant 

economic impact on the country. Among the most devastating EWEs are hurricanes, which claim a high number of lives while 

destroying the infrastructure and damaging the healthcare system on numerous levels (Waddell et al., 2021). For example, 

Hurricane Harvey in 2017, the second-costliest natural disaster in U.S. history after Hurricane Katrina, accounted for $152.5B 

and more than 75 total deaths (Oluyomi et al., 2021, NOAA National Centers for Environmental Information 2023). 

Similarly, Hurricane Ian, which impacted Florida in 2022, being the third costliest hurricane in U.S. history, accounted for 

$114.0B in economic losses and 148 reported deaths in mid-January. The severe consequences of these hurricanes extend 

beyond economic losses. The most tragic outcome is the loss of lives, often resulting from drowning, electrocution, or bodily 
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injury, which is the most severe acute result of a hurricane. Mental health issues, on the other hand, are a critical aspect of public 

concerns and can be severely amplified or result in hurricane disasters (Ebi et al., 2021). Major effects of Hurricane Katrina 

included increases in unhealthy behaviours, post-traumatic stress disorder (PTSD), anxiety, and elevated relapse rates for pre-

existing health conditions. More than 50% of evacuees with persistent and severe psychological effects are less likely to receive 

treatment contact from healthcare providers (Mills, Edmondson, Park, 2007).  

Moreover, hurricanes can cause significant damage to infrastructure systems, affecting mostly vulnerable populations and 

working-class communities that struggle in the long term to recover (Dash et al., 2007). Electric power outages, in particular, 

can be very disruptive and affect other critical infrastructures on a high level, such as transportation and healthcare services 

(Mitsova et al., 2019). For instance, the major impact of Hurricane Maria on Puerto Rico was the electric power outage that 

initially affected the island and lasted more than ten months. The island’s orography, logistical constraints, and the severity of 

the destruction all had a significant role in the exceedingly delayed restoration process that resulted in the island’s power grid 

having very low resilience (Kwasinski et al., 2019). During these disasters, the public responds in various ways to cope with 

the potential damages. Emergency preparedness, evacuation, and migration become a priority, leading people to relocate to 

safer areas and create emergency plans by seeking timely and accurate information from local authorities and disaster 

management agencies and relying on community networks to share resources and support (Sutton, Tierney, 2006). This 

collective response reflects the importance of effective communication during emergencies in sharing resources, providing 

support, and disseminating critical updates (Lu, Yang, 2011). 

Sustainability refers to the ability to meet the needs of the present without compromising the ability of future generations to 

meet their own needs. It involves making choices and implementing practices considering the long-term health of the 

environment, society, and the economy. Sustainability aims to balance social, economic, and environmental factors to ensure 

that resources are used in a way that preserves and protects them for the benefit of current and future generations. In this article, 

several levels of sustainability are considered. Cognitive sustainability is not a widely recognized term within the mainstream 

discussion on sustainability. However, it can be inferred to relate to maintaining cognitive well-being and resilience, particularly 

in the context of the challenges posed by the modern information age. Social sustainability could be defined as the ability of a 

society or community to develop in a way that meets the needs of the present without compromising the ability of future 

generations to meet their own needs. It focuses on fostering social well-being, equity, and justice. Physical sustainability could 

refer to individuals' or communities' long-term health and well-being. The physical aspects of sustainable development focus 

on the built environment and infrastructure. This might include the design and construction of buildings, transportation systems, 

and urban spaces that minimize environmental impact, use resources efficiently, and contribute to the overall resilience of 

communities. Emotional sustainability could also be the sustainability of interpersonal relationships and social connections. 

This might include fostering healthy relationships, effective communication, and community support. Building and maintaining 

positive social connections is essential. 

Understanding this intricate web of responses through the lens of cognitive sustainability reveals the deeper cognitive 

processes at play. The prioritization of safety and the collaborative efforts to gather and disseminate information showcase the 

cognitive adaptability of individuals and communities in the face of environmental crisis, aligning with the main characteristics 

of cognitive sustainability. The ability to collectively navigate challenges and optimize human value creation during extreme 

weather events reflects a sustainable cognitive approach to social, emotional, and the implication of sustainability levels, 

harmonizing artificial and biological cognitive systems with the broader goal of enhancing resilience and well-being 

(Zoldy et al., 2022). In this context, and with the increasing number of natural disasters, traditional methods for analyzing public 

concerns, such as surveys, have become constrained, expensive, and time-consuming (Karami et al., 2020). However, the 

emergence of social media has revolutionized how we track and understand people’s concerns, offering unique and efficient 

ways of capturing real-time public sentiment and reactions. By gathering tweets from those who were impacted by Hurricanes 

Maria, Harvey, Irma, Ida, and Ian and using Natural Language Processing (NLP) techniques to analyze the textual data, we can 

examine people’s responses, with the Twitter platform being a valuable source of real-time data due to its wide user base and 

potential for capturing diverse perspectives.  

In 2023, Twitter will have 353.9 million users (please note that in April 2023, Twitter merged with X.), offering real-time 

feedback and using a timestamp to update users on conversations. As a result, Twitter has the potential to be a trustworthy and 

pertinent data source and offers a special chance to comprehend users’ issues and contribute to enhancing situational awareness 

with a low waiting time access to data. Twitter has diverse applications, from finance to politics and health. However, because 

of problems with deception, attention-grabbing content, performance measurement, dependability, and the inability to 

independently check both the poster and the content they publish, using microblogging feeds as information sources during a 

significant event is still challenging (Neppalli et al., 2017). Still, research has been conducted to encourage outcomes. For 

example, a framework and Web-based system called Twitcident was developed by Abel et al. (2012) to monitor and filter 

information from social media streams, notably Twitter. Also, the extraction, processing, and classification of Twitter feeds 

have advanced significantly thanks to machine learning and natural language processing. A study on using this platform in 

public health and disasters shows that people are likely to communicate their feelings and thoughts about disasters on social 
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media sites (Vieweg et al., 2010). Consequently, crisis response managers can benefit from social media by better knowing how 

the public reacts to disasters and analyzing their sentiments and expressions (Yuan, Li, Liu, 2020).  

The EWE we worked on occurred when communities had access to vast amounts of data, which presented an opportunity 

to advance public health systems using cutting-edge tools like data-driven artificial intelligence (AI). Natural language 

processing (NLP) is a subset of AI technologies with significant promise in pinpointing trends and sentiments related to 

particular themes (Al-Garadi, Yang, Sarker, 2022). When tweets are gathered using Twitter’s Academic API, the major goal is 

to determine the sentiment of each one by defining positive and negative polarity, detecting emotions, and extracting different 

related topics with topic modelling. Compared to surveys or questionnaires, this can be a simpler method of retrieving user’s 

opinions and thoughts. Numerous research studies have used NLP to address public response and community vulnerabilities 

during disasters using sentiment and topic modelling approaches (Albahli et al., 2021). For instance, during Hurricane Laura in 

2020, research proposed a supervised approach from NLP models with a Latent Dirichlet Allocation (LDA) workflow to 

investigate temporal latent topics from tweets to retrieve real-time situational awareness (SA) (Zhou et al., 2023). 

This work fills this gap by thoroughly examining the public response during extreme weather events, taking into account the 

study case hurricanes that occurred between 2017 and 2022 in the USA. With this prolonged time frame, evaluating how people’s 

concerns have evolved, noting shifting dynamics, and spotting patterns or trends in susceptibility is possible. This work, framed 

within the exploration of cognitive sustainability in public responses to extreme weather events, offers a more comprehensive 

knowledge of the effects of extreme weather events on individuals by looking at a sequence of events rather than isolated 

incidents, especially with the adoption of a novel strategy with Twitter being a rich source of real-time information. We aim to 

provide a more thorough and nuanced understanding of these concerns in such contexts by applying NLP analysis to Twitter data 

and looking at the voices and emotions of people directly or indirectly affected by these extreme weather events. 

2. Data and methods 

2.1 Extreme weather events 

In this study, we aim to understand the public response during EWE through the lens of cognitive sustainability. We selected five 
hurricanes that took place between 2017 and 2022. These events include Hurricane Maria, Hurricane Harvey, Hurricane Irma, 
Hurricane Ida, and Hurricane Ian. Collecting tweets, we delve into people’s cognitive, social, physical, and emotional 
sustainability concerns and responses to these disasters, examining their sentiments and expressions. Our selection of the 
hurricanes was mainly based on their severity as determined by their attributes. We first focused on hurricanes from the past ten 
years. By narrowing our scope to recent events between 2017 and 2022, the selection of certain hurricanes was determined by 
their effects on finances and mortality, with a concentration on hurricanes that caused large losses in property and lives. We 

focused on hurricanes that were at least Saffir-Simpson Category 4 in severity and escalated to Category 5 in some cases. 

2.2 Twitter data 

In this study, 113,475 tweets were collected from 2017 to 2022 and were stored in Twitter’s Search API, which was used for 

collecting tweets in this research. Twitter’s Standard Search API returns tweets from the previous seven days based on user-

specified search criteria. In this study, we conducted keyword- and hashtag-based research for data collection using the 

“search/tweets” endpoint of the Twitter API. A set of carefully selected queries was used to achieve this, which could be 

combined using logical operators such as ‘OR’ and ‘NOT’. This approach allowed for precise filtering of tweets, ensuring that 

the collected data pertained to the selected hurricanes and encompassed keywords related to hurricane impacts. We specified 

different queries for each timeline event and removed the replies and retweets. Then, we fetched the corresponding tweets 

located in the USA from specific time ranges. The collection was done over a 7 to 10-day period for each hurricane, which 

allowed the capture of reactions from the beginning to the end of the hurricane event during the preparation and impact phases. 

This is particularly useful as it allows us to collect many tweets containing relevant keywords in a single request. The endpoint 

supports pagination, which means we can retrieve up to 500 tweets per request. Another reason why this method was chosen is 

its flexibility and precision. Table I provides a summary of the Twitter data used in our study. 
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Table 1. Twitter data summary 

Hurricane 

Name 
Collection / 

start_time 

Collection/ 

End_time 

Number 

of tweets 

collected  

Ian 2022-09-22 2022-10-02 12 860 

Ida 2021-08-26 2021-09-05 9 680 

Harvey 2017-08-23 2017-09-02 16 204 

Irma 2017-08-03 2017-08-12 20 638 

Maria 2017-09-30 2017-10-10 54 093 
 

Source: own compilation 
 

2.3 Data cleaning 

For the preprocessing stage of our study, we cleaned the collected Twitter dataset (only English data were considered) to meet 

the specific requirements of BERT and BERTopic Fig. 1 illustrates the steps followed (see chapter 2.4). The cleaning process 

involved removing noise by removing special characters, numbers, and emojis from the tweets to concentrate on the textual 

content. It also removed HTML, different mentions (i.e., words starting with ‘@’ and ‘#’), symbols, flags, Unicode characters, 

and punctuation. In addition, particular user references and linkages were removed from remarks and URLs. The text was 

changed to lowercase for consistency, and any leading or trailing whitespace was removed. To guarantee a unique dataset for 

analysis, duplicate tweets were also found and eliminated. The total number of tweets dropped from 113,475 to 68,373 after 

cleaning, creating a more accurate dataset that can be used for BERT model training and evaluation. We refrained from 

employing conventional text preprocessing techniques like lemmatization and stemming. This decision was underpinned by our 

use of BERT, a cutting-edge transformer-based model, which inherently captures contextual meaning and ensures the 

preservation of the text’s richness and nuance. 

 

 
Fig. 1. Data cleaning process 

 

2.4 Bert Model 

This study used BERT for sentiment analysis, emotion detection, and topic modelling. BERT is a multi-layered structure of 

Bidirectional Transformer encoder layers based on the architecture of the transformer (Nguyen et al., 2020). The main benefit 

of BERT is the application of two-dimensional transformer training techniques. BERT combines how to look at a text string 

from 2 dimensions. This technique can significantly increase the retention of word representations in sentences. BERT models 

are an effective tool for sentiment analysis for binary and multiclass classification (Catelli, Pelosi, Esposito, 2022). 

Additionally, BERT is also suitable for emotion detection; it can successfully categorize text into particular emotional categories 

by being trained on datasets that include various emotions (Acheampong, Nunoo-Mensah, Chen 2021). Our study used two pre-

trained Bert-based models: The roBERTa-based model from Hugging Face for sentiment analysis and the BERT-base uncased 

emotion model for emotion detection. These models were chosen based on their established performance and suitability for our 

study. The RoBERTa-based model from Hugging Face is a state-of-the-art model that performs three tasks:  

(i) sentiment analysis,  

(ii) hate speech detection, and  

(iii) offensive language identification. 
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The model is trained on approximately 58 million tweets using the TweetEval benchmark. The sentiment analysis task aims 

to recognize if a tweet is positive, negative, or neutral. The training set comprised 45,389 tweets, the validation set included 

2,000 tweets, and the testing set consisted of 11,906 tweets from the Semeval2017 dataset. The macro recall score for the testing 

performance was 68.5 (Barbieri et al., 2020). 

Similarly, the BERT-base uncased emotion model is a popular and widely used model designed for emotion analysis tasks. 

It was trained on a diverse range of emotions and fine-tuned using PyTorch Lightning, providing a validation accuracy (val_acc) 

of 0.931. It has demonstrated excellent performance in various benchmark datasets. It has proven effective in accurately 

predicting emotions and their suitability with the specific emotions we aimed to analyze in our study.  

For Topic modelling, we used BERTopic. This model has emerged as a promising alternative for topic modelling techniques 

like Probabilistic Latent Semantic Analysis and Latent Dirichlet Allocation. BERTopic offers several benefits over these 

traditional methods, frequently requiring complex changes and morpheme analysis for the best outcomes. Other models 

frequently ignore the semantic connections between words, but this model does not. BERTopic creates accurate and coherent 

topic expressions using the clustering technique and TF-IDF’s class-based transformation. It incorporates BERT-based 

embedding and c-TF-IDF word weights during the text embedding stage to improve the quality of topic representations. Using 

text clustering, BERTopic also excels at locating pertinent subjects throughout various domains (Sun et al., 2023). 

Applying topic modelling techniques helps to uncover hidden themes and “topics” within our dataset. Analyzing the words 

in the dataset, we identified patterns and connections that revealed certain topics discussed. We used BERTopic, simplifying 

the topic modelling process by employing various embedding techniques and c-TF-IDF to create dense clusters. Our approach 

involved extracting the 40 most common topics from the dataset. We then manually selected the most relevant topics and 

grouped them together based on the similarity between their keywords. For instance, we observed that ‘topic 2’ was 

characterized by keywords such as “donation,” “fundraiser,” “proceeds,” and “donating,” while ‘topic 14’ featured keywords 

such as “donation,” “donate,” “collecting,” and “fundraising.” Recognizing the similarity between these keywords, we grouped 

these topics under the same category: “hurricane and healthcare management.” We plotted an inter-topic distance map to extract 

even more relevant topics, allowing us to observe clusters of closely related topics. 

 

3. Results 

3.1 General analysis 

The dataset contains 113 475 tweets. We analyzed the average number of tweets during the day and night periods, provided in 
Table 2. We observed that the number of tweets during the day (from 5 am to 8 pm) exceeded those during the night (from 8 pm 
to 5 am). However, the number of night tweets remains high compared to the total number of Tweets in the dataset, emphasizing 
the ongoing discussion of disaster-related topics even during late hours. This highlights individuals’ significant engagement and 
interest in addressing and sharing information about hurricanes throughout the day, including nighttime. 

 

Table 2. Hurricane Twitter Activity Analysis 

Hurricane Total tweets Day tweets Night tweets The average number of tweets  

per whole day 

Ian 12860 8551 4309 459.28 

Ida   9680 5938 3742 312.25 

Harvey 16204 10022 6182 540.13 

Irma 20638 11748 8890 665.74 

Maria 54093 30660 23433 1865.27 
 

Source: Own compilation 

 

3.2 Word Cloud & Frequency Analysis 

In order to address public concerns, we conducted a thorough analysis of the dataset, focusing on word frequency and Word 

cloud visualization techniques. The Word cloud analysis aimed to filter out irrelevant words in the first step, including political 

references and random speech-related terms. The second step consisted of excluding hurricane-related terms, such as the names 

of specific hurricanes. We aimed to highlight the key terms and concepts about people’s responses and concerns. This approach 

allowed us to gain valuable insights into the predominant discussions during extreme weather events. Table 3 provides the most 

frequently used words shown by the Word cloud. 
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Table 3: Most common Word cloud terms 

 

Extracted terms Frequency 

emergency 19,269 

evacuation 8,531 

help 5,218 

relief 3,821 

disaster response 2,962 

hospital 2,405 

Source: own compilation 

 

The word cloud in Fig. 2 provided valuable insights into the prevalent topics among the tweets collected. Several recurring 

emergency terms were frequently mentioned. Words such as “affected” highlight the widespread impact of these hurricanes on 

different areas of the USA. Other terms such as ‘family’, ‘home’, and ‘shelter’ emerged as key concerns. Medical assistance 

and healthcare facilities were represented by “emergency” and “hospital” words. Other terms worth noting are “victim” and 

“death”, which suggest the occurrence of an unfortunate loss of life and the potential emotional impact on individuals and 

families. On a more positive note, the mention of “donate” and “relief” indicates the existence of a spirit of generosity and a 

willingness among people to contribute and support relief efforts. It may indicate the need for support and donations during the 

emergency crisis, especially with the presence of phrases such as “mandatory evacuation”, “help”, and “supply resources” that 

signify the importance and urgency of evacuation measures for the affected areas and the challenges encountered to rebuild and 

provide essential aid and resources. This comprehensive analysis offers a glimpse into the cognitive concerns, needs, and actions 

of individuals, local government authorities, and healthcare providers, underscoring the importance of effective disaster 

response strategies and the strength of community support systems. 

 

 

Fig. 2. Word cloud 

3.3 Temporal analysis 

For a temporal analysis, the study examined the temporal distribution of tweets for each of the five hurricanes. Specifically, we 

present Fig. 3 for Ida tweets distribution, which was the most representative as it captured the trend from the landfall to the 

dissipation of the hurricane over time. The collection of Ida-related tweets ranged from August 26, 2021, to September 5, 2021, 

covering the initial stages and the dissipation of the hurricane. On September 1st and 2nd, 2021, Hurricane Ida significantly 

impacted the Northeastern United States, becoming an extratropical cyclone. This resulted in catastrophic river and flash 

flooding, particularly affecting regions like Louisiana (Shultz et al., 2022). The histogram presented in Fig. 3 highlights a sharp 

increase in tweets one day after the disaster, reflecting the immediate aftermath and the public response to the event. The slight 

delay in the burst of tweets can be attributed to the progressive nature of the hurricane. As time progressed and the hurricane 

dissipated, the number of tweets per day gradually decreased, as depicted in the figure. This observation suggests public 

attention and discussion around the hurricane waned over time. 
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Fig. 3. Hurricane Ida Tweet’s distribution 

 

3.4 Sentiment analysis 

In our study, we conducted the sentiment analysis for tweets using a pre-trained Roberta-base model from Hugging Face. We 

ran the model for the sentiment task. The sentiment analysis aims to recognize if a tweet is positive, negative or neutral. 

Noteworthy outcomes were found for the five hurricane cases. The model predicted a distribution of sentiments, with 64.75% 

classified as Negative, 35.25% as Positive, and 0.0% as Neutral. The sentiment analysis provided a binary classification for 

negative and positive sentiments, so our analysis will focus on this binary framework. We discovered distinct temporal patterns 

in the sentiments expressed, closely aligned with the real-life situations experienced during the hurricanes. The percentage of 

negative tweets indicating hurricane-related sentiments (64.75%) exhibited similar patterns across all five hurricanes. In each 

case, the number of tweets sharply increased as the hurricane approached and peaked, corresponding to the hurricane’s intensity 

and impact on affected areas, such as floods and heavy rains. The hurricanes profoundly impacted people and the environment, 

as reflected in the sustained social media discussions.  

We selected Hurricane Harvey and Irma as representative examples to explore the temporal patterns of sentiment predictions 

and their relationship with hurricane paths. Fig. 4 displays the sentiment distribution during the occurrence of Irma and Harvey. 

As Hurricane Harvey moved closer and made landfall in Texas, sentiments became more negative, indicated by the prevalence 

of negative terms, as shown in Fig. 4. This shift in sentiment likely resulted from the heavy rains and damage caused by the 

storm across Texas and Louisiana.  

Following the dissipation of Harvey, Hurricane Irma, reaching Category 5 on September 4, 2017, emerged as the subsequent 

hurricane of interest. Irma inflicted widespread and catastrophic damage, particularly in the northeastern Caribbean and the 

Florida Keys. The predicted sentiments align with the temporal trends of hurricane landfall and intensity, evidenced by the 

substantial gap between positive and negative sentiments. As the relief efforts were initiated, evacuation procedures were 

implemented, disaster response management came into play, and the gap between sentiments gradually narrowed. These 

findings highlight the dynamic interplay between hurricane occurrences and the sentiments expressed on social media. They 

also underscore the crucial aspect of non-physical sustainability at the social and emotional levels. This dimension of 

sustainability is particularly evident in the evolving sentiments and nuanced temporal patterns observed during the occurrence 

and aftermath of hurricanes like Harvey and Irma. The emotional sustainability aspect becomes pronounced as the community 

navigates through the challenges posed by extreme weather events. It accentuates the vital role of relief efforts and emergency 

response measures in fostering emotional resilience and social cohesion. Thus, our analysis contributes to understanding 

sentiment dynamics and sheds light on the inherent sustainability challenges and coping mechanisms at the non-physical levels. 
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Fig. 4. Sentiment distribution during hurricanes: Irma and Harvey 

 

3.5 Emotional analysis 

We used the pre-trained BERT-based " bert-base-uncased-emotion " model from Hugging Face for the emotion detection 

analysis. This model was further fine-tuned on an emotion dataset using PyTorch Lightning. The selected model can predict six 

emotions: Anger, Fear, Sadness, Joy, Surprise, and Love. These emotions were deemed suitable for our study case, allowing us 

to capture a broad range of emotional responses. The choice of the model was based on the number of users and the evaluation 

parameters, and it has exhibited accurate results. Fig. 5 provides the emotion percentages in the dataset. 

 

 

Fig. 5. Emotions distribution during all hurricanes 

 

The results for emotion analysis revealed a notable distribution, with anger comprising the highest percentage at 39.91%, 

followed by joy at 28.30%. Fear and sadness accounted for 18.38% and 12.63%, respectively, while Love and Surprise had 

minimal representation, with percentages of 0.59% and 0.19%, respectively. For further analysis, we will concentrate on the 

four primary emotions: anger, joy, fear, and sadness. These emotions encompass a wide range of reactions and discussions 

surrounding hurricanes. To gain deeper insights into the main topics associated with each emotion, we have generated a word 

cloud, depicted in Fig. 6, which visually represents the most frequently occurring words about the four emotions considered in 

our study. To get a coherent analysis of emotions, we grouped them into Negative and Positive emotions. The negative emotions, 

which include anger, fear, and sadness, accounted for a total percentage of 70.92%, while the positive emotions were represented 

by joy (28.30%), which is consistent with our expectations. 

3.5.1 Negative emotions  

The dominant emotion observed in our dataset was anger, with a percentage of 39.91%. This finding reflects the discontent and 

frustration expressed by individuals during the occurrence of the hurricanes. The word cloud associated with anger reveals the 

presence of mandatory evacuation, emergency, power outage, and infrastructure protection, indicating dissatisfaction with 

healthcare services, disaster management preparedness, and infrastructure. These observations indicate that a significant number 

of users expressed their anger towards these aspects of the hurricanes. The fear detected in our dataset exhibited similar concerns 

to those associated with anger, as evidenced by the shared terms in the word cloud. These terms revolve around disaster 

management and emergency operations, reflecting the unease experienced by individuals during the hurricanes. Sadness reveals 

the level of intensity of the disasters, emphasizing the unfortunate loss of lives and the extent of devastation caused. Words 
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such as death, devastation, and damage are prevalent in the Sadness word cloud, highlighting the profound impact of the 

hurricanes on affected communities. 

3.5.2 Positive Emotions 

The Joy emotion accounted for 28.30% of the emotions detected. It can be attributed to relief efforts, assistance, and individual 

resilience. Words associated with joy in the word cloud include relief, help, life, and family, indicating a glimmer of positivity 

towards the challenges faced during the hurricanes. 

 

 

Fig. 6. Word cloud for Anger, Joy, Sadness, and Fear (dominant) emotions 

 

We also employed a temporal analysis approach to investigate the normalized emotion distribution over time presented in 

Fig. 7 to examine the evolving emotions detected during hurricane events. Among the hurricanes studied, Hurricane Ida emerged 

as the most representative case for our analysis. During the progression of Hurricane Ida, we observed distinct patterns in the 

emotions detected. Prior to the landfall of the hurricane, there was a noticeable increase in emotions such as fear and anger. 

These emotions peaked one day before and during the hurricane's landfall and the day of flooding caused by the disaster. This 

aligns with our expectations, as the heightened fear and anger can be attributed to the anticipation and direct impact of the 

hurricane, as well as the uncertainties and potential threats associated with the flooding. This finding suggests a prevailing sense 

of dissatisfaction and insecurity. 

Furthermore, the emotion of sadness showed a continuous upward trend throughout the hurricane event. This observation 

corresponds to the increasing intensity of the disaster, reflecting the accumulation of devastating impacts and the loss of lives. 

The rising trend in sadness emotions can potentially indicate individuals directly affected by the hurricane and experiencing 

profound emotional distress. It seems the patterns of anger and fear are significantly different. Fear practically ceases when the 

worst happens, but anger is maintained even after that, though diminishingly. 

On a contrasting note, the emotion of joy increased, particularly after the dissipation of the hurricane. This highlights the 

presence of individuals who have been relieved from the immediate impacts of the hurricane or have been successfully rescued 

and saved. The growing joy can be attributed to relief and gratitude among those spared from the hurricane’s direct 

consequences. 
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Fig. 7 Emotion distribution during Hurricane Ida 
 

3.6 Topic Modeling  

Through this analysis, we identified three main topics from the dataset provided in Table 4. that highlighted the most people’s 

concerns during hurricane occurrence. Analyzing the generated topics shows that the public’s response to hurricanes primarily 

revolved around hurricanes and healthcare management. The first topic highlighted the public’s concerns about evacuation 

efforts, disaster response, and infrastructure preparedness to cope with such disasters effectively. Individuals seek viable 

strategies for ensuring their safety and minimizing potential damage. Another prominently discussed topic revolved around 

support and donations. Within this theme, individuals proposed and sought assistance through various means, including 

collecting ‘help’, ‘fundraising’ initiatives, and ‘donations’. 

Furthermore, hurricane intensity and forecasting emerged as a significant area of interest for the public. People actively 

sought information regarding hurricane evolution, intensity levels, and ways to disseminate this information to others. 

Keywords such as ‘shortage’ and ‘death’ emphasized the seriousness of the situation, indicating the public’s awareness of the 

human and resource implications caused by hurricanes. 

 
Table 4. Most discussed topics 

Topic groups  Related keywords 

Hurricane/healthcare 
management  

‘kit’,’Irma’,’operation’,’monitoring’, 
‘management’,’center’,’prepared’, 
‘evacuation’,’mandatory’,’underprepared’, 
‘preparedness’,’response’,’hospital’, 
‘patient’, ‘infrastructure 

Support and donation ‘donation’,’fundraiser’,’proceeds’,’donating’, 
‘donate’,’collecting’, ‘fundraising’, ‘victim’, 
‘help’, ‘affected’, ‘helping’ 

Hurricane intensity and 
forecasting 

‘toll’, ‘death’, ‘rise’, ‘serious’, ‘shortage’, 
‘category’,’strengthens’,’declares’, 
‘intensifies’’become’,’rapidly’,’expected’, 
‘intensify’ 

 

Source: Own compilation 

 

4. Discussion 

This study aims to examine and understand the public’s response during extreme weather events by exploring cognitive 

sustainability concerns. The study approach was based on collecting Twitter data using healthcare/hurricane-related keywords 

for each of the five study cases and applying NLP models for sentiment, emotion, and topic analysis. A first noteworthy 

observation is the prevailing culture of social media engagement, even during disasters and at all hours of the day, which was 

emphasized by the significant number of tweets collected during the night. The word cloud and frequency analysis findings 

unveiled a notable presence of words related to disaster response, infrastructure, and help-seeking, where people were deeply 

concerned about their safety and the need to relocate to safer areas when faced with the imminent threat of extreme weather. 

This response reflects the urgency and importance of evacuation measures in protecting lives and mitigating potential damages. 

Emotional aspects, when talking about home and family, highlight the impact of EWE on the personal and mental health of 

individuals and communities. People’s concerns centred on protecting their lives, homes, and loved ones, underlining the sense 

of vulnerability and the need for effective disaster preparedness plans.  

Another aspect worth noting is the discussions related to providing and seeking help, which is compelling evidence of a 

robust information-spreading culture. It showcases the public’s heightened awareness and proactive approach towards disaster 

preparedness, reflecting how individuals use communication channels to share critical information, warn others, and offer 

support during extreme weather events. These findings were supported by the outcomes of the topic modelling analysis that 

provided a concise and informative summary of what we classified as the main three concerns expressed by the public during 

EWE. The identified concerns and active engagement observed in the public response to hurricanes are deeply connected to the 

cognitive sustainability concept. The first prominent concern centred around emphasizing hurricane management, reflecting the 

need for extended sustainability where decision-makers actively manage various aspects and dimensions of the disaster. This 

involves responding to the immediate impact and strategically planning for infrastructure preparedness and evacuation, ensuring 

a comprehensive and sustainable disaster response. The second topic, revolving around donation and support, resonates with 

the principle of inter-cognitive sustainability. The community actively engages in collective efforts, such as fundraising and 

donations, showcasing a collaborative response that transcends individual cognition to support the broader affected community. 

The third topic, focusing on hurricane intensity and forecasting, emphasizes a shared understanding and concern for the evolving 

situation, with information dissemination playing a crucial role. The temporal analysis, which represented a pattern from the 

initial stages of the hurricane until its dissipation, further highlights this cognitive sustainability aspect, showcasing the 
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community’s active participation in sharing real-time updates and urgent messages and experiences with social media being a 

way to stay informed and connected, promoting a collective and informed response. 

As the hurricane intensifies, the frequency of tweets increases as people express their sentiments, emotions, and concerns 

about the unfolding situation. In this context, sentiment analysis results indicated a higher prevalence of negative sentiment 

than positive sentiment. Neutral sentiments were not detected, which may be caused by imbalanced training data and potential 

limitations in the training process of the pre-trained model we applied. With the dominance of the negative sentiment, it becomes 

evident that the overall public opinion, as reflected in the word cloud, is negative. Further analysis revealed that anger was the 

predominant negative sentiment extracted from emotion detection, indicating a significant dissatisfaction among citizens with 

disaster response and emergency efforts. This finding was corroborated by the word cloud associated with anger, highlighting 

the presence of these topics. 

Additionally, the continuous increase in the emotions of fear and sadness, as shown in the normalized emotion distribution 

for Hurricane Ida, suggests a failure in effectively managing the hurricane disaster. This is particularly evident in the persistence 

of sadness, even after the dissipation of Hurricane Ida, reflecting the long-lasting impacts generally associated with the physical, 

mental, and financial difficulties faced by those directly or indirectly affected by the disaster. These findings align with our 

expectations for a topic focused on disasters and emergencies, with the expression of love being understandably diminished 

during such events. Additionally, the absence of surprise can be attributed to the availability of advanced forecasting systems 

that inform individuals of the hurricane’s occurrence in advance. By examining the temporal aspects of our sentiment and 

emotion detection findings, we can investigate how fast people’s responses evolve during extreme weather events. While 

negative sentiment was consistently prevalent, the gap between negative and positive sentiments, as shown in the daily 

sentiment distribution for hurricanes Irma and Harvey, rapidly decreased during hurricane dissipation and in the following days. 

This finding aligns with the emotion distribution of Hurricane Ida, where the emotion of joy increased the day after the 

hurricane’s dissipation, likely attributed to relief efforts, as indicated by the word cloud associated with the joy emotion. This 

suggests a positively fast change in people’s emotions that effective disaster response and emergency interventions can explain. 

However, the parallel increase in the emotion of sadness in the same graph raises questions about which populations received 

more assistance during the hurricanes. This leads us to one of the study’s limitations: our dataset's absence of geographical 

indications. 

This study was the first attempt to examine the public response during disasters. However, it is important to acknowledge 

several limitations that should be considered for future work. First, the dataset was imbalanced for each hurricane. This 

discrepancy in the number of tweets collected makes it challenging to compare the study case events directly. Additionally, the 

absence of geolocation information associated with the tweets limited our ability to capture the areas most affected by 

hurricanes. Moreover, good evaluation parameters for pre-trained models do not necessarily mean better performance or 

accurate results. This was evident in the case of the RoBERTa model, where the absence of neutral tweets in our dataset affected 

the model’s ability to classify news-related content accurately.  

We propose training an NLP model on a well-labelled and balanced dataset for future work. Additionally, we suggest the 

use of geo-located tweets in order to capture disparities. Also, inspired by the topic modelling results that revealed evacuation 

and disaster response as predominant concerns, we can work on assessing emergency management and healthcare system 

vulnerability during EWE, which will facilitate the development of targeted interventions to strengthen disaster response 

capabilities for cognitive sustainability and propose alternatives with a focus on exploring the role that E-health and 

telemedicine as innovative solutions. 

5. Conclusion 

In conclusion, this study explored the public’s response during EWE by analyzing Twitter data and highlighting the concept of 

cognitive sustainability. The analysis revealed three key concerns: hurricane management, donation and support, and disaster 

impacts. We provided insight into how people react to these topics by applying NLP techniques for sentiment and emotional 

analysis. However, it is essential to acknowledge the limitations of this study. The imbalanced data collection and lack of 

geographical indications in the dataset may have influenced the representation of certain areas and topics, potentially impacting 

the overall findings.  

For future work, it is recommended to address the limitations by ensuring a more balanced data collection and incorporating 

geographical parameters. Moreover, further research could focus on refining sentiment and emotion analysis by training NLP 

models rather than relying on pre-trained ones to capture the nuances of public responses more accurately. Exploring other 

social media platforms and languages could provide a more comprehensive understanding of the public’s response during EWE. 

Finally, this study lays the groundwork for better understanding the public’s concerns and responses during extreme weather 

events, offering valuable insights for disaster management and emergency preparedness efforts. 
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