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Abstract: An outcome of a measurement frequently contains too many and 
redundant elements so extracting similar patterns can be a hard task. This paper presents 
an idea to convert time streaming measurement results into a special string format and 
to use existing motif finding methods for further analysis. We have created the Action 
Descriptive String (ADS) which is a projection of series of events. Although these 
strings are not an accurate description of the actual events they had been defined from, 
they are helpful in finding typical occurrences of short term events and comparing two 
series of events. 

Following the presentation of the existing motif finding methods and the benefit of 
applying them for the Action Descriptive Strings, we give the idea of converting 
measurement results into ADS format. The method for finding frequently occurring 
patterns in the converted string format is also presented. We discuss the possibility of 
emulating long term events by a series of the extracted typical short term patterns. We 
have implemented an algorithm which is able to score the similarities between two 
Action Descriptive Strings. This algorithm is used for finding the most similar typical 
pattern for an arbitrarily given ADS. Since the scoring scheme of the algorithm is highly 
dependent on the measured phenomenon, we also present a process for adjusting the 
scoring values to a given measurement. 

 
Keywords: String matching, motif finding, measurement analysis. 

1. Introduction 

Converting time serial measurement results into appropriate short string 
format can help us applying existing string based algorithms for further analyze. 
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This motivation led us to create a special string format (Action Descriptive 
Strings) from these raw measurement results. 

Motif finding is widely used method in bioinformatics and has a deep 
literature that we can rely on. In bioinformatics the algorithms tend to find 
similarities in protein chains, typically in amino acid. These algorithms usually 
use a simple string input which contains the markings of the four proteins DNA 
is built from: A for Adenine, T for Thymine, G for Guanine and C for Cytosine. 
MEME suite is a comprehensive tool for discovering motifs in a group of 
related DNA or protein sequences [1]. 

Similar architectures are presented in [2], [3] and [4] for using string 
matching algorithms for signature generation in various network appliances. In 
these cases one byte represents a unit in the sequence therefore there are 256 
different symbols. 

The Action Descriptive Strings (ADS) can be used for representing any kind 
of time series measurement result. Using these strings and the algorithms 
presented in this paper the measurements can be further analyzed from a 
different point of view. We have implemented the ADS in a general way that 
can be suitable for various measurement types. 

In the next section the general structure of the Action Descriptive Strings is 
presented. The idea of extracting typical patterns from converted measurements 
results is discussed in Section 3. Section 4 presents an algorithm which is able 
to suit a series of typical patterns for any given measurement result stream. The 
algorithm we implemented for scoring the similarities between two ADS is 
given in Section 5. Section 6 presents the idea of adjusting the scoring 
algorithm for unique measurement types. Finally, in Section 7 a summary of our 
work is found where we present a few possible utilizations for the Action 
Descriptive Strings. 

2. Action Descriptive Strings 

 In an Action Descriptive String there are two types of characters: the action 
characters and the time delimiter characters. Although the time delimiter 
character can be chosen arbitrarily, we chose the “Z” characters for separating 
equal time intervals in an ADS. The other characters refer for one type of 
action. Thus an example an example for them looks like the following: 
 

AZAZABZABZACZAZAZ 
 

 Since this example contains seven “Z” characters, this ADS represents a 
seven-time-unit-long scenario. This means that in this scenario an “A” type of 
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action occurred in every seven time unit, a “B” type of action happened in the 
third and the fourth, and a “C” type occurred in the fifth time unit. 
 During the conversation of measurement results the data must be separated 
to individual sources. Thus in case of an aggregated measurement the first step 
must be a discrimination of the sources (typically location based). In the next 
step every different action must be investigated for every time unit. If an action 
occurred in the given time unit we write its character into the ADS than we 
close the given time unit by the “Z” character. 
 The definition of the actions is a heuristic process which is highly dependent 
on the measurement itself. They can be simple event occurrences (for example 
if a motorcycle has crossed the road or a costumer has bought milk) or a limit 
for event occurrences (for example if the number of cars that crossed the road is 
greater than 100). Limit bands are also usable in event definition for detailed 
resolution but since the idea is to simplify the measurement results these bands 
should be minimized. 
 The choice of the used time resolution is also has to be adjusted for the given 
measurement type. Too short time units can result to an output where typical 
patterns are not extractable. On the other, hand using a too long time unit could 
hide the differences between distant inputs. 

 
 

 
 
 

Figure 1: The format of the input ADS file. 
 

 Taking these into account the format of the required input file is given in 
Figure 1. As the figure shows the input should also contain the UNIX 
timestamp of the beginning of the different sources’ action which will be used 
during the long term event emulation.  

3. Extracting typical patterns 

 During the extract of typical patterns we tend to find substrings which are 
frequently occur in the input. In this procedure we search for fixed time length 
patterns between lower and a higher limit. The reason for the lower limit is that 
too short patterns are not describing stable event series. On the other hand, the 
longer a pattern the lesser it would occur in the input stream. Thus these limits 
have to be defined considering the time input’s time resolution. 
 As a first solution we have inspected bioinformatics problems. We have 
examined the possibility of applying the same architecture presented in [2] with 

1223378304 ABZABZABZABZABZABZABZABZABZABZ 
1223378306 HIZHIZHIZHIZHIZHIZHIZHIZHIZHIZ 
1223378809 FZFZFZFZFZFZFZFZFZFZ 
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a different preprocessing method. In this paper the authors present a framework 
using Glam2 for signature generation. Glam2 is a software package for finding 
motifs in sequences, typically amino-acid or nucleotide sequences [5]. 
Glam2Scan is a part of the Glam2 software package which can find matches in a 
sequence database to a motif discovered by Glam2 [6]. Glam2Scan gives a score 
for each match indicating how well it fits the given motif so it also could be the 
base an approximately match algorithm during a long term event emulation.  
 However, after a long investigation process we have found that we can’t use 
this technique for the general architecture of Action Descriptive Strings. The 
main reason behind this is that bioinformatics algorithm use alphabet where the 
roles of the characters are the same. In ADSs the time delimiter (“Z”) character 
has completely different meaning than the others. Moreover, in our case we 
would like to have a method to define suitable replacements for certain event 
types therefore defining subclasses where the events are similar with each other 
and distant from the others. 
 Thus we implemented a unique algorithm which is able to extract typical 
patterns from the input. The key point in the algorithm is to split the Action 
Description Strings along the time delimiter (“Z”) characters. That way we 
make sure that the individual time units’ activities won’t be corrupted. For 
preprocessing the algorithm does two things. First, it filters out the long idle 
periods (multiple consecutive “Z” characters) in the sources’ activities thus the 
algorithm won’t give back patterns in which the idle period is longer than the 
actual activity. Secondly, for symmetric ADS patterns (where the same 
characters occur in every time unit) the algorithm recalculates the real number 
occurrences. For example, in case of a 200 time-unit-long “AZ” run the 
occurrence for the five-time-unit-long “AZAZAZAZAZ” should be 40 not 196. 
 In the algorithm two limits have to be declared: a hard limit and soft limit. 
First, the tool counts the occurrences for every occurring ADS substring which 
has the given time length. Then the algorithm calculates the most similar ADS 
for every pattern below the soft limit using the scoring mechanism presented in 
Section 5 and increase the result’s occurrence by one. After that, the ADS 
substrings occurring more than the hard limit are added into the typical patterns 
pool. 
 The choice of the limits is dependent on the result we would like to achieve. 
For example, setting the two limits to the same value will avoid the usage of the 
scoring mechanism and result in only the ADSs which occurrence is greater 
than then the given limit. On the other hand, setting the soft limit to 1 will give 
the most detailed result but it can significantly increase the run time of the 
algorithm. 
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4. Long term event emulation 

 The main idea behind the emulation of long term events is to substitute the 
entire stream of one source by a series of typical patterns. In order to do that, we 
have the input Action Descriptive String file and the database of the extracted 
typical patterns. The input ADS can be one line from the measurement result or 
can be generated artificially. The second method allows us to emulate arbitrary 
event type that would otherwise not occur in real measurements. In practice it 
means that we need an algorithm which is able to cover a source’s entire Action 
Descriptive String with the extracted typical patterns’ ADSs. Moreover, the 
algorithm must calculate the accurate timing information. 
 The first part of the implemented algorithm is a search for full-matching 
typical patterns in the input ADS. During this process two rules should be kept. 
First, we have to start the search with the longer patterns. During the emulation 
process we prefer the usage of longer term typical patterns since we consider 
their activity more stabile. With this action we make sure that we use the longer 
scenarios as much as possible. The second rule is that if we find a full-matching 
user pattern somewhere in the input ADS we have to switch that substring to 
only time delimiter (“Z”) characters. That way we guarantee that the time units 
in the input stream will be covered by only one pattern. However, we have to 
leave the time delimiter characters in the ADS in order to properly calculate the 
timing information. 
 Since an arbitrary Action Description String can unlikely be covered by only 
typical patterns we have implemented an approximate matching part for the 
algorithm as well. During this procedure the algorithm uses a scoring scheme 
introduced in the next section which is able to find the most similar typical 
pattern for any given ADS. 
 After full-matching the remaining ADS may contain many consecutive time 
delimiter (“Z”) characters. Since this “Z” runs means an inactive period or that 
it has been previously covered by a full-matching typical pattern, as a next step 
the algorithm splits the remaining string along three or more consecutive “Z” 
characters. The last step of the algorithm searches for the most similar typical 
pattern for every remaining substring after the split. These time period in the 
input stream will be emulated by the same action as the most similar typical 
pattern describes. If a reaming substring is longer than the higher time limit of 
the typical patterns the algorithm calculates the score for every prefix from the 
lower time limit to the higher. The one with the best result score will be 
emulated by the most similar pattern than the algorithm removes that ADS from 
the substring and repeats the approximate matching procedure. 
 
 



10 P. Megyesi, S. Molnár 
 

  

5. The ADS scoring algorithm 

 When we were designing the ADS scoring algorithm the following rules 
were laid down: 

1) If we compare an A sting to a B sting, the returned score must be less than 
or equal to score the algorithm returns comparing the A string with itself. 

2) The equality must only stand if the same characters with the same amount 
are in both A and B. 

3) The algorithm must inspect the time length of the ADSs and give lesser 
score if it differs. 

4) We must have a way of setting unique values for which action types are 
suitable substitutions for each other and which are completely excluded. 

 
 Taking these considerations into account, we have defined a scoring matrix 
labeling its rows and columns with the defined types’ characters. We also add 
the “X” character which will refer to no action. If we substitute an “A” 
character from the first string to a “B” character in the second string the score 
under the “A” row and “B” column will be added to the total score. Firstly, the 
algorithm concatenates “X” characters to the shorter string until both of them 
contain the same amount of characters. After this, a dynamic programming 
algorithm finds the best substitution solution for the characters calculating the 
maximal possible score [7], [8]. As the last step the algorithm modifies the 
given score with a divider if the time lengths of two strings differ. 
 In order to get the most ideal values of the scoring matrix and the length 
modifier we created a test database of Action Descriptive Strings. In contrast 
with the typical patterns this artificial database contains only ADSs in which the 
actions are the same in every minute. We integrated every variation of 
minimum four maximum ten minute long scenarios which contains maximum 4 
type of action simultaneously. In the following section we will present a method 
for proper adjustment of the scoring values using the test database. 

6. Adjusting scoring values 

 In this example we use Action Descriptive Stings which are made of four 
different characters: “A”, “B”, “C” and “D”. The initial scoring matrix is 
shown in Table 1. The scoring values were set up as following. “A” is the least 
significant action and we prefer to substitute it primarily to “B” and secondly to 
no action (“X”). Substitute “A” to “C” or “D” will decrease the score as their 
action is considered to be too distant. In case of the action marked by “B” the 
suitable substitutes are primarily “C” and secondly “A”. For “C” we prefer “D” 
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and “B” while for “D” the suitable substitutions are “C” and “B”. If one action 
is replaced by itself five points are added to the final score. 
 All the values in the first row of Table 1 are negative. This step is required 
for keeping the first rule since positive values would result in more score in case 
of adding more extra action. The values are different thus in case of an extra 
action the least significant actions will be preferred. 
 
 

Table 1: An initial scoring matrix. 
 

 X A B C D 

X 0 -2 -3 -4 -5 

A 2 5 3 -1 -2 

B 0 2 5 3 1 

C -2 0 2 5 3 

D -5 -1 1 3 5 
 
 

Table 2: Results for the initial scoring values. 
 

Rank Score Relative score Time unit ADS 
0 30 1 5 AZAZAZAZABZ 
1 25 0.83 5 AZAZAZAZAZ 
2 19 0.63 5 BZBZBZBZBZ 
3 18 0.6 5 ABZABZABZABZABZ 
4 12 0.4 5 ACZACZACZACZACZ 
5 6 0.2 5 ADZADZADZADZADZ 

 
 
 Table 2 shows the five most similar ADS from the test database for the input 
AZAZAZAZABZ. This is a five-time-unit-long event which contains the action 
“A” in every time unit and the action “B” in the last one. The first row (rank 0) 
contains the result comparing the input string with itself. As it can be seen in 
Table 2, this result is 30 since there are six action characters in this ADS thus 
the final score is six times five. 
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 Although the results show what can be previously expected, the actual 
rankings and the given points can be further investigated. For example, the 
second and the third result show that these scoring values prefer the substitution 
of an entire action to another than using both of them. An adjustment procedure 
for real measurement result can be inspected in many ways which are highly 
dependent on the phenomenon. For example, if the actions are fairly different 
from each other the scoring values for the preferred substitutions should be 
decreased significantly. 
 An example for this type of scoring matrix is presented in Table 3. The 
difference between this scoring matrix and the initial one is that the positive 
values for the substitutions are divided by ten. That way, substitute one 
character for a different one will result in lesser score. The results for the same 
input as in the previous test is given in Table 4. In this case the ADS where both 
“A” and “B” occurred in every time unit is the second most similar to input with 
the same score while the pattern containing only “B” got significantly less 
score. If this similarity is closer to the realty than the first one the modified 
scoring matrix should be used. 
 
 

Table 3: Example for modified scoring matrix. 
 

 X A B C D 

X 0 -2 -3 -4 -5 

A 0.2 5 0.3 -1 -2 

B 0 0.2 5 0.3 0.1 

C -2 0 0.2 5 0.3 

D -5 -1 0.1 0.3 5 
 
 
As a last example we let the algorithm to test Action Descriptive Strings which 
time length differs from the input. In these cases the calculated score from the 
scoring matrix is divided by a constant. The results using 1.2 as the length 
divider are presented in Table 5. As the results show the four and six time-unit-
long variants of the previously best two results appeared in the array. 
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Table 4: Results for the modified scoring matrix. 
 

Rank Score Relative score Time unit ADS 
0 30 1 5 AZAZAZAZABZ 
1 25 0.83 5 AZAZAZAZAZ 
2 18 0.6 5 ABZABZABZABZABZ 
3 9.3 0.31 5 ACZACZACZACZACZ 
4 6.4 0.21 5 BZBZBZBZBZ 
5 5.1 0.17 5 ADZADZADZADZADZ 

 
 

Table 5: Results using different time lengths. 
 

Rank Score Relative score Time unit ADS 
0 30 1 5 AZAZAZAZABZ 
1 25 0.83 5 AZAZAZAZAZ 
2 21 0.7 6 AZAZAZAZAZAZ 
3 18 0.6 5 ABZABZABZABZABZ 
4 16.83 0.56 4 AZAZAZAZ 
5 16.08 0.53 4 ABZABZABZABZ 
6 10.83 0.36 6 ABZABZABZABZABZABZ 

7. Conclusion 

We have presented Action Descriptive Strings (ADS) which is a projection 
of real measurement results. By this conversation we are able to use existing 
motif finding methods for further analyzing a time stream measurement. 

We have given methods for finding short term typical patterns in the input 
stream and use them for emulating long term activities. Both of these processes 
use an algorithm which can score the similarities between two Action 
Descriptive Strings. This paper contains an example for adjusting the scoring 
values of the ADS scoring algorithm using an artificially created pattern 
database. 

An example for the application of the Action Descriptive Strings can be 
found in [7]. In [7] the author uses the same architecture for describe network 
traffic and determine the typical way of how users are using the Internet. 
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Abstract: In this paper we investigate the applicability of the photo tagging to geo 
location in urban environments. We rely on photos taken at the location to be identified 
and not on the geographical coordinates. The difficulty of the proposal was to identify 
the building/landmark based on the photo provided on-line by the user. Our goal was to 
provide a working solution with a reasonably fast reaction time for urban environments. 
We have shown that the combination of division of the image and the color-based 
comparison with the original SIFT algorithm significantly improves the comparison 
process. 

 
Keywords: Photo tagging, augmented reality, image comparison. 

1. Introduction 

Linking real and virtual worlds is vastly researched and experimented by the 
research community. The proposed solutions are based on the idea of providing 
a solution that maps the virtual world on the real one, extending the elements of 
the real world with useful information and/or properties. Several proposals 
targeted the urban environments, when different locations were associated with 
meta-information [1], [2], allowing the civil groups to interact and change the 
perception of others on the respective locations. By now we can state that the 
community agrees that there is a need for such solutions, the current research 
being focused on the proper technological solutions that satisfy the 
requirements of the various target applications. 
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Most of the solutions rely on tags associated with real world locations and 
meta-information is indexed by these tags. The proposed solutions chiefly differ 
in the tagging system and the way these tags are obtained by real world 
characters. This research area is strongly related to the topic of location based 
services offered to mobile users [3]. Although GPS (Global Positioning System) 
is available in many devices, it is not always available in urban and indoor 
environments [4]. A different idea was to use mobile cell information to locate 
the device, but operators are reluctant to offer such data and the precision of this 
solution is not high enough [5]. Mobile tagging optimizes the barcodes to 
mobile environments, but it requires the dispatch of the tags on buildings and 
outdoor locations [6]. 

In this paper we investigate the applicability of the photo tagging to geo 
location in urban environments. We rely on photos taken at the location to be 
identified instead of geographical coordinates. The advantage of this solution is 
that the buildings or landmarks are already in place, and the loss of signal does 
not affect its operation. The difficulty of the proposal was to identify the 
building/landmark based on the photo provided on-line by the user. There were 
several proposals that deal with such problems, but the solutions are not public 
and have been publicized only through demonstration events. Our goal was to 
provide a working solution with a reasonably fast reaction time for urban 
environments. The use case of the proposed photo tagging solution is that an 
integrated system should be able to offer extra information on urban locations 
based on pictures taken and uploaded real time with smartphones. 

In the next section we present the image processing issues relevant to our 
topic, and then we present the proposed solution. In section 4 we analyze the 
performance of our proposal and finally we conclude our paper. 

2. Image processing aspects 

As explained in the previous section, our proposal requires the image-based 
identification of buildings and landmarks. There have been proposed several 
solutions, but each of them had problems during operation. The most advanced 
and successful image comparison solutions have been developed in face 
recognition [7]. 

Compared to that area of image comparison, our case has several 
particularities. The pictures sent in by the users most probably will not be taken 
exactly from the same position as the reference ones, therefore the comparison 
of these types of images have some specific properties. The most important 
aspects that make the image comparison harder are the following ones. 

 The pictures are not taken from the same angle. 
 The pictures are taken from different distances from the building. 
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 There might be several distracting details on the picture taken by the 
user. 

 Changing light conditions, depending on the time of the day, 
weather, etc. 

 The quality of the picture taken by the user probably is different 
(typically worse). 

In the urban environment most of the landmarks are buildings, which have 
distinctive edges. Research in computer imaging has widely studied the issue of 
edge detection [8], this one being the starting point of most solutions. Several 
interest points of an image can later be extracted from edges and these interest 
points are later used as inputs by other image comparison algorithms. 

The most used technique in edge detection is based on the intensity gradient 
of the image. Canny’s algorithm is still the most used one and is based on five, 
relatively simple, easy-to-implement steps [9], [10]. 

Edges are characteristic to a given image, but due to the issues enumerated 
above we need a much more robust solution. Several solutions have been 
proposed, which operate on a larger set of features, called keypoints. These 
solutions handle image translation, scaling, rotation, local geometric distortion 
and minor changes in illumination or color. The most known among these 
solutions is the Scale Invariant Feature Transform (SIFT) [11], and its 
enhancement, the Gradient Location-Orientation Histogram (GLOH) [12]. 
Relatively recent proposal is the Speeded Up Robust Feature (SURF) [13], 
partly inspired by the SIFT descriptor. SURF is faster than SIFT and is more 
robust to image transformation and noise. Nevertheless, the SIFT algorithm is 
better supported by programming libraries and for this reason we used it in our 
solution. As explained in the following section, we opted for a modular solution 
and therefore it can be replaced with newer/better algorithms. 

The generic image recognition systems perform well if the objects on the 
images have been pictured under the same angle. Large angle-deviations result 
in false positives or no matches. In order to reduce the occurrence of such 
problems we pre-process the images. Using the algorithms presented in this 
section we proposed a framework that is able to recognize pictures, enabling a 
photo tagging application in urban environments. 

3. The proposed image processing framework 

Our solution is a combination of image processing mechanisms. We tried to 
speed up the comparison process by removing the irrelevant parts of the image 
or to use new information in order to exclude false positives. 
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A. Image pre-processing 

The image pre-processing transforms the image into a canonic form. We 
expected that this step would improve the process by increasing its accuracy. As 
it will be presented later in section 4 this came with the cost of increased 
duration, therefore the feasibility of this step should be further studied. 

We apply the Canny algorithm to detect the edges of the image. Even if this is 
an old solution, it is accurate, it has several implementations, its implementation 
is relatively simple and it is fast [14]. Then we apply a Hough transform [15] to 
the resulting image to extract the straight edges and lines from the image. In most 
of the cases in urban environment this yields the parallel edges of a building. An 
illustrative example of the above steps is presented in Fig. 1. 

 
Figure 1: The picture a.) before any transformation, b.) after edge detection,  

c.) after Hough transform. 

Finally we transform the image, which means the rotation of the object 
(building/landmark) on the picture. The reference points needed for this rotation 
are those obtained through the Hough transform, but the AffineTransform [16] 
process is applied to the original color image. Therefore we keep the extra 
information of the original image that was lost through the first two steps. An 
illustrative example of this transform is depicted in Fig. 2., where a boat is 
rotated so that the top edge of the cabin becomes horizontal.  

 

Figure 2: The picture a.) before rotation, b.) after rotation. 
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Note that these steps are useful only if we use a SIFT (or similar) algorithm 
to compare the images. E.g., if we use color based comparison, then the fill 
color would greatly bias the process. 

B. Keypoint based comparison 

The image comparison is primarily based on the SIFT algorithm, as already 
mentioned.  

This process can be greatly improved if we have location information and 
the estimate of its accuracy. E.g., we might have a coordinate and then we can 
use the accuracy of this location information as the radius of a circle that 
probably contains the real location of the user. We can restrict the search, 
because in the case of a precision of 50 m probably we have 20-50 buildings or 
landmarks to run the search on.  

We should compare our image against the images of the buildings closer to 
the coordinate: if the location information was accurate, then we do not waste 
time. Otherwise we still can increase the investigated area. 

C. Color based identification 

Our color based identification is built with the help of the Java Advanced 
Imaging (JAI) API [17]. This library allows us to get the color data of an image in 
several points of it, then builds a matrix that represents the image itself. 
Afterwards each image is represented by a matrix with the dimensions of 25 × 3. 
Based on our experiments the aggregation of the 15 × 15 pixel region of the 
image into one matrix element gives satisfactory results. Even if we use larger 
regions, the accuracy of the mechanism does not improve significantly, on the 
other hand its runtime is drastically increased. The aggregation of the pixel 
information is as follows: the RGB values of each pixel within a region are 
summed up, then the result is divided with the total number of pixels. 

The size of the image does not influence the speed and quality of the process, 
because we resize every image to 300 × 200 pixel2. Due to this and because the 
algorithm is much simpler than the SIFT, the comparison is much faster.  

D. Speeding up the image comparison process 

The image comparison methods and algorithms usually are computation 
intensive and require large amount of allocated memory. As a consequence a 
reliable algorithm takes a lot of time to complete, much more than it is acceptable 
for a real time photo tagging application. Specifically, the keypoint based 
algorithms to the likes of the SIFT are faster if the image depicts smaller objects, 
as there are fewer keypoints to compare. Starting from this observation we 
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experimented several practically feasible methods that are simple, do not affect 
significantly the precision of the algorithm, but still reduce its completion time. 

The first solution is to ask the user, who takes the picture at the location to 
select a focus area on the picture. Anyway in the majority of the cases the photo 
of the user depicts a larger scene than the building itself. Therefore it is not a 
burden for her/him to select with a rectangle the exact building/landmark to be 
compared. This is illustrated in Fig.3.a, where the image contains the building 
of the Parliament and the river Danube, but the building in question occupies 
only half of the picture. The resulting picture uploaded by the user for 
comparison is shown in Fig.3. 

A second solution is to further divide the image into zones, or areas and 
apply the comparison process zone-wise. These two solutions should be 
successively applied to the same picture, as illustrated in Fig.3.b. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 a.) b.) 

Figure 3: a.) Selecting the focus area within a picture b.) division of the picture  
into blocks. 

Practically the users place the most important detail in the center of their 
photos. We ordered the areas of the image according to the order of processing 
and selected the central area of the image as the first one. In most of the photos 
the areas nr.8 and nr.9 are irrelevant (contain the sky), therefore those are 
placed at the end of the list. According to our experience the first three or four 
areas are enough to be processed in order to get an accurate result. 
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4. Performance evaluation 

We tested our solution on a database of 88 images, and we compared each of 
them pair-wise. The images were taken in different conditions, as they would be 
in a real-life scenario (underexposed, overexposed, blurry). The pictures depict 
buildings from downtown Budapest taken from different angles and light 
conditions. 

We have used an ASUS laptop with 1GB RAM, a 1.5GHz Intel Celeron 
processor and Microsoft Windows XP operating system to test our solutions. A 
dedicated server with faster processing units and larger memory can speed up 
the process. Further optimization alternative is to use a fast hard disk.  

Nevertheless we considered that such a combination of database size and 
hardware gives a proper insight into the feasibility and performance of our 
proposal. In practice both the size of the database and the computational power 
of the server might be increased, resulting in a similar overall performance. 

A. SIFT algorithm 

Based on our experience the different lighting conditions, the blurred, noisy 
images do not significantly affect the reliability of the algorithm. On the other 
hand there are interfering objects in the fore- or background of the image, 
especially if the target object is masked (e.g., a truck or tree in front of a 
building). 

An important issue is the angle of rotation, when the user takes his/her 
picture from a different angle than the reference image was registered. A similar 
problem is caused by the tight city street, where the optics of the mobile devices 
can not capture the whole front of a larger building. Even if the algorithm is 
scale free, these situations in practice result in lower number of captured 
keypoints, thus the algorithm becomes less accurate. In our case the algorithm 
could not recognize any building when the angle of rotation was 75○ or larger. 

In spite the above limitations the SIFT algorithm proves to be robust and 
reliable. We have found that downgraded resolution speeds up the process. We 
tested several solutions and we opted for a 0.5 megapixel size pictures, because 
the algorithm still is able to provide enough keypoints for stable operation. 

We measured an 86% hit ratio and the duration of the comparison for an 
image was 19 seconds. We consider a successful comparison the case when the 
image provided by the user is compared against the images of the database and 
the image with largest matching keypoint pictures the same building indeed. 
The hit ratio expresses the ratio of successful comparisons among all the 
comparisons done. As a conclusion, the 86% hit ratio is an acceptable one, since 
in real life scenarios this can be used as the basis of a proper tagging. 
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The duration of a comparison is orders of magnitude larger than acceptable 
though. In the following we present several approaches that improved either the 
hit ratio or the duration of the comparison and finally we combined those that 
are acceptable in both terms. 

B. Color based identification 

The color based identification follows a different logic compared to the SIFT 
algorithm and its variants. This method is not a reliable one, therefore it is not 
used and it can not be used alone in our case. It still has a great advantage over 
the keypoint based solutions, since computationally it is orders of magnitude 
less demanding. Therefore it can be used to exclude those images that color-
wise are “far” from the target image. It is also important to note that this 
approach is not sensible to those errors and noises that are hardly eliminated by 
the keypoint based algorithms. Practically the color based identification method 
complements the keypoint based ones. 

First we applied the color based identification method in order to illustrate 
the above. The hit ratio has fallen to mere 56%, but the duration of a pair-wise 
comparison was less than 0.05 seconds. The low hit ratio confirms our 
expectation that this approach can not be applied alone. Due to the advantages 
of this approach we still did not abandon it, as shown later in this section. 

C. The effect of the angle of rotation 

The pictures taken from different angles decrease the accuracy of the 
comparison. We have found that in the case of large (i.e., above 30°) angles of 
rotation (the angle between the reference and the user-provided pictures) the 
SIFT algorithm could not take correct decisions. In order to alleviate this 
problem we transform the images to canonic form, and only then apply the 
SIFT algorithm. This method is not useful only in the case of the 
aforementioned large angles of rotation, since it increases the robustness of the 
SIFT algorithm in all cases. 

We doubled the hit ratio with this method. Nevertheless this approach has 
several drawbacks. In the case of very large angles of rotation (above 50°) even 
if it increases the hit ratio, the result is still unacceptably low. Moreover, the 
rotation of the objects can be hardly realized in automatic manner, in most of 
the cases we had to adjust the automated results. Therefore further research is 
needed to find a solution for this transform to canonic form, which is feasible in 
real time environments. As a consequence in the following we do not use this 
transform in our tests, the presented results are obtained without this approach. 
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D. The effect of division of the image into areas 

The main advantage of the division of the image into areas is that we can 
exclude those pictures right at the beginning whose low-ordered areas contain 
non-matching keypoints. We applied this method in combination with the SIFT 
algorithm and we achieved an improved hit ratio of 92%. In the same time the 
duration of the comparison was reduced to a mere 0.45 second for each pair-
wise comparison. This value is orders of magnitude better than the 19 second 
achieved with SIFT alone. 

E. Combination of the color based identification and the SIFT algorithm 

The duration of a pair-wise comparison can be further reduced if we 
combine the color based identification presented earlier in this section with the 
SIFT algorithm.  

We apply the color based identification after the approach presented in 
section 4.B. For each image the color based identification algorithm provides an 
aggregated color value. We ordered the images according to the Euclidean 
distances between their aggregated color values, and found that if we exclude 
the images from the lower half of the list we do not alter the hit ratio and at the 
same time we speed up the comparison process. Thus we apply the SIFT 
algorithm only on the half of the images compared to the method presented in 
section 4.B. 

The effect of this approach on the duration of the comparison depends on the 
reliability of the color based identification method. Currently the method 
eliminated half of the images from further comparisons, thus the duration is 
approximately halved.  

Theoretically this method also increases the accuracy of the comparison, 
since an image which significantly differs in colors from the target one is 
filtered out right at the beginning of the process. Nevertheless, we found that the 
ordered list provided by this approach in the 5% of the cases contained different 
buildings in the first part of the list, which lead to an increased ratio of false 
positives. These positive and negative effects neutralize the impact of the 
approach and the hit ratio is not increased. However the duration of the 
comparison was lowered to 0.25 seconds. 

F. Summary of results 

We have summarized in Table 1 the results of our tests. Although the hit 
ratio of the original algorithm is already high, we could further increase it.  

We can state that the processing time of a picture has been reduced by two 
orders of magnitude. This means that even if we compare this result against the 
faster SURF algorithm, the obtained gain is significant. 
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Table 1: Summary of the performance evaluations. 

 Color based 
identification 

SIFT 
algorithm 

SIFT algorithm + 
division of the 

image 

SIFT algorithm 
+ division of the 
image + color 
based filtering 

Hit ratio 56% 86% 92% 92% 

Avg. 
processing 
time  
(per picture) 

<0,05 s 19 s 0,45 s 0,25 s 

If a photo tagging system is deployed in an urban environment and the 
location of the user is approximated as suggested in section 3.B, then the 
number of alternatives is around 100 pictures. Based on our tests the proposed 
solution keeps the response time within a single attention burst of a typical 
mobile user [18].  

5. Conclusion 

We have proposed an image identification framework solution that can 
support a photo tagging system. Such a photo tagging system may enable the 
implementation of a virtual community, social networks and related applications 
in urban environments. 

The core of the photo tagging system is the image comparison. Our proposal 
builds on the widely known algorithm (SIFT) and we tried to fasten it up by 
finding those mechanisms that significantly reduce the per-picture processing 
time. Since the comparison is done at the server side, the computational 
resource was not a bottleneck. 

We have tested our proposal on a test database. Although the transformation 
of the image to a canonic state significantly improves the accuracy of the 
process, it increases the duration of the process. A possible further research 
direction would be to apply this idea only in those cases when all the other 
mechanisms fail. 

The combination of division of the image and of the color-based comparison 
with the original SIFT algorithm significantly improves the comparison process. 
At the same time it requires further research to improve the accuracy of the 
proposed method in the case of disturbances. 
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Abstract: In this paper we introduce an event forecasting method for wireless 
sensor networks (WSNs), and its testing results in real world circumstances. The 
algorithm recognizes and differentiates the event sequences that turn up inside the 
sensor field, and then uses these recognized event sequences for event forecasting. The 
method uses the Fuzzy set theory and clustering methods. The events are represented 
with three different parameters (measurement data, sensor ID, and timestamp). 
According to the model of the algorithm, each sensor node periodically samples a 
predefined environmental parameter, and if the value of the measurement data is higher 
than a predefined threshold, the node stores this data as an event. A series of events is 
stored in the so called Time-Space fuzzy Signature (TSS). A TSS is a set of events, 
which are detected on a local node, or on its neighbors in its communication range. The 
algorithm performs hierarchical clustering on the TSSs to determine, which of them can 
represent the same event sequence, and as a result the same phenomenon. Then, on the 
results of the hierarchical clustering we perform a K-mean clustering, in order to filter 
out the noise events. The event forecasting feature of the WSN can be useful for target 
tracking or sleep scheduling protocols, among others. In this article, first we shortly 
introduce the theoretical background and definitions of the algorithm; then, we 
demonstrate the working. 

 
Keywords: Wireless Sensor Network, event forecasting, fuzzy theory, clustering. 
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1. Introduction 

A Wireless Sensor Network (WSN) consists of a large number of distributed 
nodes that organize themselves into a multi-hop wireless network. Each node 
has one or more sensors, embedded processors and a low-power radio. 
Typically, these nodes coordinate to perform a common task. The WSNs greatly 
extend our ability to monitor and control the physical environment from remote 
locations; furthermore, they can greatly improve the accuracy of information 
obtained via collaboration between sensor nodes. An interesting and useful 
feature of these networks is called event forecasting. 

In [1], we suggested an event forecasting algorithm for WSNs, which builds 
up on a fuzzy framework. According to this method the sensor nodes try to 
forecast specific events from the changes of the environmental parameters, and 
from formerly registered measurements. This feature of the WSNs can be very 
useful in practice. The method is fully distributed and robust, and it does not 
require hard time synchronization or localization. In this article we would like 
to introduce an algorithm which is based on the same fuzzy framework, but tries 
to recognize and differentiate the event sequences that occur inside the area 
covered by the sensor network, and extract from them the “pure sequence(s)”. 
(A pure sequence is an event sequence that occurs inside the area monitored by 
the sensor network just because of a phenomenon and does not contain noise 
events.) These pure sequences can be used then for event forecasting. The 
efficiency of the proposed method was tested in real circumstances as well, 
using a few Crossbow MicaZ sensor nodes that were placed next to different 
kinds of crossroads; the event-sequences recognized by the sensors model well 
the different trajectories of the passing cars. 

In the next section we introduce the theoretical background, how the events 
are represented on the sensor nodes, and how the nodes store and sort the event 
sequences that appear in the network. 

2. Definitions 

In the following we provide a few definitions that are necessary to 
understand the context in which the forecasting model was developed and the 
measurements were done. These definitions and notations will be further 
detailed, and their usage will be explained in the following sections. 

In [1] we defined a fuzzy set of events as follows: 

 }|),(.),,{( FftIDfE ffE ∈= µ  (1) 
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where F is a certain feature space of the taken measurement. In Fuzzy 
terminology F is the universe of the features (f), where the events ( Ee∈ ) are 
defined. The parameter (.)Eµ  is called fuzzy membership function. This 
function assigns to every f a number between 0 and 1, depending on the degree 
at which f belongs to the fuzzy set of events. fID  means the ID of the sensor 

node where the event appeared, and ft is the detection time of the event. 
In the case when a node has more than one event to be managed, we store 

these events in the so called Time-Space fuzzy Signature (TSS) 

 }|,...,,,{ 21 Eeeeee ntrg ∈=i ID,TSS  (2) 

This is a set of events that occurred before the i-th target event ( trge ) being 
detected by the local sensor node ( ID ). The neee ,...,, 21  events are either events 
detected by neighboring sensors, which alerted all the other nodes in their 
vicinity, or they are events detected by the local node itself, at a previous 
moment in time. These events are sorted in the TSS in descending order, by 
their time of occurrence ( ft ). 

3. Problem formulation 

According to the model, each sensor node periodically samples a predefined 
environmental parameter, and in the case when the value of the membership 
function assigned to this environmental parameter is higher than a threshold 
limit, the node stores this data as an event. The shape of the membership 
function can be defined arbitrarily, according to a specific interval in the input 
space, based on what the user regards as an event. When a node detects an 
event, it sends a “limited broadcast” message to its neighboring nodes. Every 
sensor in radio range receives this message. All the sensors have a TSS 
database, which is filled up with their own events and the events detected by the 
neighboring nodes. A phenomenon passing through the monitored area creates 
event sequences (called global event sequences). 
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Figure 1: A local event sequence. 

From this global event sequence a simple node senses only those events, 
which appeared in its communication range (called local sequence); in Fig. 1 
sensor node A sees only those events, which are logged in his communication 
range (red circle). There can be multiple phenomena in the sensor field at the 
same time, so the global sequences, and as a consequence the local sequences as 
well, can be overlapped with each other. In that case, the nodes can filter out 
from this mixed event set the pure local sequences, and then these pure local 
sequences can be used for event forecasting. 

4. The TSS distance 

As mentioned before, a phenomenon passing through the area monitored by 
the sensor network creates event sequences. Our aim is to estimate the number 
of the “pure sequences” that are mixed due to the overlapped sequences, i.e., 
how many different phenomena affected the sensor nodes. We have to find the 
similar event sequences, and assign them to the same cluster group. Then, we 
should extract from each cluster group the “pure event sequence”, i.e., what 
phenomenon that group represents. To gain the ability to create clusters from 
the mixed event sequences, we must define a distance function between the 
different TSSs. But before doing so, in order to be able to compare the TSSs, 
that were created at different moments in time, we have to normalize the TSSs 
by time. 



30 A. Kalmár, G. Öllös, R. Vida 
 

  

 
Figure 2: A normalized TSS. 

 Fig. 2 illustrates a TSS after normalization. As shown in the picture, 
normalization means that we shift the time parameter of the events so that the 
target event is at time 0, and all the other events, which occurred earlier in time 
than the target event, have negative time parameters. With this normalization 
we can transform all TSSs to a standard form. 

The TSS distance function compares two normalized TSSs and assigns a 
number between 0 and 1 to them, in order to describe the similarity of the two 
TSSs. This is carried out in two steps. In the first step we try to order into pairs 
the events of the TSSs, while in the next step we try to quantify the differences 
between the pairs that we have found. One of the most important aspects in 
looking for event pairs is that we only search pairs in events which have the 
same sensor ID. 

Fig. 3 illustrates a case, when two TSSs contain only events that are related 
to two different sensor IDs (sensorID = 1 and 2). In the figure we can see a 
possible pairing among events with sensorID = 1, but we also see that another 
pairing is possible too. Finding the best possible pairing is important, because 
we can filter out the noise events, as these events won’t have pairs in the 
pairing. We can draw one important conclusion, that the time difference of the 
found pairs should be minimal. 

 

 
Figure 3: A possible event pairing. 

Fig. 4 illustrates another case, where we can see that taking into account 
only the minimization of the time differences, as mentioned above, might not 
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lead to an optimal solution. The reason for it is that the event sequences of the 
two TSSs might be shifted a bit in time. This pair choosing method will thus not 
pair together those point pairs which really belong together.  

 

 
Figure 4: An example when the above greedy pair choosing algorithm  

does not get an optimal solution. 

Thus, we have to redefine the conclusion above so that in the pairing the 
sum of the time differences should be minimal. This problem is equivalent with 
the assignment problem in graph theory, which consists in finding a maximum 
weight matching in a weighted bipartite graph. This assignment problem can be 
solved in polynomial time, for instance with the Hungarian method [3]. 

 
The weights of the edges are  

 2

1
t

w
∆
∆−

=
µ

 (3) 

where, w is the weight of the edge, t∆ is the time difference between two events, 
while µ∆ is the µ  difference between the two events. We can see that the 
weight of an edge between two events depends on the time and the membership 
function differences between the events. The weights should have a maximum 
and a minimum value. On one hand with the maximum value we can normalize 
the sum of the weights; on the other hand with the minimum value we can avoid 
the case when we should divide with zero according to the formula above. 

At this point we have a weighted bipartite graph and we must search the 
maximum weight matching in the sub-graphs assigned to the different sensor 
IDs. Then, the distance between two TSSs is calculated as follows: 

 
maxmin, *
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wTSS
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length

∑−=  (4) 
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where w denotes the weights of the different edges, while TSS length, min is the 
number of elements of the shorter TSS. 

5. The event forecasting method 

According to the model, each sensor node periodically samples a predefined 
environmental parameter, and if this sampled value is higher than the threshold 
limit, the node stores this data as an event. Every sensor has a TSS database, the 
purpose of the algorithm is thus to create cluster groups from the stored TSSs, 
and then to extract from these groups the pure event sequences. We used a 
hierarchical clustering solution, and the results are illustrated with a 
dendrogram, as shown in Fig. 5. 

The root node of the dendrogram represents the whole TSS database, and 
each leaf node is regarded as a TSS. The intermediate nodes thus describe the 
extent to which the objects are similar to each other; while the height of the 
dendrogram expresses the distance between each pair of TSSs or clusters, or a 
TSS and a cluster. 

  

Figure 5: A dendrogram representing the result of the hierarchical clustering. 

After the formation of the hierarchical cluster set from the TSS database, in 
order to attain the desired subsets the dendrogram should be cut at the proper 
levels. These subsets contain such TSSs, which represent the same event 
sequence mixed with noise events. After these subsets are available, the 
algorithm tries to extract the pure event sequences from them with the so called 
k-mean clustering. 
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K-mean clustering is one of the hard partitioning methods. It searches an 
optimal partition of the data by minimizing the sum-of-squared-error criterion 
(4) in an iterative optimization procedure [2]. 

 2
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sample mean for the thi cluster with iN objects. 
The steps of the k-mean clustering algorithm are then the following: 

 
1. Initialize a K - partition randomly, or based on some prior knowledge. 

Calculate the cluster centroid matrix ],....[ 1 kmmM =  
2. Assign each object in the data set to the nearest cluster aC  , i.e., 

aj Cx ∈ , if |||||||| bjaj mxmx −<−  

                                       Nj ,...,1= , ba ≠ , Ka ,...,1= and Kb ,...,1=  
3. Recalculate the cluster centroid matrix based on the current 

partition,  

∑
∈

=
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j
a

a x
N

m 1  

4. Repeat steps 2 and 3 until there is no change in any cluster. 

In Fig. 6 we can see the previously detailed steps for a two-dimensional 
case. The algorithm randomly assigns two cluster centroids to the input points. 
Each data point is assigned to a cluster centroid according to the predefined 
distance function. In the next step the centroids are recomputed. The clustering 
method executes these steps repeatedly, until there is no change in the centroid 
matrix. Returning to the forecast algorithm, as a result of cutting the 
dendrogram at the proper levels, the desired TSS subsets turn up. These subsets 
will contain TSSs which represent probably the same event sequence mixed 
with noise events. In that case, we divide the different events assigned to 
different sensor IDs in the subsets, and we group the three-dimensional (sensor 
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ID, timestamp, µ ) event data structures into two-dimensional planes. These 
planes represent events which possess the same sensor ID. On those planes we 
use the formerly detailed k-mean algorithm, as follows: we start with one 
cluster group, and in each iteration we increase the number of the cluster 
groups. During an iteration we analyze two conditions: the variances of the 
groups, and the number of events in each group. If the variance of a group is 
less than a predefined parameter, it means that at this place in that plane (time 
stamp, µ ) the events are placed densely, and these events can represent a pure 
event sequence. To verify this, we have to compare the number of events in this 
group with the number of the TSSs in the subset (dendrogram sub-tree). 

 

 
Figure 6: Steps of the K-mean clustering algorithm. 

If their ratio is above a second predefined threshold, it means that we have 
found a pure event sequence, so we store the centroid (time stamp, µ ) of the 
group with the sensor ID assigned to that plane. After that we continue the 
process on the next plane. 

6. Performance analysis 

The previously introduced event forecasting algorithm was tested in real 
circumstances as follows: we implemented a WSN with user interface from 
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Crossbow MicaZ sensor nodes, with the purpose to measure sound intensity in 
different kinds of crossroads. After the measurement, the measured data from 
each sensor node was uploaded to a WSN simulator that was running on a PC. 
The reasons why the testing of the algorithm was carried out in a simulator and 
not on the sensor nodes, are the relatively small program memory available on 
the nodes, the cumbersome nature of the debugging process on the real sensors, 
and the more clear and transparent supervision of the processes  in a simulator. 
The main purpose of this experiment was to determine whether the event-
sequences recognized by the sensors are modeling well the different trajectories 
of the passing cars. 
 
One directional, straight road 

Probably the simplest case is when the nodes are placed along a one 
directional, straight road. It is simple, because there is only one event sequence 
to be recognized. The potential difficulties in this case are the following. The 
different speeds of the cars along the road result in time shifts in the searched 
event sequences. The different sound intensities of the various cars cause offsets 
in the membership values of the events. In addition, the acceleration changes of 
the vehicles cause both of these problems. The setting of the nodes along the 
road can be seen in Fig. 7. 

 
Figure 7: Setting of the nodes along the one directional straight road. 

The red numbers mark the sensor IDs of each sensor. The distance between 
the nodes was approximately 20 meters. As we can see in the figure, the 
searched event sequence was the (3-2-1). The algorithm recognized this event 
sequence clearly, and in addition it recognized it in multiple forms, in the sense 
that in each form the order of the sensor IDs was the same, but the time 
differences between the events were different. On the whole it can be said that 
these event sequences (assigned to vehicles with different speeds) were 
differentiated. 
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Two directional, straight road 

The second measurement was made along a two directional straight road. It 
was similar to the one directional case in the sense that all of the nodes were 
planted on the same side of the road in a line, the distance between the nodes 
being 20 meters. The setting of the nodes can be seen in Fig. 8. 

 
Figure 8: Setting of the nodes along the two directional straight road. 

The difficulties to recognize the event sequences were the same as before 
(speed and acceleration changes), but in this case there were two event 
sequences to identify, caused by the cars moving on the two sides of the road. 
These event sequences overlapped with each other in most of the cases. The two 
event sequences were the (1-2-3-4) and the (4-3-2-1). 

From the (1-2-3-4) event sequence the 4th sensor found the (2-3-4), the 3rd 
node the (2-3) and the 2nd sensor the (1-2) event sequences. There could be 
several explanations, why the nodes found only event “sub-sequences” from the 
complete sequence. The overlapping event sequences, the not ideal TSS length, 
or the noisy environment could all be the reasons for this. 

From the (4-3-2-1) event sequence the nodes typically stored only their own 
sensed event, and that of the preceding sensor node. The recognized 
sequences were the following: (4-3), (3-2), and (2-1). Considering the fact 
that the nodes could sense the events of the distant lane less efficiently, 
and the events of the closer lane could fade them, it is most likely that 
the above mentioned possible error sources could have a greater impact on 
the results in this case. 
 
Crossroad  

After the straight road measurements, we analyzed a crossroad, which had an 
average traffic intensity. This case was the most difficult so far, as there were 
several event sequences to be recognized. If a vehicle tried to leave the 
horizontal main road for the vertical low priority road, it might have taken 
several seconds to carry out its task. This time interval depended on the actual 
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traffic conditions. This means that the time interval of the same event sequences 
could change. The topology of the measuring nodes can be seen in Fig. 9.  

 
Figure 9: The placement of the nodes in the crossroad. 

The recognized event sequences were the following: the 2nd node found the 
(4-3-2) sequence, and was able to mark the vehicles traveling horizontally from 
right to left on the main road. The 3rd sensor identified the (2-3), the 4th node 
found the (3-4), and the 5th node found the (4-5) sequences. The (2-3) and the 
(3-4) event sequences could mark the cars moving horizontally from left to right 
on the main road. The (4-5) sequence possibly marks vehicles, which turn down 
from the main road to the lower priority road. The 1st sensor node registered 
very few events and it didn’t found any sequence as a result. The detected event 
sequences characterize the trajectories of the passing cars quite well. 

To summarize the results it can be said that the recognized event sequences 
contain only two or three events. The density of the events and the small 
number of the nodes could cause this. In the case if the sensor nodes send these 
recognized local sequences to a base station, and this fits them together, than the 
desired global event sequences turn up. 

6. Conclusion 

In this paper we introduced an event forecasting method for wireless sensor 
networks and presented its testing results in real circumstances. With Crossbow 
MicaZ sensor nodes we measured the sound intensity of the vehicles next to 
various types of roads and in a crossroad. Our purpose was to ensure that the 
event-sequences recognized by the sensors model well the different trajectories 
of the passing cars. The experiments showed that in most of the cases the 
recognized event sequences contained only two or three events. This was 
probably caused by the small number of the used nodes and the density of the 
events. If a base station can communicate with all the nodes, then it has the 
ability to fit together these recognized event sequences and identify the global 
event sequences. These global sequences mark well the different phenomena 
appearing in the field of the WSN. 
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Abstract: In this paper an overview of different types of assistive technologies is 
presented. Some of the most important aspects for the visually impaired are the 
solutions and assistance devices for the daily life. A simple categorization of this type of 
assistance devices is presented. Another important aspect for the visually impaired 
people is the indoor/outdoor navigation in dynamically changing environment. The 
technological advancement made possible the creation of different electronic 
equipments to help visually impaired/disabled persons in their navigation, such as 
different navigation systems, obstacle avoidance, object/obstacle localization, 
orientation assistance systems, in order to extend or change the basic support of 
guidance dogs and the white cane. In the paper a solution to integrate different assistive 
technologies is proposed, focusing on navigation and object detection, with the use of 
intelligent feedback by Human Computer Interfaces (HCI) with implication of Head-
related transfer function HRTF functions. The paper is composed of three sections. In 
the first part a general description of the paper is presented. In the following section, 
entitled “Assistive technology”, two main aspects are discussed: assistive technology 
for daily life and assistive technology for navigation and orientation of visually 
impaired. From the assistive systems for daily life, the following most important 
aspects/subjects are presented: personal care, timekeeping, alarms, food preparation and 
consumption, environmental control/household appliances, money, finance and 
shopping. Finally some conclusion is presented. The paper is a comprehensive overview 
of the literature and it does not contain implementation results. 

 
Keywords: Assistive Technology, Navigation systems for visually impaired. 
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1. General information 

The main objective is the presentation of a system for detection and 
avoidance of obstacles that assists visually impaired/disabled persons in their 
movement. In order to achieve the proposed results, the paper will focus on the 
presentation of different assistive technology solutions. 

The concept is to integrate a multi-sensorial input system for distance 
measurement, and to determine from the measured signals if there are any 
obstacles in the path of the user. Artificial intelligence and neural networks have 
an important role in an adaptive learning of the dynamically changing known or 
unknown environment. 

Although many scientists are preoccupied to obtain results regarding the 
improvement of the comfort of visually impaired persons, the research in this 
field remains an open subject, as there are many aspects of it that are 
unresolved. 

In the detailed presentation of the paper the technologies used for assistance, 
monitoring and navigation electronic equipment are presented. Different 
methods and sensors are presented for the perception of the environment and 
the detection of objects, for the fusion of different sensors, navigation maps, 
decision modules and man-machine interfaces, in order to inform the user of the 
wrong direction of movement, appeared obstacles etc. Equipments and methods 
used by the person to transmit commands to the assistive system are also 
discussed. 

An interesting section that is of great importance in the process of user 
localization, will be studied, with the implication of neural networks in 
environment modeling and decision making. The application of hardware 
implemented artificial neural networks for achieving an intelligent interface based 
on acoustical virtual reality for informing the person will also be presented. 

2. Assistive technology 

The motivation of the project is the interdisciplinary research of a very 
complex topic of assistance of orientation and navigation of visually impaired 
people, in a known or unknown indoor environment. 

Although many researchers are concerned with obtaining results to improve 
the comfort of people with visual disabilities, the research topic still remains an 
open issue. With the advancement of technology concerning computer systems 
and of information technology, development of technologies to assist people 
with visual disabilities has also improved. Although such problems have been 
studied intensively, there are still many unsolved issues. 
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Assistive Technology is a generic term incorporating technology, equipment, 
devices, appliances, services, systems, processes and environmental change 
(Environmental Modifications) used by people with disabilities or older people 
to overcome social, infrastructural barriers, to actively participate in society and 
to perform activities easily and safely [22]. 

From the point of view of visually impaired people the perception of the 
surrounding environment is very important, even essential, in order to facilitate 
their mobility. 

Assistive technologies for environmental perception and for navigation in 
the surrounding environment are advancing day by day. In the last decade a  
variety of portable navigation systems have been designed to assist people with 
visual disabilities during navigation in the indoor/outdoor known/unknown 
environments (STIPER [50], electronic cane for navigating in indoor 
environment [46], AudioMUD [49], SMART Vision [39], VONAVS[40], E-
Glass [27], BLI - NAV [34], Tyflos). 

Another important aspect concerning visually impaired people is the need 
for common information and its fulfillment by using modern assistive 
technologies: audio transcription of printed information, accessing documents 
and books, music software, communication and information access, computing, 
telecommunications, tactile access of information, speech, text and Braille 
conversion technology [1]. 

A. Assistive technology for daily life 

Assistive technologies and development of tools for education, personal 
care, assistive technology in everyday life (cooking and eating, money, finance, 
shopping), systems for time management, entertainment (games, visiting 
museums) and recreation of visually impaired people also plays an important 
role in terms of research [1]. 

Assistive systems for daily life can be classified as follows: 
• personal care, 
• timekeeping, alarms and alerting, 
• food preparation and consumption, 
• environmental control/ household appliances,  
• money, finance and shopping. 

The personal care assistive technology refers to two main aspects: labeling 
and health care monitoring systems. 

Concerning personal care, visually impaired people need assistance in 
identifying different elements of their clothing. Labeling can be grouped in the 
following types of systems: Tactile Labeling Systems (tactile labels using Braille, 
tactile labels using the Moon and Fishburne alphabets), Radio Frequency 
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Labeling Systems, Barcode Labeling Systems (BarTalk, ScanTell, Scanacan for 
Windows Deluxe, Scanacan Professional Deluxe, Scanacan Professional Elite. 

Tactile labeling in general is based on different alphabets used for visually 
impaired like Braille, Moon or Fishburne alphabets. 

The Radio Frequency Identification (RFID) is an automatic identification 
which retrieves data remotely using RFID tags or transponders. The tag 
contains silicon chips and antennas to enable to receive and respond to 
questions from a radio frequency transceiver RFID. Current induced in the 
antenna by the radio signals provides enough power for CMOS integrated 
circuit in the tag to send the response. The role of the antenna is to collect 
power from the input signal and to transmit information of the label. 

The bar code readers include the following main components: bar code 
scanner, database application and voice synthesizer. 

In order to assist visually impaired people in monitoring their general health, 
one can find a series of devices with audio and/or tactile output for measuring 
temperature, blood pressure, body weight, blood glucose level, devices for 
insulin measurement and delivery. 

One can meet different types of time devices that exist for blind and visually 
impaired people. Many of these have speech output, but there are also timers 
with Braille or other tactile display. 

From the alarms and alerting devices used by visually impaired people some 
can be mentioned: Talking Appliance Timer (count up and countdown timers), 
talking smoke and carbon monoxide detectors and alarms, freezer alarm. 

Food preparation and consumption can be a real challenge for visually 
impaired and blind people. The solution for this problem can be a simple 
change in the design of common cookers, cutlery and kitchen tools in order to 
make them safe to use. 

From the devices used in food preparation and consumption there can be 
mentioned: talking kitchen scale, talking measuring jug, liquid level indicator, 
talking microwave oven, talking kitchen and remote thermometers. 

The control of the immediate home environment of the visually impaired 
people is a condition for their independent life. This means that they have to 
control a number of home devices and that they have a constant need for 
feedback from their environment, so that they can accommodate to changes. 
Light probe and color probe devices can be used to get information from the 
environment. In the category of environmental control and use of appliances 
there can be enumerated the following most important devices: talking and 
tactile thermometers and barometers, washing machine with special functions 
for visually impaired, talking vacuum cleaner. 

Money (cash, debit and credit cards and cheques) is another important aspect 
of independent life. Accessing it by visually impaired people can be difficult 
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because of different currency systems. Traveling abroad means that blind or 
visually impaired people get into contact with different currencies, but most of 
the existing devices can recognize only one sort of currency. Thus the 
development of tools that can recognize more, or at least the most commonly 
used, currencies is an important aspect of assisting visually impaired people in 
gaining independence. Electronic money identifying devices have an important 
role in managing money by the visually impaired. 

B. Assistive technology for navigation and orientation of visually impaired 

Navigation of visually impaired people raises questions about orientation, 
the appropriate route selection, objects and obstacles detection and avoidance. 
The advancement of technology has allowed the implementation of various 
equipments helping visually impaired people in their navigation, such as 
different obstacle avoidance, localization of objects/obstacles, guidance support 
systems to extend the basic support provided by means of guide dogs and use of 
the white cane. Most existing systems do not replace the use of guide dogs and 
the white cane, but are helpful in taking decisions in navigating/orientation in 
unusual situations. 
 Electronic systems used in navigation can be grouped into three categories: 

• electronic help for traveling (electronic travel aids, ETAs), 
• electronic orientation aid (electronic orientation aids, EOAs), 
• position location (position locator devices, PLDs) [48]. 

In recent years the traditional tools used by visually impaired people for 
navigation indoors and outdoors (white cane and guide dogs) have been 
extended/replaced by the use of electronic navigation aid systems. These systems, 
based on sensors and signal processing are able to improve mobility of persons 
with visual disabilities in unfamiliar or continually changing environment. By 
combining the ETA systems [3] [4] [7] and the Man Machine Interfaces based on 
virtual acoustic reality major successes were achieved in the navigation of 
visually impaired people.  

ETA systems are complex tools to support navigation and are composed of 
several basic modules: 

• obstacle detection system (obstacle detection systems inspired by   
biological systems) [5], [9], 

• trajectory planning module, 
• computer-man interface, 
• monitoring system. 

 Monitoring systems follow the movement of persons to ensure that they 
are moving/progressing and are capable to reach their target. It is also important 
to know in every moment the current position of the subject, to help in case of a 
changing environment, or, more importantly, in case of emergencies. The path 
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planning module is responsible for generating the route to the intended target, 
combined with the avoidance of obstacles. Position of obstacles in front of 
subjects is determined through a 3D obstacle detection system. 

The components specified must meet requirements similar to those 
encountered in the case of mobile robots for trajectory planning and detection of 
obstacles. The man-computer interface provides information extracted from the 
environment in a friendly manner and assists visually impaired people by 
navigating "hands free" in their work environment and everyday life. 

As it results from the literature a system that integrates different 
technologies for the support of visually impaired people may have the structure 
presented in Fig. 1. The system is composed of two basic modules: 

• a personal computer connected to the Internet (called service center), 
• a portable equipment [5] [6] [7] [9]. 

Real-time communication between the two modules is achieved through a 
wireless communication module (GSM [3] [8] [18], GPRS [36], WIFI).  

The personal computer serves as a support for various functions 
(technologies): navigation assistance, information, etc. 
  

 
Figure 1: Block diagram of the proposed system. 

It should always be checked (monitored) whether the person has reached the 
destination, has avoided being blocked in his/her movement because of changes 
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in the environment. This module stores the database of the environment (ex. 
GIS [42]), the defined trajectory and the current position of the person. 

Through the information assistance interface, special information technologies 
can be accessed (reader of printed documents, access of documents and books, 
music software, communication, computer systems, telecommunications) [1]. 

The portable device serves several functions and involves the use of 
embedded systems of control and processing. Communication with the personal 
computer (connection type) is achieved by a real-time communication module 
(GPRS) [36], GSM [3] [8] [18], WiFi [37], RF, etc.). 

The input interface has the role of introducing “specific commands”. This 
unit can contain Braille keyboard, voice input unit, etc. Through this interface 
different commands can be addressed to the computer (examples: target 
specification, starting playing music, connection to a radio channel, different 
questions addressed to the system, voice communication interface [37], speech 
recognition [44],  Braille reader).  

For the visually impaired people the detection of objects and obstacles 
arising during route following is very important, but equally important is the 
location of the person and following his/her trajectory, because the location of 
the person must be correlated to the stored environment in the navigation 
environment’s interface. Ultrasonic systems for distance measurement [21] [27] 
[41] [47] [37], visual systems (stereo vision systems [37]), infrared sensors, etc. 
can be used to detect obstacles. 

For trajectory tracking, and orientation of the person, GPS tracking systems 
and tracking systems based on inertial movement sensors are used. A very 
important issue is the location of the person, because both GPS systems and 
inertial systems introduce significant measurement errors. GPS systems get the 
absolute position of the person but with errors of a few meters and a low 
sampling rate. GPS systems can be used only in outdoor navigation. 

Inertial positioning systems based on accelerometers and gyroscopes introduce 
positioning error resulted from the integration of measurement and quantization 
noise By using magnetic compasses (with which absolute orientation can be 
obtained) as an extension of accelerometers and gyroscopes, superior results can 
be obtained. Research results related to positioning and navigation systems used 
in mobile robots can be used to locate people, detect obstacles. 

By merging measurement data from several types of sensors, superior results 
can be obtained in the tracking of persons. Merging several types of sensors 
requires a very complex computation process. In order to solve these types of 
problems the Kalman Filter or the Extended Kalman Filter is used. The sensor 
fusion module is responsible for integrating different sensors. 

Trajectory design is guided by detection or non-detection of obstacles. If 
there are no obstacles detected, the trajectory is dictated by the general 
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navigation system. In case of detected obstacles, the general navigation system 
is overwritten according to the position of obstacles. By the man-computer 
interface module orders (indices) are transmitted to the person. 

There are several possibilities to implement the man-computer interface 
(Man Machine Interface, MMI) [5] [12] [4] [5] [6] [8]. In accordance with this 
principle, the proposed interface replaces the visual reality with the acoustic 
virtual reality. 

The presence of various obstacles in the environment is indicated by a 
beeping sound based on the virtual position that suggests the real position of the 
obstacles. Various obstacles are differentiated by the different frequency of the 
sounds. The intensity and frequency of occurrence of the signal depends on the 
distance to the obstacles. A pilot signal of constant intensity and frequency 
indicates the direction of the route to follow. The module mentioned requires 
the implementation of a Head Related Transfer Function which differs 
depending on the frequency of the sound, head orientation and distance to the 
obstacle. Practical implementation of the AVR concept [3] requires knowledge 
of the Head Related Transfer Function for each point of the 3D space for each 
subject. Often, artificial neural networks are used for the implementation of 
HRTF functions [4] [5] [7] [13] [14] [28] [52] [54] (54 without RNA). A study 
on the use of Multi-layer Perceptron Networks for modeling HRTF functions is 
presented in [4]. 

Another example for the orientation of the person is the use of a voice 
processor which, by direct verbal commands directs and warns the person 
concerned [37]. Often the ultrasound module of object detection is combined 
with vibrators for informing the user [41] [47] (eg. vibro-tactile feedback for 
information, usually operating with two vibrators). There is also an interface 
with a simple keyboard and a voice synthesizer [42]. There are also systems in 
which the environment is described by spoken text [49], and navigation 
commands are transmitted by voice [34] to alert the user of the distance from 
the obstacles or from the destination [12]. There are also systems used for 
character recognition in real time in case of touching labels, restaurant menus 
and other printed materials. The network outputs are used to create a Braille 
matrix, driving the top of the fingers of blind persons, or converting into spoken 
text told by a regular Personal Digital Assistant (PDA) device [50]. 

A challenging problem for navigation support systems for visually impaired 
people is the instant and precise location of the user. Most of the proposed 
systems based on GPS sensors were found to be insufficient for usage for 
pedestrians and are limited to the external environment, with serious errors in 
urban areas. 

The possibilities offered by neural networks as a tool to study spatial 
navigation in virtual worlds include methods to predict the next step for a 
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predefined path, obtaining basic spatial knowledge based on “landmarks” and 
configure a spatial “layout”. The question is how to develop a spatial 
representation of the virtual world, other than a cognitive map. The possibility 
of extending the methodology to study navigation in human-computer 
interaction (Human Computer Interaction, HCI), calculation methods of 
navigation, the potential usage of cognitive maps in the navigation process 
modeling, non-visual models for learning the special world by exploring the 
virtual world space and their applications are studied in the literature [2]. 

For the implementation of the sensorial interface, the related literature and 
the sensors used in case of mobile robots will be studied. The sensorial interface 
used for localization and object detection includes a sonar system, infrared 
sensors, inertial measurement unit, magnetic sensors, stereo vision system. For 
modeling of the environment (the position and orientation of detected obstacles) 
we propose to use of artificial neural networks. The surrounding space will be 
scanned and distances to the object will be recalculated/learned in real time in 
the neural network. 

The decision making module, based on the results of the environment 
modeling, will take a decision regarding the orientation of objects and will 
inform the user by the man machine interface. 

3. Conclusion 

The assistive technologies used by visually impaired people are very 
complex. A wide range of different electronic assistive technologies exist and 
are used by visually impaired. Some of these tools are unreachable by most of 
the visually impaired persons. 

The integration of different assistive solutions in a single assistive system is 
a great challenge. 
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Abstract: This paper introduces a real-world optimization task of electrical energy 
production. Electrical energy production and consumption relies in a large measure on 
forecasts, the main difference among countries and among sectors is in the person or 
organization who is supposed to make predictions. In some cases it is the responsibility of 
the consumer or of the energy producer, in other cases there are specialized companies for 
hire to make these forecasts (for ex. “Regelzonenführer”-s in Austria). This paper 
considers the problem when the forecast is already given by the producer and they have to 
predict almost the exact amount of electrical energy to be produced if they want to avoid 
penalties. The problem in question is from a sector and from a country (wind turbines, 
Hungary) where the forecast is made by the energy producer and large differences 
between the predicted and the actually produced values are penalized. The optimization 
problem is to use a storage facility effectively enough to increase the income of a wind 
farm by the later submission of previously overproduced electrical energy. This paper 
introduces this problem in details, and presents solutions for it. The steps to create a 
reinforcement learning solution for this kind of a stochastic problem are presented besides 
a simple and effective solution for this exact task. The reinforcement learning solution 
consists of a modeling and an algorithm application step, and also of the incremental steps 
to make the solution more effective by specialization. 

 
Keywords: Wind energy, optimization, energy storage, reinforcement learning. 

1. Detailed specification 

In some countries energy producer companies are obligated to submit a 
forecast of their next production period. This is a reasonable expectation, 
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because the buyer (in most cases an electricity service provider) needs to know 
how much energy can they count on. Because of that, this schedule has to be as 
accurate as possible. Sometimes the companies are motivated by rewards or 
penalties according to the accuracy of their predictions. If they apply a storage 
facility they can balance the over- and underproduction by storing and 
retrieving energy. This paper is about the strategy of effectively using storage to 
enhance productivity and increase income by adaptation to the previous 
prediction and by not being penalized. 

The available data of the era is from a wind farm (Mosonszolnok, Hungary; 
seven turbines), the owners of which have to submit predictions daily for each 
quarter hour. The data records are historical and consist of a timestamp (interval 
identifier), a forecast and the produced value. 

The environment in question has law enforced buying prices for wind 
energy. If the difference between the prediction and the production is less than a 
previously specified threshold (currently that is fifty percent of the forecast), the 
buying price is approximately 0.1€ per kilowatt-hour. If the produced value is 
out of the margin the company has to pay a 0.04€ penalty per every kilowatt 
hour of the difference between the forecast and the production; the buying price 
remains the same. 

Because of the structure of the data, we have to make a conversion from the 
real life control problem into a discrete time decision problem. To reduce the 
original optimization task into this kind of a mathematical form we should make 
assumptions and disregard some components of it. 

We disregard the continuance of the quarter hour periods – we assume that 
decisions have to be made at the end of these periods where the forecast and the 
produced value are known. At the end of each period we can decide the 
submission rate of the production (how much should be stored and not 
submitted) – this is not a real life assumption but a reinforcement learning 
method designed to cope with this kind of problems can be a good 
approximation of a continuous time alternative. 

We disregard the nature of the storage technology (dissipation and 
amortization) for this time, to test only the algorithms. There are three causes 
for this decision: the “continuity assumption” does not really support this kind 
of information (lifetime also depends on charging speed), this factor can also be 
considered later by altering the reward function, and the third cause is that it 
would be another stochastic factor added to the problem. It should be an 
independent parameter in the decision of whether it is reasonable or not to apply 
a storage facility, approximate costs can be calculated for these factors. The 
storage technology was considered only through its boundaries. Corresponding 
rated power and discharge time parameters belong to a storage which can be 
either an accumulator (NaS-accumulator for example) or pumped storage 
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facility (energy stored in the potential energy of water). These parameters are 
technology-dependent. In a step (quarter hour) the level of the storage can only 
be changed by the quarter of its rated capacity. 

The algorithms consider the forecast to be fixed for each quarter hour and it 
is also considered out of scope: we assume that the prediction (which is based 
on meteorological data and personal expertise) is as close as possible. The aim 
of these algorithms is not to adjust the prediction but to develop a strategy to 
adjust to the forecasts using storage. 

With these assumptions we have a discrete time environment, a decision is 
needed each step which defines the exact values to sell and to store into or to 
use up from the storage. 

2. Reinforcement learning and modeling 

Those who are not familiar with the concept of reinforcement learning can 
check the online1 or printed version of an introduction book written by Richard 
S. Sutton and Andrew G. Barto [1]. This book clarifies the main ideas and 
methods of the area by the use of both mathematical reasoning and examples. 

To apply a reinforcement learning method a Markov decision process is 
required. In most of the cases the aim of the algorithms is to discover the 
uncertain parts of the model or to develop a “valuable” strategy. 

With the assumptions made in the previous section we have a discrete time 
stochastic environment which cannot be affected by our decisions, but has its 
own internal states and transitions among them. If we expand the 
“environment” with the current state of our storage it can be modeled with a 
discrete time Markov chain (the Markov-property is present). With actions 
taken into consideration it implies Markov decision processes (MDP for short) 
[1]. The “expanded environment” denomination mentioned above also has 
states, but they can be partly affected by our decisions. 

 
Figure 1: A common notation for a Markov decision process. 

                                                           
1  An HTML version of the book can be found at the webpage of the author: 

http://webdocs.cs.ualberta.ca/~sutton/book/the-book.html 
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It was clarified above, that this problem can be modeled by a Markov 
decision process. The next step in the modeling phase is to specify the 
parameters describing the state, the action and the reward (or the reward 
function). It is clear that if these parameters are given the parts missing from the 
figure above are the transition probabilities (P) and the policy (π). The policy is 
driven by the algorithms so it is not a question of modeling, but the probabilities 
clearly depend on the definition of states and actions. 

To specify the Markov decision process we have to assign meaning for the 
state and action parts. The reward function can be different for each algorithm; 
therefore it will be defined among the algorithms and in the evaluation section. 
The state can contain most of the information about the “expanded” 
environment like: previous and current production and forecast values, current 
storage level and also forecasts for the upcoming intervals. It is a matter of 
modeling what we choose to represent a state. In most of the following methods 
the state contains all the previously mentioned information: it has a backward 
window for forecasts and production, a forward window for forecasts and 
contains the actual values of the storage, forecast and produced energy. 

It is clear that the action has to represent the choice we make. It can be 
specified in a few equivalent ways. I chose it to be the one of the most similar 
ones to the state description: the action is represented by the new storage level 
(caused by our choice). 

After examination a person could notice that in this environment we have 
more information than in a general case. We can calculate the rewards for all 
actions that we did not choose – it can be a great deal of information for a 
learning algorithm and lead to faster convergence. 

3. Algorithms 

1. Algorithms “by the book” [1] 

Algorithm planning can be an iterative process, as it was this time. There 
were a few less successful algorithms in coping with the above described 
problem, and a few which can be counted as a success. The first algorithm I 
used to test the applicability of reinforcement learning on the task was a well-
known dynamic programming method [1]. This method had two flaws to fall 
back on: the accuracy of the transition probabilities, and the fact that it needs 
final (exit) states or an episodic MDP to calculate the reward backwards. After a 
conversional step to an episodic MDP (1 episode ~ one or a few days) the only 
uncertainty is the lack of information about transitions. This information can be 
gathered runtime, but the granularity (20000 different production values) and 
the quantity (9000 rows) of the data do not make it possible to gather enough 
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empirical information about the transition probabilities. Because of these factors 
I applied quantification in my dynamic programming method, which is 
compromise, because the margin is stiff, only a difference of 1kWh-s can make 
a difference. 

I also applied an R-learning algorithm [1] on the model, which is an average 
reward maximization method. The flaw of the model is that it can be used 
effectively only if the forecast or the margin width is constant. The lack of 
information about transition probabilities is also present. 

2. SARSA algorithms 

The methods presented above had their flaws which made them ineffective. 
The algorithm class I applied next is the SARSA approach which is a different 
point of view among reinforcement learning methods. It considers state-action-
reward-state-action tuples and operates by maintaining a value estimate for 
state-action pairs (instead of states). This algorithm in its basic form [1] still has 
the flaw that it needs a good estimate of transition probabilities. We still cannot 
provide these estimates to be accurate enough because of the quantity of the 
data. Yet again, quantification is an option, but it still makes the approximate 
values unreliable. 

To improve the SARSA solution by the means of the learning process itself I 
transformed it into an algorithm using eligibility traces (SARSA(λ)). The 
eligibility traces are supposed to make the learning process faster by using the 
information from one step to update more than one value estimates. It is also 
important to shake off the problem of the unknown probabilities. It is easy to 
see, that close values represents similar states and actions. This fact calls for 
exploitation of generalization. Function approximation is a common technique 
for this kind of task, the linear, gradient-descent SARSA(λ) (for an algorithm 
using binary features, check [1]) suits these expectations. The effectiveness of 
linear, gradient-descent function approximation methods depends on the 
selection method of features. 

The method which brought success is a linear, gradient-descent method 
using Gauss-functions as features. We need a method to select the appropriate 
feature which divides the state-action space by the features how they can best 
express the similarity among the state-action pairs. If we divide the space in 
every dimension for a grid-like Gauss-function placement, we will be stricken 
by the curse of dimensionality (for n attributes representing the state-action 
space, we need kn features to set two values in each dimension). The number of 
the features is clearly a factor in the runtime of an algorithm, so it is 
recommended to keep the number of features lower. There are references on the 
effectiveness of random feature selection [2]. This method chooses a specified 
number of features randomly from the set of possible values. For the random 
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selection to be enough, the state and the action representations are also needed 
to be bounded in every dimension. Luckily, the building blocks of the state and 
the action representations are bounded variables or a realistic upper and lower 
bound can be selected. According to the dataset, the upper bound production 
value is approximately 25000 kWh, but it can be specified as 20000 kWh 
because with a probability of 0.98 it is also an upper bound. Disregarding very 
rare events in the feature selection can lead to a better model. 

The pseudo-code for the first version of my SARSA(λ) algorithm can be 
seen on the figure below. The xi-s are the Gauss functions used for the 
calculations of φ vectors, Iacc is an indicator distribution (equals to 1 in case of 
“accumulating traces” and to 0 in case of “replacing traces” mode [1]), ,  is 
the scalar product of the two parameters. All other notations have the same 
meaning as in the original SARSA(λ) variant [1]. 

 
Figure 2: The pseudo-code of a linear, gradient descent SARSA(λ) solution  

with eligibility traces and Gauss features. 
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As already noted there is more information about the process itself than 
usually. We can calculate the rewards not only for the chosen action but for all 
of them. If we make the adjustment of eligibility traces according to all of the 
actions, not only to the chosen action, it can lead to a better approximation. This 
is a manipulation of the tenth line of the pseudo-code: instead of the addition of 
one specific (chosen action) φ vector, the added value is the average of all φ 
vectors for each eligible action.  

The feature selection method can also be specialized. One method of 
specialization is that the distribution used for feature center generation is not a 
uniform distribution but the distribution of the data or a special distribution 
which is dense where we want to distinguish states more and sparse where we 
do not want to. There is another similar method to specialize: we can use taller 
(and narrower) Gaussian functions in the dimension where it is more important 
to distinguish states and lower ones otherwise. These two methods can lead to a 
better feature generation algorithm. 

Another modification to upgrade the performance of the algorithm is to 
avoid penalties by narrowing the set of the actions for each state. If we avoid 
penalties every time we can, it is a greedy-like minimization of the penalty, and 
by that a greedy-like maximization of income. The action to choose is still not 
trivial, so the optimization problem will change, but henceforward needs a 
solution. This modification can be placed between the twelfth line and the 
thirteenth line (or we can adjust the model itself) as a step narrowing the set of 
actions eligible at the current state. 

 3. Decision tree 

The above mentioned greedy-like method had been tested before the success 
of the SARSA variants. We can call this simple algorithm a decision tree 
method. Let there be a preferred storage level (cpref), set the new storage level 
(action) to this level. Now we are going to fit it into the specification (if it is 
required) by moving it backwards in the direction of the previous storage level. 
Let the possible action set be the set of all actions possible in all states (from the 
minimum level, to the maximum). Narrow this action state to the reachable 
actions: the maximum difference between the actual and the next state of the 
storage is the quarter of the rated power parameter. Then choose the action from 
set which is the nearest to the preferred storage level. 

4. Evaluation and conclusion 

We have the forecasts and real produced values of three months which 
leaves us with 8736 records having 5506 different forecast and 1672 different 
production values from the interval between 0 and 24000. The modus of each is 
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0 (1513 and 1617 times), because of the predicted “windless” intervals and 
maintenance shutdowns. 

Long zero sequences are not really useful for comparison: if we predicted 
zero we are penalized if we sell any of our production, if we produce zero, than 
we have to use energy from the storage to occasionally avoid penalty. Both 
ways, we can get stuck on a full or an empty storage while the zeros are still 
coming. On the other hand, if the prediction is rarely bad for a long interval (or 
commute between high and low) then the decision tree method would be 
absolutely enough to solve the problem. 

It’s visible on the forecast and production comparison diagrams, that there is 
a positive correlation between the two parameters, so it is not impossible to 
develop a strategy, but it is also a warning of “commute” mentioned above.  

The methods described above were tested using three different reward 
functions. The first type of reward was the exact income which could be 
negative in case of a large underproduction. The second type of reward was an 
indicator-like function: 1 if the there are no penalties, -1 otherwise. The third 
type was similar to the second, but it was multiplied by the forecast value. 

 
Figure 3: Forecast and production values compared to each other for each test set 

(horizontal axis represents the number of the interval, the vertical axis is the  
production or forecast value in kWhs). 
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But why do they represent the quality of the decision? The answer is trivial 
for the first one, because it is the income. The second one is not as obvious, and 
not always represents the real value of a decision, because a penalty can be 
associated with different values from a large interval. The third one represents 
the lost value by the penalty – it is twice as the margin size, so it is twice as the 
value which is sold or not sold on the highest price corresponding to the fact 
that we are penalized or not (if our prediction was 1000 and we sell 1500 we are 
not penalized, but if we sell another 500, then we get a penalty for the other 500 
too, so we lose an amount directly proportional to the forecast). 

More than one test is required to make assumptions, so I created three 
smaller histories (1500 rows each) and tested the SARSA and decision tree 
methods I created to cope with the problem. I also tested the “by the book” 
methods mentioned in the previous section, but the flaws already mentioned 
made them ineffective. R-learning performed better than dynamic programming 
(because of that, only R-learning is shown on the diagrams), but it still did not 
bring success. The biggest problem with them was the loss of accuracy because 
of the quantification. 

 
Figure 4: The sum of additional income over time divided by the original value  

(M stands for “multiple adjustments”, P stands for “penalty avoidance”). 
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There are higher values at the begging of two charts, the cause of these is the 
fact that one penalty avoidance step at the beginning can bring a huge additional 
income pro rata. All of the lines fall back after that, and stay on the displayed 
interval. 

The best efficiency is presented by the decision tree algorithm, it brings from 
five to nine percent in addition, which is more than 8000€ for this less than 16 
days long interval. Then it is not a surprise that penalty avoidance is also 
rewarding as a part of a SARSA algorithm: the two reinforcement learning 
algorithms using this bring approximately half of the success of the decision 
tree algorithm. The other tree algorithm types are slightly above (the other 
SARSA variants) or below (R-learning) 0. 

Conclusion 

The decision tree algorithm is simple, but effective. The SARSA algorithms 
with this upgrade can reach a reasonable additional income. It is clear that on 
these datasets the decision tree algorithm is better in this discrete time approach. 

To make a real-world application the continuity assumption of the 
specification section has to be omitted. There are reinforcement learning 
methods to handle a continuous time problems ([3], [4]) and in these cases this 
model can be a good discrete model to start at. 
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Abstract: Today’s desired power managing devices are smart, embeddable, highly energy 
efficient and with small form factor. The paper provides details concerning the design and 
implementation of a miniature uninterruptible power supply (UPS). The battery 
charging and balancing is analyzed and practical measurement results are presented. The 
performance can be raised with optimized control algorithms implemented on a powerful MCU 
platform capable of performing even multiple tasks in parallel. A good shaped charging and 
balancing algorithm can increase overall battery lifetime and performance when backing up 
critical systems that need to be up all the time, and doing all these at a relatively reduced cost. 
Fast reaction time of the system is critical so that the devices connected to the UPS output remain 
always powered. Several reconfigurable electrical and environmental parameters and different 
communication channels with this smart UPS ensure that it can be embedded in a wide range of 
electrical systems. 

 
Keywords: UPS, battery charging, battery balancing, MCU, control algorithms, 

balancing algorithm, ADC, PWM, USB, I2C, FLCS, embedded system. 

1. Introduction 

An UPS provides electrical power for a home automation system or server 
center when the main power fails, drawing stored energy from battery cells. 
With the fast growing number of intelligent electrical devices and computer 
systems that need to be powered 24h per day, 7 day per week the need arises for 
intelligent UPS solutions that are highly flexible and which can be easily 
integrated and embedded in existing solutions. In order to maintain the battery’s 
capacity at maximum rate, the battery’s cells need to be balanced periodically. 
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This means transferring energy from or to individual cells, until the state of 
charge (SOC) of each individual cell is equal to the battery’s overall SOC. 

In order to assure great flexibility the UPS should have wide input voltage 
range, digitally configurable output voltage range, should be able to charge 
multiple chemistry batteries and it should be able to balance multiple, serially 
connected cells used in a battery pack in order to maximize the overall capacity 
and lifetime of the battery.  

The main goal of this paper is to present and prove all the methods used to 
fulfilling these requirements in a smart, embeddable UPS for small and mid size 
battery backup applications. 

2. Levels of integration 

Early in 2009 Microchip’s engineers elaborated a quick classification guide 
[11] regarding the intelligent power supply topologies, defining four levels of 
integration: the lowest level was occupied by the On/Off control, the mid level 
was reserved for proportional control, at the third level stays the topology 
control, at the top level resides the full digital control. This classification 
somehow inspires our main UPS project, maintaining our goal to reach the 
highest possible level of integration. In order to determine a similar 
classification for UPS devices we are interested in, we try to reformulate the 
integration level constraints as follows. 

 
Basic level of UPS integration: On/Off Control 
The UPS’s logical shell provides limited on/off control functions through a 

rudimentary, switch or jumpers based “user interface”. Startup sequences, 
shutdown condition and battery fault detection can be set up for a standard 
analog design. On the basic level of integration the UPS has a deterministic 
response to system fault events. 

Basic level integration does typically involve some monitoring and control 
functions, all functions coverable by tiny or small class microcontrollers with 
integrated voltage comparators and ADCs. These devices provide for the UPS a 
limited intelligence and integration capability by controlling the output 
sequencing and monitoring of input/output voltage, current and temperature.  

 
Mid level of UPS integration: Proportional Control 
This second integration level adds the digital control to the standard analog 

design. The basic level features remain, but it is possible to set up voltage and 
current thresholds, control output voltage, and even set up desired thermal 
limits. At the mid level, most of the operating parameters of the UPS can be 
digitally controlled and monitored. All these features allow better UPS 
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environment monitoring. ADC inputs are used to monitor the UPS inputs, 
batteries and outputs, comparators can also be used to ensure fast response to 
system events or faults. Digitally controlled PWM generators provide direct 
control of the analog PWM circuitry of the UPS. The MCU even dedicates 
communication channels (SPI, I2C, USB) to upper levels of user control. At this 
level of integration the reliability of the system is determined by the analog 
SMPS design with the absolute performance specifications determined by the 
MCU firmware performance. 

 
High level of UPS Integration: Topology Control 
At this level the standard analog design at the mid level of integration even 

the structure of the control loop can be reconfigured changing from a PWM 
control loop to a hysteretic [15] control loop at light loads. This allows for 
changing between continuous inductor current mode and discontinuous 
conduction mode, increasing system efficiency. The MCU runs more advanced 
control algorithms and also maintains communication channels (SPI, I2C, USB) 
to upper levels of user control. 

 
Top level of UPS Integration: Digital Control 
Full digital control replaces the standard analog UPS design and provides all 

of the UPS functions supported on lower integration levels. The SMPS-s 
(charger and main PSU) regulation functions are directly controlled by the 
digital circuits of the MCU (PWM generators, ADC-s) and by the control 
algorithm running on the MCU. This is how the full digital solution allows 
using techniques that are not possible employing only analog solutions. Some 
proprietary compensation algorithms can be used to maintain batteries at 
maximum performance level or to recover them if they become slightly 
damaged. The full digital solution enables customized response to power input 
change or load change events increasing the system efficiency. The MCU also 
dedicates communication channels to upper levels of user control offering a 
wide palette of settings and control parameters.  

At this level the UPS can be easily embedded in any digital system, which 
can lower system cost and increase system efficiency.  

3. Detailing the internal architecture 

Our developed UPS solution is based on a combination between the High 
and Top integration levels to achieve optimal results. Fig. 1 shows a highly 
flexible, 8 bit, RISC MCU based device with two separate, highly efficient 
buck-boost converters with digitally adjustable PWM control.  Both the Output 
Buck/Boost block (which acts as the main PSU of the system) and the Charger 
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Buck/Boost block have their own digital potentiometer involved in their voltage 
feedback circuit, thus the MCU can directly control output voltage and charging 
voltage level through them. Low pass filters and external A/D converter are 
used to provide multi-channel, high resolution, filtered voltage measurements 
from batteries and input, output rails. A MOSFET based switching matrix is 
responsible for fast and efficient (with low losses) power path connections 
inside the system. The connected batteries and the main PCB temperatures are 
permanently monitored allowing an additional level of security to the system. 
The MCU also dedicates communication channels (USB and SMBUS) to upper 
levels of user control offering a wide palette of settings and control parameters 
to be changed in real time. 

In order to minimize switching losses for different combinations of input and 
output voltages the switching frequency of the buck-boost converters can be set 
by a PWM signal generated from the MCU. This feature is one of the High 
level integration properties; the analog SMPS buck-boost outputs are digitally 
adjustable. 

3.1. The charging circuit 

The design also contains a highly flexible charger which has to work with 
several battery types and chemistries, therefore the charging voltage and current 
needs to be digitally fine-tuned on a wide scale. Because the required output 
charging voltage is often bigger than the maximum allowed voltage supported 

Figure 1: General schematic of the smart, micro-UPS, presenting the most 
important component blocks inside the device. 
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by the digital potentiometers, they will be positioned in a low side configuration 
as it is shown in Fig. 2. 

Since the potentiometers are located on the low side of the voltage feedback 
circuit, the achieved voltage/current resolution is not linear, so to fulfill the 
voltage/current resolution requirements we opted for a design with two digital 
potentiometers with different resistance values and resolution (7bit and 8 bit) in 
series.  

In order to increase the precision of constant current regulation the current 
steps needs to be small. The charging converter is operated in voltage control 
mode and the current through the charging resistor is determined by the 
converter output voltage. Thus, the resolution of the charging current depends 
on the resolution of the output voltage. In the design two current shunts were 
used for the possibility to limit high and low currents and for better current 
regulation and measurement at low charge currents. This helps determining 
possible end of charge conditions for different battery types. Each of these 
resistors is in series with a P channel MOSFET switch. The internal resistance 
of the switch also adds to the overall resistance of the charging circuit. The 
charging voltage is measured through a separate 12 bit A/D converter. 

The charging buck-boost converter’s output voltage is expressed by: 
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Fig. 3 shows the simulation results about the relation between the digital 
potentiometer P2 settings and the charging buck-boost converter’s output 
voltage at different P1 settings. 
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Figure 2: Schematic of the charging circuit. 
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Fig. 4 shows the simulation results about the relation between the digital 
potentiometer P1 settings and the charging buck-boost converter’s output 
voltage at different P2 settings. 

The voltage and current steps are defined by the following equations: 
 BATBSTstep UUU −=  (2) 
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Figure 4: Fine tuning of the Charging Buck-Boost converter 
output voltage with digital potentiometer P1. 
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Figure 3: Rough tuning of the Charging Buck-Boost 
converter output voltage with digital potentiometer P2. 
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Fig. 5 shows the simulation results about the relation between the digital 
potentiometer P1 settings and the charging voltage steps at different P2 settings. 

 
Fig. 6 shows a simulation result about the relation between the control input 

of the digital potentiometer P1 settings and the charge current steps at different 
P2 settings. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0.000

2.000

4.000

6.000

8.000

10.000

12.000

14.000

16.000

0 50 100 150 200 250 300

8 bit digital potentiometer value

C
u

rr
en

t 
st

ep
(m

A
)

Istep_P2=0
Istep_P2=8
Istep_P2=16
Istep_P2=64
Istep_P2=128

Figure 6: Charging current step variation for 
RS=22mΩ, RINT=10mΩ. 
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If the battery’s internal resistance (RINT) is not known or it is changing by 
battery aging, it can be identified and calculated using equation (4). The charger 
system applies two different charging voltage levels and measures the voltage 
on the battery and the charging current. 

 

 
BATINTCHG2CHG2

BATINTCHG1CHG1

UR*IU
UR*IU

+=
+=

 (4) 

where: 
UBAT: is the voltage measured on the battery when the charging current is 0 
UCHGn: is the voltage measured on the battery when charging 
UBST: is the output voltage of the buck-boost converter 
 
We can quickly find the two unknown values from this equation i.e. the 

internal resistance and the actual battery voltage. For better results several 
measurements are made and the arithmetic mean is used for further processing. 
A simplified technique used in practice is to measure the battery voltage in open 
circuit (at ICHG1=0) which results in the case UCHG1=UBAT. 

For the battery voltage range from 5V to 30V knowing the internal 
resistance of the battery helps the charging system to estimate the effect of a 
voltage step applied to the battery. It has a direct impact on the current step 
applied to the battery and by knowing this information the precision of the 
constant current regulation can be greatly improved. 

3.2. The charging algorithm  

The applied charging algorithm consists of five main steps as follows. 

Step 1: Check the battery state – temperature and voltage. If there is no 
over-voltage or over-temperature the charging process can be 
started. 

Step 2:  Pre-charge stage – Switch to low current charging stage by selecting 
the higher value shunt resistor (RS1). Ramp up fast the charging 
voltage, until a small amount of charge current is sensed. Limit the 
current to a small predefined level and keep on charging until the 
battery voltage exceeds a pre-charge voltage threshold. Proceed 
forward to Step 3. 

Step 3: Constant current stage – Switch to high current charging stage by 
selecting the lower value shunt resistor (RS2). Ramp up the charge 
current and limit the current by regulating it to the predefined value. 
If the battery voltage exceeds the maximum allowed bulk voltage 
than proceed forward to Step 4.  
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Step 4: Constant Voltage stage – Apply the bulk voltage to the battery until 
the charge current drops to a predefined small value than proceed 
forward to Step 5. 

Step 5: Depending on the battery chemistry float charge is applied. 

During all stages the charge current is also regulated depending on the 
temperature of the battery cells and of the PCB. If during charging the battery 
temperature is above the normal limits the charge current is gradually lowered. 
If the battery temperature exceeds the maximum allowed threshold the charging 
is immediately stopped. 

The measurements results when charging 3x3400mAh LiFePO4 cells 
connected in series are presented in Fig. 7. 

3.3. Fuzzy charging control 

The proposed Fuzzy Logic Control algorithm is used mainly because robust 
control is needed, with more than one control rules. If there is an error in one of 
the measurements the impact of the decision is not fatal. The digital 
potentiometer used is a cheap one because of economical constrains, but it has 
also poor precision (20% only) so using a lookup table for possible charge 
voltages is not possible. 

The Fuzzy Logic Control System (FLCS) is presented in Fig. 8.  

Figure 7: Constant current, constant voltage charging diagram scaled with 
the temperature response of the board. 
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The input variables are defined as: Voltage [5-30V], Current [0-3A], 
delta_Voltage (difference between the desired battery voltage and current 
battery voltage), delta_Current (difference between the desired charge current 
and current charge current), Temperature (battery temperature). The output 
variable is defined as: Dig_pot (the digital potentiometer value). The charging 
voltage range is between 0-30V, the desired set voltage is 14.4V. Fig 9. shows 
the charging voltage is not at the desired voltage. Changing the digital 
potentiometer resistance has a nonlinear, nearly exponential effect on the 
charging voltage in the upper range of the desired voltage. This had to be 
accounted for by selecting the Fuzzy membership functions accordingly. Fig. 10 
shows the delta_Voltage, currently at -0.3V. 

 
 
 
 
 
 
 
 
 
 
The charging current can vary between 0-3A, the desired current in the 

presented example is 2A. The charge current information is correlated with the 
battery temperature to provide the necessary rules for the Fuzzy Knowledge 
base (Fig. 11). The delta_Current is the difference/error between the required 
charge current and the actual charge current, currently at +0.2A (Fig. 12). 

Figure 10: Membership function of the 
charging voltage error input. 

Figure 9: Membership function of the 
charging voltage input. 

Figure 8: The Fuzzy Logic Control System. 
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The Temperature input to the system is the measured battery temperature. 

Currently 28°C (Fig. 13). Finally the membership function of the output 
variable of the FLCS referring to the digital potentiometer's value is represented 
in Fig. 14. 

 

 
We choose to use the Mamdani inference method used for it’s simplicity in 

implementing on an 8 bit microcontroller. The knowledge base was designed 
using all our experience gained in the field of charging batteries with different 
chemistries. For defuzzification we chose the Center Of Mass method because it 
offers more precise calculation of the control signal output at the cost of 
additional computing power which we were able to deliver to the system by 
optimizing some other, non time critical algorithm parts, running on the same 
MCU. 

3.4. Running on batteries 

When the system is running on battery the cells are carefully monitored and 
the system enters low power consumption mode when an under-voltage 
condition is sensed. In order that the UPS enters the low power consumption 
mode, one of these two conditions must be fulfilled: either the voltage measured 
on one of the battery cells is less than a predefined threshold or the coulomb 

Figure 13: Membership function of the 
temperature input. 

Figure 14: Membership functions of the 
digital potentiometer output. 

Figure 12. Membership function of the 
charging current error input. 

Figure 11. Membership function of the 
charging current input. 
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counter is below a predefined value. Both parameters are configurable for 
flexibility (Fig. 15). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.5. The UPS switching technique 

In order to keep the system running we need very fast switching between the 
DC input and the battery sources [16]. For this reason we used a voltage 
comparator located in the microcontroller. In case the input voltage drops below 
a predefined threshold the comparator trips, triggering an interrupt in the 
microcontroller. The interrupt service routine is the highest priority one from all 
the interrupts used in the system. 

The threshold to which the falling voltage is compared is digitally 
configurable which gives higher flexibility to the system when used in a wide 
range of input voltage. The switches are composed by P-MOS transistors in 
back to back configuration for proper blocking [16]. The gate drivers of the 
switches are designed with active pull-up/pull-down stages to accomplish high 
speed switching. See the principle of operation presented below in Fig. 16. 
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The delay between the input voltage fall event and the event of switching the 

current path to the battery is given by the following equation: 
 
 MOS_openMOS_closeIRCOMPLPFDELAY TTTTT  T ++++=  (5) 

where: 
 TLPF  = Low pass filter to filter out high frequency noise; 

TCOMP = the response time of the comparator; 
TIR = time spent in the interrupt routine; 
TMOS_close= turn off time of the MOSFET connected to the DC voltage input; 
TMOS_open= turn on time of the MOSFET connected to the battery. 
 
The longest delay is introduced in this equation by the TIR component. For 

best results this part of the microcontroller code was optimized for speed by 
writing this part of the code in assembly language and making this interrupt the 
highest priority. The measured delay is below 35us, which is sufficient for 
maintaining the output near close to the reference voltage providing the 
necessary power to the output. 

The high efficiency LTC3780 synchronous buck-boost controller is selected as 
analog output module because of its very good line transient characteristics. The 
resulting line transient characteristics of the UPS can be observed in Fig. 17. 

 
 
 
 
 

Figure 16: Schematic of the UPS switching technique used. 
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Channel 1 is the main input voltage (VIN), channel 2 is the main output 
voltage (VOUT) and channel 3 is the voltage in the common point (VSEL) of the 
two switches SW1 and SW2, which is also the input voltage in the output buck-
boost controller. 

The output of the UPS was connected to an electronic load previously set to 
sink 4A constant current. The UPS is configured to switch on battery if the 
input voltage falls below 6.2V. The battery configuration used in this setup was 
made by four of 3.2V LiFePO4 cells connected in series. We can distinguish 
three different stages from the oscilloscope image. 

In the first stage the system is running on the main input, the output voltage 
is generated from the main input. In the second stage at some point the input 
voltage falls with dv/dt=3V/ms. As soon as the input voltage drops below the 
predefined threshold the UPS switches to the battery by connecting it to the 
buck-boost controller's input. 

In the third stage we can see that the output remains stable with damped 
oscillation around 12V. The ripple voltage amplitude is well below 10% of the 
+12V nominal voltage, which is defined by the ATX standard validating our 
system. 

3.6. Battery Balancing 

As stated in the referenced document [1], in order to accurately balance 
battery cells, high precision and high resolution measurements of the cells’ 

Figure 17: The line transient effect on 1ms time base. 
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voltage are needed. The system is able to measure battery voltages up to 30V 
with less than 10mV resolution. Most of the mid range microcontrollers have 
only a 10bit resolution A/D converter on board which was not enough for this 
purpose. Therefore a stand alone, 12bit, I2C A/D converter has to be chosen [6]. 
The main idea is presented back in Fig. 1. The MCU commands the on board 
PSU and discharge switches, communicating with the A/D converter via I2C 
lines. Since the voltage variation on a battery cell is a relatively slow 
phenomenon low pass filters are used on the analog inputs. 

Balancing [2] can be done by passive or active methods. Passive balancing 
means drawing energy from the most charged cell through discharge resistors. 
This energy is wasted as heat. Active balancing draws energy from the most 
charged cell and transfers it to the least charged one. This method presumes less 
wasted energy, but involves DC-DC converters for each cell and it can be more 
costly than the previous method. Since the solution presented has to be cheap 
and the space is constrained, using active balancing is not appropriate. 

The faster the balancing the more heat is produced, more space is needed on 
the PCB since higher power resistors are bigger [10]. On the other hand over-
heating the board is not allowed, temperature can also influence the 
measurements’ stability. However temperature compensation is possible since 
temperature is measured on the board. Balancing 12V/Cell (SLA) batteries 
versus 3V/Cell (LiFePO4) implies more dissipated heat if using the same 
discharge resistor [8]. In order to dissipate the same amount of power, PWM 
controlled balancing is used for each cell of the 12V cells batteries as shown in 
Fig. 18a and Fig. 18b.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 18a: Direct 
discharging LiFePO4 Cells. 

Figure 18b: Slow-PWM 
discharging SLA Cells. 
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The balancing algorithm finds the weakest cell, then for each cell calculates the 
difference between its own voltage and the voltage of the weakest cell 
(minimum). In case if the cell voltage is less than the discharge limit voltage, 
discharging is stopped for that cell. This is extremely important to prevent deep 
discharging [3] of the battery cells [9]. If the difference found is bigger than a 
preset start value the cell will be discharged. If the difference is less than the 
differential start value it will be further checked against a preset stop value. If it is 
less than the stop value the discharging will be stopped for this cell. This 
algorithm introduces a hysteresis in the balancing procedure. In order to obtain 
the balancing logic with hysteresis working well, the start voltage parameter 
needs to be bigger than the stop voltage parameter. The internal impedance of the 
battery cells can also affect the voltage based balancing if it is done when 
charging with high current. The best results are achieved if balancing is done near 
to the end of the charging cycle, when the charging current decreases. The 
balancing results for six LiFePO4 3.2V/3400mAh cells are shown in Fig. 19. The 
achieved accuracy is self explanatory, presenting a variation between balanced 
cells comparable to the A/D converter resolution of 8mV/LSB. 

4. Integration of the micro sized UPS 

For fulfilling the project’s main goal to create an intelligent UPS module, 
rated near the Top Level of Integration, besides the internal control techniques 

Figure 19: Charge balancing graph of six LiFePO4 cells. 
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and methods an important aspect remains still uncovered in earlier explanations: 
embedding. Embedding power electronics has some drawbacks regarding the 
size, wiring, heat dissipation, and communication layers. 

4.1. Some physical aspects 

In order to facilitate the size related integration aspect in already existing 
systems the physical dimensions and connection layout of the device were 
carefully optimized. Fig. 20 shows the UPS device on the top of a 12V SLA 
battery for size comparison. It is designed with components on a two sided, 
multilayer PCB with power components placed on the top, facilitating heat 
dissipation even in case of passive cooling methods. The digital and analog 
signal components were placed on the bottom of the PCB, shielded by a GND 
layer for noise reduction. The three main power component groups, (the charger 
buck-boost, the output buck-boost and the power switches for current path 
selecting (marked with red rectangles) were compacted and placed following an 
optimal topology for high current throughputs. All the wire inputs and outputs 
were placed in strategically optimal positions to allow short wire harnesses to 
be used. 

 

 

 

 

 

 

 

 

 

Figure 20: The UPS device, with delimited main functional groups. 
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4.2. Logical level aspects 

On the logical level the UPS can handle two types of integration methods: 
• Combined with the battery pack and presented as a SBP (Smart Battery 

Package) over the SMBUS communication line; 
• Like a system level device, usable under various operating systems 

trough USB line and corresponding low- and user-level drivers. 
Both profiles (SMBUS and USB) were integrated in the interfacing 

algorithm allowing lots of required and even specific (custom) parameters to be 
set to meet the requirements of the main system.  

On the PC side the UPS driver and application software has three main 
levels upon the lovest hardware level [12]: on the top level is placed the 
application software presenting a GUI, the lower level consists of the user mode 
driver and at the bottom of the structure is the HID-USB low level driver (as 
shown on the right side of Fig. 21). 

 

 
In the background of the GUI’s task another parallel task communicates with 

the user mode driver via API functions. The user mode driver is also built on 
level structure [11] as follows: 

• the Encoder is responsible for composing the messages  and feeding the 
USB interface. The outcoming messages are packed accordingly to the 
requests of the communication protocol. 

• the USB interface handles the message flow (up and down) between the 
low level HID-USB driver and the user mode driver. 

  
The universal WinUSB driver is an add-on  feature of MS Windows type 

operating systems since SP2. This low level driver can handle full speed USB 

Figure 21: Schematic of the HS USB integration layers. 

 



 Widely Configurable, DC Operated UPS 79 
 

links with a bandwith rated at 40Mb/s, wide enough for handling such 
applicatons. 

On the MCU side an event driven, direct USB Stack has been built over the 
hardware layer, handling the opened up- and down-pipes of the USB channel 
(as shown in the left side of Fig. 21). The application program runs an advanced 
parser algorithm to maintain the communication flow as the internal parameter 
matrix changes over the time. The system is able to send ON/OFF pulse signals 
to the motherboard based on the Coulomb counter and/or based on the battery 
voltage level, or based on input voltage level or when starting. Even more, once 
connected to a PC, the device installs itself as a smart battery in Windows 
operating system, using the Windows HID-USB driver without the need of any 
additional driver installation, and becomes immediately visible as a battery icon 
in the tray bar. Features include both UPS and LAPTOP mode. 

4.3. Special and proprietary features 

Many of today’s UPS applications are situated in a price sensitive field 
where the possibilities of integration, and feature palette are both often 
minimized or even non existent to preserve a low price range. As stated before 
the UPS developed by us tries to overcome these limitations with a wide palette 
of special and proprietary features. First it can handle different types of 
batteries; many types of UPS are limited to a predefined battery type. It also has 
a Battery Wizard application aiding the user in setting some entry level 
parameters to the device selecting between only a few predefined battery 
profiles. The user resumes selecting the battery type and capacity, the nominal 
battery voltage and the number of battery cells to use. In addition individual or 
global measuring points are defined with graphical representation on the right 
side of the GUI, aiding the user to properly connect the individual measuring 
points to the battery poles. Then the wizard generates the charging voltages, 
charging currents, as well as initial voltage based remaining capacity estimation 
(fuel gauge) thresholds, under-voltage shutdown threshold and other useful 
parameters (Fig. 22). Besides of the wizard application the user also has the 
ability to manually change each of the generated parameters to further 
customization. 

Another feature consists in an increased flexibility for fuel gauge estimation, 
where the voltage based thresholds are also configurable. There are six 
estimated parameters, each of them setting a threshold for 0%, 10%, 25%, 50%, 
75%, 100% fuel gauge, used by the MCU firmware to determinate the initial, 
remaining battery run-time. 
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When the system is running on battery and its voltage falls below the 
predefined under-voltage threshold or the coulomb counter is down to a 
minimal value the UPS takes care to shut down the OS and PC nicely, 
preventing OS damages. After the system has shut down, the device achieves 
ultra low power consumption (below 50uA) to preserve battery. This feature is 
achieved with a proprietary MCU power supervisor circuit disconnecting the 
3.3V rail which also powers the MCU and other digital logic ICs. In case of a 
discharged battery the UPS can be waked up only if the input voltage appears in 
which case the battery re-charging is started immediately. In case of a partially 
charged battery the UPS can be woken up also by pressing its start button. 

5. Conclusion 

More time spent on this project means being more involved in low level 
optimization of the control algorithms. The system was designed to provide user 
specified regulated voltage output over a wide range of input voltages, battery 
backup, multi-chemistry charging and cell balancing by means of a single PCB 
at a noticeable level of efficiency (over 80%), all controlled by a single mid-
range MCU. 

Figure 22: Screenshot of the Battery Wizard GUI. 



 Widely Configurable, DC Operated UPS 81 
 

Any input, output and charge voltage between 5-30V can be used in any 
possible combination. This allows the system to be easily embedded in many 
existing electrical systems. Features also include USB and SMBUS interface, 
programmable parameters and thresholds, multiple battery chemistry, battery 
balancing up to 6 cells, Coulomb counting. 

At the end of this paper it can be concluded that the main goals can be 
considered fulfilled at a relatively low cost, where the optimum between price, 
system integration skills and power efficiency have been achieved for a 
relatively wide application palette for these types of devices. 
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Abstract: One of the main tasks in the optimal control theory is to find a controller 
that provides the best possible performance with respect to some given measure of 
performance (optimality criterion). For linear plant dynamics and quadratic 
performance criteria it is possible to obtain the optimal control law by numerically 
integrating a Riccati type matrix differential equation. In general, for nonlinear plants 
the variational approach leads to a nonlinear two-point boundary value problem, which 
can be solved by iterative numerical methods, for example by the steepest descent 
(gradient) method.  

A model of the reactive sputtering process can be determined from the dynamic 
equilibrium between the quantity of reactive gas inside the chamber and the quantity of 
sputtered metal atoms which form the compound with the reactive gas atoms on the 
surface of the substrate. The analytically obtained dynamical model is a system with 
nonlinear differential equations which can result in a hysteresis-type input/output 
nonlinearity. The present paper proposes a theoretical study of the steepest descent 
gradient method to obtain the optimal control signal and trajectory for this nonlinear 
reactive magnetron sputtering process. 

 
Keywords: Optimal control, nonlinear systems, Hamilton-Iacobi equations, reactive 

sputtering process, gradient method, hysteresis loop, cost function, boundary conditions. 

1. Introduction 

Mathematical models may be developed along two methods. One method is 
the analytical modeling, which does not necessarily involve any 
experimentation on the actual system. The other method is known as system 
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identification and this is directly based on experimentation. The analytically 
obtained dynamical model generally is a system with nonlinear differential 
equations. In general optimal control theory the objective is to find a controller 
that provides the best possible performance with respect to some given measure 
of an optimality criterion (cost function). If the plant dynamics is linear and the 
cost function is a quadratic performance criterion than it is possible to obtain the 
optimal control law by numerically integrating a Riccati type matrix differential 
equation. When faced with an engineering problem of a nonlinear system, the 
first approach usually is the linearization; in other words, trying to avoid the 
nonlinear aspects of the problem. After linearization we obtain a linearized 
model, which is valid just in a small region around the selected operating point. 
In general for nonlinear plants the variational approach leads to a nonlinear two-
point boundary value problem, which can be solved by iterative numerical 
methods, for example by the steepest descent (gradient) method.  

The reactive sputtering processes frequently exhibit stability problems. The 
analytically obtained dynamical model is a system with nonlinear differential 
equations. The present paper proposes a theoretical study of the steepest descent 
gradient method to obtain the optimal control signal and trajectory for this 
nonlinear reactive magnetron sputtering process.  

2.  Analytical modeling and numerical simulation of the reactive 
sputtering process  

A. Analytical modeling 

A very sensitive aspect of the reactive sputtering process is the dynamic 
equilibrium between the reactive gas inside the chamber and the sputtered metal 
atoms which form the compound with the reactive gas atoms on the surface of 
the substrate. The components of this rather complex balance are schematically 
shown in Fig. 1. The phenomena on both the surfaces of the target and of the 
substrate include sputtering of the metal and gettering of the reactive gas atoms. 
The larger the surface of elemental nonreacted metal, the stronger the flux of 
sputtered metal atoms which further reduces the reactive gas concentration by 
forming compound on the surface of the substrate. The reactive gas 
consumption increases when the fractional coverage with compound is smaller. 
It results that the reactive sputtering process is strongly nonlinear. The main 
type of nonlinearity is hysteresis, which can be observed both from theoretical 
results (obtained by simulation using the mathematical model), and from 
practical measurements. 
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Figure 1: Schematic representation of the reactive gas balance and of the main 

particle fluxes on the target and substrate surfaces. 

The mathematical model developed is based on the hypotheses and 
formulation used by S. Berg [1] [2] as follows: the partial pressure of the 
reactive gas has uniform distribution in the processing chamber; the secondary 
electron emission due to the ionic bombardment of the target surface is uniform 
and independent of the surface fraction covered by compound; the glow 
discharge takes place in a mixture of inert gas and reactive gas (ex. Ar and 
2…3% of N2); the contribution of the reactive gas ions to the bombarding ion 
flux is negligible due to the small concentration of the reactive gas; no reactive 
gas is consumed at the fraction of the target surface that is already covered by 
compound; homogenous sputtering rate is assumed on the whole surface of the 
target [3][4]. These hypotheses are based on widely accepted research results in 
the field of PVD by reactive magnetron sputtering; respectively provide a 
reasonably correct description of the process by a model which is simple 
enough to be considered for stability analysis and process controller design [5].  

The dynamic model of the reactive magnetron sputtering process is defined 
by the system of equations (1): 
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In this mathematical model the following notation has been used: 
 
pN- the partial pressure of reactive gas (nitrogen) in the sputtering chamber; 
θt ,θc - the surface fraction of the target and of the condensation area covered by 
compound molecules; 
FN- the flux of reactive gas molecules (N2) on the target or on the substrate; 
qin, qp- the input reactive gas flow and the gas flow evacuated by the vacuum 
pump; 
At, Ac- the target area and the condensation (substrate and chamber) area; 
mN, mTi - mass of the reactive gas molecule (mN=28 a.u.) and of the metal 
(mTi=47.9 a.u.); 
ηM, ηN - sputtering yield of the elemental metal (titanium) and of the compound 
(titanium nitride); 
αtM, αcM - sticking coefficients for the nitrogen molecule (to the titanium target 
or to the covered part); 
NTi- the superficial density of the Ti atoms on the surface of the metallic target; 
J- the particle density of argon ions on the surface of the target, which is 
proportional to the discharge current intensity (Id); 
k1- coefficient, calculated in function of temperature and chamber volume. 

  
This mathematical model in state space representation (1) has three state 

variables (pN, θt and θc), two input signals (qin and Id) and we can choose the 
surface fraction of the target covered by compound molecules (θt) or the 
sputtering rate (Rp) as the output signal. 

B. Numerical simulation 

The reactive sputtering process was simulated employing a Runge-Kutta 
algorithm, where the sampling time was set to 0.01 sec. The parameters used for 
simulation are: ηM=1.5, ηN=0.3, NTi =140e-12 m-2, At=0.0084 m2, Ac=0.22 m2 and 
αtM=αcM=1, k1=1.18e6 J/(kg.m3).The steady-state analysis of the process yields 
very nonlinear characteristics defining the steady-state relationship between the 
input reactive gas quantity and the state variables from equations (1). For 
simulation we considered the reactive gas flow as input. Different time 
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variations of the input signal used in simulations and experiments are presented 
in Fig. 2. a. The fractional coverage of the target (Өt) in function of the input 
quantity (qin) is shown in Fig. 2. b., where the particle density of argon ions (J) 
is calculated for a constant discharge current value (Id=1.125 A). These results 
obtained by simulation using the dynamic model (1) put in evidence the 
hysteresis loop described in the plane defined by Өt and qin for different 
variation speeds of the input reactive gas flow in accordance with Fig. 2.a. 

 
a)                                                                   b 

Figure 2: Variation in time of the reactive gas flow for different variation speeds 
(a), the steady-state and dynamic relationship between the fractional surface coverage 

of the target and the input reactive gas flow (b). 

3. Application of the gradient method to find the optimal control 

The nonlinear plant model in general state space representation is defined by 
the following equation: 

 )),(),(()(
dt
d ttutxftx =  (2) 

where x(t) is the state vector and u(t) is the input vector.  
The cost function is defined as: 

 ( ) ( )( ) ∫+=
tf

tof dtttutxLtxuJ )),(),((λ  (3) 

where t0 and tf are the initial and the final time, λ() and L() are scalar 
functions.  

For the system defined by the relation (2) we search the optimal control law 
that minimizes the cost function (3). To solve this problem we define the 
Hamilton function as:  

 ( ) ( ) ( ) ( )ttutxftpttutxLttptutxH T ),(),(),(),(),(),(),( ⋅+= , (4) 
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where p(t) is the costate vector. The required conditions for optimality are:  
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and the boundary conditions are: 

 ( ) ( ) ( )[ ]
x
tx

tpxtx f
f ∂

∂λ
== ;00  (8) 

The resulting nonlinear two-point boundary-value problem cannot be solved 
analytically, so we will use an iterative numerical technique, the steepest 
descent gradient method, to determine the optimal control. 

 The formal algorithm of this method is [6], [7]: 
0. Select a discrete approximation to the control signal u(t)<0>, t∈[ t0, tf], and 

fix the iteration index k  at 0. 
1. Using this control signal u(t)<k> integrate the state equation (5) from t0 to tf 

with initial conditions x(t0).  
2. Integrate the costate equation (6) from tf to t0 with „initial condition” p(tf). 
3. Evaluate the 

u
H
∂
∂ expression. We can calculate its norm as follows:  
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Terminate the iterative procedure (the outputs of the algorithm are the 
external state vector x(t)<k> and the control signal u(t)<k>), if  

 ε≤
∂
∂

u
H

 (10) 

where the ε is a preselected small positive constant. If the stopping criterion 
(10) is not satisfied we generate a new control function given by (11) and return 
to step 1 

 ( ) ( )
u
Htutu kk

∂
∂
⋅−= ><>+< γ1 .  (11) 

 In (11), γ is the constant step size for the gradient method. 
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4. Numerical simulation of the gradient algorithm for the optimal 
control of the reactive sputtering process  

A. Determination of the Hamilton-Iacobi equations 

 The nonlinear mathematical model (1) for the reactive sputtering process 
can be written in the general state space form (2), where the state vector is 

[ ]TctN
T tttptxtxtxtx )()()()]()()([)( 321 θθ== , and the control input vector is 

T
din

T tItqtututu )]()([)]()([)( 21 == . We select a linear quadratic cost function  
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where R, Q, F are positive defined diagonal matrices, xe(t)=x(t)-xp(t) and 
ue(t)=u(t)-up(t), where the xp(t) is the prescribed state vector and up(t) is the 
value of control input which is necessary to keep the states at their prescribed 
stationary values. The required conditions for optimality are characterized by 
the following differential equations for states: 
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and the following differential equations for costates: 
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The expressions of the derivate of the Hamilton function versus the control 
signals are: 
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For updating the control signal we can use the relationship: 
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Using these relations the algorithm has been implemented in Matlab 
environment in order to obtain the optimal control for the reactive sputtering 
process.  

B. Results of the numerical simulation 

For numerical integration of the differential equations (13) and (14) there 
was used a Runge-Kutta method [8], [9]. The initial points and the prescribed 
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points were selected from the steady state simulation of the reactive sputtering 
process. There were simulated the following control versions:  

 V1: control with input reactive gas flow (qin);  
 V2: control by means of the discharge current intensity (Id); 
 V3: control with both input signals (qin and Id).  
The results of simulation are influenced by the step sizes (γ1 and γ2) of the 

gradient methods, the selected initial control trajectory (u1(t)<0> and u2(t)<0>), 
the maximum number of iterations (Nmax), the values of weighting matrices (R1, 
R2 respectively Q1, Q2 and Q3) and the position of prescribed state vector in 
comparison with the initial state vector. The simulation time interval and the 
sampling time are fixed for each version: t ∈ [0, 1] sec and Ts=0.01 sec. The 
other simulation parameters are presented in Table 1. 

Table 1: Simulation parameters for the three types of control 

Control 
type γ1 γ2 R1 R2 Q Nmax 

V1 10-16 0 10-4 0 10 I3 100 
V2 0 0.1 0 10-5 10 I3 100 
V3 10-17 0.01 10-3 10-3 10 I3 800 

 
 Diagrams from Fig.3 to Fig.8 are presented for the visualization of some 
simulation results of this control algorithm. At first we considered that the 
system is controlled just by the input reactive gas flow (qin). In Fig. 3.a there is 
presented the cumulative error (corresponding to relation (9)), and in Fig. 3.b 
there is presented the evolution in time of the control signal. The controlled 
quantities are presented in Fig.4, along with the prescribed constant state values. 
Similarly, when we considered as control input signal the discharge current (Id), 
the corresponding simulation results are presented in Fig.5 and Fig. 6. 
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Figure 3: Variation of the cumulative error (a) and variation in time of the 
 control signal input (b) – version V1. 
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Figure 4: Variation in time of the controlled states obtained for the initial  

and the final control signals – version V1. 
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Figure 5: Variation of the cumulative error (a) and variation in time  
of the control signal input (b) – version V2. 

 Finally we realize simulation for the case when the plant is controlled 
simultaneously by both inputs (qin and Id). The results are shown in Fig. 6 and 
Fig. 7. We present the evolution in time of the control signals: the input reactive 
gas flow (Fig. 6.a) and the discharge current variation (Fig. 6.b). On the other 
hand there are presented in Fig. 7 the controlled quantities (the partial pressure 
of the reactive gas (pN), the fractional surface coverage of the target (θt) and the 
fractional surface coverage of condensation area (θc)) versus the input reactive 
gas flow (qin). The dashed curves represent the characteristics obtained using the 
steady state model. These put in evidence the initial values and the prescribed 
final values of the states. 

The prescribed final operating point is situated on the negative slope of the 
steady state characteristic. This is an unstable operating point for the plant. 
From the simulation it results that first the control by means of the reactive gas 
flow has a bigger emphasis than the control by means of the discharge current. 
When the reactive gas flow is close to its value corresponding to the prescribed 
states (up1) than the second control quantity (Id) is gaining more importance. The 
efficiency of the algorithm is determined by the initial conditions and the 
maximum number of iterations because the determination of the control signals 
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needs time. In this algorithm the restrictions of the control signals can be 
realized just by the proper choice of the weight matrices (R and Q). 

 

a)                                                             b) 

Figure 6: Evolution in time of the control signals: input reactive gas flow 
 (a) and discharge current intensity (b )–version V3.. 

 

Figure 7: Variation of the three controlled quantities (pN , θt and θt) versus  
the input reactive gas flow (qin) - version V3.. 

3. Conclusion 

The present investigation shows that the dynamical modeling of the reactive 
sputtering process is characterized by nonlinear differential equations and the 
optimal control of this plant is a very complex problem. In case of most of the 
modern control theories it is needed to know the linear model of the controlled 
process. In this paper there was presented a theoretical study about the 
application of the optimal control algorithm, where the results are obtained by 
numerical iterative techniques. The nonlinear optimal control problem is solved 
using the gradient method applied directly to the highly nonlinear model and 
was simulated for the nonlinear reactive sputtering process. Both the input 
reactive gas flow and the discharge current have been considered as control 
variables and the results of simulation have shown that this method is can be 
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used only if we have some proper preliminary information for the algorithm: 
initial input sequences of the control inputs, values of weight matrices, etc.  
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Abstract: The paper presents the calculus of the cut profile and the variation of this 
caused by the re-sharpening, that appears by a special profiled milling head 
construction, that uses cutting inserts. The advantage of the proposed milling head 
versus the classical concave profiled milling disk is evident, if considering the 
repartition of the cutting speed vector and the chip forming and exhausting conditions. 
The cutting insert’s rake face is plain. Its relief face is a part of a common thorus 
realized by grinding. The insert occupies two distinct positions in the body of the tool: 
one for cutting and the other one for re-sharpening. Indexed positions are ensured 
through conical holes and corresponding slotted head sets. The re-sharpening can be 
done on the rake face or on the relief face. In both cases a minor profile error occurs but 
the profile is kept in the limits of the tolerance. This paper discusses the definition of the 
profile error and its dependence on the angular setting parameters and the number of the 
re-sharpening. The final conclusion is that the classical concave profiled milling disk 
can be replaced with the proposed variant. 

 
Keywords: Profile milling, profiled milling head profile error, inserts, geometry. 

1. The assembly of the profiled milling head 

Profiled milling, especially in cases of convex profiles, is a difficult 
operation. The classical concave profiled disk mills present low rigidity on the 
teeth base [2, 3, 4, 5] and as a consequence, the cutting speed and feed cannot 
be set to high values. The productivity of operation is low and the surface 
roughness, due to the small rake angle values in most of the cases results just on 
the limit. Profiled disc mills are rather expensive due to the relieving operation. 



94 M. Máté, D. Hollanda 
 

  

An alternative to the profiled milling disks can be realized with a milling head 
that includes profiled cutting inserts (Fig.1). The body (1) of the milling head 
contains 6-8 radially disposed holders (2), where the holder’s axes intersect the 
rotation axis of the body. The holder contains the profiled cutting insert (3). 

Holders and inserts can be set at certain angular positions due to the 
positioning slotted head sets (4). The insert and the holder can be set in two 
certain positions: the first for profiling and /or re-sharpening, and the second for 
cutting. When cutting, the holder is turned away with the angle αT for ensuring 
the top relief angle, and the insert in the holder is also rotated with αs in order to 
realize the side relief angle as shown in Fig. 2. The relief faces of the inserts are 
subsets of a common revolved surface, where the axis of revolution coincides 
with the axis of the milling head. 

Paper [1] presents two calculus procedures for determining the profile of the 
grinding disk that realizes the relief faces of the inserts. Starting from the 
parametric equations of the workpiece profile, first the cutting edge in work 
position is calculated. Rotating the insert and its holder to the profiling /re-
sharpening position, the profile of the grinding tool is calculated. 

The re-sharpening of the insert can be done in two ways: 
a. on the rake face, analogously to the re-sharpening of profiled turning 

disks, separately for each insert; 
b. on the relief face, by profile grinding, simultaneously for all inserts. 

 
 

1 2 3 4

Figure 1: The profiled milling head. 
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However, the new cutting edge moves in a new position, correlated to the 

insert’s axis. When the insert and the holder are turned back in the cutting 
position, the cutting edge generates a revolved surface with a different axial 
section, despite the fact, that its shape remains invariant. In conclusion, profile 
error occurs. 

In the following, the evolution of the profile error in the case of re-sharpening 
on the rake face will be analyzed. 

2. The mathematical model of the cutting edge 

Let’s consider the geometric model of the milling head, with the coordinate-
systems attached to the rigid body and to the mobile components as shown in 
Fig. 2. System { }mmmmm zyxOS  attached to the body, is used to define the 
equations of the cutting edge, the grinding wheel profile and the cut profile. 
System { }hhhhh zyxOS  of the holder is turned about axis hx  with angle αT, 
while the system { }iiiii zyxOS  of the insert is rotated about axis hy  with angle 
αs. When the insert and the holder occupy the re-sharpening position, all axes 
are parallel with the corresponding axes of mS . Starting from the parametric 
coordinates ( ) ( )( )0,, uu ψϕ  of the workpiece profile given in the workpiece 
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Figure 2: The geometrical model of the milling head – the attached coordinate-
systems. 
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system { }wwwww zyxOS  and applying the necessary coordinate transformations 
as shown in [1], there result the equations of the cutting edge. Omitting the 
calculus, the edge’s equations in the mS  system are 

( ) ( ) ( )( ) ( )
( ) ( ) ( )
( ) ( ) ( )( ) ( )









∆++=

=

∆++=

uRuuz

uuy

uRuux

e
m

e
m

e
m

θϕ

ψ

θϕ

sin

cos

0

0

     (1) 

where the function ( )uθ  is obtained from the equations of the revolved 
generating surface of the milling head and the rake face, positioned for cutting 
(αT and αs are set to their cutting values): 

( ) ( ) ( )( )
( )( )

( )







 −
−

∆++
−−−

=
T

s

T

Ts

Ru
HuRu

α
αγ

αϕ
αψαγ

θ
cos

tanarctan
cos

sintanarcsin 0

0

00  (2) 

With this, the new cutting edge is completely determined. 
Now it is necessary to model how the cutting edge position and/or shape will 

change after the re-sharpening process.  

3. The profile variation by re-sharpening on the rake face 

The re-sharpening on the rake face consists in the renewal of the rake plane, 
conserving the shape of the cutting edge. This procedure is executed when the 
insert and the holder are turned in the re-sharpening position characterized by 
the zero value of αT and αs. The rake face in the re-sharpening position is 
parallel with the mill’s axis of rotation. After the re-sharpening it will occupy a 
new position that is rotated away from the first position with angle λ as shown 
in Fig. 3. 

First the equations of the edge have to be rewritten in the insert’s system. 
Denoting with ( )e

ir  the homogeneous coordinates of the cutting edge in the 
insert’s system, and ( )e

mr  the same coordinates in the mill’s system, it can be 
written that 
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 Study of the Edge Profile Variation Caused by the Re-sharpening 97 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Now let’s turn the holder and the insert in re-sharpening position. Due to zero 
values of αT and αs in this position, the imM  matrix reduces to a translation 
matrix. Using miM , the inverted matrix of imM , the equations of the rotated 
edge in mS  result as follows: 
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According to Fig. 3, this corresponds to zero value of the rake face position 
angle λ. The generalized cutting edge equations, depend on the state of re-
sharpening given by λ: 
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This new edge must be turned now in the working position. For that, it is 
necessary to write its equations in the system of the insert, applying a 
translation along axis mx . Using the coordinate functions (5), it results: 

Figure 3: The rake face before and after re-sharpening. 
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Now the cutting edge is turned back in working position. Let’s denote with 
( )ge
mr  the vector of homogeneous coordinates of the re-sharpened cutting edge. 

Using again the transformation matrix from (3), it results: 
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Finally, the equations of the generated profile in the Sm system are given by 
the expressions: 
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4. The modeling of the profile error 

The profile error can be calculated in many different ways. However, all 
models must correspond to the definition of the profile error [7] given by the 
corresponding standards [6]. The calculus is based on the hypotheses that 
profile error occurs, because the edge points change their position after re-
sharpening. First calculus method tries to compute the average of the 
displacements. The comparison is made between the new generating profile and 
the translated theoretical workpiece profile. The translated theoretical 
workpiece profile coincides with the original one, but translation is realized in 
order to get the best approximant for the new generating profile. 

As well shown in Fig. 4a, the original workpiece profile AB  (generated by 
the new edge) is translated by parameters ( )ba,  to the position **BA . The 
profile generated by the new edge is 11BA . Considering a set of N discrete 
points on the original profile defined by the certain values of parameter u , it 
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has to remarked that a given point iM  moves to *
iM . With this, the local 

profile error is considered the distance *
iiMM . The nominal value of the profile 

error is the maximum value encountered by the distance *
iiMM  along the edge. 

The translation parameters ( )ba,  are calculated using the least squares method. 

Fig.4b shows the definition of the profile error in the normal direction. The 
equations of the translated workpiece profile are: 

 

( ) ( )( )
( ) ( )
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+∆++=

buuy
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ψ
ϕ 0 .      (9) 

The equation of the normal line started from the profile point ( )*** , iii yxM  to 
the workpiece profile given by equations (9) is 

( )( ) ( ) ( )( ) ( ) 0** =−+− uuyyuuxx ii ψϕ     (10) 

and admits the root iu . With this, the local normal error is defined through the 

distance *
ii MM on Fig 4b: 
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Figure 4: The modeling of the profile errors. 
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5. Numerical approach 

In order to emphasize the evolution of the profile errors occurring by re-
sharpening, let’s consider a practical example. The workpiece profile is a 
parabola (Fig. 5) described by the equations 

( ) ( )

( ) ( ) [ ]


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∈+−==

=≡

.5,0,
20
47

20
3 2 uuuuuy

uuux

ψ

ϕ
 (12) 

The reference radius of the insert is set to mm0 100R = , and the approximate 
value of distance of the edge-top to the axis of the insert, along axis x is 

mm5=∆ . 

The grinding allowance for the admissible wear of the relief face is 
considered mmK 3,0=α . After the re-sharpening, the new rake face rotates 
about axis zm with 8,1801/ 0 ′′′≈≈∆ RKαλ  reported to its position before the 
grinding operation. Considering that the total grinding reserve of the insert is 

mmA 10≈Σ , it can be stated that the corresponding total rotation angle is 
.5,46345/ 0 ′′′°≈= ΣΣ RAλ  According to this, the predicted number of re-

sharpening becomes [ ] 33/ ≈∆= Σ λλreN . 

For studying the evolution of the profile errors according to the values of the 
angles γs ,αT and αs , the proposed limits for their values are as follows: 
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Figure 5: The workpiece profile. 
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Angle γs is the conventional rake angle, that can be approximated by 
ss αγγ −≈ 0 . When the influence of one parameter is studied, the others are set 

to the middle of their interval: 037;036;033 ′°=′°=′°= ssT γαα . The 
simulation program calculates for each parameter combination and each state of 
re-sharpening, the evolution of the errors along the profile. Both types of errors 
mentioned in section 4 are calculated. The conclusion is that the shapes of error 
evolution diagrams are not significantly different. As follows, a consistent 
conclusion can be deduced studying only the normal errors. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 shows the evolution of the normal profile errors for the lowest and the 

highest value of the top relief angle αT while αs and γs are set to the median 
values. The horizontal axis contains the abscissa of discrete profile points 
( 50=N points have been considered). The vertical axis contains the normal 
errors in millimeters, for different numbers of re-sharpening. The index 0  
denotes the first, and the index 32  the last re-sharpening. It can be observed 
that the evolution of errors is the same for both cases. First, error is decreasing 
till the number of the re-sharpenings increases to approximately the half of its 
maximum. This error variation is obtained due to the fact, that the new cutting 
edge is turned away from its theoretical position with 2/Σ− λ . The same 
technique of manufacturing is used to maintain the errors in the limits of 
tolerance by the gear cutting hobs [2, 3, 4, 5]. Due to the optimal positioning of 
the etalon curve, the errors encounter the maximum values at the endpoints of 
the edge. It is to remark that αT has a severe influence on the profile error. The 
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Figure 6: The evolution of the normal errors along the edge for different  
settings of αT parameter and different states of re-sharpening. 
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right-side diagram shows approximately four times larger maximum error 
values when αT increases to 6° representing the upper limit considered for this 
angle. 

When studying the influence of the other two angular parameters αs and γs it 
can be observed that variation of the maximum error values is theoretically 
zero. The error diagrams are presented in Fig. 7. The same evolution is 
encountered when the influence of γs is studied. 

 

 
To ascertain the precision of the milling head it is necessary to calculate the 

maximum value of the errors. The computing routine is that used for outputting 
the drawings presented before. The results corresponding to the set values of the 
angular parameters αT, αs andγs are given in the table below. 
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profile error. 
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Table 1: The evolution of the maximum error values. 

αT [°] αs [°] γs [°] γ0 [°] [ ]mmmaxδ  [ ]mmn
maxδ  

1 6,5 7,5 14 0,007934 0,007377 
2 6,5 7,5 14 0,01613 0,01486 
3 6,5 7,5 14 0,02433 0,02236 
4 6,5 7,5 14 0,03254 0,02985 
5 6,5 7,5 14 0,04075 0,03735 
6 6,5 7,5 14 0,04897 0,04485 
3,5 5 7,5 12,5 0,02857 0,02617 
3,5 6 7,5 13,5 0,02848 0,02613 
3,5 7 7,5 14,5 0,02838 0,02608 
3,5 8 7,5 15,5 0,02826 0,02601 
3,5 6,5 5 11,5 0,02851 0,02612 
3,5 6,5 6 12,5 0,02848 0,02612 
3,5 6,5 7 13,5 0,02845 0,02611 
3,5 6,5 8 14,5 0,02842 0,0261 

 
Considering just the shadowed part of the above table and represen-ting the 

last two columns versus the first it can be remarked that the variation of error is 
very close to linear (Fig. 8). 

 

 
Figure 8: The linear dependence of the maximum profile error values on the top relief 

angle. 

Performing a statistical analysis in order to establish the linear regression 
between the value of αT and the corresponding value of the error, the following 
results were obtained: 
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with a correlation coefficient of 83030.99999986=c  and a standard error 
-6108.81⋅=σ . Considering the normal error, the results are very slightly 

different: 
( ) ( ) -3-4 100007.49500000106667-1.2466666 ⋅+⋅= TT
n ααδ  (14) 

with a correlation coefficient of 72710.99999993=c  and a standard error 
-6105.553 ⋅=σ . 

Conclusions 

Analyzing the diagrams and the results presented before, the following 
conclusions can be established: 

− the unique probable influence on the variation of the milling head profile 
precision due to the re-sharpening, is caused by the top relief angle αT; 

− the value of the top relief angle can be set smaller than 2°, that will lead 
to maximum profile errors less than 10µm; 

− a profiled cutting tool construction with sufficient precision can be 
realized without applying the classical and pretty complicated relieving 
operation; 

− relief faces are easily realizable through NC grinding, simultaneously for 
all inserts. 
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