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Abstract: The present research, based on a national representative survey 
analysis of SMEs (that is, small and medium enterprises) from Romania, 
focuses on the main factors infl uencing companies’ outsourcing. It considers 
the following dimensions of outsourcing: organizational characteristics, 
environmental characteristics, relational capabilities, and institutional 
networks. The results suggest that the younger the SMEs and the more stable 
their relationship with local institutions, the more likely is for them to adopt 
outsourcing solutions. Moreover, those SMEs that have secondary offi ces 
and have some cooperation with the state also rely on outsourcing. Our 
results suggest that sector membership also proves to be a signifi cant factor 
in outsourcing. We fi nd that the highest percentage of outsourcing was done 
in construction, industry as well as hotels and restaurants sectors.

Keywords: SMEs, outsourcing, business relationships
JEL Classifi cation: L26, J24

1. Introduction

Romanian SMEs are in a special situation as being part of a transition economy, 
where in the past decade outsourcing solutions have considerably grown because 
the country has become a destination of IT outsourcing. While outsourcing in one 
sector (namely, in the IT) might be the norm, it takes different forms in others: 
relations with the local institutions or with the state and relationship capabilities 
for the Business Process Outsourcing (BPO).

Competitive advantage can be improved by outsourcing certain organizational 
capabilities, as the Resource-Based Theory (RBT) approach indicates (Gilley et al., 
2004). Normally, a company’s activity cannot cover everything, especially in the 
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case of SMEs; in this sense, the Transaction Cost Economics (TCE) theory suggests 
that some activities, except the main activity, should be outsourced to achieve 
higher effi ciency (McIvor, 2009; Belso-Martínez, 2010).

 In this paper, the main factors infl uencing SMEs’ outsourcing are grouped into 
four categories: organizational characteristics, environmental characteristics, 
relational capabilities, and institutional networks. From an organizational perspective, 
fi rm size and turnover are the used variables in Bennett and Robson (1999), Görg 
and Hanley (2004), Knudsen and Servais (2007), and Belso-Martínez (2010). Other 
indicators are the number of secondary offi ces and the existence of a written 
strategy as exogenous variables. The strategic planning of outsourcing was analysed 
in Arbaugh (2003) and Brewer et al. (2013). The environmental characteristics of 
SMEs include the sector membership, and the relational capabilities are described 
by the number of suppliers and the proportion of long-term contracts. Belso-
Martínez (2010) included the institutional networks in their analysis. We have 
two indicators in this section, stable relationships with local institutions and the 
importance of cooperation with the state. The importance of this study is given 
by the novelty of the topic and the fact that no one has done a comprehensive 
research on SMEs’ outsourcing in Romania before.

Section 2 of the paper reviews the SME outsourcing literature, Section 3 discusses 
the outsourcing in Romania, Section 4 considers the main factors infl uencing the 
Romanian outsourcing, Section 5 presents the results and discussion, and, fi nally, 
Section 6 concludes the paper.   

2. Literature Review

The competitiveness of the global economy depends on the ability of companies 
to integrate into networks as well as on the availability of local networks. It is also 
important to note the fact that there are many other factors that come into play 
when companies try to integrate into the global production and supply chain.

Alguire et al. (1994) argued that fi rms which applied outsourcing on a global level 
gained important competitive advantages. A wide and comprehensive literature 
review on outsourcing can be found in Jiang and Qureshi (2006).

Belso-Martínez (2010) investigates the way companies are linked to local 
outsourcing decisions and the infl uence they have on new and previously 
established partnerships. The present study focuses on the importance of networks 
as well as on the internationalization of outsourcing production, taking into 
account the size of the companies. Today, SMEs play an increasingly important 
role not only in the success of local chains but also on international markets. To 
achieve this, companies tend to use the same methods: outsourcing, joint venture, 
opening market transactions, and subsidiaries abroad. As a result, we can see an 
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increased international distribution of production, where the production process 
is distributed across countries.

Based on a survey analysis from Great Britain, Bennett and Robson (1999) 
demonstrated that the fi rm size is a signifi cant control variable for SMEs’ external 
business advisors, which they identifi ed as professional specialist and generalist 
sources, contacts of customers and suppliers, social contacts, business associations, 
and government-sponsored agents.

Outsourcing means that certain activities become the responsibility of another 
company, and if the outsourcing is successful, the activity will be continued outside 
of the company. This strategy is usually implemented in stages, favouring near/
close partnerships to distant partnerships (Graf and Mudambi, 2005).

According to Heshmati (2003), outsourcing is a “different kind of corporate action 
related to all subcontracting relationships between fi rms and the hiring of workers in 
non-traditional jobs”. On the one hand, outsourcing depends on the given industry, 
on the other hand, on the company’s size. For example, larger companies have an 
advantage over smaller companies as they have a more favourable bargaining power 
with suppliers. At the same time, the more potential subcontractors competing with 
each other in a certain industry, the better the chance for the manufacturer to fi nd a 
partner to whom they can outsource certain activities (Görg and Hanley, 2004). The 
outsourcing of service activities and knowledge-based activities is a business trend 
that will continue to evolve in the future. The reasons for outsourcing are numerous, 
but the most important of these are access to new markets or new technologies and 
lower labour costs (Stratman, 2008).

There is a difference between the types of partnerships that SMEs can enter 
depending on the industry, for example, in technology versus other more traditional 
industries. SMEs operating in the IT sector do not usually have all the necessary 
resources to develop their products; therefore, they frequently turn to outsourcing. 
In this sector, it is rare for a company to operate independently; instead, partnerships 
are created to increase effi ciency. As opposed to the above, traditional industries 
do not necessarily have to rely on partnerships to achieve success; instead, their 
success depends on their ability to innovate.

On the other hand, the age of a given company is decisive in forming partnerships. 
Start-up SMEs tend to rely on partnerships to outsource, while established SMEs 
may be less interested in partnerships (Li and Qian, 2007).

The increased use of the value chain system in various industries and service 
sectors shows that the division of labour exists beyond the boundaries of the 
company, not just within the company. Outsourcing is nowadays a new business 
strategy. Several studies have shown that outsourcing contributes positively to 
an increase in the market value of large companies. Moreover, SMEs can reduce 
their costs and increase the effi ciency of their business processes with outsourcing. 
Research has shown that offshoring offers an excellent opportunity for SMEs to 
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become more profi table, thus overcoming resource constraints caused by size 
(Mohiuddin and Su, 2013).

Other studies show there is no clear correlation between outsourcing and costs, 
and such connection cannot be inferred from performance either. Outsourcing and 
its potential advantages are considered to be strategic options (Solakivi et al., 2011).

Interestingly, it is worth noting that, according to a study, outsourcing may have a 
negative impact on performance. This can happen if there is too much outsourcing 
activity. This means that with a certain level of outsourcing, uncertainty increases. At 
this level, making the right outsourcing decisions is becoming increasingly important. 
Outsourcing can be more costly if companies face greater market uncertainty (Kotabe 
and Mol, 2009).

Relational capability analysis is currently of great scientifi c interest, mainly 
due to the signifi cant growth of strategic alliances and partnerships. Some 
studies suggest that there is a positive relationship between relational ability 
and willingness to outsource. The higher your chances with a company solving 
certain tasks with suppliers and customers, the greater the likelihood that you 
will continue to outsource activities. Nowadays, the development of relational 
capabilities and process integration can be one of the main operational aspects 
of a company. By doing so, it simplifi es or eliminates activities that do not create 
enough value for it. In some sectors, cooperation is needed at every imaginable 
level to improve the effi ciency and effectiveness of the processes (Espino-
Rodríguez and Rodríguez-Díaz, 2008).

There are a number of advantages to strategic outsourcing, a successful joint 
venture between parties. On the one hand, the most qualifi ed workforce carries 
out the concrete activity, which results in a high-level division of labour. On the 
other hand, R&D can be carried out at a much higher level of effi ciency. Moreover, 
it is important to note that it might result in lower total costs for the company. 
Partners who engage in such partnerships gain mutual advantages and ensure 
long-term profi tability (Zineldin and Bredenlöw, 2003).

There are studies that focus on the benefi ts and risks of outsourcing contracts. 
It is obvious that the right type of contract is the key to the success of outsourcing 
activities. Several studies bring evidence that a successful outsourcing operation 
is based on adequate contracting that guarantees the mutual fulfi lment of interest 
between partners (Ngwenyama and Sullivan, 2007).

In the case of outsourcing, cooperation time is also a very important factor. In 
many cases, market uncertainties encourage long-term contracts. Teixeira (2013) 
examined whether a company works with short-term independent suppliers or 
prefers long-term contracts. The main difference between the two outsourcing 
systems is the uncertainty about the outsourcing price. In the case of outsourcing 
through long-term contracts, market price uncertainty is eliminated. The decision 
to outsource always involves a trade-off, especially with regard to the uncertainty/
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evolution of the purchase price. Thus, long-term cooperation agreements serve as 
a risk management tool (Teixeira, 2013).

3. Outsourcing in Romania

In recent decades, Romania has become an attractive destination in the IT sector for 
both outsourcing and investment purposes. In the past 20-30 years, outsourcing in 
the IT sector in Romania has brought about enormous growth, so the existence of 
technology has played a key role in the country’s economy. Romania does not offer 
the lowest prices in the fi eld of outsourcing but has proven to be competitive in the 
areas of technical and soft skills. In addition to the advanced IT infrastructure, the 
fact that the workforce in this fi eld is young, motivated, fl exible, skilled, and has 
a good knowledge of foreign languages constitutes a great advantage. Boşcor and 
Băltescu (2014) found that the relatively underdeveloped infrastructure of Romania 
represents the most important disadvantage from an outsourcing perspective, 
in addition to which the government measures and national strategy should be 
implemented to attract more foreign investors.

In Romania, over the last 20 years, a number of companies have been established, 
enabling outsourcing to companies operating in the country. These small businesses 
were created by cooperating with world-renowned companies that entered the 
Romanian market (And one and Păvăloaia, 2010).

According to a KPMG study, Romania has been one of the most important 
destinations in Europe for the last 10 years, for example, in the fi eld of IT 
outsourcing. The provision of global services continues to develop worldwide, 
making Romania an attractive business environment for investment companies. 
As a result, local BPO organizations are formed. According to research carried out 
by Asociaţia Business Service Leaders in Romania, more than 100,000 employees 
work in the outsourcing industry in Romania.1

However, according to the Kearney Global Service Location Index, Romania 
has been declining in recent years. This is due to the fact that in recent years ITO 
and Business Process Outsourcing (BPO) industries have faced major disruptions 
in digital transformation. The two strongest infl uencing factors are: automation 
and cyber security problems. According to the study, digital resonance infl uences 
location attractiveness.

Numerous studies address the fact that outsourcing can even be a viable 
option for SMEs and can bring competitive benefi ts, thus reducing their costs 
and increasing the effi ciency of their business processes. Outsourcing is an 

1 Source: http://www.outsourcingadvisors.ro/wp-content/uploads/2018/10/KPMG-Romania-as-the-

 destination-for-SSCs-and-BPO.pdf.
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excellent opportunity for SMEs to overcome size and capacity gaps, save money, 
and make them more profi table. Obviously, there may be different motivations for 
outsourcing (Mohiuddin and Su, 2013), but, in any case, SMEs can focus on their 
core competences and improve their overall competitiveness.

We analysed the factors infl uencing outsourcing for Romanian SMEs based on 
a national representative survey analysis from 2018, which contains 374 fi rms. In 
the survey, the presence of outsourcing agreements for enterprises becomes the 
dependent variable in our estimations, while the set of exogenous variables are 
grouped as follows.

The fi rst group of factors, the SMEs’ organizational characteristics, are the age 
of the fi rms, the number of employees, the turnover, the number of secondary 
offi ces, and the existence of a written strategy.

Firm size is decisive for outsourcing behaviour, as Bennett and Robson (1999) 
demonstrated. Smaller fi rms are more likely to adopt outsourcing solutions, as Görg 
and Hanley (2004) suggest. Belso-Martínez (2010) states that fi rm size is defi ned 
by the number of employees, which is an important factor in outsourcing. In the 
study of Knudsen and Servais (2007), the number of employees and turnover are 
included in SMEs’ internationalization purchasing behaviour analysis.

Arbaugh (2003) examined whether there is a link between outsourcing practices, 
the existing strategy, and company size. He concluded that outsourcing choices 
and preferences can be greatly infl uenced by company size. The study suggests that 
outsourcing practices apply to the best-performing SMEs, thus allowing businesses 
to focus on their core activities.

Other studies have already examined the relationship between outsourcing and 
the existing strategy. What is particularly important is the driving force behind 
outsourcing in the existing strategy. The outsourcing goals formulated in the 
strategy can be of three types: cost reduction, focusing on core competencies, or 
growth (Brewer et al., 2013). According to them, outsourcing is an activity where 
managers can follow several strategies at the same time. Companies that have 
more outsourcing strategies can achieve greater cost savings than those which 
follow just one strategy. However, no matter what strategy they follow, there is 
usually a positive relationship between outsourcing and performance.

The existence of a written strategy was investigated using a four-scale question 
from “We do not have an elaborated strategy” up to “The company’s activity is 
based on an elaborated strategy”.

The environmental characteristics of outsourcing in our database represent the 
sector membership variable. A number of studies on outsourcing have tried to 
understand and explain the various factors that infl uence these activities, including 
the motivations and the risks. Outsourcing generally changes the structure of the 
sectors, enabling other companies to enter. This way, outsourcing companies in 
the sector allow other players in the sector to focus on their core business. In 
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sectors where outsourcing becomes the norm, fi nancial performance may improve 
(Harland et al., 2005).

Relational capabilities are described by two variables: the number of suppliers 
and the proportion of long-term contracts. In our database, the number of suppliers 
related to the main activity was examined using a four-scale division: “1. More than 
80% of purchases come from a single supplier, 2. We regularly have transactions 
with 5–20 suppliers, 3. We have 21 to 100 suppliers on a regular basis, 4.” We have 
more than 100 suppliers. The proportion of long-term contracts with suppliers 
(over one year) from the total number of contracts with suppliers was analysed 
using a fi ve-scale question regarding the percentage.

The institutional networks were investigated based on two variables: stable 
relationships with local institutions and the importance of cooperation with the 
state, the importance of which was measured using ten-scale questions in the 
questionnaire. Belso-Martínez (2010) suggested that institutional networks and 
supplier networks are important factors determining SMEs’ outsourcing activities.

4. Factors Infl uencing Outsourcing

The organizational, environmental, and relational capabilities, the institutional 
network characteristics of outsourcing for the Romanian SMEs were described by 
the set of variables, whose statistics are presented below. One of the organizational 
characteristics as factors infl uencing outsourcing among Romanian SMEs, based 
on our national representative survey analysis from 2018, is the age of the fi rms. 
The average is 15.97 years, and the oldest fi rms have 27 years in the business, but 
regarding outsourcing we observed a decreasing tendency to adopt outsourcing, as 
the years pass. Particularly those fi rms that are older than 19 years tend to adopt 
outsourcing solutions in a lower proportion (see Table 1).

The size of fi rms is described by the number of employees and turnover, and 
a slight increase can be observed in outsourcing in the case of SMEs with more 
employees and higher turnover (see Table 1). The fi rms with more (SO) secondary 
offi ces do not appear to have more outsourcing partners compared to those with one 
to three offi ces. Those SMEs who have a clear and written business strategy seem 
to adopt outsourcing in a greater proportion (see Table 1).

The environmental characteristics of outsourcing in our database refer to 
sector membership. Outsourcing achieved higher proportions in industry and 
construction sectors than in others, while the lowest level of outsourcing was 
registered in agriculture, followed by services (see Table 2).

The relational capabilities were measured by the number of suppliers (NS) and 
the proportion of long-term contracts (PC). SMEs adopted outsourcing solutions in 
higher proportion where the number of suppliers was between 5 and 100 and the 
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proportion of long-term contracts was between 40% and 80% of the total contracts 
with suppliers (see Table 2).

The institutional networks dimension of SMEs included stable relationships 
with local institutions (LI) and the importance of cooperation with the state (CS). 
Both variables suggest that those SMEs opt for outsourcing solutions which have 
stable institutional networks and evaluate the importance of this (see Table 2).

Table 1.  The organizational characteristics as factors of outsourcing 
among Romanian SMEs

Age 1–3 4–6 7–9 10–12 13–15 16–18 19–21 22–24 25–27 Mean Std. Dev.

No 0 3.13 4.17 4.35 6.45 2.63 21.88 11.11 10.2

Yes 100 96.88 95.83 95.65 93.55 97.37 78.13 88.89 89.8

Total 5.08 8.29 6.15 11.76 15.51 9.89 6.68 17.11 11.76 15.97059 7.218289

Empl. 10–37 38–64 65–91 92–
118

119–
145

146–
172

173–
199

200–
226

227–
250

Mean Std. Dev.

No 8.53 6.56 6.25 0 0 20 0 0 0

Yes 91.47 93.44 93.75 100 100 80 100 100 100

Total 68.98 16.31 4.28 3.21 1.07 2.67 1.34 1.07 1.07 40.52941 45.29342

Turn-
over

1 2 3 4 5 6 Mean Std. Dev.

No 7.55 8.33 11.1 0 25 0

Yes 92.4 91.7 88.9 100 75 100

Total 88.5 6.42 2.41 1.34 1.07 0.27 2904427 5284709

SO 0 1–5 6–10 11–20 More 
t. 20 

Mean Std. Dev.

No 6.74 8.06 8.33 0 50

Yes 93.3 91.9 91.7 100 50

Total 23.9 66.5 6.43 2.68 0.54 2.55496 5.1421

Strat-
egy

1. 2. 3. 4. Mean Std. Dev.

No 11.54 8.91 6.87 5.56

Yes 88.46 91.09 93.13 94.44

Total 13.9 27.01 35.03 24.06 2.692513 .9873721

Source: own calculations based on a national representative survey in Romania, 2018
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In the following, we focus on the relationship analysis between the variables 
included in the database using Spearman’s correlation and then on the identifi cation 
of the signifi cant factors of outsourcing using logistic regression.

5. Results and Discussion

We calculated Spearman’s correlation relationship between the variables included 
in the model. The most important Spearman’s correlation results are as follows:

–  between the outsourcing and the age of fi rms (Age) is -0.1319,
–  between the outsourcing and sector membership (Sector) is -0.1154,
–  between the number of employees (Empl) and Turnover is 0.4719,
–  between the Turnover and the number of secondary offi ces (SO) is 0.2261, and
–  between the relationship with local institutions (LI) and cooperation with the 

state (CS) is 0.3293 (see Table 3).

Table 3. Spearman’s correlations among the variables

Outsrc Age Empl Turn-
over

SO Stra-
tegy

Sector NS PC LI CS

Outsrc 1.0000 

Age -0.1319 1.0000 

Sig. 0.0108 

Empl 0.0450 0.1514  1.0000 

Sig. 0.3863 0.0034 

Turn-
over

-0.0216  0.0814  0.4719   1.0000 

Sig. 0.6770 0.1167  0.0000 

SO -0.0569 0.1763 0.2536   0.2261  1.0000 

Sig. 0.2731 0.0006  0.0000  0.0000 

Strategy 0.0699 0.0142 0.1312  0.0953 0.0781  1.0000 

Sig. 0.1781 0.7851 0.0112  0.0661 0.1323 

Sector -0.1154 -0.1171  -0.1352  -0.1229 -0.0337  0.0212  1.0000 

Sig. 0.0259 0.0237 0.0089   0.0175  0.5170  0.6833 

NS 0.0885 0.0715  0.0818   0.0875 0.0414  0.0664 -0.0615 1.0000 

Sig. 0.0877 0.1681 0.1149   0.0916   0.4256  0.2004 0.2363 

PC -0.1048 0.0789 -0.0481   0.0178  0.0103  
-0.0251

-0.0146  0.0634  1.0000 

Sig. 0.0432  0.1284 0.3541  0.7321 0.8428  0.6289 0.7781  0.2219 

LI 0.0489 0.0854 0.0720   0.0938 0.0694  0.0489  -0.0867  0.0567 0.0894  1.0000 
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Outsrc Age Empl Turn-
over

SO Stra-
tegy

Sector NS PC LI CS

Sig. 0.3459 0.0995 0.1653  0.0703 0.1814  0.3466  0.0943  0.2747  0.0848 

CS 0.1097   0.0771   0.1230   0.0339 -0.0077  
-0.0705  

-0.1429  -0.0231  0.0394  0.3293  1.0000 

Sig. 0.0343  0.1373 0.0175   0.5141  0.8823  0.1741 0.0057  0.6565 0.4476  0.0000 

Source: own calculations based on a national representative survey in Romania, 2018

The logistic regression estimation of the Romanian SMEs’ outsourcing provides 
an identifi cation tool for indicators which increase or decrease the probability of 
this process (see Table 4).

Table 4. Logistic regression analysis on the factors infl uencing outsourcing

        Number of obs            =          373

  Wald chi2(10)   =     116.99

Log likelihood = -79.477049           Prob> chi2     =   0.0000  

Outsrc Coef. Std. Err. z P>|z|

Age -.2594394 .0941699 -2.76 0.006

Empl .2896764 .2115458 1.37 0.171

Turnover -.3523267 .2389263 -1.47 0.140

SO -.0592103 .0270993 -2.18 0.029

Strategy .4033186 .209649 1.92 0.054

Sector -.3169632 .1380904 -2.30 0.022

NS .5779818 .3129864 1.85 0.065

PC .0032859 .0085957 -0.38 0.702

LI .4782675 .1135238 4.21 0.000

CS -.0424659 .0094775 4.48 0.000

Source: own calculations based on a national representative survey in Romania, 2018

The logistic regression model estimation results indicate the negative signifi cant 
infl uence of the age of fi rms (Age) at 1%, of the number of secondary offi ces (SO) 
at 5%, and of the sector membership (Sector) at 5% on outsourcing. While the 
relationship with local institutions (LI) and the cooperation with the state (CS) 
have positive signifi cant infl uence on outsourcing at 1% (see Table 4.), from an 
organizational perspective, results suggest that in the case of Romanian SMEs the 
number of employees (Empl), turnover (Turnover), and the presence of a written 
strategy do not have a signifi cant effect on outsourcing. The SMEs’ relational 
capabilities indicators, the number of suppliers (NS), and the proportion of long-
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term contracts (PC) do not have a signifi cant infl uence on outsourcing decisions 
either (see Table 4).

The sector membership of SMEs has a signifi cant infl uence on outsourcing 
decisions (see Table 4), and the results are in line with Harland et al. (2005).

The importance of institutional networks, as Belso-Martínez (2010) also proved, 
has a signifi cant effect on outsourcing (see Table 4).

6. Conclusions

Using a national representative survey database from Romania (2018), containing 374 
fi rms, we analysed the main factors infl uencing the Romanian SMEs’ outsourcing, 
focusing on the organizational and environmental characteristics of fi rms and on 
their relational capabilities and institutional networks. The presence of outsourcing 
solutions in fi rms was the dependent variable in our database, which contained ten 
exogenous variables. Our results indicate that the age of fi rms, the secondary offi ces, 
sector membership, the presence of stable relationships with local institutions, 
and the importance of the cooperation with the state have a signifi cant effect on 
Romanian SMEs’ outsourcing.

Among the organizational characteristics, the SMEs’ number of employees and 
turnover, i.e. the variables which were stated to have a signifi cant infl uence on 
outsourcing in the literature (Bennett and Robson, 1999; Görg and Hanley, 2004; 
Knudsen and Servais, 2007; Belso-Martínez, 2010), proved to be unacceptable 
factors in the case of Romanian SMEs, while the age of companies and the number of 
secondary offi ces resulted to have negative signifi cant infl uence. Secondly, regarding 
the environment, our results are in line with the fi ndings of Harland et al. (2005) – 
namely the sector membership. The sectors with the highest outsourcing in 2018 
were construction, industry, and hotels and restaurants. Although we assumed 
that SMEs with higher relational capabilities are more likely to adopt outsourcing 
solutions, the two variables describing this dimension – namely, the number of 
suppliers and the proportion of long-term contracts – turn out not to be signifi cant.

Our results are in line with Belso-Martínez (2010) regarding the importance of 
institutional networks in outsourcing. An important result in the case of Romanian 
SMEs is that local institutions and state cooperation proved to be those institutional 
network factors that have a signifi cant infl uence on outsourcing. Those SMEs 
who have a stable relationship with local institutions are more likely to adopt 
outsourcing solutions. Our results suggest that in the case of SMEs the high degree 
of embedding, which is represented by cooperation with local institutions and the 
state, it is likely to weaken the international competitiveness of these in the long 
run, all the more so because none of the variables describing relational capabilities 
became signifi cant in the result.
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Abstract: Corruption has a major impact on growth in low-income economies, 
while ease of doing business has a major impact on growth in developed 
countries. The study empirically examines the effect of corruption on ease 
of doing business. The study analyses unbalanced panel data of corruption 
rank, corruption score, control of corruption, and infl ation, together with 
other economic and fi nancial institutional factors and ease of doing business 
score for the period of 2004–2017. Results indicate that: corruption rank, 
infl ation, and import have negative and signifi cant effect on ease of doing 
business; corruption score, control of corruption, lending rate spread, and 
education (skill level) have positive and signifi cant effect on ease of doing 
business; gross capital formation and population have insignifi cant negative 
effect on ease of doing business; export and gross domestic product have 
insignifi cant positive effect on ease of doing business. The random effect 
model is a consistent and most effi cient model, indicating common mean 
value for ease of doing business for the dataset. The study recommends 
improved corruption scores, control of corruption, and ranks to encourage 
ease of doing business through monetary policy and infrastructural facilities.
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1. Introduction

Ease of doing business often has major impact on growth in developed countries, 
while corruption often has major impact on growth in low-income economies 
(Sunkanmi and Isola, 2014; Mongay and Filipescu, 2012). The National Bureau of 
Statistics (2017) reports that nearly one-third of Nigerians paid or were requested to 
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pay a bribe when they had contact with public offi cials between June 2015 and May 
2016. Anoruo and Braha, (2005) identify two views on the impact of corruption: 
the fi rst one is that corruption is benefi cial (aids the process of project approval 
effi ciently), and the second one is that corruption is detrimental (increases the 
cost of business, induces uncertainty) to the economy. Therefore, corruption in 
low-income economies has attracted substantial attention among practitioners and 
academia as a result of its implication on economies.

Empirical investigation and analysis of corruption and ease of doing business 
are done independently, but there exist few studies on the effect of corruption on 
ease of doing business. Bribery as an indicator of corruption leads to infrastructural 
defi ciency (Kenny, 2009); the analysis of corruption effects on investment growth 
indicates inconsistent fi ndings across regions (Asiedu and Freeman, 2009). Ali and 
Isse (2003) opined that identifying the determinants of corruption will assist in 
the formulation of policies to reduce and check the negative effects of corruption. 
In the presence of laws and policies that make it extremely diffi cult for corrupt 
practices, in order to carry out international business, citizens resort to the “black 
market” to evade the legal system and transact business (Mongay and Filipescu, 
2012). Thus, literature requires the assessment of the effects of corruption on ease 
of doing business in order not to promote the practice of corruption and not to 
make doing business more diffi cult for corporations.

Ease of doing business rankings attract high foreign direct investments 
(Jayasuriya, 2011), but Corcoran and Gillanders (2014) provide evidence that 
this effect is determined by the trading across border component of the ease of 
doing business. According to the Corruption Perception Index (CPI) report of 
Transparency International (TI) in 2016, the West African average corruption 
score was 31.7, marginally higher than the average sub-Saharan African average 
corruption score of 31. The West African average corruption score includes Cape 
Verde, which was the second best-rated African country, but thirteen West African 
countries were in the bottom half of the table and six were in the last quarter. 
Seven countries declined in the ranking compared to 2015 such as Mauritania and 
Ghana going down 30 and 16 places respectively. Corruption has always been at 
the heart of debates, campaigns, and elections in West Africa because it is a major 
problem in the sub-region. Therefore, since there is an agreement between West 
African states to facilitate and ease trading across the borders of member states, it 
is appropriate to examine corruption and ease of doing business in the sub-region.

Therefore, the objective of this study is to empirically examine the effect of 
corruption on ease of doing business. The existing arguments in the literature 
were taken into consideration, while data on corruption and ease of doing business 
were obtained from Transparency International and the World Bank Group for the 
sixteen (16) West African countries, which are: Benin, Burkina Faso, Cape Verde, 
Cote d’Ivoire, Gambia, Ghana, Guinea, Guinea Bissau, Liberia, Mali, Mauritania, 
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Niger, Nigeria, Senegal, Sierra-Leone, and Togo. Mauritania is not a member of the 
Economic Community of West African States (ECOWAS) as the country withdrew 
her membership in 2000, but an Economic Partnership Agreement (EPA) signed 
with the European Union (EU) and fl agged off in 2004 included Mauritania in 
the agreement, which was to establish a free trade area between Europe and West 
Africa (ECOWAS + Mauritania) in accordance with Article XXIV of the General 
Agreement on Tariffs and Trade (GATT).

Although studies have been conducted on the two main variables of this paper 
inclusive of other variables, this study bridged the literature gap by being the fi rst 
to examine the impact of corruption in the presence of economic and fi nancial 
institutional factors. The ease of doing business by entrepreneurs and corporations 
is determined by how friendly and favourable is the business and the economic 
environment. The existence of economic uncertainty and unfriendly access to 
fi nancial resources in time of need will make doing business diffi cult and will in 
turn negatively affect the infl ow of investment.

The rest of this study covers the literature review in section two, developing 
and testing the data (methodology) in section three, and the interpretation and 
explanation of the result in section four. The implications of the result for theory 
and practice provide the background for the conclusion and recommendation in 
section fi ve.

2. Literature Review

Evaluation of the ease of doing business is essential for managers because it provides 
a yardstick for the measure of risks and set-up costs (Mongay and Filipescu, 2012). 
Availability of good institutions is an indicator of economic freedom; geography, 
market size, and labour costs are also determinants of the inward fl ow of foreign 
direct investment and its magnitude (Júlio, Pinheiro-Alves, and Tavares, 2013). 
The ease of doing business score, index, and ranking are provided by the World 
Bank for 264 countries for the year 2017. For instance, 119 economies of the world 
carried out 264 business reforms in 2017 in order to encourage investment, reduce 
unemployment, and increase competition. This amounts to 3,188 business reforms 
between 2003 and 2018 for ease of doing business for domestic small and medium 
enterprises around the world (World Bank, 2018).

The reform distribution shows that developing countries introduced 206 reforms 
(78% of the total reforms), sub-Saharan Africa achieved a second consecutive 
annual record with 38 reforms (14%), and South Asia introduced a record of 20 
reforms (8%). Improving access to credit and registration of business were the 
major focus of these reforms (38 reforms each), while 33 of the reforms focused 
on facilitating cross-border trade. Based on reforms undertaken, Nigeria was – for 
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the fi rst time in 2018 – among the fi rst 10 reformers including El Salvador, India, 
Malawi, Thailand, Brunei Darussalam (for a second consecutive year), Kosovo, 
Uzbekistan, Zambia, and Djibouti. 186 countries out of the 190 monitored by the 
World Bank introduced business reforms in the period of 2003–2018, with 626 
reforms targeted at easing requirements for starting a business.

There is a direct connection between corruption and the rent-seeking attitude 
of individuals in positions of administrative leadership or authority (Shleifer and 
Vishny, 1993; Jain, 2001; Hillman, 2013). When higher rents are connected with abuse 
of position of administrative leadership or authority, the total illegal disbursements 
and penalties associated with such abuse of power lead to corruption (Mongay and 
Filipescu, 2012). Mongay and Filipescu (2012) posited that the roles of the government 
as well as historical and geographical factors are the main elements that are important 
in the study of corruption. Corruption negatively affects cross-border investment 
and consequently reduces the volume of foreign direct investment in such regions 
(Smarzynska and Wei, 2002; Júlio, Pinheiro-Alves, and Tavares, 2013).

The size and scope of the government institutions and organizations to promote 
bribe incites and positively affects corruption (Calderon, Alvarez-Arce, and 
Mayoral, 2009; Doucouliagos and Ulubasoglu, 2008), while geographical factors can 
mitigate against corruption (Goel and Nelson, 2010). The absence or low level of 
corruption in developed countries encourages innovation, and the citizens becomes 
successful entrepreneurs, while developing countries experience growth through 
small business entrepreneurs as a result of the high level of corruption which 
discourages the establishment of big corporations (Mitchell and Campbell, 2009).

Theoretically, the rent-seeking theory was one of the various economic instruments 
that model corruption. Rent seeking as a theory was developed by Tullock (1967), 
who explained the effects of rent seeking and lobbying on public policy. Rent 
refers to the divisions of income such as profi t and wage. Similar studies, such 
as Smith (1981), Buchanan (1980), Krueger (1974), or Posner (1975), do not 
provide a comprehensive analytical framework for explaining the social costs 
of lobbying. Rent seeking has shown that lobbying activities using transfers of 
resources encourage the diversion of such resources away from win-win activities 
and towards zero profi ts or even losses, which lead to social costs. The existence 
of positive opportunity costs of the transfer elsewhere in the economy gives rise 
to the social costs with respect to engaging in win-win activities. The rent seeking 
theory does not denounce traditional profi t seeking or entrepreneurship in the 
competitive model. Profi t seeking is productive as it creates values, such as new 
products, allocation of resources for optimal uses, etc., while rent seeking is non-
productive as it extinguishes through wastage of valuable resources.

The low costs of rent seeking in relation to the gains is the clear paradox of 
Tullock (1967): rent seekers in need of favours do bribe administrators at a cost 
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lower than the value of the favour. Critics of the concept point out that, in practice, 
there may be diffi culties distinguishing between benefi cial profi t seeking and 
detrimental rent seeking. This is because the rent seeking theory is basically 
indifference towards corruption as a form of rent seeking (Lambsdorff, 2002).

There is a vast number of empirical studies on the effects of corruption on 
economic indicators such as economic growth, foreign direct investment, capital 
market, and ease of doing business (Anoruo and Braha, 2015; Omodero, 2019; 
Karama, 2014; Bonga and Mahuni, 2018; Mongay and Filipescu, 2012; Nageri, 
Nageri, and Amin, 2015; Bounoua and Matallah, 2014). Findings of the studies are 
inconclusive, and the debate on the impact of corruption still rages on. This study 
is a contribution to the debate in the literature from the West African perspective. 
Corruption constitutes an impediment for investment by companies from less 
corrupt countries in a corrupt country, while corruption is not an impediment 
to investment for multinational companies from corrupt countries in similarly 
corrupt countries (Wei, 2000; Wu, 2006).

The study of Nageri, Nageri, and Amin (2015) used vector error correction 
mechanism to examine the joint impact of corruption and capital market on 
economic growth; fi ndings suggest that there is short-run gain of corruption but 
a long-term pain. Omodero (2019) used multiple OLS regression to investigate 
the effect of corruption on foreign direct investment, and fi ndings suggest the 
need to establish a strong institutional and legal system to fi ght the prevailing 
negative impact of corruption. Quazi, Vemuri, and Soliman (2014) studied the 
impact of corruption on FDI in 53 African countries from 1995 to 2012 using the 
generalized method of moments and concluded that corruption hastened foreign 
direct investment infl ows in Africa.

Klapper, Laeven, and Rajan (2006) and Bruhn (2011) fi nd that reduced entry 
cost led to increase in registered local businesses in Mexico and a number of 
new fi rms, while higher entry cost led to reduction in total factor productivity 
(Barseghyan 2008). Corcoran and Gillanders (2014) found that openness, the size 
of the domestic market, trade costs, and gross domestic product are signifi cant 
determinants of FDI, while trading across borders as a component of ease of doing 
business is the most naturally attractive component.

Bonga and Mahuni (2018) assessed the impact of ease of doing business and 
corruption on the economic growth for Africa Free Trade Zones using panel data 
analysis and found that corruption and ease of doing business had signifi cant 
impact on the bloc’s growth, with prevailing individual differences of the 
countries. Gasanova, Medvedev, and Komotskiy (2017) investigated the impact 
of corruption on FDI infl ows, and their fi ndings suggest that the high level of 
corruption in the countries and unfavourable economic environment negatively 
affect FDI infl ows.
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3. Methodology

Multiple regression technique was used for this study, using the sample period of 
2004–2017. The data was acquired from the World Bank indicator and Transparency 
International for West African countries. The period was infl uenced by the fact 
that the data for ease of doing business were recorded from the year 2004 onwards, 
while the other explanatory variable data are available up to 2017 as at the time of 
conducting this research. The panel data analysis of the fi xed and random effect 
model was used to estimate the parameters, and the most effi cient model was 
selected after the unit root test was conducted on the data to avoid bogus result.

3.1 Model Specifi cation

The model used for this research, in its functional form, is expressed as:EDB=F(CR, COC, INF, LRS, EDU, GCF, IMP, EXP, GDP, POP) (3.1)EDB=F(CS, COC, INF, LRS, EDU, GCF, IMP, EXP, GDP, POP), (3.2)
where EDB is Ease of doing business score, CR is Corruption rank, CS is Corruption 
score, COC is Control of corruption, INF is Infl ation rate, LRS is Lending rate spread,  EDU is Education (skill level), GCF is Gross capital formation, IMP is Import, EXP 
is Export, GDP is Gross domestic product, and POP is Population.

The econometric form is written as:

 (3.3)
 (3.4)

i = 1, 2, 3…….16 countries,  = 2004–2017,
where i is the ith country and t is the period for the variables defi ned above.

The employed quantitative tools of data analysis are the panel data unit root 
test, fi xed and random model, and the Hausman test to determine the most effi cient 
estimate between the fi xed and random effect models. Table 1 consists of the 
variables used in the study, the description of the variables, and the source of the 
data used as proxy for the variables.

  
 

    
( )
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Table 1. Description of variables

Variables Description Source

EDB Ease of Doing Business Score: the regulatory 
performance score of the indicators of ease of doing 
business in a country.
The score ranges from 0 (worst regulatory 
performance) to 100 (best regulatory performance).

WB: Doing 
Business

CR Corruption Rank: the least relative corruption 
position of a particular country among other 
countries evaluated during the period by the 
corruption perception index. The higher the rank, 
the higher the perceived corruption in the country.

TI: Corruption 
Perception Index

CS Corruption Score: the corruption perception index 
score of a particular country ranges from 0 (very 
corrupt) to 100 (very clean).

TI: Corruption 
Perception Index

COC Control of Corruption: the estimate of a country’s 
score of the aggregate indicator of private gain and 
interest acquired through public power and élites 
in forms of petty and grand corruption. It ranges 
from approximately -2.5 (bad practice of corruption 
control) to 2.5 (best practice of corruption control).

WB: Worldwide 
Governance 
Indicators

INF Infl ation: annual percentage change in the cost 
of the basket of goods and services to an average 
consumer at specifi ed interval, consumer prices 
(annual %).

WB: World 
Development 
Indicators

LRS Lending Rate Spread: it is the interest rate charged 
by banks on loans to private sector customers, 
deducting interest rate paid by commercial or 
similar banks for demand, time, or savings deposits 
(lending rate minus deposit rate, %).

WB: World 
Development 
Indicators

EDU Education: the expected years of schooling as a 
measure of skill level.

UNDP: Human 
Development 
Report

GCF Gross Capital Formation: the additional 
disbursements to the fi xed assets of the economy 
plus net changes in the level of inventories as a 
percentage of Gross Domestic Product (GDP).

WB: World 
Development 
Indicators
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Variables Description Source

IMP Imports of Goods and Services: the worth of goods 
and services received by a country from the rest of 
the world (minus employees’ compensation and 
investment income) as a percentage of GDP.

WB: World 
Development 
Indicators

EXP Exports of Goods and Services: the worth of all 
goods and services provided by a country to the 
rest of the world (minus investment income and 
employees’ compensation) as percentage of GDP.

WB: World 
Development 
Indicators

GDP Gross Domestic Product Growth: the yearly 
percentage growth of GDP at market prices based 
on constant local currency.

WB: World 
Development 
Indicators

POP Population Density: the half-year population 
divided by land area in square kilometres of a 
country (people per square metre kilometre of land 
area).

WB: World 
Development 
Indicators

Notes: WB: World Bank, TI: Transparency International, 
UNDP: United Nations Development Programme

4. Analysis and Presentation of Results

This section provides the results and the interpretation of the results conducted 
on the data. Results were presented in tabular forms and were followed by 
interpretation.

Table 2 reveals positive mean for all the variables except control of corruption 
and that the standard deviation of EDB, CS, COC, EXP, LRS, INF, EDU, GCF, and 
GDP are low while that of CR, IMP, and POP are high. The Jarque-Bera statistics, 
which combines skewness and kurtosis as asymptotic normality of the variables, 
indicates a p-value of less than 5% except for EDU.

Table 3 shows the unit root test results for the variables used in the study. 
Results specify that all the variables except CS, LRS, EDU, and GDP have unit root 
at levels and, therefore, non-stationary with all the methods of unit root tests. The 
fi rst difference {I(1)} of all the variables indicates the absence of unit root with 
the p-value of the unit root methods (Levin, Lin, Chu, Im, Pesaran, and Chin, 
augmented Dickey–Fuller, and Philips Perron) less than 5%. This indicates that 
the data at fi rst order (fi rst difference) are suitable for regression analysis.
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Table 4. Panel fi xed effect and random effect models result for corruption rank

Panel Fixed Effect Model
Dependent Variable: D(EDB) 

Panel Random Effect Model
Dependent Variable: D(EDB)

Variable   Coeffi cient Prob. Variable Coeffi cient Prob.

C 1.074945 0.8950 C 36.35647 0.0000

D(CR) 0.003455 0.8914 D(CR) -0.043875 0.0279

D(COC) 2.159644 0.2021 D(COC) 4.005950 0.0019

D(INF) -0.167781 0.0865 D(INF) -0.226735 0.0159

D(LRS) 0.917610 0.0003 D(LRS) 0.619732 0.0000

D(EDU) 3.300663 0.0000 D(EDU) 2.268305 0.0000

D(GCF) -0.077801 0.1764 D(GCF) -0.066465 0.1650

D(IMP) -0.024431 0.6284 D(IMP) -0.088026 0.0175

D(EXP) 0.068965 0.1897 D(EXP) 0.027979 0.5073

D(GDP) 0.083660 0.1238 D(GDP) 0.058286 0.2455

D(POP) 0.169032 0.0017 D(POP) -0.011724 0.5393

Source: authors computation, 2019

The fi xed effect model results in Table 4 indicate that LRS, EDU, and POP have 
positive and signifi cant impact on EDB at 5%, while INF is negatively signifi cant 
at 10% level. CR, COC, EXP, and GDP are positive and insignifi cant, while GCF 
and IMP have negative and insignifi cant effect on EDB. The random effect model 
indicates that CR, INF, and IMP have signifi cant negative impact on EDB, while 
COC, LRS, and EDU have signifi cant positive impact on EDB. GCF and POP are 
negative and insignifi cant to EDB, but EXP and GDP are positive and insignifi cant 
to EDB.

Table 5. Hausman test results for corruption rank

Dependent Variable: D(EDB)
Independent Variables:  D(CR), D(INF), D(LSR), D(EDU), D(GCF), D(IMP), D(EXP), 

D(GDP), D(POP)
Test Summary    Chi-Sq. Stat.    Prob.

Cross-section random     8.629869   0.5676

Source: authors’ computation, 2019

Table 5 shows the Hausman test results aiming to reveal the more effi cient 
and consistent estimator between the fi xed effect model and the random effect 
model for the corruption rank models. Results indicate that the null hypothesis 
(the random effect model is appropriate) cannot be rejected, as shown by the fact 
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that the p-Value of 0.5676 is more than 5%. This means that the random effect 
estimator is the consistent and most effi cient model. This indicates that there is a 
common mean value for the intercept (EDB); in other words, there is a common 
mean value for EDB in West African countries.

Table 6. Panel fi xed effect and random effect model results for corruption score

Panel Fixed Effect Model
Dependent Variable: D(EDB) 

Panel Random Effect Model
Dependent Variable: D(EDB)

Variable Coeffi cient Prob. Variable Coeffi cient Prob.

C 5.128068 0.3933 C 27.69343 0.0000

D(CS) 0.131619 0.0952 D(CS) 0.309652 0.0000

D(COC) 2.259777 0.1749 D(COC) 3.113554 0.0121

D(INF) -0.145665 0.1251 D(INF) -0.200097 0.0286

D(LRS) 0.837552 0.0006 D(LRS) 0.592789 0.0000

D(EDU) 2.869481 0.0000 D(EDU) 1.733873 0.0001

D(GCF) -0.091323 0.1067 D(GCF) -0.075437 0.1094

D(IMP) -0.023064 0.6420 D(IMP) -0.090906 0.0126

D(EXP) 0.026293 0.6274 D(EXP) -0.017041 0.6889

D(GDP) 0.085281 0.1107 D(GDP) 0.067564 0.1717

D(POP) 0.140176 0.0104 D(POP) -0.013099 0.4832

Source: authors’ computation, 2019

Table 6 depicts the fi xed and the random effect model results for corruption 
score, indicating that LRS and EDU are positive and statistically signifi cant to EDB 
and GCF is negative and signifi cant at 10% to EDB. In the fi xed effect model, CS is 
positive and signifi cant at 10%, POP is positive and signifi cant at 5%, while COC 
is positive and insignifi cant to EDB. INF and IMP are negative and insignifi cant to 
EDB. INF and IMP are negatively insignifi cant to EDB. In the random effect model, 
CS and COC are positively signifi cant to EDB, while INF and IMP are negatively 
signifi cant to EDB. EXP and POP are negatively insignifi cant but GDP is positively 
insignifi cant to EDB.

This shows that increase in corruption score and control of corruption relative 
to other countries leads to increase in ease of doing business, meaning that 
the higher the corruption score and control of corruption (indicating reduced 
corruption practices), the better ease of doing business in West African countries.
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Table 7. Hausman test result for corruption score

Dependent Variable: D(EDB)
Independent Variables:  D(CS), D(INF), D(LSR), D(EDU), D(GCF), D(IMP), D(EXP), 

D(GDP), D(POP)
Test Summary    Chi-Sq. Stat.    Prob.

Cross-section random     7.433049   0.6840

Source: authors’ computation, 2019

Table 7 shows the Hausman test results aiming to reveal the more effi cient 
and consistent estimator between the fi xed effect model and the random effect 
model for the corruption score models. Results indicate that the null hypothesis 
(the random effect model is appropriate) cannot be rejected. This means that the 
random effect estimator is the consistent and more effi cient model. This indicates 
that there is a common mean value for the intercept (EDB); in other words, there 
is a common mean value for EDB in West African countries.

In summary, corruption rank has signifi cant negative effect on ease of doing 
business, while corruption score and control of corruption have a signifi cantly 
positive effect on ease of doing business. This simply means that the more countries 
are perceived to be corrupt among other countries, the less easy is to start businesses 
in such countries, while the higher the perception score and control of corruption a 
country has, the easier doing business in such countries. This fi nding is in tandem 
with the fi ndings of Mongay and Filipescu (2012), Nageri, Nageri, and Amin (2015), 
Bounoua and Matallah (2014), and Omodero (2019) but in disagreement with the 
fi ndings of Gutierrez (2015), Quazi et al. (2014), and Bayar and Alakbarov (2016).

5. Summary, Conclusions, and Recommendations

This article analyses the effects of corruption as well as the economic and fi nancial 
institutional factors on ease of doing business. It investigates the impact of 
corruption in the presence of gross domestic product, infl ation, lending rate spread, 
education (skill level), gross capital formation, import, export, and population in 
terms of promoting ease of doing business. West Africa was used as an illustration; 
the methodology can be applied to any specifi c country to achieve country-specifi c 
results. The dataset comprises the sixteen (16) West African countries, covering 
the period of 2004–2017 due to data availability.

Unbalanced panel data analysis was employed as a result of non-availability 
of some data in the datasets. Panel data unit root test was conducted, and the fi rst 
difference of the dataset was found to have no unit root and thus was used for 
the analysis. The fi xed effect and random effect models were estimated, and the 
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most effi cient model was found to be the random effect model using the Hausman 
test. Results indicate that the dataset has a common mean, and thus results are is 
applicable to the countries in the dataset.

Results indicate that corruption rank, infl ation, and import have negative 
and signifi cant effect on ease of doing business, while population, gross capital 
formation, and export have negative but insignifi cant effect on ease of doing 
business. Secondly, corruption score, control of corruption, lending rate spread, 
and education (skill level) all have positive and signifi cant effect on ease of doing 
business, while export and gross domestic product have negative and insignifi cant 
effect on ease of doing business.

The study concludes that perceived bad corruption rank negatively affects 
ease of doing business, but corruption score and control of corruption positively 
affect ease of doing business in the presence of infl ation, education (skill level), 
gross domestic product, lending rate spread, export, import, population, and gross 
capital formation. Lending rate spread and education (skill level) positively and 
signifi cantly affect ease of doing business, while infl ation and import negatively 
and signifi cantly affect ease of doing business. Export and gross domestic product 
are positive but insignifi cant, while population and gross capital formation are 
negative and insignifi cant; however, this does not imply that no action needs 
to be taken but urges the formulation of policies to discourage corruption, high 
infl ation, and importation and encourages increase in local production through 
gross domestic product, control of population, and gross capital formation in order 
to positively stimulate exportation and start-up businesses.

The study recommends that countries need to improve their corruption scores 
to reduce their ranking in the list of countries through control of corruption in 
order to encourage ease of doing business. Policy in ECOWAS countries must be 
effective to reduce importation and infl ation, while gross domestic product should 
be encouraged through improved infrastructural facilities, such as investment in 
power supply or improved road networks, in order to encourage the establishment of 
new businesses. Despite the insignifi cantly positive and negative impact of export, 
gross capital formation, and population, they should not be left unaddressed. 
Hence, gross capital formation should be encouraged to ease doing business and 
production of excess to encourage exportation, while population growth should 
be controlled.

The study demonstrates the joint impact of corruption score, corruption rank, 
and control of corruption with economic and fi nancial institutional factors as 
a means to promote ease of doing business, and it uses a methodology that, for a 
given country, recommends several possible economic and fi nancial institutional 
reforms regarding their impact on ease of doing business.
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Abstract. Considering the positive relationship between ownership and 
fi rm performance in the corporate fi nance literature, the paper aims to 
investigate the effect of ownership structure on the risk associated with the 
fi rm. Portfolio theories state that an investment with a high return is expected 
to be associated with high risk; so, it can be argued that ownership should 
have a positive relation with risk too. However, another explanation is that 
since large shareholders, such as promoters and fi nancial institutions, have 
a signifi cant stake in fi rms, in developing countries like India they will avoid 
excess risk taking, and so there should be a negative relationship between 
ownership and risk associated with fi rms. Analysing Nifty-500 companies for 
the period of 2006/07–2015/16, the study has found that Indian blockholders 
are in general risk-averse. Results also suggest that profi tability and growth 
opportunities have negative effects on risk, which again establishes the 
positive association between ownership structure and profi tability.
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1. Introduction

According to Ghysels et al. (2005), risk-return trade-off is so fundamental in 
fi nancial economics that it can be described as the “fi rst fundamental law of 
fi nance”. This means that a great performance implies great risk. Although it is 
prominently used in portfolio analysis, this trade-off can be applied to projects 
and businesses too, and a fi rm is a combination of many projects and businesses. 
Another major theory in corporate fi nance, the agency theory, underlines the 
issues related to the separation of ownership and control in the businesses. There 
is substantial literature that discusses the relationship between ownership and 
fi rm value, defi ning ownership in numerous ways. The fi ndings may not be very 
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conclusive but generally support the idea that family ownership has a positive 
effect on fi rm value, while studies on institutional and managerial ownership 
have presented varied results. We argue that different categories of shareholders 
have varied goals, and they act and make decisions accordingly, which defi nes 
the prospects of the fi rm. Since in countries like India promoters and other 
blockholders are central in decision making, their acts are key to risk and the 
profi t earned by a business. The paper intends to examine the effect of ownership 
variables – promoters and institutions – on the market risk associated with Indian 
fi rms by using the data of Nifty-500 companies.

The rest of the paper is organized as follows: Section 2 reviews the literature 
related to ownership and fi rm performance as well as ownership and risk and 
outlines the testable hypotheses. Section 3 explains the sample and methodology, 
Section 4 exhibits the empirical results, and Section 5 concludes.

2. Literature Review

Ownership and Firm Performance

Berle and Means (1932) are of the view that managers may behave irresponsibly 
and will enjoy free-ridership as shareholders will be diffused and lack incentives 
to control and monitor them. They may follow the path that will maximize their 
own benefi ts instead of welfare and the wealth maximization of the shareholders. 
Based on this idea, many authors strive to understand why managers behave in a 
particular way and how their goals could be aligned to that of the shareholders. 
In this endeavour, a stream in fi nance divided fi rms into owner-controlled fi rms and 
manager-controlled fi rms, and found that manager-controlled fi rms used to create 
less profi t than owner-controlled fi rms. They have reasoned that since managers 
have less opportunity and less incentive to take risks, they do not try to maximize 
profi t but to create a consistent growth story. In 1976, Jensen and Meckling suggested 
some measures to align managerial goals to those of shareholders. One of those 
methods is the allotment of shares to managers so that their interests could be 
aligned to that of other shareholders. However, at an initial stage, such research 
studies were generally confi ned to the USA only, where large corporations were 
evolving very swiftly. When such research studies were carried out around the 
world, it was found that the presence of blockholders and concentrated ownership 
is more common around the world.

In general, blockholders such as families, fi nancial institutions, and governments, 
are present in fi rms’ shareholding with controlling power. So, the focus shifted 
to how these blockholders affect the operation and performance of a fi rm. As far 
as family ownership is concerned, Anderson and Reeb (2003) found that it is 
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prevalent and substantial and that family fi rms are better than non-family fi rms 
when measured through profi tability. Villalonga and Amit (2004) observed that 
the value of a fi rm is higher if the founder serves as CEO, but it is lower where 
the descendants serve as CEO. Further, in 2010, they found that founding families 
are more likely to retain control when they give the fi rm a competitive advantage, 
while an “outsider” or non-founding family will retain control when it has some 
private benefi ts of that control. Maury (2006) presented the evidence that family-
controlled fi rms perform better than fi rms controlled by non-family owners in the 
case of Western European fi rms and is of the view that this could be due to lower 
agency costs. For Japanese fi rms, Saito (2008) found that when fi rms are run by the 
founders they used to trade at a premium, but when they are run by descendants 
the results are mixed. As far as Indian fi rms are concerned, Khanna and Palepu 
(2000b) found that well-diversifi ed business groups, which are in general owned 
by families, perform better than any other group of fi rms in the economy.

In the case of institutional shareholding, McConnell and Servaes (1990) 
presented a signifi cant positive relation between Tobin’s Q and the shares owned 
by institutional investors for US fi rms. For Japanese fi rms, the relation between 
the main bank and fi rm value has been found negative and non-linear by Morck 
et al. (2000). In his study on emerging countries, Lins (2003) found that a larger 
non-management blockholder’s presence is positively related to Tobin’s Q, and they 
also control the management to be entrenched and reduce their negative impact on 
the fi rm’s value. Based on these studies, it can be inferred that the behaviour and 
motivation of blockholders are very specifi c, and they have considerable bearing 
on the value and performance of the fi rms.

Risk

Risk is the unpredictability about future returns and profi tability. It helps investors 
decide whether to invest in a business or not. There are several ways by which 
unpredictability could be measured. Variations in profi tability are one of those 
measures which have been used by Cheng (2008) and Kakani et al. (2001). McEachern 
(1976) used CAPM beta as their measure of risk. Many authors have applied 
methods using equity and market returns to calculate systematic and idiosyncratic 
risk. Amihud et al. (1983) calculated systematic risk as the coeffi cient of equity 
return on market return and variance of error term as the unique risk of the fi rm. 
Nguyen (2011) used the Fama and French three-factor model to calculate systematic 
risk, the standard deviation of the fi rm’s monthly stock return to calculate total 
risk, and standard deviation of the residuals to measure the fi rm-specifi c risk. Chen 
et al. (1998) measured total risk as to the standard deviation of the daily returns 
on the company’s stock, while unsystematic risk was measured as the standard 
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deviation of the residual error term. Similarly, Low (2006) used the variance of 
daily equity return as a measure of risk. Reliable earning is crucial for the overall 
performance of the fi rm, and unsteady earnings refl ect themselves through capital 
market operations and specify the risk associated with the performance of a fi rm. 
On this ground, the study tried to present the possible link between ownership 
and market risk.

The Relation between Ownership and Risk

In general, managerial literature on this topic categorizes fi rms into two groups 
– on the basis of an arbitrarily chosen cut-off point: fi rms controlled by owner-
managers and manager-controlled fi rms. Monsen and Downs (1965) have a viewpoint 
that top managers of large fi rms do not intend to maximize profi t but try to realize 
a steady growth of earnings along with steadily rising stock prices and as a result 
attain less variability of profi ts. This could be probably one of the reasons for a 
slower growth than if they sought to maximize profi ts. McEachern (1976), too, 
found that there is more market-related risk in the owner-managed fi rms. Stano 
(1976) has a different view, according to which, since management-controlled 
fi rms are more leveraged and the rate of return is highly volatile, growth rate is 
low and performance is poor. Amihud and Lev (1981) have pointed out that fi rms 
with managerial control are more inclined to indulge in diversifying mergers 
to reduce the risk related to their fi nancial assets as well as the risk of their 
income from their job with the company. All these studies are based on agency 
theory, which is based on the notion that managers follow different goals than 
shareholders’ wealth maximization. However, in the case of India, fi rms are run 
by owner-managers, and they have in general decisive control over fi rms, while 
it has been argued in the literature that in developing countries like India the 
problem is not to control the free-ridership of managers but to align the interests 
of the majority and minority shareholders (J. R. Varma, 1997).

In recent literature, Nguyen (2011) has found a positive relationship between 
family ownership and a fi rm’s idiosyncratic risk, while bank ownership is negatively 
related. He argues that banks are risk-averse, and they choose less risky projects 
over risky projects with higher returns, while family fi rms appeared to be 
managed with the aim of handing it over to the next generation. Accordingly, 
they may be able to take on high-value-creating projects due to their longer time 
horizon. Cheng (2008) has found that board size and corporate performance are 
negatively related and argues that larger boards make many compromises before 
reaching a consensus, which results in less extreme decisions and less extreme 
performances. Jiraporn et al. (2015) argue that effective governance imposes 
stricter norms on managers; therefore, decisions are relatively balanced and less 
extreme, and there is less variability in corporate performance. They have shown 
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that board, ownership, and compensation are signifi cantly negatively related 
to risk. The fi rm-level analysis of companies in the United States by John et al. 
(2008) reveals that bank fi nancing and unionization are both negatively related 
with corporate risk taking.

Results on the relationship between ownership and risk are rather inconclusive. 
Since, in general, authors outlined a positive link between family ownership and 
fi rm value (Khanna and Palepu, 2000b; Anderson and Reeb, 2003; Villalonga and 
Amit, 2004; Maury, 2006; Saito, 2008), it is hypothesized that family fi rms can 
take more risks. In most of the companies in India, promoters have a majority 
stake; we hypothesize a positive relationship between promoters’ shareholding 
and risk.

Hypothesis 1: Promoters’ ownership is positively related to the fi rm’s risk.
Institutional shareholders have exhibited a mixed relationship with fi rm 

performance. They are classifi ed into different categories by authors, so a direct 
comparison between the results is a tricky task; however, evidence from India is 
presented here. Khanna and Palepu (2000a) observed a negative effect of domestic 
fi nancial institutions (DFIs) on fi rm performance (PQ ratio) in India, while foreign 
institutional investors are found to affect fi rm performance signifi cantly and 
positively. Through a comprehensive analysis of domestic fi nancial institutions, 
Amiya Sahu (2015) observed that DFIs are not good monitors. Kakani et al. (2001) 
presented the evidence of the signifi cant negative impact of domestic institutional 
investors and shares owned by retail investors on fi rm performance and found 
a positive, although insignifi cant, relation with risk for Indian fi rms. John et al. 
(2008) and Nguyen (2011) have shown a negative relation between fi rm risk and 
the presence of bank fi nance for the US and Japan. Based on the literature, we 
hypothesize a negative relation between institutions’ shareholding and risk for 
Indian fi rms because fi nancial institutions are major debt providers to businesses 
too, and that prevents them from getting involved in risky projects.

Hypothesis 2: Institutional shareholders are negatively related to the fi rm’s risk.

3. Research Methodology

Sample and Data Sources

The sample of this analysis comprises fi rms listed in NSE India. Nifty-500 was 
taken as the sample for the study, representing around 94% of the total market 
capitalization of all listed fi rms in NSE. To increase the sample size, all fi rms which 
were part of NSE 500 during the period of analysis, that is, 2006/07–2015/16, were 
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also included in the sample. Since government fi rms are assumed to pursue other 
goals than profi t maximization, they have been excluded from the analysis. 
Gupta (2005) and Boubakri et al. (2018) also pointed out that state-owned fi rms 
did not have a strong incentive to maximize effi ciency, which a private owner 
will pursue with dedication. Thomsen and Pedersen (1996) argued that high 
government ownership refl ects high government interventions. In the case 
of India, for example, one of the major goals of the Indian government is to 
reduce social and economic discrimination, and for that purpose government 
organizations are obliged to provide reservation in recruitment for marginal 
classes. Such policies are not mandatory for privately owned fi rms. Government 
fi rms get frequent bailouts from central agencies that are not available so easily 
for private companies. In these ways, government-owned fi rms are quite different 
from privately owned fi rms. Financial institutions have also been kept out from 
the analysis as their reporting pattern and asset structure are different from the 
rest of the fi rms. After eliminating instances that have missing data, the fi nal 
sample includes 3,868 observations, representing 485 fi rms from14 industries in 
which the manufacturing sector is prominent. All data for this study have been 
obtained from the CMIE database.

Variables of Interest

Performance Measure

The beta of the stock has been utilized as a measure of risk. It is one of the most 
famous techniques to measure the systematic risk associated with stock return, 
and in many ways it can be considered to be more meticulous than other risk 
measures like variability in accounting profi tability and equity returns, which 
are in general criticized for accounting manipulations and subjectivity (Jayesh 
Kumar, 2004; Hawawini et al., 2003). It is based on CAPM, which is a well-
recognized method to measure risk and follow a strict formula of calculation. 
One crucial point is raised by Demsetz and Lenn (1985) about the frequency of 
data availability. Equity returns data can be collected monthly and in recent 
times on a daily basis also, while accounting data could be available quarterly 
at the best. This point is purely statistical, but it is well-documented that a large 
sample is a solution to many issues related to estimation. Low (2006) has argued 
that the estimation of a fi rm’s risk is a critical issue because numerous factors 
on which the calculation of risk depends are those for which data is not readily 
available. CAPM beta has also a few serious issues, as, for instance, Ross (1976) 
stated that it is not only an effi cient portfolio’s return that determines stock return, 
but there are many other forces behind. However, it is also true that, in spite 
of all the controversy around it, it has been widely in use. Although the beta is 



45Ownership Structure and the Risk: Analysis of Indian Firms 

considered to be determined by the forces outside of the fi rm, it can be argued 
that the severity of such forces is felt more by frail fi rms. This way, a debt-ridden 
fi rm will be hit harder by the increase in interest rates than all-equity fi rms. To 
avoid accounting manipulations and subjective imputations, CAPM beta has 
been used in this analysis as a measure of risk.

Ownership Variables

SEBI (Securities and Exchange Board of India) has classifi ed shareholders broadly 
into two categories – promoters and promoters group and public shareholders. 
Public shareholders are further classifi ed into two categories: retail and institutional 
shareholders. Promoters and promoters group and institutional shareholders 
have been included in this study because they hold a larger portion of total 
shares, have knowledge of the business and the market, and are in the position 
to defi ne corporate policies, which in turn decide the risk and return of the fi rm. 
Promoters’ shareholding is measured through the percentage of total shares held 
by promoters, and institutional shareholding is measured by the percentage of 
total shares held by institutions.

Control Variables

Based on previous research, the study includes few control variables, which are 
expected to affect the measure of risk, beta. McEarchen (1976), Nguyen (2011), 
and Jiraporn (2015) considered size as a determinant of risk. In this study, size is 
measured through the natural logarithm of sales. It is likely to affect a fi rm’s 
risk because it can be argued that large-sized fi rms have greater ability to absorb 
economic volatility than smaller fi rms. Damodaran (2006: 51) discussed three 
determinants of Beta: industry of the fi rm; operating leverage, that is, fi xed 
assets to total assets ratio; fi nancial leverage, that is, debt-equity ratio. The 
same defi nitions of these variables have been adopted for this study. Similarly, 
Mandelker and Rhee (1984) have also found the degree of fi nancial leverage and 
operating leverage to be the major determinants of risk, which they measured 
through beta because these two magnify the intrinsic business risk. PBV ratio 
has been included in the analysis as a proxy of growth opportunities available 
to the fi rm. It is the ratio of market value of equity divided by book value of 
equity. ROA has been incorporated in the belief that changes in profi tability affect 
market sentiments and risks associated with the fi rm; it is ratio of net income 
to book value of total assets multiplied with hundred. To control for industry 
effect, industry dummies based on the NIC (National Industrial Classifi cation) 
classifi cation of industries have been included in the model. Similarly to control 
for macroeconomic effects, time dummies have also been included in the model.
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The Empirical Model

The panel data model is as follows:

Risk =   β0 + β1*Promotersit + β2*Institutionsit + β3*Sizeit+ β4*OLit + β5*FLit  (1)
+ β6*PBVit+ β7*ROAit+  β8*Industry dummyl+ β9

*Time dummyl ,

where risk is measured by beta for the period of 2006/07–2015/16, “promoters” 
represents the promoters’ shareholding in the fi rm, “institutions” is the shareholding 
by institutions, “Size” is the natural logarithm of total sales, “OL” is operating 
leverage, “FL” is fi nancial leverage, “PBV” is price to book value ratio, “ROA” is 
return on assets, “Industry dummy” is the dummy of each industry, and “Time 
Dummy” is the dummy allotted to each year from 2006-07 to 2015-16.

Table 1. Descriptive statistics 

Variables Count Mean Median Standard 
Deviation

Minimum Maximum

Ownership Variables

Promoters 3,868 53.03 53.51 16.10 0 93.15

Institutions 3,868 17.70 15.57 14.11 0 71.32

Control Variables

Size 3,868 8.51 8.74 2.26 -4.60 15.20

OL 3,868 0.29 0.28 0.17 5.97e-07 0.93

FL 3,868 1.71 0.64 13.25 0.01 437.91

PBV 3,868 3.14 1.61 8.21 0 265.06

ROA 3,868 5.54 4.76 8.48 -120.8 115.83

Industry 
dummy

14

Year 
dummy

10

Dependent Variable

Beta 3,868 1.06 1.04 0.38 0.09 2.9

Table 2 exhibits the descriptive statistics on ownership, control, and dependent 
variables. It is clearly visible that in India promoters are the dominant shareholders 
as the table indicates that mean promoters’ shareholding is as high as 53.03 in the 
largest 500 companies of the country. According to Khanna and Palepu (2005), 
concentrated ownership is an outcome of the institutional void, which is a key 
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feature of Third World countries. Although the government has mandated all 
the listed companies to reduce their promoters holding up to a maximum of 
75%, there are few companies having greater promoters’ ownership. Institutional 
shareholding here includes all institutions comprising banks, mutual funds, 
insurance companies, FIIs, etc. with the argument that all institutions are profi t-
oriented and are intensely cautious about their interests. Companies included in 
the analysis are quite distinct from one another, as company-specifi c information 
refl ects. Sales measured in log vary from 15.20 to -4.60 (0.01 Cr.) and ROA from 
115 .83 to -120.8. The case is similar for other variables including the dependent 
variable Beta.

Table 2. Test results for the OLS estimation

Tests 

Test of poolability (Breusch–Pagan LM test) 2 = 4988,    (2.2e-16 ***) DF = 1

Test for model selection (Hausman test) 2 = 155.28  (2.2e-16 ***) DF = 18

Test for cross-section dependence (Pesaran CD test) Z = 0.287     (0.7739)

Test for serial correlation (Breusch–Godfrey) 2 = 1025.1   (2.2e-16 ***) DF = 1

Testing for unit roots/stationarity (Dickey–Fuller test) D-F coef = -21.382  (0.01)

Test for heteroskedasticity (Breusch–Pagan test) BP = 471.84  (2.2e-16 ***) DF = 29

Note: the numbers in parentheses are p-values of t-statistics. *** indicates signifi cance at 0.1 percent 
level, ** indicates signifi cance at 1 percent level, * indicates 5 percent level, + indicates signifi cance 
at 10 percent level.

Tests Used for Data Consistency

First of all, OLS (Ordinary Least Squares) estimation has been carried out and 
checked for the presence of various statistical issues that affect the estimation of 
coeffi cients. Since two ownership variables have been included in the analysis, the 
presence of multicollinearity cannot be ruled out, and so VIF analysis is performed, 
which suggests the non-existence of multicollinearity (3.85 for promoters and 4.11 
for institutions). Then, to check for the presence of panel effects, the Breusch–
Pagan (LM) test was applied in the model. It has been found that the panel effect 
is signifi cant and panel data models are needed. To compare the panel data models 
that are fi xed effects and random effect, the Hausman test was used, whose results 
were also signifi cant and suggested the use of fi xed-effects models. To search out the 
presence of cross-correlation among entities, Pesaran’s cross-dependence test was 
applied. The test suggests the absence of a signifi cant level of crossdependence. 
Serial correlation is another problem that used to be present in data with a time 
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dimension. The Breusch–Godfrey test was used to detect serial correlation, and a 
strong existence was found in this respect. Further, the augmented Dickey–Fuller 
test was employed to detect non-stationarity, according to which the data are 
stationary. And, lastly, to test for heteroskedasticity in the data, the Breusch–Pagan 
test was applied, which showed that data was not homoskedastic. Table 2 exhibits 
the results of tests performed on OLS.

Since the Pesaran test suggests an absence of cross-dependence, two problems 
– serial correlation and heteroskedasticity – that could hinder the inference, 
need to be resolved. The Arellano estimator (1987) was applied to control for the 
simultaneous occurrence of serial correlation and heteroskedasticity. Based on the 
assumption of fi xed T and large N, Arellano extended White’s heteroskedasticity-
consistent estimators for panel data in the following form:

 ,
 

where:
–   are breads and 

–

 
   is the covariance to be added in regression, also called meat of the 
sandwich (Arellano, 1987; Millo, 2017).

4. Results and Discussion

Table 3 presents the results of the analysis. The study has found that the impact of 
promoters is negative (-0.004) and highly signifi cant with the p-value (2.02-07), and 
thus the fi rst hypothesis that promoters have positive impact on risk is rejected. It 
indicates that large investment by promoters prevents them from getting involved 
in risky projects. A possibility could be that they are actually involved in a few 
risky projects, and making profi ts for the business and the market renders their 
presence positive in the belief that they will keep the operations intact. Here a 
comparison between market-related risk and risk related with accounting profi ts 
will perhaps give us more insight. Institutional investors are also negative (-0.003) 
and signifi cant (0.000), which was expected and supported by literature. Since 
many large fi nancial institutions are owned by the government, due to the extensive 
employment they make possible and the many deposits of the poor classes that 
they manage, the government has strict norms for them to follow when investing 
and lending their funds. Again, banks and fi nancial institutions are the largest loan 
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providers to companies too because the debt market is not well-developed here, 
and so they avoid excess risk taking due to their commitments to their customers 
and other stakeholders.

Table 3. Regression result for fi xed-effects model

Independent VariablesEstimates (p-values)

Promoters -0.004 (2.02-07)***

Institutions -0.003 (0.000)***

Size  0.007 (0.284)

OL -0.279 (0.000)***

FL  0.000 (0.188)

PBV -0.003 (0.034)*

ROA -0.13 (2.2e-14)***

Intercept  1.447 (2.2e-16)***

Year Dummy  Included 

Industry Dummy  Included 

F value  33.326 (2.2e-16)***

Adjusted R2  0.195

Note: the numbers in parentheses are p-values of t-statistics. *** indicates signifi cance at 0.1 percent 
level, ** indicates signifi cance at 1 percent level, * indicates 5 percent level, + indicates signifi cance 
at 10 percent level.

As far as control variables are concerned, size and fi nancial leverage (FL) have 
positive but insignifi cant effect (with p-values of 0.284 and 0.188 respectively), while 
ROA has a very signifi cant and negative impact (with a p-value of 2.2e-14). It seems that 
profi ts are rather important for the market, and if a fi rm performs consistently, the risk, 
projected by the market, will be smaller. Operating leverage (OL) is also negatively and 
signifi cantly (with the p-value 0.000) related to market risk, which indicates that the 
market prefers fi rms with higher operating leverage. Most of the fi rms included in this 
study being in the manufacturing sector, which requires a relatively higher level of fi xed 
assets, could be a reason for obtaining such result. PBV, which indicates the growth 
prospect of the fi rm, is also negatively and signifi cantly (p- value is 0.034) related 
to market risk. Nguyen (2011) is of the view that growth fi rms face high uncertainty 
regarding their future cash fl ows, and so the higher the PBV (MBVA, in his study) ratio, 
the higher will be the risk. One of the explanations for such difference could be that 
the sample includes the largest fi rms, and the market believes in their competence 
because in this country the largest fi rms are generally owned by big business houses, 
and they have created wealth for shareholders in the long run.
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5. Conclusions

Using the estimation procedure that is consistent with the presence of hetero-
skedasticity and serial correlation, the study observed that concerning India both 
promoters and institutional shareholders are risk-averse. The cautious attitude of 
institutional shareholders is expected and supported by the literature too; however, 
the negative impact of promoters, which is a close substitute of family ownership 
in India, needs serious discussion because family ownership has been found in 
literature to be positively associated with risk taking in developed nations. The 
conclusion can be drawn that the institutional and societal obligations and political 
interference in India require a fi rm to behave conservatively. Simultaneously, this 
can indicate that fi nancial markets and players are still in the developing stage in 
India, and so promoters do not get suffi cient scope to diversify, and they behave 
conservatively to keep their businesses dependable as they used to have a large 
stake in the fi rm. Poor enforcement of corporate protection could be another factor 
to explain this fi nding.
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Abstract. In Nigeria, the level of agricultural productivity and farmers’ income 
have been affected by inadequate fi nancing, which invariably discourages job 
creation and increases unemployment rate. Therefore, the study examines the 
impact of agricultural fi nancing on unemployment rate in Nigeria, using time 
series data collected from the Central Bank of Nigeria (CBN) and the World 
Bank database from 1981 to 2018. Using Johansen’s cointegration, Error 
Correction Method (ECM), and Granger causality analytical techniques, our 
fi ndings show that AGRIC_GDP, AGRICL_TL, GR, LR, and RUTP have a long-
run relationship with UNEMPR and are statistically signifi cant. Also, the 
ECM of about 57%, which is statistically signifi cant, provides an indication 
of a satisfactory speed of adjustment and translates that about 57 percent of 
the errors are corrected in each period. The study recommends among others 
that government policy on agricultural credit should place more emphasis 
on strengthening banks’ commitment.

Keywords: agricultural fi nancing, agricultural production, fi nancial markets, 
growth rate, unemployment rate
JEL Classifi cation: E24, E44, G00, G20, O40, Q14

1. Introduction

Unemployment as a macroeconomic and social phenomenon occurs due to the 
inability of eligible workforce to get appropriate jobs. Imoisi, Amba, and Okon 
(2017) explained that the unemployment rate as one of the fundamental measures of 
economic growth and development has become a crucial issue in both developing 
and developed economies. Okun (1962) further explained that, theoretically, there 
is an inverse relationship between unemployment rate and economic growth. Raifi u 
(2017) observed that in Nigeria in the last few decades there had been tremendous 
growth in the economy, most especially with regard to the nation’s gross domestic 
product and export trade performance. Despite these achievements, the nation 
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is still confronting many socioeconomic problems of which unemployment is a 
critical one.

Retrenchment in the banking sector, civil service retrenchment, and the fall in 
the output of companies have signifi cantly added to the unemployment rate in 
Nigeria. These are also coupled with the fact that large-scale employment creation 
has not occurred in spite of the non-oil sector’s impressive rate of over 7% since 
2002 (Billetoft, Powell, and Treichel, 2008). As a result, there is a wide gap between 
job creation and population growth and, by implication, labour force.

Basically, higher productivity in agriculture is required to boost the growth 
and the subsequent development and sustainability of most developing countries. 
This becomes manifest by its effect on the growth of an economy through different 
channels such as employment potentials, export and fi nancial impacts (Kareem et 
al., 2013; Kareem, Bakare, Ademoyewa, Ologunla, and Arije, 2015). In Nigeria, the 
agricultural sector occupied a prominent position in the national economy before 
the discovery of oil in commercial quantity contributing signifi cantly to the overall 
performance of economy (Ayinde, Muchie, and Olatunji, 2011).

Despite the advent of oil exploration in large quantities which serves as the 
major source of foreign exchange earnings in Nigeria, agriculture still plays an 
important role in the job creation for the large adult population and also, improves 
the standard of living (Yusuf and Omonona, 2002; Olatunji, Omotesho, Ayinde, and 
Adewumi, 2012). Due to the importance of the agricultural sector to the economic 
growth of any nation, an adequate funding is required in this sector.

The Department for International Development (DID, 2005) observed that for 
the proper development of the agricultural sector there is a need to provide basic 
fi nancial services, in the form of saving accounts, loans, and insurance: health, 
life, credit insurance products and leasing. Further, Aliero, Ibrahim, and Shuaibu 
(2012) attributed high unemployment rate in Nigeria to the lack of accessibility to 
fi nancial services, especially in rural areas where agriculture is predominant. As 
the main agents of agricultural fi nancing, the role of banks is evident in funding 
licensed buying agents, funding projects by corporate bodies, co-operative societies 
as well as groups of farmers (Ojiegbe and Duruechi, 2015).

Also, Olagunju and Adeyemo (2008) observed that agricultural fi nancing is crucial 
in terms of procurements of agricultural input and the clearing of farmlands with 
a view to plantation, which may boost agricultural productivity and employment 
in the sector. But in Nigeria agricultural fi nancing has been identifi ed as a major 
deterrent to economic growth despite the fact that the country is favoured by 
nature with rich soil, warm temperature, and favourable well-distributed rainfall, 
which support agricultural production. This is the joint result of the absence of the 
government’s agricultural credit policy and the inability of fi nancial institutions 
to offer support to the farmers. Therefore, the effective productivity of farmers can 
only be achieved through the provision of adequate fi nancial assistance.
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In an attempt to address these challenges facing the sector, successive governments 
have formulated, introduced, and implemented numerous programmes and policies 
so as to make production in agriculture meet the consumption needs of the 
population. Despite these, the majority of rural farmers do not have access to credit 
facilities from fi nancial institutions due to the following reasons: lack of collateral, 
non-cost effective, and high default rate (Jumare, 2006).

From the foregoing, it becomes necessary to carry out a study on this topic, 
because very few studies investigated the impact of agricultural fi nancing on 
unemployment rate, and they only argue in favour of a trickle-down effect; however, 
the present study introduces three fundamental variables which were not included 
in the previous studies. 

Subsequent parts of the study include section two that deals with literature 
review, section three on methodology, section four containing the analysis, and 
section fi ve making conclusions and recommendations.

2. Review of Literature

Theoretically, agricultural fi nancing reduces unemployment rate through many 
channels: for instance, the availability of fi nances to engage in mechanized 
farming increases real output, which in turn leads to increase in real income 
and employment. Also, it provides impetus for people to engage in agricultural 
production, which in turn serves as employment generation. Despite these, 
agricultural fi nancial markets are locally monopolistic and full of asymmetric 
information in terms of high transaction (screening and monitoring) costs, but 
these attributes are not refl ected by neoclassical models. Basically, some of the 
major reasons for market failure were attributed to stringent loan conditions, high 
interest rates, and taking control of borrowers’ properties for loan repayment by 
lenders (Collender and Erickson, 1996). Further, Freshwater (1997) stated that 
local monopoly and asymmetric information between borrowers and lenders are 
closely connected to agricultural fi nancial markets and can be used by the lenders 
(fi nancial intermediaries) to review their agricultural loan during depressions. The 
endogenous growth model placed more emphasis on the importance of fi nancial 
institutions and intermediation process due to their effi cacy (Greenwood and 
Jovanovic, 1990; King and Levine, 1993; Pagano, 1993). Pagano asserts that a sound 
fi nancial system development increases the amount of savings for investments as 
well as the effi ciency of capital and determines the behaviour of savings rates. 
Also, the bank-based fi nancial system’s school of thoughts represented, e.g., by 
Allen and Gale (1999, 2003), Beck and Levine (2002), Ergungor (2004), or Levine 
(2005) provides in their various studies insights on how agricultural fi nancing 
promotes rural economic development through employment generation among 
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others. Banks prefer to lend on long-term basis to co-borrowers (groups of farmers) 
with large stakes and not frequently changing ownership because they can be 
closely monitored – the attributes of typical agricultural producers. The assumption 
is that bank-based fi nancial systems encourage agricultural fi nancing, which may 
likely promotes growth through employment generation.

The relegation of agriculture to the background since the advent of crude oil 
exploration has deprived Nigerian farmers’ access to fi nancing facilities, which may 
boost their agriculture production that enhances self-employment. According to 
Olajide, Akinlabi, and Tijani (2012), in Nigeria, the agricultural sector that is critical 
for both the overall economic growth and the reduction of poverty accounts for the 
dominant share of GDP and employment. For the last four decades, this sector’s 
performance has not been particularly robust due to various factors, particularly 
fi nancing. 

Accordingly, Asoluka and Okezie (2011) identifi ed the rising trend in unemploy-
ment rate as one of the greatest problems facing the nation. Fadayomi (1992) 
and Osinubi and Olaleru (2006) stated that with vast human resources in Nigeria 
unemployment still persists due to underdevelopment and the underutilization 
of manpower resources, most especially in the rural areas which have adverse 
effects on the economy (Adebayo, 1999; Egbuna, 2001; Alanana, 2003; Okonkwo, 
2005; Galadima, 2014).

Feyisetan (1991) defi ned labour force as a group of individuals that are ready 
and have made themselves available for gainful employment, while unemployed 
people are those who do not have any jobs at a particular time. Unemployment 
rate is the percentage of employable individuals in a country’s workforce above 
16 years of age who have no job or have been unable to fi nd employment recently 
but are actively searching for work (Eze and Nwambeke, 2015). To put it briefl y, 
unemployment is a measure within the purview of labour force.

Unemployment, which is one of the fundamental development challenges 
facing Nigeria at the moment, is a major cause of economic instability in many 
countries. Studying unemployment in Africa, Okonkwo (2005) observed three 
causes underlying it, including the educational system, the trends in labour market, 
and the development of skills (Billetoft, Powell, and Treichel, 2008).

The performance of agricultural sector in terms of agricultural output and 
its contribution to the overall economy requires the availability of fi nances and 
credit facilities (Aiyeomoni and Aladejana, 2016). The availability of fi nancial 
resources may induce farmers to increase their agricultural output, which in turns 
contributes to the aggregate economy, even though some microfi nance banks are 
offering fi nancial services to rural people; however, most of the loans granted are 
not benefi ted by many farmers.

Typically, the absence of a sound credit policy and the low number of existing 
credit institutions have signifi cantly and adversely affected the performance of 
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the agricultural sector and subsequently its contribution to the overall economy 
(Olagunju and Ajiboye, 2010). Agricultural fi nancing, as according to Aladejana 
and Aiyeomoni (2016), is defi ned as how fi nancial resources can effectively be 
utilized in order to increase the agricultural productive capacity. Dromel, Kolakez, 
and Lehmann (2010) argued further that agricultural fi nancing has the potential 
to reduce unemployment and signifi cantly ameliorate its persistence. In the same 
vein, Aliero and Ibrahim (2012) opined that easy accessibility to fi nancial services, 
especially agricultural fi nancing, has the tendency to reduce unemployment rate. 

Arising from the perceived role of agricultural development in the economic 
performance of a nation, numerous studies have been conducted to examine the 
effect of the agricultural sector on economic growth. However, recent studies have 
concentrated much effort on trade openness and unemployment (Dutt, Mitra, and 
Ranjan, 2009; Felbermayr, Prat, and Schmerer, 2011; Kim, Chavas, Barham, and 
Foltz, 2012;  Nwaka, Kalu, and Gulcay, 2015; Rafi u, 2017; Mohler, Weder, and Wyss, 
2018), while studies on the effect of macroeconomic variables on unemployment 
were conducted by Magbool, Mahmoo, Sadttar, and Bhalli (2013), Oniore, Bernard, 
and Gyang (2015), and Nwachukwu (2017). Studies on agricultural credit and 
the economic growth nexus were carried out by Enoma (2010) and Ayeomoni 
and Aladejana (2016), while on determinants of loan demand and repayment 
policy among rural farmers were conducted by Bamisele (2006), Awoke (2004), 
Rhaji (2008), Bassey, Attaret, Nkeme, and Udoh (2014). As for agricultural growth 
rate and unemployment, Ayinde, Aina, and Babarinde’s (2017) study showed an 
inverse relationship between agricultural growth rate and unemployment. Also, 
Enilolobo, Mustapha, and Ikechukwu (2019) found that changes in agricultural 
growth were causing unemployment during the period of their study. However, to 
the best of our knowledge, empirical evidence of how agricultural fi nancing affects 
unemployment rate is not available in Nigeria. Given the facts that the studies 
which have examined the effect of agricultural fi nancing on unemployment rate 
are few, it becomes imperative to investigate the relationship between agricultural 
fi nancing and unemployment rate both in the short and the long run. Thus, the 
effect of agricultural fi nancing on unemployment rate in Nigeria was examined.

3. Methodology

The data collected from CBN and the World Bank data base from 1981 to 2018 
were subjected to Johansen’s cointegration, ECM, and Granger causality tests. The 
variables of the study comprised of unemployment rate (UNEMPR), agricultural 
loan to total loan ratio (AGRICL_TL), rural population to total population ratio 
(RUTP), GDP growth rate (GR), agriculture to GDP ratio (AGRIC_GDP), and lending 
rate (LR). In line with the theoretical framework in this study, we follow Solow’s 
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(1956) growth model, which centred on the neo-classical aggregate production 
function given as:Y = AuKα L1-α, (1) 
where: Y is the Gross Domestic Product, K is the stock of physical and human 
capital, L is labour, 1-α is the technology, A is the constant refl ecting the initial static 
endowment of capability, and u is the technological change. The mechanism of 
increasing agricultural output occurs as a result of the capabilities of technology 
introduced because the quantity of the output depends on a given level of input. 
This is possible through the availability of fi nances to engage in mechanized 
farming, which increases real output, which in turn leads to increase in real 
income and employment.

Model Specifi cation

The adopted production function model can be rewritten and specifi ed in line 
with the major variables of the study as follows:UNEMPR = f (AGRICL_GDP, GDP) (2) 

The study model is based on the notion that agricultural fi nancing has signifi cant 
infl uence on unemployment rate in Nigeria. The formulated model is expanded and 
is based on the modifi ed models of Ayeomoni and Aladejana (2016) and Ayinde, 
Aina, and Babarinde (2017). We included rural population to total population 
ratio (RUTP), GDP growth rate (GR), agricultural loan to GDP ratio (AGRICL_GDP), 
agriculture to GDP ratio AGRIC_GDP, and lending rate (LR), which were not 
included in their models. 

Thus, the model is stated as follows:

UNEMPR = f(AGRICL_TL, RUTP, GR, AGRIC_GDP, LR)  (3)
Estimating Technique

The cointegration and error correction estimating techniques used in this study 
are based on Engle and Granger’s methods:   , (4) Xt (t ) aXt 1 Et
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where Xt is time series, the null hypothesis: a  1 and   0, and the T is the number 
of observations. The augmented Dickey–Fuller (ADF) test is used to determine 
stationarity of the data by applying the OLS method to estimate the coeffi cients 
as follows:

 (5)
n is used to remove the autocorrelation problems. If a unit root exists, then y a 1 
would be statistically different from zero. To conduct the test, t-value can be 
compared on the coeffi cient of Xt1 with critical values. The Granger representation 
indicates that if Xt and t are integrated, their error correlation is as follows:

     , (6) 

where a(L), b(L), and c(L) are stable and invertible polynomials. The models are 
suitable for the presentation and modelling of cointegrating series. The ECM 
combines both the short- and long-run (ytaXt) dynamics. The second step of Engle 
and Granger’s method is stated as: 

        , (7) 

where a denotes the fi rst difference and EC represents the error term. Therefore, 
equation (3) can be rewritten as:

 (8)

4. Analyses

(i) Descriptive Statistics

In Table 1 below, all variables are normally distributed, except GR, which is 
statistically signifi cant. AGRIC_GDP is the most normally distributed among the 
variables. For each of the variables, except GR, the standard deviation is lower 
compared to their mean. This explains a small coeffi cient of variation for all the 
variables, except GR with a large coeffi cient of variation. The range of variation 
between the maximum and minimum values for all the variables is too large.

Xt + t Xt 1 1 Xt 1 + t

a(L) i a0 (yt aiXt) b(L) t c(L)Et

yt a a y t 1+ j Xt 1 bECt 1

lnUNEMPR = a + a1lnAGRICL_TL + a2lnGR + a3lnAAAGRIC_GDP+
a4lnLR+ a5lnRUTP + et I + t
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Table 1. Descriptive statistics

UNEMPR AGRIC_GDP AGRICL_TL GR LR RUTP

Mean 10.38378 30.79649 8.340541 3.455405 45.07432 64.57405

Median 7.000000 32.27000 7.200000 3.800000 44.30000 65.70000

Maximum 27.40000 47.10000 19.60000 33.70000 65.10000 77.33000

Minimum 1.800000 19.99000 1.400000 -13.10000 28.30000 50.48000

Std. Dev. 7.807493 6.525056 5.471617 7.516888 9.831381 7.829776

Skewness 0.766157 0.026547 0.495517 1.250771 0.273956 -0.175393

Kurtosis 2.391711 2.648648 1.945404 8.905664 2.599435 1.935706

Jarque–Bera 4.190249 0.194661 3.228746 63.41580 0.710185 1.935982

Probability 0.123055 0.907256 0.199015 0.000000 0.701108 0.379845

Source: the author’s computation, 2018

(ii) Correlation Results

Results in Table 2 below indicate that the association between all variables except 
GR and UNEMPR is negative. This implies that an increase in AGRIC_GDP, AGRICL_
TL, GR, and LR decreases unemployment rate (UNEMPR) in Nigeria, while an 
increase in GR increases UNEMPR, which in turn implies that growth rate in 
Nigeria does not reduce unemployment rate and is not in line with theoretical 
postulations. In addition, there is absence of multicollinearity among the predictor 
variables.

Table 2. Correlation matrix results

UNEMPR AGRIC_
GDP

AGRICL_
TL

GR LR RUTP

UNEMPR 1.000000 -

AGRIC_GDP -0.481830 1.000000

AGRICL_TL -0.727740 0.265979 1.000000

GR 0.289743 0.051280 -0.207688 1.000000

LR -0.067000 0.398992 -0.040294 0.174248 1.000000

RUTP -0.782877 0.529872 0.678675 -0.348638 0.275310 1.000000

Source: the author’s computation, 2018
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(iii) Unit Root Test

The unit root test in Table 3 below shows that all variables are stationary at fi rst 
difference integration, that is, of order I(1). Their probability values are less than 
0.05 critical values at 5%, which indicates that these variables are signifi cant and 
there is need to reject the null hypothesis. Therefore, Johansen’s cointegration 
regression method of analysis is suitable for the study. 

Table 3. ADF Unit Root Test

Variables ADF Statistical Values Order of Integration

UNEMPR -6.6355* I(1)

AGRIC_GDP -6,5534* I(1)

AGRICL_TL -6.4294* I(1)

GR -8.8891* I(1)

LR -6.3801* I(1)

RUTP -6.4395* I(1)

Source: the author’s computation, 2018

Note: *, **, *** denote the level of signifi cance at 1%, 5%, and 10% respectively.

(iv)a. Johansen’s Cointegration Test

The cointegration test proved three and one cointegration equation(s) for Trace 
and Max.-Eigen statistics, respectively, at the signifi cance level of 5%. Since the 
critical values of Trace and Max-Eigen are lower than statistical values, there is 
a long-run relationship between UNEMPR and other independent variables. So, 
the null hypothesis of no long-run relationship is rejected.

Table 4a. Trace Unrestricted Cointegration Rank Test 

Hypothesized No. 
of Cointegration Equation

Eigen Value Trace 
Statistic

Critical 
Value at 5%

Prob.**

None* 0.747894 125.3061 95.75366 0.0001

At most 1* 0.527929 77.07930 69.81889 0.0117

At most 2* 0.459169 50.80742 47.85613 0.0257

Note: the trace test indicates 3 cointegrating equations at the 0.05 level
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Table 4b. Maximum Eigenvalue Unrestricted Cointegration Rank Test

Hypothesized No. 
of Cointegration Equation

Eigen Value Trace 
Statistic

Critical 
Value at 5%

Prob.**

None* 0.747894 125.3061 95.75366 0.0001

Source: the author’s computation, 2018
Note:  the Max.-eigenvalue test indicates 1 cointegrating equation at the 0.05 level

* denotes rejection of the hypothesis at the 0.05 level
** MacKinnon–Haug–Michelis (1999) p-values

(iv)b. Normalized Cointegration Test

Results in Table 4c show that 1% increase in AGRIC_GDP, AGRICL_TL, and 
LR reduced employment rate by 12.66%, 9.45%, and 1.26% respectively, while 
1% increase in GR and RUTP increased the UNEMPR by 13.19% and 14.24% 
respectively. The implication of these results is that AGRIC_GDP, AGRICL_TL, 
and LR have correct signs in line with theoretical postulations, that is, they 
exhibited negative relationship with the UNEMPR. This shows that there is an 
inverse relationship between AGRIC_GDP, AGRICL_TL, LR, and UNEMPR. Also, 
the positive relationship between GR, RUTP, and UNEMPR makes it evident that 
growth rate and rural population increased unemployment rate in Nigeria.

Table 4c. Normalized Cointegration Test

UNEMPR AGRIC_GDP AGRICL_TL GR LR RUTP

1.000000 -12.66160 -9.448969 13.18785 -1.257716 14.24189

(1.91808) (2.57332) (1.89144) (1.18965) (2.28638)

Source: the author’s computation, 2018
Note: normalized cointegrating coeffi cients (standard error in parentheses)

(v) ECM Test

The ECM of about -0.57 in Table 5 below implies that the speed of adjustment 
of about 57% is corrected from its short-run and incorporated into the long-run 
equilibrium. It shows that about 57 per cent of the errors are corrected in each period.

Table 5. ECM results 

Variable Coeffi cient Std. Error t-Statistic Prob.

ECM(-1) -0.569346 0.164652 3.457868 0.0017

Source: the author’s computation, 2018
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(vi) Pairwise Granger Causality Test

The pairwise granger causality results show that unidirectional causality exists 
between AGRICL_TL and UNEMPR, UNEMPR and RUTP, AGRICL_TL and RUTP, 
and, since the probability values of the variables are lesser than 0.05 critical values, 
there is need to reject the null hypotheses.

Table 6. Pairwise Granger Causality Tests 

Lag 2

Null Hypothesis: Obs. F-Statistic Prob.

AGRICL_TL does not Granger Cause UNEMPR 35 3.65159 0.0381

UNEMPR does not Granger Cause RUTP 35 3.59113 0.0400

AGRICL_TL does not Granger Cause RUTP 35 4.02765 0.0282

Source: the author’s computation, 2018

5. Conclusions and Recommendations

(i) Conclusions

The study investigates the effect of agricultural fi nancing on unemployment rate in 
Nigeria using Johansen’s cointegration statistical method to analyse the data. Study 
results indicate the existence of long-run relationship between agricultural fi nancing 
and unemployment rate in Nigeria. Furthermore, the results show that 1% increase in 
AGRIC_GDP, AGRICL_TL, and LR reduces employment rate by 12.66%, 9.45%, and 
1.26% res pectively, while 1% increase in GR and RUTP increases the UNEMPR by 
13.19% and 14.24% respectively. The study concluded that the rate at which agri cul-
tural fi nan cing and agriculture to GDP ratio reduced unemployment rate in Nigeria is 
very high. This informed the study to suggest that these agricultural fi nancing indicators 
should be incorporated into the formulation of the government’s strategic policies 
aimed at boosting agricultural output, which will invariably reduce unemployment rate 
in Nigeria. Also, the government should ensure that the agricultural sector’s develop-
ment poli cies are consistent with the objective of reducing unemployment in Nigeria.

(ii) Recommendations

Based on the fi ndings of this study, the following policies are recommended:
– The assistance of government, development, and fi nancial institutions is 

required in the provision of adequate agricultural fi nancing, promoting farm 
cooperatives, and the training of farmers in the application of new technologies.
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– Rural developments and agricultural support strategies that will create more 
jobs in rural areas need to be put in place in order to reduce unemployment rate 
in Nigeria.
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Abstract. This study aims to discuss the effects of the AAIOFI accounting 
standards of fi nancial leased assets on the accounting treatment of the lessee 
in the case of using the Islamic fi nance lease. The importance of this study 
became evident when AAIOFI announced Islamic accounting standards with 
a signifi cant difference between the IFRSs about the recognition of leased 
fi nancial assets. Islamic fi nancial institutions recognize the fi nancial leased 
assets following AAIOFI accounting under long-term assets in the statement 
of fi nancial position. This study used the interviews as a qualitative research 
method with fi nancial managers of Jordanian companies using Islamic 
fi nancial leasing. This study reached the conclusion that both Islamic 
fi nancial leasing parties recognize the assets in the long-term asset side. 
The recommendations to avoid the infl ation of the Islamic fi nancial leased 
assets will be by applying a reasonable accountancy treatment by the lessee 
and consider it as operational leasing with proper justifi cation for the non-
compliance with the IFRS.

Keywords: fi nancial lease, IFRSs (IFRS 16), Islamic accounting standards
JEL Classifi cation: M4 – Accounting and Auditing

1.  Introduction

Islamic fi nance has been utilized as an alternative and supportive fi nancial tool in 
the market since the 1975 establishment of the fi rst Islamic bank for commercial 
purposes, which is Dubai Islamic Bank (Baker, 2015). Since Islamic fi nance started 
out as an initial fi nancial model, it was forced to work in a dual banking system, 
which is still being ruled by conventional banks (Khattak, 2010). During the fi rst 
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stage of Islamic fi nance development, Islamic banks provided many fi nancial 
products similar to the conventionally offered ones. These new products, called 
Shariah compliance products, complied with Islamic Shariah rules and included 
Islamic personal loans and Islamic credit cards (Baker, 2015). After almost a decade, 
these banks started to provide independent products based on Shariah rules, 
called “Sharia-based products”: for example, Mudarabah deposits, “partnership 
investment deposits”, and Ijarah Muntahia Bittamleek “Islamic Financial leasing” 
(Cebeci, 2012).

However, Islamic fi nancial leasing and Murabaha commodity (buy and resale of 
products) are considered the most frequently used Islamic fi nancial products (Mnif 
Sellami and Tahari, 2017). Recently, many organizations have been established 
to develop and govern Islamic fi nance. The most important of them is the Islamic 
Financial Services Board (IFSB), which considered issuing the Islamic fi nancial 
risk management standards (Aydın, 2017), and AAOIFI, which is an international 
Islamic organization that issued standards relating to Islamic fi nancing practices 
from the legal and professional aspects of Islamic fi nancial institutions (Mnif 
Sellami and Tahari, 2017). This study will analyse and try to resolve the problem 
created when the AAIOFI issued the Islamic accounting standards to cover the 
differences of Islamic fi nance, which are related to Islamic rules from conventional 
banking. Notably, the standard (No. 8) Ijarah Muntahia Bittamleek (leasing) is 
issued with due regard to the principal compliance with the leased fi nancial 
assets, from which the ownership of the asset is not transferred directly to the 
lessee following the IFRSs. This criterion of fi nancial leased assets recognition 
may affect the debtor (lessee) accounting treatment when utilizing the Islamic 
fi nancial leasing.

Moreover, the study focuses on the lessee fi nancial reports side of the Islamic 
fi nancial lease instead of the IFIs, but it also focuses on the practical side by 
reviewing real fi nancial statements of the lessees and analysing many interviews 
with fi nancial managers in addition to the theoretical comparison between the 
Islamic and the international accounting standards.

Section 2 presents a literary review in a chronological order, illustrating Islamic 
fi nance and what its products are. This situation is due to the lack of circulation 
of Islamic fi nance in Eastern Europe, which leads the researcher to expect that 
knowledge of this type of fi nancing in this region will be limited.

The study then presents the reasons for the emergence of Islamic accounting 
standards and explains what is related to accounting for Islamic fi nance leasing, 
which interprets Islamic fi nancial leasing.

Section 3 discusses the research methodology, Section 4 discusses the fi ndings, 
and, fi nally, Section 5 provides the conclusions and recommendations.
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2. Literature Review 

2.1. What Is Islamic Finance

Gheeraert and Weill (2015) defi ned Islamic fi nance as a type of fi nance which 
follows the Islamic Shariah standards that follow from the Qur’an and Prophet 
Muhammad Sona’h. Under Islamic Shariah, interest is prohibited for everyone. 
Alternatively, interest is compensated by the mechanism of profi t and loss sharing, 
meaning that the parties share the fi nancial transaction in profi t or loss. Another 
advantage of Islamic fi nance is the compulsion of contractual inevitability, in 
which the parties must clearly defi ne the pillars of the contract and neutralize 
ambiguity. Furthermore, Islamic fi nance does not deal with fi nance activities that 
consider a violation of Islamic Shariah standard.

According to the Islamic Financial Services Board report (2016), Islamic banking 
market share has increased in more than half of the 31 examined jurisdictions and 
in a number of countries where Islamic banking is systemically essential (Cham, 
2018). The majority of Islamic banking assets are in the Middle East, including 
Iran, Saudi Arabia, and the United Arab Emirates, which have an enormous volume 
of assets. Further, Malaysia is considered the leading country in Islamic fi nance. 
Here are some data on the Islamic banking asset totals in 2013, expressed in billion 
US dollars, of Islamic countries: Iran – 94.3, UAE – 96.7, Saudi Arabia – 90.4, 
Kuwait – 80.6, Bahrain – 46.2, Qatar – 59.0, Malaysia – 156.7, Indonesia – 13.0, 
Bangladesh – 17.0, Pakistan – 6.2, Sudan – 6.5, Egypt – 5.0, Tunis – 0.76, and 
Turkey – 44.8. As a further example, the United Kingdom has 3.3 billion US dollars 
of Islamic Banking Asset. Hoggarth (2016) found that Russia, Kazakhstan, and 
the entire central Asian region have engagement with Islamic fi nance to produce 
an additional source of income and utilize the unique features of Islamic fi nance 
(Levine, 2005).

Furthermore, the development of Islamic banking has the same level of importance 
as conventional banking and can add benefi ts to economic productivity and growth 
at the same level of convenience. Furthermore, Islamic banking provides a unique 
contribution to macroeconomics for two reasons. First, since the Islamic fi nancial 
system depends on sharing the loss and profi t of the fi nanced projects, the IFIs 
increase the conservation of its credit policies by evaluation of the investment 
projects before they provide the loan to the debtor.

For that reason, these IFIs provide more signifi cant contribution than conventional 
banks, by putting at disposal reliable analytical information about the project’s 
risks and because the Islamic fi nance methodology is based on the entire economic 
cycle, is using partnership fi nancing, and is sharing the overall risk with the other 
parties, not only using the loan agreement. 
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This depends on generating money from money without the other factors of 
the economic cycle as in conventional banking; the Islamic fi nancial system is 
considered more valuable to the economy (Belanès, Ftiti, and Regaïeg, 2015). 
However, Islamic banks have succeeded in surviving the fi nancial crisis impact in 
2008 by keeping large amounts of deposits. On the other hand, conventional banks 
have lost the confi dence of their clients. However, there is another factor to be 
explained besides the performance of the fi nancial banks. Muslim depositors who 
are Shariah-compliant have tried to increase the deposit volumes. Furthermore, 
Islamic banks provide Shariah-compliant banking products and services, these 
types of products having been put aside due to the crisis of Islamic fi nancial 
products.

These products can be classifi ed under three groups depending on the type of 
the h-compliant contracts, as follows: trading contracts such as Murabaha (buy and 
resell), Salam (forward contract), and Istisna’a (build and sell). Further types are 
profi t- and loss-sharing contracts (partnership contract), such as Musharakah and 
Mudarabah, and leasing contracts such as Ijarah, which is rent charged against the 
usufruct of assets (similar to the operating lease). Another form of Ijarah is Ijarah 
Muntahia Bittamleek, a leasing that ends by transferring the title of the asset to 
the lessee (identical to commercial rental in conventional fi nance).

Furthermore, some other services provided by Islamic banks are based on the 
Shariah-compliant contracts of Wakalah, Kafalah. In these contracts, Islamic banks 
perform business transactions for their customers against predetermined service 
charges (Ali and Hussain, 2017). Murabaha is the most common Islamic fi nancing 
product that is used by most clients. Murabaha is a type of sales transaction 
between two parties, the seller and the buyer, where the seller has to expressly 
disclose to the buyer both the original cost and the mark-up, as according to the 
radical Shariah standards.

By using Murabaha, Islamic fi nancial institutions determine the price – which 
consists of the original cost and the mark-up (an interest-based loan) – for the 
underlying assets to sell them to the client (buyer) in advance, and then the client 
(buyer) has to settle the price of the underlying assets by postponed instalments.

Islamic fi nancial institutions do not have to own the underlying assets before 
starting the Murabaha process; they can buy the underlying assets to the buyer’s 
order and then resell it to the buyer. By both options, the Islamic fi nancial institution 
assumes the risks of the underlying assets. However, the underlying assets have 
to comply with the Islamic Shariah standards (AAOIFI, 2015). Musharakah 
(partnership contract) is an agreement between several parties to achieve profi t by 
merging the assets, services, or obligations. Mudarabah is a partnership in profi t, 
whereby one party provides capital (Rab al-Mal) and the other party offers labour 
(Mudarib). Islamic fi nancial leasing involves the conventional fi nancial leasing 
with the same target, which transfers the title of the underlying assets to the lessee 
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(Baker, 2015). However,  Razi (2014) identifi ed certain aspects of the Islamic system 
that make the Islamic fi nancial leasing different. The most signifi cant difference 
consists in that the title of the underlying assets remains in the fi nancial statement 
of the lessor (the Islamic fi nancial institution) until the real transfer of the title of 
the underlying assets to the lessee takes place, meaning that it is just a contract 
for renting the usufruct of the assets, and then there are other contracts to transfer 
the title. On the other hand, conventional fi nancial leasing requires the lessee 
to recognize the underlying assets in his/her fi nancial statements. (As there are 
four optional contracts for transferring Islamic fi nancial assets, the title of the 
asset will be clarifi ed in the Islamic fi nancial leasing accounting section.) This 
difference generates other differences such as: the lessor has to bear the insurance 
cost and the maintenance cost of the underlying asset; the underlying assets need 
to comply with the Islamic Shariah standards (Lateef, Abdurrazzaq, Shukor, and 
Tajudin, 2017). However, a detailed description of the Islamic fi nancial leasing 
will be provided by illustrating its accounting requirements in the section on 
Islamic accounting.

2.2. Islamic Accounting Standards

Mohammed et al. (2015) argued that since Islamic fi nance began to develop, 
accounting standards for Islamic fi nancial institutions have not been provided. 
Designing such standards governing this type of fi nance needs to be both in line 
with the Islamic law and governed by Shariah contracts, which constitute the 
roots of Islamic fi nance. Accordingly, the Accounting and Auditing Organization 
for Islamic Financial Organizations (AAOIFI) was established in Bahrain in 1991. 
The AAOIFI published a substantial body of accounting and governance standards 
for the Islamic accounting institutions (AAOIFI, 2015). However, compliance with 
AAOIFI standards in the Kingdom of Bahrain was investigated by Sarea (2012) 
and Vinnicombe  (2012), and they found a high level of compliance on the part of 
the Islamic fi nancial intuitions with AAOIFI accounting standards. Zyadat (2011) 
found that the IFIs in Jordan are in compliance with both accounting and Shariah 
AAOIFI standards since the Shariah supervisory bodies of the Jordanian IFIs are 
entirely independent. This leads us to realize that most IFIs apply the AAOIFI 
accounting standard.

Hijazi and Tayyebi (2010) found KPMG and ACCA. They pointed out that there 
is a misunderstanding in the application of international and even local standards 
in Islamic banks as well as a lack of standardization of accounting practices in 
Islamic banks, such as the adoption of international accounting standards. This 
article will compare IFRS 16 leases, the fi nancial leasing section, with the AAOIFI 
accounting standard (FAS 8) with a view to explain the differences and the possible 
practical problems for the lessee.
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Table 1. Comparison between IFRS 16 and FAS 8 regarding the criteria to be 
considered in the leasing process as a fi nancial lease

Under IFRS 16 Under FAS 8

The IFRS 16 set specifi c standards 
to determine the fi nancial lease as 
follows:
– “the lease transfers ownership of 
the asset to the lessee by the end of 
the lease term;
– the lessee has the option to 
purchase the asset at a price which 
is expected to be suffi ciently lower 
than the fair value at the date the 
option becomes exercisable that, 
at the inception of the lease, it is 
reasonably certain that the option 
will be exercised;
– the lease term is for the major 
part of the economic life of the 
asset, even if the title is not 
transferred;
– at the inception of the lease, the 
present value of the minimum 
lease payments amounts to at least 
substantially all of the fair value of 
the leased asset;
– the lease assets are specialized 
such that only the lessee can use 
them without major modifi cations 
being made.”
– “if the lessee is entitled to 
cancel the lease, the lessor’s losses 
associated with the cancellation 
are borne by the lessee;
– gains or losses from fl uctuations 
in the fair value of the residual fall 
to the lessee (for example, using a 
rebate of lease payments);
– the lessee can continue to lease 
for a subsequent period at a rent 
that is substantially lower than the 
market rent.”

The Islamic accounting standard considers any 
leasing process as an operating lease unless there 
is another combined contract to transfer the 
ownership of the assets to the lessee; it will be a 
fi nancial lease. In Islamic fi nance, this is called 
Ijarah Muntahia Bittamleek (AAOIFI, 2015).
However, FAS 8 mentions four contracts that can 
be combined with the operating lease to make it a 
fi nancial lease.
– Gift contract
The lessor includes in the combined agreement a 
promise to give the leased assets as a gift (for no 
consideration) to the lessee after repayment of all 
leasing instalments mentioned in the combined 
leasing contract.
– Declining partnership
According to this type of combined contract, 
the lessor concludes an off-balance partnership 
contract with the lessee, and the ownership of 
the leased assets is gradually transferred to the 
lessee regarding the leasing instalments since 
leasing instalments are divided into two portions, 
the fi rst portion being considered as a revenue 
for the lessor and the second as part of the leased 
assets’ value.
Moreover, both parties share the leased assets’ 
risk and the expenses regarding their share of 
ownership of the assets.
– Nominal price contracts
In this method, the ownership of the leased 
assets will be transferred to the lessee at any 
time if the lessee pays all leasing instalments and 
the nominal price, which are mentioned in the 
combined leasing contract.
– Sales contract 
In this method, the ownership of the leased 
assets will be transferred to the lessee at any time 
if the lessee pays the actual price of the leased 
assets, which is mentioned in the combined 
leasing contract, and the leasing instalments paid 
by the lessee will be deducted from the total 
amount.

Sources : IASB, n.d.; AAOIFI, 2015)
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Table 2. Comparison between IFRS 16 and FAS 8 regarding the recognition of the 
fi nancial leased assets

Under IFRS 16 Under FAS 8

– “A lease is classifi ed as a fi nance lease if it 
transfers all the risks and rewards incident 
substantially to ownership.”
– “at the commencement of the lease term, 
the lessor should record a fi nance lease 
in the balance sheet as a receivable, at an 
amount equal to the net investment in the 
lease;”
– “at the commencement of the lease term, 
the lessees should record fi nance leases 
as an asset and a liability at the lower of 
the fair value of the asset and the present 
value of the minimum lease payments 
(discounted at the interest rate implicit 
in the lease, if practicable, or else at the 
entity’s incremental borrowing rate);”
“The depreciation policy for assets held 
under fi nance leases should be consistent 
with that for owned assets.” 

– The IFI must recognize the leased asset 
under the non-current assets “items 
held for fi nancial leasing”, and it must 
contain the whole risk of the fi nancial 
leased assets.
– The standard obliges the IFI as a lessor 
to apply all instructions of the operating 
leasing with regard to depreciation and 
maintenance expenses. 
– If the IFI is a lessee, it will also apply 
the instructions of the operational 
leasing for the recognition and the 
expenses.
The standard  does not mention any 
accounting treatment when the lessor or 
lessee is not an IFI.

Sources : IASB, n.d.; AAOIFI, 2015)

By comparing the differences between the standards, a problem may arise when 
a fi rm applying the IFRS 16 utilizes the Islamic fi nancial leasing, since the FAS 8 
enforces the IFI as a lessor to recognize the leased assets in its statement of fi nancial 
position as assets held to fi nancial leasing under the non-current assets section 
and does not mention any accounting treatment when the lessor or lessee is not 
IFI. On the other hand, under the IFRS 16, a fi rm that utilizes Islamic fi nancial 
leasing as a lessee must recognize the leased assets in its statement of fi nancial 
position as a right-of-use asset, and the lessor must derecognize the leased assets 
from his fi nancial statements. IFRS 16 does not mention any special accounting 
treatment for Islamic fi nancial leased assets. The effects of this phenomenon lead 
to the duplication of the assets since both the lessee, which is an IFI in most of the 
situations, and the lessor will recognize the assets in their statement of fi nancial 
position. Moreover, in this case, both parties will bear the risk of the assets and do 
the depreciation and handling of other expenses, and this situation will severely 
affect the statement of profi t or loss, especially on the lessee’s side. This confl ict 
should be resolved to provide better fi nancial information.

Accordingly, the hypothesis of this article will be:
HP: the lessee recognizes the Islamic fi nancial leased assets among the long-term 

assets in the statement of fi nancial position.
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3. Methodology

The methodology that is used to test the hypothesis is qualitative interviews with 
fi ve fi nancial managers of Jordanian fi rms utilizing Islamic fi nancial lease and a 
theoretical comparison between the IFRS 16 and FAS 8. Transcripts differ in several 
characteristics from organized questionnaires. First, the relationship between the 
counterparty and the participant is not restricted. There is no list of questions that 
must be fully implemented. The researcher will have an intellectual framework for 
the study questions, drawing on his professional experience and qualifi cations in 
Islamic fi nance and accounting for conducting the interviews (Cassell, 2015). In 
particular, the questions raised will be distinguished according to the context of 
the interview and its preparation. Second, the qualitative researcher must diversify 
the styles applied in his interviews. The interview questions are developed through 
participants’ answers and actions (Cassell, 2015).

4. Findings 

After the analysis of the interviews with fi ve fi nancial managers of various fi rms 
utilizing Islamic fi nancial leasing, using the coding system, fi ndings are connected 
with the comparative analysis between the IFRS16 and FAS 8. They responded 
to the question: “Do you recognize the Islamic fi nancial leasing assets under the 
non-current assets?” with “Sure, yes, this is the only method I use.” Their answers 
were similar concerning the importance of compliance with the IFRSs – “I do not 
need a qualifi ed opinion audit report for the fi nancial statements.” Most of their 
responses to the question “Why does your company utilize the Islamic fi nancial 
lease?” was “to avoid interest” and “to comply with the Shariah rules”, one of 
them also mentioning the relationship between the general manager and an Islamic 
bank. The answers for the question “Do you know what the accounting treatment 
of the IFI for the leased assets is?” were as follows: “the IFI still owns the assets” 
or “I do not know.” Responses to the item “It will be an accounting problem since 
you and the IFI recognize the leased assets under the non-current assets. Can 
you not recognize it as non-current assets?” were: “I have to follow the IFRS” or 
“It would be a violation of IFRS.”

The most relevant response to the question “Has AAIOFI mentioned any 
accounting treatment for the lessee?” was “no”, and the direct response was: 
“It should be.”
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5. Conclusion and  Recommendations

This study has focused on the accounting treatments of fi rms that fully comply 
with IFRSs and utilize Islamic fi nancial leasing. We found that these fi rms apply 
the IFRS 16 guidelines because they care about the external audit report, and the 
AAOIFI did not mention any accounting treatment for these fi rms when utilizing 
Islamic fi nancial leasing. On the other hand, the literature review provided evidence 
that the IFIs complied with the AAOIFI accounting standards.

According to the above mentioned, it is clear that both parties of the Islamic 
fi nancial leasing process recognize the leased assets in their statements of 
fi nancial position under the non-current items, although in accordance with the 
IFIs designation. This recognition of the Islamic fi nancial leased assets causes a 
problem of dual depreciation and of other expenses recognized by the two parties, 
who bear the risk of the Islamic fi nancial leased assets. Accordingly, this leads to 
inaccurate fi nancial information.

Therefore, the recommendations are as follows:
1.  Propose this case to the International Accounting Standard Board to allow 

these fi rms utilizing Islamic fi nancial leasing to not recognize Islamic fi nancial 
leased assets in their statements of fi nancial position and only make a 
disclosure about it in the footnotes.

2.  Propose this case to the Accounting and Auditing Organization for Islamic 
Financial Institutions to include an accounting treatment of these fi rms 
utilizing Islamic fi nancial leasing.
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Book Review

Csaba LENTNER: East of West, West of Asia – 
Historical Development of Hungarian Public Finances 

from the Age of Dualism to the Present1

Csaba Lentner, professor of economics and one of the leading economists in the service 
of the National Bank of Hungary, is the author of a uniquely large list of publications, 
which can be consulted on his homepage, at: www.lentnercsaba.com. He touches 
upon many aspects but especially issues of Hungarian economic history, banking, and 
state fi nances. These interests of his meet in this current volume, in which the author 
tries to provide a synthesis of the Hungarian state’s fi nancial affairs of the last roughly 
150 years. As being such a historical work, covering a large period of time, it had to 
be divided into smaller parts. Accordingly, we can fi nd fi ve major periods from the 
political history of the Hungarian state: the period of the Austro-Hungarian dualist 
state from the Ausgleich (Compromise) until its last years of existence; the interwar 
period, with a special focus on the consolidation of fi nancial affairs by the Bethlen 
government; the era of the Socialist state-planned economy; the post-communist 
period of transition from 1989 until 2010; the post-2010 years, characterized by a 
series of fi nancial reforms during the successive Orbán governments and György 
Matolcsy’s presidency in the management of the Hungarian National Bank. Through 
this linearity, the author is basically realizing a connection between certain moments 
from the past of Hungary and its present. At the same time, the author is largely 
documenting historical decisions and processes which determined the evolution of 
the Hungarian economic life, within which the focus is especially on state fi nances, 
this later concept being embedded in the fi rst, larger one. The two methods are closely 
interrelated throughout the entire text, for example, in the case of the rearmament 
programme from Győr (1938) or the period of state planning, including the application 
of Új Gazdasági Mechanizmus (New Economic Mechanism) following the repressions 
of the 1956 revolution and the inauguration of the Kádár regime.

Basically, the methodology is consistent throughout the entire book, but each 
chapter has its own characteristics derived from the sources used and the certain 

1  L’Harmattan, Paris–Budapest, 2020, p. 304. ISBN 978 2 343 18706 8
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features of the time span discussed. We can also notice that the author is selective in 
some sense: he does not cover the short periods that otherwise marked Hungarian 
history to a great extent such as the issues of the Hungarian economy during World 
War I and its immediate aftermath, including the Hungarian Republic of the Soviets, 
or the issues during World War II, including the period of German Nazi occupation.  
Most probably, the author meant to focus on the large periods during which evolution 
was somehow following a natural path.

The fi rst large section, as I mentioned above, deals with the economic aspects of the 
Hungarian state administration between 1867 and 1918 but also with its roots. In this 
context, he discusses the intellectual ideas of the Hungarian Reform Era and of the 
Hungarian Revolution of 1848–1849. Some of the sources are original documents – 
including communiques of the competent organs of those times and the works of István 
Széchenyi, among others –, which are completed by a rich bibliography, while also 
citing authors who are among the best in the fi eld of Hungarian economic history such 
as Iván Berend, György Ránki, György Kövér, László Katus, and others. The hypothesis 
of the author is – and he brings serious arguments for proving it – that the Hungarian 
part of the Dualist Monarchy made serious efforts to shape the policies and to make 
investments for the benefi t of the industrialization process through which Hungarian 
statesmen wanted to improve the percentage of industrial production in the country’s 
global economy. Also, he states that the informal agricultural lobby – formed by the 
interests of great landowners, noblemen, the bourgeoisie, and rich peasantry alike – 
was somehow in opposition with the capitalist investments in industry, a confl ict 
which would be inherited by the interwar decades too and which caused the relative 
backwardness of Hungary compared to other parts of the empire such as Austria or 
Bohemia. The efforts for modernization and industrialization were supported mostly 
by state capital – on p. 50, for example, it is mentioned that foreign investments were 
under 40%; therefore, the Hungarian national economy can be called as a sovereign 
economy. On the agenda of state policies, protectionism was the key doctrine, and 
food transformation industry became the most developed branch of the industry.

During the period of the interwar decades, marked in the plan of politics by the 
names of Miklós Horthy and, in the fi rst part, Prime Minister István Bethlen, a special 
emphasis is given to the economic consolidation, which was indeed some sort of 
miracle if we mention, for example, the situation of interwar Austria (which became 
dependent, at a given moment, from the aids of the League of Nations). As a specialist 
in banking, the author gives a large space to the policies of the National Bank, whereby 
bringing an important contribution to the twentieth-century history of banking.

From the larger chapter dealing with the issues of the Hungarian national economy 
of the communist era, I would like to highlight two sections. The fi rst one is the 
comprehensive text treating the evolution of the Hungarian banking system from the 
Soviet model implemented following 1948 to the liberalization of the eighties. In 1983, 
two economists, later playing a major role in the post-socialist Hungarian political and 
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economic life – György Surányi and Lajos Bokros –, managed to publish an article in 
the leading Hungarian-language academic journal Közgazdasági Szemle, in which they 
stressed on the introduction of the banking system with two steps, the reinforcement 
of capital investments in the economy and the independence of the National Bank 
from the politics of the ruling government. This relative liberalization of ideas made 
the post-socialist transition slightly easier than it could have been otherwise. The other 
important section is the one in which the author presents the continuous decline of 
the state-planned economy, refl ected also in the living standards. On page 118, he 
delimits four phases in this process of decline. The rise of oil prices in 1973 was 
followed by the contraction of foreign loans between 1974 and 1978 to maintain the 
living standards of the population, which was illustrated, for example, by the rate of 
consumption: it was 20% higher than the average consumption in Western Europe.2 
Consequently, restrictions proved to be insuffi cient to restore the balance, and the 
growing unrest, the deterioration of living standards, and the lack of perspectives for 
any kind of a decent way out eventually caused the demise of the regime.

A particularly well-documented part of the work is the one providing a broad 
outline of the transition period of 1989–2010, with all of its pains, gains, successes, 
and mistakes, and with all the lessons learned from them. In the conclusions, the 
author summarizes that all the attempts based on austerity measures failed; however, 
the transition process proved to be successful, and this was materialized in the EU 
accession of Hungary.

The fi fth chapter presents the direction taken by the Hungarian state economy 
following 2010, which is considered by the author in great part to be a success, but 
one that was hard to be obtained. This was possible, in his opinion, due to the often-
unconventional monetary politics, the fl exibility of the decision makers to apply the 
lessons of different theories (with other words, the lack of dogmatism), and, most of 
all, the encouraging of economic growth and development. As it can be deduced from 
his words, the author is not an unconditional partisan either of state control over the 
market economy or of the complete freedom of the non-state actors of the economic 
life but one of fi nding the right solutions for unique situations.

The book is well-documented, with bibliography and original sources, also including 
a series of statistics in its Appendix. It is an original work, worthy to be used as a 
reference and cited by all those who are interested in the state fi nancial affairs of the 
Hungarian history of the last 150 years.

Artur LAKATOS
The Romanian Institute for Evaluation and Strategy

e-mail: lakatosartur@partium.ro

2 This number will be not surprising at all if we remember how severely the oil crisis affected 

Western capitalist economies.
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