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Abstract. Typically, big changes in the economic system lead to alterations 
on families’ disposable income and thus on their spending for different 
types of products, including food. These may imply in the long run a 
structural modifi cation of the population’s diet quality. After the fall of the 
socialist system, in the past two decades, Central and Eastern European 
countries, including Hungary, went through a profound and sometimes 
diffi cult transition of their political and economic systems, shifting from a 
centralized plan to an open-market economy, and, perhaps more importantly, 
the European Union integration. Economic change in lower-income and 
transitional economies of the world appears to coincide with increasing 
rapid social change. With respect to nutrition, there is evidence that these 
countries are changing their diets and that changes seem to happen at a faster 
pace than ever before (e.g. Ivanova et al., 2006). In this paper, we analyse 
the evolution of Hungarian dietary patterns based on socio-economic status 
(SES) data between 1993 and 2007. Data allows defi ning and profi ling 
several clusters based on aggregated consumption data, and then inspecting 
the infl uence of SES variables using OLS and multinomial logit estimations.

Keywords and phrases:  Transition economy, food consumption patterns, 
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Introduction

In most Central and Eastern European post-communist economies, food 
expenditures constitute the second largest expenditure position for private 
households (overshadowed only by expenditures for housing). A signifi cant 
welfare loss due to increased nutrition-related expenditures was recorded in the 
transition period (see Huffman 2005 for the Polish example). Nevertheless, food 
expenditure shares as well as absolute expenses per household are declining. In 
1995, for Hungarian households, this represented 23.3% declining to 17.50% on 
average by 2008 versus 14.5% and 12.7% for EU-27, respectively. A comparison 
of consumption behaviour between East and West Germany reveals a clear 
tendency of convergence for most products (Grings, 2001).

Moreover, in a study of food expenditures across 47 countries, Regmi et al. 
(2008) found signifi cant convergence of consumption patterns for total food, 
cereals, meats, seafood, dairy, sugar and confectionery, caffeinated beverages 
and soft drinks. According to the authors, this convergence refl ects consumption 
growth in middle-income countries – to which Hungary also belongs – due to the 
rapid modernization of their food delivery systems as well as to global income 
growth. Quoting Regmi and Gehlhar (2005), this study concludes that consumers 
in developing countries have used their growing incomes to upgrade diets, increase 
their demand for meats, dairy products and other higher-value food products.

Several studies, however, (e.g. Irala-Estévez et al., 2000; James et al., 1997; 
Arija et al., 1996; Ross et al., 1996) show that there are large variations between 
individuals with respect to the quantity and quality of the food consumed. Despite 
the fact that lower-income consumers make bigger changes in food expenditures 
as their income levels change (Seale et al., 2003), there is empirical evidence (e.g. 
Hulshof et al., 2003; Cavelaars et al., 1997; Adler et al., 1994; Hoeymans et al., 
1996) that in most European countries there are still great disparities in nutrition 
and health with respect to socio-economic status (SES).

In general, less educated and lower-income groups appear to consume less 
healthy diets (Hulshof et al., 2003). According to the studies of Dowler et al. 
(1997) and James et al. (1997), poverty and low income may restrict the ability 
to buy food on the basis of health and limit access to healthy food. According to 
Hulshof et al. (2003), particularly in the North and West of Europe, a higher SES 
is associated with a greater consumption of low-fat milk, fruit and vegetables 
(e.g. Irala-Estevez et al., 2000). Additionally, those with higher education tend to 
consume less fat and oil but more cheese (Hulshof et al., 2003; Roos et al., 1999). 
Prattala et al. (2003) confi rmed this fi nding, concluding that higher and lower 
socio-economic groups have different sources of saturated fats.

A previous research also concluded that consumers with a higher educational 
level tend to be more aware of the characteristics of a healthy diet (Margetts 
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et al., 1997) and have more knowledge about food items which are healthier 
(Martinez-Gonzales et al., 1998; Hjartaker and Lund, 1998; Margetts et al., 
1997). Although not directly related to this study, the issue of perceived food 
healthiness or the subjective diet awareness needs to be mentioned (see, for 
example, Provencher et al., 2008 or Carels et al., 2007). Although Hulshof et al. 
(2003) state that this might partly explain the differences in food consumption 
between SES classes, the differences in food consumption patterns between 
SES may also be explained by the fi ndings of Prattala et al. (2003) that higher 
social classes prefer modern foods whilst lower classes traditional foods. This 
conclusion is in line with Grignon’s (1999) emphasizing that higher social 
classes consume more food items, indicating an increasing trend compared to 
lower classes. According to the authors, these fi ndings are explained by the 
Bourdieu’s theory that the socio-economically better-off are the fi rst to adopt 
new food habits (Bourdieu, 1989).

To further understand the role of SES in food consumption, in this paper, we 
analyse the differences in dietary intake between adults with different socio-
economic statuses (SES) and trends over time. Using family food consumption 
household data from the beginning of the transition period (1993) and from after 
the EU accession (2007), we analyse the declared consumption of the main food 
groups, looking into the differences of the diets of consumer groups with different 
SES in Hungary. This study allows for the analysis of the convergence of the 
Hungarian diet with the diets of other European countries and the identifi cation 
of possible measures to improve the dietary intake of consumers.

This paper is organized as follows: after this introduction, a brief description 
of the research methodology is presented; the empirical results of the study are 
discussed in Section 3, followed by summary, conclusions and recommendations. 
The conclusions stress the main fi ndings and discuss implications for food policies 
in what concerns the improvement of the Hungarian diet. Several directions for 
possible further research in this topic are outlined at the end of this study.

Data and Methodology

The Hungarian Household Budget Survey (HBS) has been conducted annually 
by the Hungarian Central Statistical Offi ce since 1993. The survey covers the 
Hungarian population living in private households. The unit of sampling is 
the dwelling and the unit of observation is the household. The survey contains 
7,000 to 10,000 households annually. The survey is partly based on monthly 
household records and partly on post facto annual interviews, providing detailed 
information both on income and the structure of expenditures. Own consumption 
of self-produced food and beverages and net farm revenue are also reported.
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The empirical analysis employs three multivariate techniques. First, cluster 
analysis is used to group households according to their food consumption habits. 
Then, a more detailed multivariate regression analysis follows, where healthy and 
less healthy food consumption habits are regressed on variables defi ning SES. 
Thus, dependent variables include quantities of fat, sugar, alcohol, various meats, 
fruit and vegetables consumption, whilst independent variables include household 
size, age and education of the household head, location, income, employment and 
quality of house/fl at (number of rooms, existence of bathrooms, etc.).

Several different measures of socio-economic status, such as education, 
location, house characteristics, were examined in this study. The aim was to 
compare the direction and magnitude of associations for each measure of socio-
economic status with the fruit and vegetable intake. Educational level, cultural 
expenditures or the geographical location (Budapest or other large cities) may have 
important infl uences on the socio-economic status. Higher levels of education 
may increase the ability to obtain or to understand health-related information in 
general, or dietary information in particular, needed to develop health-promoting 
behaviours and beliefs with respect to food consumption habits. Analyses, which 
have taken into account education, occupation, income and employment status 
alike, have shown that education is usually the strongest determinant of the 
socio-economic differences. The other socio-economic variables have a similar 
but weaker effect than education (Roos et al., 1996).

Multivariate regressions differ from multiple regressions in that several dependent 
variables are jointly regressed on the same explanatory variables. Although direct 
comparison of 1993 and 2007 regression coeffi cients should be done with care 
since variables are not entirely the same in the two databases, the analysis gives 
insight not only into consumption and dietary habit differences across SES groups, 
but also into their change in time. The latter is a rather important issue in the post-
communist economies, where the economic transformations that started in 1990 
had a deep impact upon population purchase power, income and, indeed, food 
consumption habits (Ivanova et al., 2006). Finally, a multinomial logit analysis is 
performed. Using information from the fi rst part of the empirical analysis, cluster 
numbers employed as dependent variables are regressed upon SES variables.

Empirical Results

Descriptive Statistics

First, a number of SES variables were selected for the analysis. The descriptive 
statistics of the most important ones are presented in Table 1: education of 
household head (Edu), income of household (Inc: monthly total personal income 
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of household head in 1993 and the deciles the household belongs to based on 
net income per person for 2007), location (Loc: 1 – Budapest, 2 – major city, 
3 – town, 4 – village), number of people in the household (Num), number of 
larger than 12 m2 rooms and number of 4 to 12 m2 rooms in the household (R1 
and R2, respectively), bathroom and toilet facilities in the household (BR), 
agricultural income (AInc) and cultural expenditures (Cult). Nine aggregated food 
consumption variables were created, based on individual food item consumption 
data. Number of observations, mean values, standard deviation, minimum and 
maximum values of the aggregated variables for 1993 and 2007 are presented in 
tables 2 and 3, respectively.

The last column of tables 2 and 3 shows the percentage of aggregated 
consumption variables within total food consumption (sum of all 9 categories). 
Surprisingly, the structure of food consumption remained almost unchanged 
during the 14 years time span. There is more consumption of red and white 
meats in 2007, but a shift from animal to vegetable fats may also be observed. The 
share of vegetables in total consumption had been massively reduced by 2007; 
however, the share of fruit consumption remained stable. With the increase of the 
2007 carbohydrates and alcohol intakes, one may conclude that dietary habits in 
Hungary shifted towards less healthy consumption patterns.

Cluster Analysis of Food Consumption Patterns

Cluster analysis was applied as a two-stage process to the following 9 aggregated 
food intake variables: red meats, white meats, egg and milk products, animal 
fats, vegetable fats, vegetables, fruits, carbohydrates and alcohol. In the fi rst 
stage, a hierarchical analysis was employed to provide an indication of the 
appropriate number of clusters. Hair et al. (1998) suggests a procedure based 
upon the inspection of the distance information from the agglomeration schedule. 
Following this procedure, the appropriate number of clusters is suggested at 
the stage where there is a ‘large’ increase in the distance measure, indicating 
that a further merger would result in decrease in homogeneity. However, 
Hair et al. (1998) also point out that ‘the selection of the fi nal cluster solution 
requires substantial researcher judgement and is considered by many to be too 
subjective’. Following the hierarchical analysis, and the exclusion of outliers in 
both databases, the K-Means optimization procedure was employed – together 
with the consideration of relative cluster size and the desire for parsimony – to 
generate a three-cluster solution for 1993 and a two-cluster solution for 2007. 
Information about cluster membership, in the form of a nominal cluster identity 
variable, and distance to the cluster centre were saved for posterior analysis.

F-tests were performed to the cluster variables. These are based upon differences 
between clusters, on the basis of a null hypothesis that average variable scores 
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for each cluster are equal against an alternative hypothesis that they are not. 
Results indicate that the 9 variables have signifi cantly different patterns between 
groups. Therefore, the criteria used to cluster consumers can be considered 
meaningful. The next step of the analysis is to profi le the clusters. A profi le 
of each of the groups is established from the mean of the food intake variables 
and from the identifi cation of the SES variables for which there are signifi cant 
differences between groups at a 5% level of signifi cance on the basis of a chi-
square contingency test for nominal variables, and an F-test for metric variables.

Of the 3 clusters found in the 1993 panel, Cluster 3 is the biggest cluster with 
more than half of the households (62.3%), followed by Cluster 2 (34.5%) and by 
a quite small Cluster 1 with only 2.7% of observations. Analysing the profi les of 
the clusters, signifi cant differences at the 5% level were found in all food intake 
variables and in SES variables in analysis, except for the amount spent for culture 
(proxied by concert and theatre expenditures).

Cluster 3 has the lowest scores in all food intake variables as well as in the 
income variable, partly explained by the fact that families of this cluster are 
smaller (average size of 2.32 members vs. 3.28 in Cluster 2 and 3.65 in Cluster 1). 
These families live in smaller houses (fl ats) than families in the other two clusters 
and spend relatively less on books. Additionally, they tend to live relatively more 
in Budapest and other cities (27.5% vs. 16.3% in Cluster 2 and 10.8% in Cluster 
1) and to have a woman as head of the household (34.7% vs. 10.8% in Cluster 2 
and 8.2% in Cluster 1). The head of the household is relatively older than in the 
other two clusters (54.6 vs. 50.22 in Cluster 2 and 47.93 in Cluster 1). With respect 
to education level, the profi le of this cluster is somewhat mixed, since it has the 
highest proportion of people with less than 8 years of school (25.25 vs. 15.8% 
in Cluster 2 and 14.8% in Cluster 1) and, at the same time, with a university or 
college education (8.6% vs. 7.1% in Cluster 2 and 5.1% in Cluster 1).

As it can be understood form the previous paragraph, Cluster 1 is more different 
from Cluster 3 than Cluster 2 in terms of both food intake and socio-economic 
profi le. This rule does not apply to the consumption of fruits, where Cluster 2 has 
the highest score, followed by Cluster 1 and then Cluster 3. The same is true for 
the number of rooms in the household smaller than 12 m2, where the mean value 
of Cluster 2 is higher. It is also important to notice that Cluster 1 is the cluster 
with a higher proportion of people living in the countryside (59.7% vs. 52.1% in 
Cluster 2 and 40.5% in Cluster 3) with 8 to 10 years of school (36.7% vs. 31.5% 
in Cluster 2 and 29.6% in Cluster 3) and with a man as the head of the household 
(91.8% vs. 89.2% in Cluster 2 and 65.3% in Cluster 3).

The profi les of the 2007 clusters show that Cluster 1 is the smallest one, with 
26.5% of observations. The mean value of the food intake variables is always 
higher in this cluster. When compared to Cluster 2, consumers in Cluster 1 are 
characterized by relatively lower education levels and live relatively more in 
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rural areas and small cities (71.8% vs. 53.9% in Cluster 2). They live in bigger 
households and spend more on education, culture and holidays. These may be 
explained by the fact that they tend to have bigger families than consumers in 
Cluster 2 (mean value of 3.41 vs. 2.3). The per capita total income is relatively lower 
in this cluster – the percentage of observations in deciles 1 to 7 is signifi cantly 
higher for this group. The head of the household tends to be younger than in 
Cluster 2 (mean value of 50.3 vs. 52) and it is a man (83.3% versus 62.3%).

To conclude, it can be stated that this cluster is composed of more traditional 
families, with relatively lower per capita income, that live in the countryside, 
have more children and a relatively young man as head of the household, with a 
medium level of education.

Regression Analysis of Food Consumption on SES Variables

OLS regressions of aggregated consumption variables on cluster data and SES 
variables are performed next. Table 4 presents regression coeffi cients and 
corresponding signifi cance levels for 1993, whilst Table 5 does so for 2007.

For 1993, the coeffi cients of determination (adjusted R2) vary considerably 
between regressions, from 6% (fruits, alcohols, vegetable fats and animal fats) to 
30% (carbohydrates) or even 66% (egg and milk products). Similarly dispersed, 
albeit somewhat higher R2 values were obtained for 2007, ranging from 7% 
(alcohols) to 15-20% for meat, vegetable and fruit products, 48% (carbohydrates) 
and 64% (egg and milk products).

Explanatory variables are generally highly signifi cant and their sign is 
persistent from 1993 to 2007 regressions. For 1993, the cluster analysis revealed 
that households in Cluster 1 consume the most, followed by clusters 2 and 3. For 
the 2007 data, Cluster 1 consumes more than Cluster 2. The fi nding is refl ected 
by the negative coeffi cients of the cluster variable in every regression for both 
1993 and 2007. The gender variable is negative for all categories, implying that 
households managed by women consume less. Education, coded from 1 (less 
than 8 classes) to 8 (PhD), signifi cantly reduces consumption except for vegetable 
fats and fruits, possibly suggesting more health-conscious eating habits for highly 
educated households.

For 1993, the income variable is only signifi cant (positive) for red meats, 
vegetable fats, fruits and alcohol, the more expensive food categories. For 2007, the 
income variable is signifi cantly positive for all food categories except the cheaper 
and possibly less income-sensitive ones, such as animal fats and carbohydrates. 
The higher number of food categories, where the variable is signifi cant in 2007 
compared to 1993, might suggest the growing importance of household income 
when purchasing food, i.e. the increase of the food demands’ income elasticity 
coeffi cient. Location (from 1: Budapest to 4: village) has signifi cantly positive 
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(e.g. white meats, egg-milk products, animal fats and carbohydrates for 1993) and 
negative effects (vegetable fats, consumed more in larger localities) depending 
on food category. For 2007, the variable suggests increased consumption of most 
food categories in smaller localities compared to bigger ones, with the exception 
of vegetables, fruits and alcohols. With the exception of alcohols (negative for 
1993, not signifi cant for 2007), the number of household members positively 
infl uence all aggregated food categories. The negative sign of alcohols indicates 
that households with larger families (more children) tend to spend less on such 
items. The number of smaller and larger rooms (R1 and R2) is generally signifi cant 
and increases the consumption of all food variables. The picture is less obvious 
for the number of bathrooms/toilets in the household. Agricultural income seems 
to be an important determinant in both years, with mostly signifi cant positive 
coeffi cients (correlation coeffi cient between net income and agricultural sales/
income is close to 0). There is an extra variable included in the 2007 regressions, 
not available for the 1993 data: the cultural, artistic expenditures (cult). With the 
exception of alcohols and fruits, where it is signifi cantly positive, it has negative 
effects upon all other food consumption categories. Perhaps those willing to spend 
more on culture, arts and, ultimately, going out, tend to consume more alcohol in 
and outdoors, and, at the same time, reduce their intake of other food items.

Analysis of Cluster Selection on SES Variables

A multinomial logit analysis is run for 1993 with the dependent variable being 
the cluster (1, 2 or 3). For the 2-cluster solution in 2007, a logit regression is 
performed. Results for 1993 and 2007 are presented in tables 6 and 7, respectively.

The coeffi cients of the multinomial logit regression fi t the cluster profi les 
presented in Section 3.2: Cluster 3, the base is the cluster with the lowest food 
intake, smaller houses (R1, R2 positive in clusters 1 and 2 versus the base), live 
mostly in Budapest or bigger cities (positive coeffi cient for location in both 
clusters vs. Cluster 3), smaller families (variable Num positive). In a similar 
fashion, those in Cluster 1 are more likely to live in rural areas than those in 
Cluster 2 or 3 (positive location and agricultural income coeffi cients), and they 
are more likely to have a man as household head.

Conclusions

Our results emphasize the major post-1990 socio-economic changes in the 
Hungarian society. Dietary intakes vary considerably across SES and also in time. 
Similarly to the Bulgarian fi ndings of Ivanova et al. (2006), a general deterioration 
of post-transition dietary habits is observed; however, some SES groups managed 
to shift their food consumption towards healthier intake patterns.
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Due to increasing household incomes and the openness of the Hungarian 
economy, the consumption patterns of Hungarian families tend to converge. 
While in 1993 three distinct clusters of food consumption patterns were 
identifi ed, in 2007, only two groups could be found. Nevertheless, the great 
majority of the variables that used to defi ne the SES have a signifi cant impact 
on food consumption patterns in both years, confi rming previous studies on 
this issue and showing that, besides income, other variables, such as education, 
gender, type of household etc., are also pertinent to understanding food 
consumption behaviour.

It is also important to emphasize and understand the change of food consumption 
patterns in Hungary after the economic transition and the EU accession. As 
expected, with a growing economy, people spend more on meat products (both 
red and white), converging towards the EU average. Concerning health-conscious 
food consumption behaviours however, mixed results were obtained. On the 
one hand, there is a tendency to replace animal fats with vegetable fats, along 
with increased fruit consumption. On the other hand, there is a sharp decrease 
of the share of vegetables in total consumption and an increase of the share of 
alcohols. It can be said that, at least partially, the convergence of Hungarian diet 
with the European one is bringing new issues with respect to the quality of the 
population’s diet and its possible impacts on health.

Results are equally relevant for healthcare professionals, farmers, agro-food 
enterprises and different public bodies that need to know how much and what the 
population of a region or a country eats. Nutrition, or rather poor nutrition, is the 
main cause of morbidity and mortality in Europe and, consequently, successful 
nutritional policies might prove to be a fundamental step for the improvement of 
health in Europe. The success of these policies depends on a clear understanding 
of the dietary patterns of the population and how different socio-economic factors 
infl uence these patterns. This study hopefully adds to that understanding in the 
context of a European transition economy.

There is, of course, room for further research on this topic such as the 
comparison of the dietary changes in Hungary with the changes experienced 
by neighbouring and other European countries. It would also be interesting to 
analyse the Hungarian diet according to the WHO recommendations and to cross 
the data of the household panel with health data, most importantly with food-
consumption-related diseases such as obesity or coronary diseases.
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Table 7. Logit analysis for 2007 (Cluster 2 base outcome)
Variables Coef. Signif.

Cluster 1
Gen -0.326 0.000
Age 0.013 0.000
Edu -0.061 0.000
Inc 0.031 0.030
Loc 0.124 0.000
Num 0.583 0.000
R1 0.172 0.000
R2 0.130 0.001
BR -0.009 0.919
Cult 0.009 0.719
Mealsg -0.006 0.233
AInc 0.161 0.000
Health 0.062 0.000
_cons -4.192 0.000
Pseudo R2 0.16

Source: Hungarian Central Statistical Agency household survey; data cleaned by HAS Institute of 
Economics’ Databank. Own calculations
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Abstract. Small and medium-sized enterprises play an important role in 
employment and also signifi cantly contribute to GDP production. Therefore, 
an important function of economic policy in all countries is to create an 
economic milieu that supports the SMEs’ operation. By analysing several 
economic indices of SMEs in Hungary, we could identify that there are 
signifi cant differences between the regions. About 40 percent of the enterprises 
are located in the Central Hungary Region. By examining specifi c indices 
of these fi rms, we can tell that enterprises operating in this region provide 
higher performance in the point of Return and Gross Value Added. The aim 
of this study is to assert that regional differences can be found not only in the 
performance of fi rms, but also in their capital structure. As a proof of this, 
we analysed the regional breakdown of capital structure based on a database 
which contains corporate income tax declaration data of Hungarian joint small 
and medium-sized enterprises (168,070 fi rms), and then we separated different 
fi nancing characteristics by using cluster analysis. Finally, we discovered those 
endogenous and exogenous factors that could generate the disclosed regional 
differences and which interact with the performance of enterprises.
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1. Introduction

The role of small and medium-sized enterprises (SME) in the economy justifi es 
that we must give high priority to this sector. But the phrase SME denotes an 
extremely diversifi ed group of fi rms. This heterogeneity can be observed not only 
in their total number of staff, annual turnover or annual balance sheet total – on 
which the legal demarcation is based – but also in their micro- and macro-milieu 
and in their activities. Based on this, fi rms are also faced with different fi nancing 
problems and opportunities in the course of their operation, and as a result of this 
their capital structures are dissimilar.

Capital structure is the distribution of the cash fl ow of a company’s investments 
between the holders of related assets and the long-term fi nancial claims. When the 
fi nancial offi cer decides about the fi nancing of a project, he actually determines the 
combination of the holders of claims. Most frequently, the literature uses the leverage 
and gearing indices to characterize capital structure. The leverage is measured by 
the ratio of total (long-term and short-term) liabilities to total assets, while gearing is 
measured by the ratio of total liabilities to equity (Brealey & Myers, 2005).

The theoretical and empirical literature of determining factors of capital 
structure is rich and diversifi ed. The classical capital structure doctrines are 
originated from the authors Modigliani and Miller; their research defi nes the 
literature of capital structure to this day. Based on their model with robust 
suppositions (e.g. the capital market is perfect, and there are no taxes and 
transaction costs), they were led to the conclusion that the market value of the 
fi rm is independent from its capital structure (Modigliani & Miller, 1958). The 
aim of the majority of capital structure theories inspired by their result was to 
lift their assumptions. The step-by-step challenging of assumptions brings the 
theories nearer and nearer to the reality.

Interpreter theories of companies’ capital structure have a history of more than 
fi fty years. The earliest and, since then, determining doctrines and empirical 
results were born in the 50s in the United States. Statistics, which make analyses 
of Hungarian companies possible, have been compiled in Hungary since the 
regime change and the birth of the stock exchange. The earliest studies were based 
on data of large and mainly stock exchange listed companies. Later, analyses 
concentrated on a particular sector (e.g. manufacturing fi rms), and began to take 
notice of companies of all sizes. Papers concentrating on SMEs’ capital structure 
appeared after 2000.

In this study, we focus on Hungarian SMEs’ capital structure. In sections 2 and 
3, we characterize the SMEs of Hungary. Section 4 describes the material and the 
methods. In Section 5, we investigate whether the regional differences we have found 
in the fi rms’ performance also characterize the capital structure of the enterprises. 
In Section 6, we explore which endogenous (company size, sectoral breakdown, 
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asset’s coverage capability, market position) and exogenous (characteristic of input 
and output markets, macroeconomic characteristics) determinants may have 
signifi cant effect on the fi nancial decisions of SMEs and which could generate the 
disclosed regional differences. Finally, Section 7 concludes.

2. SMEs’ Defi nition and Economic Importance

The defi nition of small and medium-sized enterprises (SMEs) regulates the 
Hungarian Act XXXIV of 2004 on Small and Medium-Sized Enterprises and the 
Promotion of Their Development. From the fi rst of January 2005, according to 
2003/361/EC Commission Recommendation concerning the defi nition of micro-, 
small and medium-sized enterprises, the conceptual demarcations of the law are 
the followings:

“3. § (1) An enterprise is qualifi ed as SME if its total staff number is fewer than 
250 persons and its annual turnover is up to 50 million euros in Hungarian forint, 
or its annual balance sheet total is up to 43 million Euros in Hungarian Forint.

(2) An enterprise is qualifi ed as a small-sized enterprise if its total staff number 
is fewer than 50 persons and its annual turnover or its annual balance sheet total 
is up to 10 million euros in Hungarian forint.

(3) An enterprise is qualifi ed as micro-sized enterprise if its total staff number 
is fewer than 10 persons and its annual turnover or its annual balance sheet total 
is up to 2 million euros in Hungarian forint.

(4) Those enterprises do not qualify as SMEs that have a direct or indirect 
property share of the state or the local government which exceeds, separately or 
jointly, 25%.”

In Hungary, the vast majority of the enterprises belong to the category of SMEs. 
In 2009, 95 percent of the enterprises belonged to the category of micro-sized 
enterprises, based on the total staff number distribution. Beyond their numerical 
superiority, their size basically infl uences their revenue-generating capability, 
their contribution to the GDP, to employment and to development. 

In 2009, 56 percent of Gross Value Added was produced by SMEs, while they 
provided jobs to three-quarters of the employed. They give more than 50 percent 
of the Hungarian fi rms’ net annual turnover and investments. Their role in 
employment is considerable as they do typically more labour-intensive activities 
(Kotulics, 2010).

Hungarian SMEs’ revenue-generating capability is one-tenth of the EU15’s 
average. Less than 20 percent of the enterprises are bankable (the rate in the 
EU is 70–85%) and just a negligible number of them has got sensible help from 
enterprise development systems (NFGM, 2009).
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3. Regional Differences of SMEs

Table 1. Main indices of SMEs, 2009
Area Number of 

SMEs
Number of 
employees

Gross value 
added

Sales 
revenue

Investment Foreign 
capital

Billion HUF
Central Hungary 274258 834519 3907 24802 887 5678
Central 
Transdanubia

69597 195457 577 2854 147 502

Western 
Transdanubia

68314 193928 556 2729 137 292

Southern 
Transdanubia

58604 159623 389 2059 197 98

Northern 
Hungary

59396 163291 457 2381 90 245

Northern Great 
Plain

79365 231014 594 3300 148 164

Southern Great 
Plain

78592 233932 625 3469 172 159

Hungary total 688126 2011764 7105 41594 1789 7137
Source: KSH 2011

Table 1 contains the Hungarian SMEs’ most important economic indices 
broken down by regions. We can see that the Central Hungary Region excels at 
all points. It represents more than 50 percent rate in point of gross value added 
and sales revenue, while in point of foreign capital this rate is about 80 percent.

The differences are even more conspicuous on specifi c (per unit) data 
investigation. In point of gross value added and investments per SME, the Central 
Hungary Region has half as much benefi t compared to the other regions. In the 
case of sales revenue per SME, this difference is more than the double, while in 
the case of foreign capital it is about sextuple. In point of the average number of 
employees, there are no signifi cant differences between the regions.

Upon the investigation of the rate of gross value added to sales revenue, as 
the index of operation’s effi ciency, we found that this index is also lowest in the 
Central Hungary Region.

4. Material and methods

Századvég Economic Research Ltd. gave free run of the database, which we used 
for our analyses. This database contains Hungarian joint SMEs balance sheet 
and income statement data from their corporate income tax declarations from 
2007 to 2011. However, in the course of the present analysis, we concentrate 
only on the data of the year 2010 because adequate background variables (county 
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code, region code, TEÁOR classifi cation) were available in that year only. To the 
division of the activities, the TEÁOR (unifi ed sectoral classifi cation system of 
economic activities) ’08 classifi cation’s main groups were available.

Firms of the capital city, Budapest, act otherwise in many ways (e.g. type of 
activities) compared to other enterprises from the region’s other settlements. That 
is why it is justifi able to run Budapest as a separate territorial unit. With the help 
of the county code, Budapest became isolable from the other settlements of the 
Central Hungarian Region; so, apropos of territorial differences, next to the seven 
Hungarian regions, we could represent the capital city’s data separately.

The database also contains SME classifi cation given by fi rms, but that has been 
in many cases defi cient or wrong. Therefore, as the start of the analysis after the 
replacement and correction of this, we made another classifi cation to the database 
based on the number of employees. We eliminated enterprises with the total staff 
number zero or unknown, and those with more than 249 employees. The created 
categories were: in the case of 1–9 employees “micro-,” 10–49 employees “small” 
and 50–249 employees “medium” enterprises.

To give a presentation of the capital structure, at fi rst, we investigated SMEs’ 
aggregated capital structure. But the interpretation of the results was made 
diffi cult by the fact that many fi rms, mainly micro-enterprises, were characterized 
by zero or negative equity. Therefore, these fi rms, although not eliminated, were 
separated and further on run as a separate group.

To characterize fi rms with positive equity, we chose the further three capital 
structure indicators:

1) Equity ratio: we calculated as the ratio of equity and total sources.
2) Long-term debt ratio: we calculated as ratio of long-term debts and durable 

sources.
3) Accountants payable ratio: we calculated as ratio of accounts payable and 

total liabilities.
Based on the three indices, we separated different fi nancing characteristics 

by using cluster analysis. Out of the potential analysing methods, we chose 
K-means clustering and – based on performed examinations – it was justifi ed to 
use 6 clusters. We made the analysis with WEKA data mining software. WEKA 
(Waikato Environment for Knowledge Analysis) is a free, unlimited access 
package developed by Waikato University in New Zealand. Its open-source code 
and modular construction enables further developments; therefore, new features 
are added continuously (Abonyi, 2006).
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5. Capital Structure in the Light of the Regions

Figure 1 shows joint SMEs from the database (in total, 168,070 fi rms) aggregated 
capital structure by territorial location. We can see that the average ratio of the 
equity is 37% in Hungary. We found lower ratio in the case of Budapest, as in 
the case of other regions it is higher. The ratio of long-term debts exceeds the 
countywide average only in the case of Central Hungary Region; in other regions, 
its value is signifi cantly behind.

Figure 1. Regional differences in SMEs’ aggregate capital structure, 2010

Comparing aggregated capital structure’s regional data and EU’s Development 
Ranking (Eurostat 2011), we found that in more developed areas (Central Hungary, 
Western Transdanubia) a lower ratio of equity and a higher ratio of durable liability 
is typical, more so than in less developed regions (Northern Hungary, Southern 
Transdanubia). The result is distorted by the fi rms’ data with non-positive equity, 
whose ratio in the Central Hungary Region is higher than 20 percent.

Clusters of Capital Structure

Table 2. Result of cluster analysis
Cluster’s name Cluster1 Cluster2 Cluster3 Cluster4 Cluster5 Cluster6 Total

Number of fi rms 38,358 32,092 16,434 19,691 14,219 15,294 136,088

Rate of fi rms 28.19% 23.58% 12.08% 14.47% 10.45% 11.24% 100.00%

The result of the clustering is shown in Table 2. More than half of the 136,088 
enterprises with positive equity came to the fi rst and second cluster, while the 
size of the other groups is about the same; they contain units between 14,000 and 
20,000 pieces.
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Figure 2 illustrates the capital structure indicators of the clusters with the 
help of box plots. In the diagram, the boxes are delimited by lower and higher 
quartiles, while the total range of the data is observable through the line from the 
boxes. We can show that, as a result of clustering, we can identify well-separated 
capital structure characteristics referring to Hungarian SMEs.

Figure 2. Equity ratio (ER), long-term debt ratio (LTDR) and accounts 
payable ratio (APR) by clusters, 2010

In cluster1, the dominance of equity is typical; hence this group’s name is “high 
equity”. In cluster2, next to the medium ratio of equity, the roles of long-term 
debts and accounts payable also turn up. This group’s name is “medium equity”. 
In cluster3, long-term debts dominate; hence, this group’s name is “high long-term 
debt”. In cluster4, the value of all indices is low; hence, its name is “other source”. 
In cluster5, next to equity, the high ratio of trade credit is typical; hence, its name 
is “high trade credit”. In the case of cluster6, the ratio of equity and trade credit is 
also high; hence, this group’s name is “high equity and trade credit”.

Financing Characteristics in the Regions

Figure 3. Capital structure clusters by regions, 2010
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Figure 3 shows that results may be similar to the rank of development by 
regions. While about 60 percent of the fi rms in the Northern Great Plain Region 
fi nance their operation mainly with equity, this ratio is lower than 50 percent in 
the Central Hungary Region and in Budapest. Firms operating with high trade 
credit concentrated in the capital city and its surroundings, and non-positive 
equity is typical here. Enterprises with high stock of long-term debt are typical 
primarily in the Western Transdanubia Region.

6. How Can We Explain the Regional Differences?

Henceforth, we present and analyse some factors that infl uence the capital 
structures of the fi rms and through them we interpret the regional differences.

Krénusz (2007) divided the determining factors of capital structure 
(determinants) into two large groups. She named macro-factors those regional- 
or country-specifi c characteristics on which companies have no effect. These 
factors outwardly infl uence (exogenously) the fi nancing decisions of fi rms. The 
micro-factors (endogenous factors) are the peculiarity of the companies which 
directly affect capital structure policy.

The literature of micro-factors discusses several determinants, from which we 
investigated fi rm size, character of activities, tangibility (coverability) and market 
position, as the importance of trade credit. With the help of them, we interpret 
the regional differences of fi nancing characteristics in Hungary.

The literature of capital structure discusses the following macro-factors: 
macroeconomic characteristics, legal system, development of fi nancial 
intermediation, tax system, corporate governance and characteristics of input and 
output markets. Some of these macroeconomic characteristics (mainly GDP per 
capita) and the characteristics of input and output markets may contain relevant 
factors if we analyse the differences between the regions. 

Effect of Company Size on Capital Structure

Large companies, because of their size and diversifi ed activities, have lower risk 
in the course of lending; therefore, they get borrowing capital easier. The lower 
risk means simultaneously cheaper fi nancing sources, which are associated with 
lower specifi c transaction costs. The probability of bankruptcy and bankruptcy 
costs is proportionally much lower for large fi rms compared to SMEs (Warner, 
1977). Therefore, we expect company size to be positively related to leverage.

Empirical studies done with data on small enterprises found the relationship 
between fi rm size and total liabilities and long term-debt to be a positive one (e.g. 
Jensen and Uhl, 2008; Psillaki and Daskalakis, 2009).
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Table 3. Rate of categories by fi rm size in the regions
Area Categories Micro Small Medium Total
Central Hungary 
(without Bp.)

number 20,519 2,391 422 23,332
rate 88% 10% 2% 100%

Budapest
number 47,930 6,451 1,141 55,522

rate 86% 12% 2% 100%
Southern 
Transdanubia

number 11,100 1,576 289 12,965
rate 86% 12% 2% 100%

Northern 
Hungary

number 10,474 1,468 298 12,240
rate 86% 12% 2% 100%

Central 
Transdanubia

number 12,818 1,859 327 15,004
rate 85% 12% 2% 100%

Western 
Transdanubia

number 12,280 1,818 383 14,481
rate 85% 13% 3% 100%

Northern Great 
Plain

number 14,511 2,183 483 17,177
rate 84% 13% 3% 100%

Southern Great 
Plain

number 14,547 2,354 448 17,349
rate 84% 14% 3% 100%

Hungary total
number 144,179 20,100 3,791 168,070

rate 86% 12% 2% 100%

In Table 3, we can see that, although there are no huge differences between 
regions in the territories, in more developed regions, the ratio of micro-enterprises 
is higher, while in less developed regions small and medium-size enterprises are 
overrepresented as compared to Hungary’s average.

Figure 4. Distribution of capital structure clusters by fi rm size, 2010
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Figure 4, which visualizes fi nancing characteristics by company size, also 
shows huge differences. While every third micro-sized enterprise fi nances 
themselves quasi with equity alone, this is typical only for every fourth medium-
sized enterprise. With an increase in size, long-term debt acquires higher 
importance. Trade credit already has a doubled importance in the small-sized 
category compared to the smallest-sized fi rm category. Non-positive equity is 
typical mainly in micro-sized enterprises.

Based on the capital structure clusters, it would be expectable that in more 
developed regions the ratio of enterprises fi nanced mainly by equity to be higher 
– namely, the opposite of what we have found; therefore, fi rm size can not justify 
regional differences.

Effect of Sectoral Breakdown on Capital Structure

The characteristic of the activity is one of the most important determining factors 
of capital structure. The capital structures of fi rms in the same sector are always 
very similar. And sectors also tend to hold rank of relative leverage over the 
years. From this conception, we could demarcate fi rms with low, medium and 
high leverage (Harris and Raviv, 1991). Enterprises with low leverage are, among 
others, the cosmetic industry, electronic, food industry, engineering fi rms and 
publishing. Enterprises with medium leverage are, among others, pulpwood, 
construction, petroleum extraction and refi ning or chemical industry. And high 
leverage is typical in retail food stores, air transport, electricity and gas supply, 
telephone services, textile industry or trucking.

Table 4 shows that the four biggest sectors in every region are trade and 
repairing, professional and scientifi c activities, manufacturing and constructing. 
Next to these, other activities play an important role in each region.

Budapest also differs from other regions by activities. Next to the four biggest 
TEÁOR main groups, there is also a high ratio in the cases of real estate activities, 
information and communication, and administrative activities. Human health 
services are concentrated in northern areas, while transportation and storage are 
mainly in the county’s central areas.
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Table 4. Rate of activities in the regions
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Trade, repairing 26% 26% 27% 29% 29% 27% 25% 26% 27%
Professional and 
scientifi c activities 11% 18% 10% 10% 10% 10% 10% 10% 13%
Manufacturing 13% 9% 14% 12% 14% 13% 14% 13% 12%
Construction 13% 7% 11% 10% 9% 10% 12% 11% 10%
Real estate activities 5% 7% 4% 4% 4% 6% 5% 5% 6%
Human health 4% 4% 8% 7% 6% 6% 6% 6% 5%
Accommodation and 
food service 3% 4% 5% 4% 5% 6% 5% 6% 5%
Information and 
communication 4% 7% 3% 3% 3% 3% 3% 3% 5%
Administrative 
activities 4% 5% 3% 3% 3% 3% 4% 3% 4%
Transportation and 
storage 5% 3% 4% 4% 4% 4% 5% 3% 4%
Agriculture, forestry, 
fi shing 2% 0% 4% 6% 5% 4% 3% 6% 3%
Other activities 8% 9% 8% 8% 8% 8% 7% 8% 8%

Figure 5 demonstrates the proportion of enterprises in each cluster according 
to the TEÁOR classifi cation. The ratio of fi rms fi nancing mainly with equity is 
low in trade and repairing, transportation and storage or electricity, gas and steam 
supply. In accommodation and food service, the ratio of equity is also low, but this 
is the sector where the ratio of enterprises with non-positive equity is the highest, 
which infl uences the results. In the sector of agriculture, real estate activities or 
the information and communication, more than one third of the fi rms fi nance 
themselves mainly with equity. The lowest leverage is typical in professional and 
scientifi c activities, arts and entertainment, fi nancial and insurance activities, 
human health activities and education.

A higher role of debts is noticeable next to fi rms with low leverage in real estate 
activities. The role of trade credit is high in construction and trade, repairing, but 
it is also important in electricity gas and steam supply. It has a lower role in human 
health activities, accommodation and food services and fi nancial and insurance 
activities. Our results, due to the dissimilarity of classifi cation, could not parallel 
the result of Harris and Raviv (1991). But we obtained the same result in the case 
of the medium leverage of construction and enterprises with high leverage (trade 
and repairing; electricity and gas supply; transportation and storage).
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Figure 5. Distribution of capital structure clusters by activities, 2010

After comparing the fi nancing characteristics of the biggest sector, trade and 
repairing (Figure 6), with the total sample, we can say: the territorial differences 
are the same in this sector as well as in the whole sample.

Figure 6. Distribution of capital structure clusters in the trade and 
repairing sector, 2010
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Due to the territorial differences of activities, we could not interpret capital 
structure differences between territorial units. Based on our investigations, our 
conclusion is that regional differences are also observable in the activities; thus, 
activity is not an adequate determining factor.

Coverage Capability of the Asset

We can search the coverage capability of the asset with a component of assets, 
tangibility. The higher the rate of fi x assets compared with the total assets, the 
more creditable the fi rm, and so the lower the risk to creditors.

In the case of large companies, there is a signifi cantly negative relationship 
(e.g. Balla & Mateus, 2004) and in the case of SMEs there is a positive relationship 
(e.g. Sogorb, 2002; Song 2005) between tangibility and total debt. In the case of 
long-term liabilities, a positive relationship is documented independently from 
size. Therefore, higher coverability has a signifi cant relationship rather with 
long-term than with short-term borrowing sources.

The covering function of asset has a greater role in smaller companies because 
they fi nance themselves out of durable sources rather than with long-term loans, 
as larger ones do with retained earnings and share capital.

The value of collateral coated tools is infl uenced by their marketability. In the 
case of a machine, it could reduce its value whether it is just due to delay or to 
high transportation costs. In the case of real estates, it means that real estates with 
the same parameters represent a higher coverage value in a city than in a little 
town. It would be the interpretation of our results why do lower typical fi rms 
fi nance mainly with long-term liabilities in less developed regions.

Market Position

Market position, by our reading, is a fi rm’s ability regarding how effectively it 
can turn in their claims or use opportunity of vendor fi nancing. Trade credit 
can be seen as the price discrimination’s instrument, as marketing instrument or 
the instrument to reduce specifi c transaction costs as well. In several cases, the 
advantage of trade credit is higher than the lost benefi t (Kihanga, 2010).

SMEs cannot vary signifi cantly from prompts used in the economic sector 
because smaller prompt causes market loss, just as with longer prompts further 
customers can be won; however, this causes deterioration of profi tability and, 
soon, problems with liquidity. Based on Figure 5, we found that vendor fi nancing 
has a higher role in construction and trade.

A high stock of accounts receivable could allude to a wrong market position. A 
high stock of accounts payable can be interpreted as a mark of good market position 
and trust between clients, but it could come from wrong payment discipline.
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Figure 3 shows that fi nancing with trade credit has a higher proportion in the 
Central Hungary Region compared to other territories of Hungary. Therewith, it 
would be interpretable due to the fact that greater competition trade credit plays 
a higher role as a marketing and price discrimination instrument.

Exogenous Factors

Most of the exogenous determinants (e.g. tax system, law) act the same way on 
all SMEs in the area of a concrete country, independent from its location. So, 
these effects on the capital structure cannot be different. Therefore, we deem 
relevant those exogenous factors in point of territorial differences which we 
could defi ne not only at the national level but also at the regional level, and it 
shows signifi cant differences.

Characteristics of Input and Output Markets

At the regional level, one of the most important factors is the characteristics of 
input and output markets. The competition is higher in central areas in input 
and also in output markets, which could be refl ected in the sources as the higher 
proportion of account payables. Due to fewer performers in input market, SMEs 
cannot use longer prompts because they hang on their suppliers out and away. In 
central regions, most of the suppliers are more easily replaceable; therefore, there 
are better opportunities to use trade credit.

Macroeconomic Characteristics

Out of the macroeconomic characteristics, we can fi nd territorial differences mostly 
in regional GDP. GDP per capita is an indicator which measures the relative wealth 
of territorial units. We suppose that areas with high GDP per capita dispose of more 
and better fi nancing alternatives; therefore, GDP per capita is positively related to 
leverage for all types of fi rms. Bas, Muradoglu and Phylaktis (2009), using data 
from 25 developing countries, found signifi cant positive relationship between GDP 
per capita and total debt and also in the case of short-term and long-term liabilities.

So, the most important factor of territorial differences is the region’s 
economic performance, which we could measure with GDP per capita. The EU’s 
development ranking grade regions is also based on this index, and in the early 
state of analysis it became unambiguous that our results strongly correlated with 
the EU’s ranking.
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7. Conclusions

Based on our analysis, we can interpret the regional differences that we have 
found between the regions’ economic indices and we could also investigate the 
capital structure of enterprises. In more developed regions, fi rms operate with 
higher leverage, while in less developed regions they use mainly equity.

With the help of cluster analysis, we identifi ed six specifi c capital structure 
types in the case of enterprises with positive equity. Territorial differences were 
analysed by the frequency of the groups we appointed, and the more developed 
territorial units we have found, the less incidence of fi rms which fi nance 
themselves mainly with equity.

To explain the regional differences, we analysed the capital structure 
determining from the point of the relevant factors. The effect of company size 
and the characteristics of activities revealed themselves by an analysis across the 
clusters, but they did not furnish an answer to the territorial differences. Asset 
coverability could account for the differences in long-term liabilities, namely that 
the higher ratio of long-term debt is typical in more developed regions.

Analysing market position in combination with characteristics of input and 
output market, we found that, due to higher competition, trade credit plays a 
higher role in central areas than in other regions of the country. Thus, the 
differences of short- and long-term debts are already interpreted.

The higher proportion of equity or the lower leverage in the less developed 
regions is interpretable with the GDP per capita as an index of the relative wealth 
of territorial units. That is why we have found the EU’s development ranking 
correlated with regional differences in capital structure.
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1. Introduction

This study aims at analysing the sectoral interdependencies and identifying the 
key sectors in Romania, Hungary and Slovakia, three countries situated entirely or 
partly in the Carpathian Basin, with a signifi cant Hungarian population. Hungary 
and some parts of Romania and Slovakia had once belonged to the same economic 
bloc, but since then the different social, demographic and political processes 
provided different backgrounds for their economic developments. At the same 
time, differences in the relief and in the availability of the natural resources also 
infl uence the economic situation of these countries. However, all of them are 
Central and Eastern European countries, member states of the European Union; 
so, many common economic features are expected to be identifi ed.

Investigating some general demographic and economic characteristics of 
the countries, we highlight the following aspects: the total surface of Romania 
(238,394 km2) is more than twice as large as that of Hungary (93,023 km2) and 
four times larger than that of Slovakia (49,037 km2). The land use also shows 
signifi cant differences: the share of the cropland is much higher in Hungary 
(47%) than in the other countries (36% in Romania and 28% in Slovakia), while 
the woodland has the highest share in Slovakia (46%, while in Romania it is 31% 
and in Hungary 24%), and the share of the grassland is the highest in Romania 
(25%, while in Hungary and Slovakia it is 19%).1 Romania has about 20 million 
inhabitants, Hungary 9.9 million, while Slovakia only 5.4 million inhabitants.2 
Regarding the GDP per inhabitant,3 relatively high differences appear, as the 
value of this indicator is the highest in Slovakia (19,400 PPS), being followed by 
Hungary (17,000 PPS), and it is the lowest in Romania (13,500 PPS).

For investigating the economic structure, the sectoral links and key sectors in 
the chosen countries, we apply the method of input-output analysis. The study 
is structured in the following way: in Section 2, we present the methodology 
of the input-output analysis. This is followed by Section 3 containing results 
and discussion. In this section, we present a descriptive analysis of the structure 
of the Romanian, Hungarian and Slovak economy, we characterize intersectoral 
transactions and direct linkages between the sectors for all three countries, and 
we present the results of the key sector analysis based on the calculation of some 
output and income backward linkages in order to identify those sectors which 
can trigger the largest changes on the economic level. In Section 4, we outline 
some conclusions and remarks.

1 Eurostat data for year 2012
2 Eurostat data for year 2013
3 Eurostat data for year 2012
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2. Material and Methods

Input-Output Analysis

The input-output analysis was developed by Wassily Leontief in the late 1930s, 
and since then it has become a widely used modelling tool, as it can be applied 
to reveal sectoral interdependencies in an economy, to analyse the structure of 
the total output, respectively input, and to identify the key sectors in the national 
economy from the demand and supply side. Those sectors can be considered 
as key sectors which can trigger the most signifi cant changes in the national 
production, value added, income and so on. Due to the above-mentioned 
opportunities provided by this technique, input-output models can be used as 
policy tools, too, because they allow the prediction of changes over the output, 
income or employment level initialized by a certain policy measure that is 
intended to be applied (Mattas et al., 2006a, p. 55).

The input-output analysis is based on the input-output table, which “is designed 
to provide a concise and systematic arrangement of all economic activities within 
an economy. It shows the intersectoral fl ows in monetary terms for a particular 
year where the fl ows represent intermediate goods and services.” (Rameezdeen 
et al., 2005, p. 3) The rows of the input-output table present the structure of the 
demand for the production of each sector, while its columns present the structure 
of the resources used by the sectors (Table 1). So, sectoral interdependencies can 
be analysed both from the demand and the supply side. 

The input-output table is composed by three quadrants,4 which generally 
contain the following information:

– the fi rst quadrant contains the transaction matrix, which shows the 
intermediate transactions of the economic sectors;

– the second quadrant (on the right-hand side) contains the fi nal demand (Y) 
for the output of each sector, including consumption of households, consumption 
of the government and non-profi t organizations, respectively gross fi xed capital 
formation, changes in inventories and export;

– the third quadrant (below the fi rst quadrant) represents the primary inputs (or 
fi nal payments) (P) coming from the rest of the economy (not from the production 
of the other sectors): compensations of employees, taxes, subventions or other 
value-added components, and from imports.

4 The elements of the fourth quadrant representing the transactions of the primary inputs and 
fi nal demand categories are generally not presented in the input-output tables.
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Table 1. Structure of the input-output table

To Intermediate demand
(purchasing sectors) Final 

demand
Total 

output
From 1 2 … j … n

Intermediate 
inputs
(selling 
sectors)

1 x11 x12 … x1j … x1n Y1 X1

2 x21 x22 … x2j … x2n Y2 X2

… … … … … … … … …

i xi1 xi2 … xij … xin Yi Xi

… … … … … … … … …

n xn1 xn2 … xnj … xnn Yn Xn

Primary inputs P1 P2 … Pj … Pn  

Total inputs X1 X2 … Xj … Xn   
Source: own creation based on Mattas et al., 2006a, p. 59.

Based on the input-output table, equations (1) and (2) can be written regarding 
the selling and purchasing activity of the sectors.

(1) X x Yi ij i

j

n

1

= +
=

/

- where Xi represents the total output of sector i, xij is the value of products or 
services sold by sector i for sector j, Yi represents the fi nal demand for products 
or services of sector i and n is the number of the sectors of the economy.

(2) X x Pj ij j

i

n

1

= +
=

/

- where Xj represents the total input of sector j, xij is the value of the products or 
services purchased by sector j from sector i and Pj represents the primary inputs 
of sector j.

Measuring Direct Intersectoral Linkages: The Flow Index

The transaction matrix of the input-output table presents the intersectoral 
activities within the economy. In this study, we measure the degree of direct 
relationship between the sectors in the chosen countries using the fl ow index. 
The fl ow index between sectors i and j can be calculated by taking the average of 
the share of intermediate uses (xij) over the total intermediate input of sector j and 
over the total intermediate output of sector i. (EC-JRCIPTS,5 2007, p. 3.)

If the fl ow index calculated for two sectors – i and j – is relatively high, it means 
that the sectors are strongly interrelated to each other. The interdependence 
between two sectors can be estimated both from demand and supply side.

5 European Commission – Joint Research Centre’s Institute for Prospective Technological Studies
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This means that sector i is strongly backward interrelated with sector j if an 
important part of sector i’s intermediate inputs are purchased from sector j and, 
at the same time, this amount represents a relatively high share in sector j’s total 
intermediate output. 

In turn, sector i is strongly forward interrelated with sector j if sector j is an 
important consumer of the intermediate outputs of sector i and, at the same time, 
these products represent an important share in the total intermediate input of 
sector j.

For example, in the case of Romania, 52% of the total intermediate output of 
agriculture is used by the Food products, beverages and tobacco products sector, 
which corresponds to the 57% of the total intermediate input of the latter sector. 
So, the fl ow index is calculated in the following way: (52% + 57%) / 2 = 54.5%.

Inversely, the food sector delivers 6% of its total intermediate output for the 
agriculture, which counts 2% in the total intermediate input of the agriculture. 
In this case, the value of the fl ow index is 4%. So, it can be concluded that 
Agriculture is strongly forward interrelated with the Food sector and relatively 
weakly backward interrelated with it.

Indirect Linkages

Interdependencies from an economy are represented – besides the direct linkages 
– by the intensity of the indirect linkages too. These indirect linkages can be 
calculated and estimated in several ways, as several multipliers and indicators 
were invented by the specialists of the input-output methodology. Linkage 
indicators are mainly used to quantify changes in the total national output, 
income, employment, value added etc. triggered by a change produced in 
the activity of a certain sector. Sectors with the highest linkage values can be 
considered key sectors as they can generate the highest changes on the economic 
level. Kweka, Morrissey and Blake (2001, p. 21.) draw attention to the fact that 
all the sectors of the economy are somewhat important; so, “identifi cation of key 
sectors may only be justifi able on ordinal terms”.

In this study, we calculate output and income backward linkages proposed by 
Rasmussen (1956)6 and Hirschman (1958).7 Backward linkages show changes at 
the level of the economy produced by one unit change in a sector’s fi nal demand.

The calculation of the backward linkages is based on the total requirements 
matrix, the so-called Leontief-inverse (B), which is computed as the inverse 
matrix of the direct requirements matrix (A). The direct requirements matrix 
contains the technical coeffi cients, which are calculated according to the formula: 

6 Cited in: Mattas et al. (2006b, p.104)
7 Cited in: Mattas et al. (2006b, p.104)
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(3) ai j= xij / Xj

where aij is the respective element of the direct requirement matrix (A), xij 
represents the value of sector i’s production purchased by sector j and Xj represents 
the total input of sector j.

The total requirements matrix (B) is computed using the formula:

(4) B = (I-A)-1

where I is the identity matrix.
The Output Backward Linkage (OBL) of sector j shows the increase in the total 

output at the level of the economy which is required for one unit increase in the 
fi nal demand of sector j.

(5) OBLj ij

i

n

1

b=
=

/

where βij is the respective element of the total requirements matrix (B). (Mattas et 
al., 2006b, p. 104.)

The Income Backward Linkage (IBL) of sector j shows the change in the total 
income at the level of the economy which is required for one unit increase of the 
fi nal demand of sector j: 

(6) *IBL Lj i ij

i

n

1

b=
=

/

where Li is the income coeffi cient of sector i: Li = Ii / Xi (I – income: the compensation 
of the employees, X – total output). (Mattas et al., 2006b, p. 105.)

Source of Data

The source of the input-output tables for Romania, Hungary and Slovakia is the 
offi cial site of the Eurostat.8 Most recently available symmetric input-output 
tables are from the year 2010, including 64 branches. In the study, branches are 
aggregated for 13 branches: 

1. Agriculture, forestry and fi shing;
2. Mining and quarrying;
3. Food products, beverages and tobacco products;
4. Manufacturing (excepting food products, beverages and tobacco products);
5. Electricity, gas, steam and air-conditioning; water supply; waste management 

services;

8 Eurostat -ESA 95 Supply Use and Input-Output tables (Table 17: Input-output table at basic 
prices), monetary unit: Romania – mio. EUR, Hungary and Slovakia mio. NAC.
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6. Constructions;
7. Trade (wholesale and retail);
8. Transport and postal services;
9. Accommodation and food services;
10. Publishing, telecommunication and computer programming services;
11. Financial, insurance and real estate services;
12. Other professional, scientifi c and technical services (legal, accounting, 

employment services, travel agencies, a.s.o.);
13. Social, collective and personal services (public administration and defence, 

educational, health services a.s.o.).

3. Results and Discussion 

Structure of the Sectoral Employment and Output

In order to analyse the structure of the economy in the chosen countries, fi rst of 
all, we investigated the structure of the employment by the main branches. As 
Figure 1 shows, high discrepancies between the countries can be observed and 
especially the case of Romania is different because here the share of employment 
in agriculture is much higher than in the other countries. In Hungary and 
Slovakia, the proportion of the employment in the Social, collective and personal 
services (in Hungary, especially from the Public administration and defence, 
while in Slovakia from the Education sectors) is in the fi rst place. A high share of 
the employed persons works in this sector in Romania as well, especially in the 
Health services. The other most important sectors in terms of employment shares 
are the Manufacturing and the Trade sectors in all three cases.

Analysing the structure of the output by main branches – shown in Figure 2 –, it 
can be observed that it signifi cantly differs from the structure of the employment 
by main branches, which is related, fi rst of all, to the labour productivity of the 
sectors. For example, in Romania, the proportion of the agricultural employment 
in the total employment is fi ve times higher than the proportion of the agricultural 
output in the total output. In turn, in Hungary and Slovakia, the difference 
between these proportions is very small.

Regarding the structure of the total output, the following aspects can be remarked. 
The Manufacturing sector has the highest proportion in all three countries, 
and within this sector the following branches have the highest importance: in 
Romania, the share of the Motor vehicles, Basic metals and Textiles, wearing 
apparel and leather products, in Hungary, the Computer, electronic and optical 
products, Motor vehicles, Coke and refi ned petroleum products, and in Slovakia 
the Motor vehicles, Computer, electronic and optical products and Basic metals 
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is the highest. In the second place, we fi nd the Construction sector in Romania, 
the Social, collective and personal services in Hungary and Slovakia, and in the 
third place the Social, collective and personal services in Romania and Trade in 
Hungary and Slovakia.

Source: own calculations based on Eurostat data

Figure 1. Structure of the employment by main sectors in Romania, 
Hungary and Slovakia

Source: own calculations based on Eurostat data

Figure 2. Structure of the total output by main sectors
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Structure of the Sectoral Output from Demand Side

The structure of the total output from demand side shows signifi cant differences 
by sectors and by countries, as well. In the case of the Agriculture, forestry and 
fi shing sector, the largest part of the output is consumed by the other sectors 
(intermediate demand) in all three countries, while about 20% of the products 
in Romania and Slovakia are consumed by the households. The lowest export 
activity appears in the case of Romania, which is probably due to the existing 
ineffi ciencies in this sector’s activity. In Hungary, the share of the household 
consumption is lower, but the share of exports is higher. Compared to the other 
sectors, the proportion of the intermediate demand is the highest in the Mining 
and quarrying sector in all three countries. At the same time, a very weak export 
activity can be observed in all three countries, and especially in Romania. In the 
case of the Food sector, the proportion of the household consumption is the highest 
in all three countries; however, in Hungary and Slovakia, the relatively high share 
of the exports must be mentioned. Manufacturing products in Romania are used 
mainly by the other sectors. Although the share of the exports is signifi cant, it is 
again lower than in the other two countries, where the proportion of the exports 
is higher than that of the intermediate consumption. The output of the Electricity, 
gas, steam and air-conditioning; water supply; waste management services sector 
is consumed mainly by the other sectors, but the consumption of the households 
is also signifi cant in all three countries. In the case of the Construction sector, the 
share of the gross fi xed capital formation – especially in Hungary – is the highest. 
At the Trade and Transport and postal services, the proportion of the intermediate 
consumption is the highest in all three countries and a relatively high share of 
the export in Hungary must be remarked. In the case of the Accommodation 
and food services, the consumption share of the households is much higher in 
Hungary and Slovakia than in Romania, which is probably due to the untapped 
opportunities in Romanian tourism. In the Publishing, telecommunication and 
computer programming services sector, the share of the exports is the highest 
in Hungary again, but the intermediate consumption has the highest share in all 
three countries. Regarding the Financial, insurance and real estate services, it can 
be seen that the share of household consumption in Romania is higher than in the 
other two countries, while in Hungary and Slovakia the structure of this sector’s 
output is almost the same. In the case of the Other professional, scientifi c and 
technical services, the share of the intermediate demand is very high in all three 
countries, as these are services rendered mainly for enterprises. At the Social, 
collective and personal services, the share of the government consumption is the 
most important and, at the same time, the structure of the output is very similar 
in the analysed countries.
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Sector codes: 1. Agriculture, forestry and fi shing; 2. Mining and quarrying; 3. Food products, 
beverages and tobacco products; 4. Manufacturing; 5. Electricity, gas, water, waste management; 6. 
Constructions; 7. Trade; 8. Transport and postal services; 9. Accommodation and food services; 10. 
Publishing, telecommunication and computer programming services; 11. Financial, insurance and 
real estate services; 12. Other professional, scientifi c and technical services; 13. Social, collective and 
personal services.

Source: own calculations based on Eurostat data

Figure 3. Structure of the total output from demand side

Structure of the Sectoral Inputs

Regarding the structure of the sectoral inputs, the following main observations can 
be made. In the case of the Agriculture, forestry and fi shing sector, the highest 
share of the inputs comes from the intermediate resources in all three countries. 
At the same time, the share of the compensation of the employees9 is the highest 
in Romania, which can be explained by the high level of agricultural employment 
in this country. Agricultural imports have the highest share in Slovakia, being 
followed by Hungary. In the Mining and quarrying sector, intermediate resources 
have a relatively high share in Romania, while in the other two countries imports 
are very signifi cant. Regarding the Food sector, it is easy to observe that imports 
have a signifi cant share in the sectoral inputs in Hungary and Slovakia, while this 
share is lower in the case of Romania. In the Manufacturing sector, the share of the 
imports is almost the same in all three countries, but the share of the intermediate 
resources is lower in Romania and the share of the compensation of employees 
and the proportion of the other value-added components are higher here than in 
the other countries. In the case of the Electricity, gas, steam and air-conditioning; 
water supply; waste management services sector, the proportion of the imports 
is the highest in Hungary. The structure of the inputs is almost the same in all 

9 The compensation of the employees is supplied at current prices.
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three countries in the case of the Construction sector, and the proportion of the 
compensation of employees is higher in Hungary than in Romania or Slovakia; 
however, the share of the employment working in this sector in Hungary is the 
lowest. In the Trade sector, the proportion of the intermediate inputs is the highest 
in Romania and the value added is lower here. In the case of the Transport and 
postal services, a relatively high share of the imports in Hungary can be observed 
and the compensation of employees appears with almost the same share in all 
three countries. In the Accommodation and food services sector, the proportion 
of the import is the highest in Romania, while the share of the intermediate 
consumption is the highest in Hungary. The compensation of employees in 
Hungary and Slovakia appears with higher share than in Romania. In the case of the 
Publishing, telecommunication and computer programming services, a relatively 
high proportion of the imports in Hungary can be observed, while in Romania and 
Slovakia the structure of the sectoral inputs is very similar. Higher value-added 
proportion in the case of the Financial services can be observed in Romania, while 
in the other two countries intermediate inputs of this sector have higher shares. 
Regarding the Other professional, scientifi c and technical services, Romania and 
Slovakia can be characterized by almost the same input structure, while in Hungary 
the share of the imports is higher. In the case of the Social, collective and personal 
services, the structure of the inputs is almost the same in all three countries.

Sector codes: 1. Agriculture, forestry and fi shing; 2. Mining and quarrying; 3. Food products, 
beverages and tobacco products; 4. Manufacturing; 5. Electricity, gas, water, waste management; 6. 
Constructions; 7. Trade; 8. Transport and postal services; 9. Accommodation and food services; 10. 
Publishing, telecommunication and computer programming services; 11. Financial, insurance and 
real estate services; 12. Other professional, scientifi c and technical services; 13. Social, collective and 
personal services.

Source: own calculations based on Eurostat data

Figure 4. Structure of the total output from supply side
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Structure of the Export and Import by Main Sectors

The structure of the export and import by the main sectors in Romania, Hungary 
and Slovakia are presented in Table 2. It is easy to observe that the Manufacturing 
sector has the highest proportion in total export and import in all three countries. 
Entering into details regarding the activity of this sector, the following aspects 
must be highlighted. In Romania, the highest export appears in the case of the 
Electrical equipment and Textiles, wearing apparel and leather products, while 
in Hungary and Slovakia at the Computer, electronic and optical products and 
Motor vehicles, trailers and semi-trailers branches.

Concerning the structure of the import, in Romania, the Computer, electronic 
and optical products, Machinery and equipment and the Electrical equipment, 
while in Hungary and Slovakia the Computer, electronic and optical products 
and Motor vehicles, trailers and semi-trailers products have the most signifi cant 
proportion in the Manufacturing sector’s import.

Table 2. Structure of the regional export and import by sectors

Sector
Romania Hungary Slovakia

Export Import Export Import Export Import
Agriculture, forestry, fi shing 4% 3% 3% 1% 2% 2%
Mining and quarrying 0% 2% 0% 1% 1% 11%
Food, beverages and tobacco 3% 5% 4% 4% 3% 5%
Manufacturing 69% 80% 74% 77% 87% 76%
Electricity, gas, water, waste 
management 1% 0% 1% 1% 1% 1%
Constructions 1% 1% 0% 0% 0% 1%
Trade 4% 0% 6% 3% 1% 0%
Transport and postal services 9% 1% 5% 4% 3% 1%
Accommodation and food services 1% 2% 0% 0% 0% 0%
Publishing, telecommunication 
and computer programming 
services

3% 2% 3% 3% 1% 1%

Financial, insurance and real 
estate services 1% 1% 0% 1% 0% 1%
Other professional, scientifi c and 
technical services 2% 2% 4% 5% 1% 2%
Social, collective and personal 
services 2% 1% 0% 0% 0% 0%

Source: own calculations based on Eurostat data

The structure of the sectoral export by destination and the structure of the 
sectoral import by origin are shown in fi gures 5 and 6. It is easy to observe that 
in Romania the share of the export to non-EU member states in most cases is 
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higher than in the other two countries, which probably has to do mainly with 
the geographical position of the country. The highest proportion of the extra EU 
exports in Romania appears in the case of the Construction and Electricity, gas, 
steam and air-conditioning; water supply; waste management services sectors, 
in Hungary, for Financial, insurance and real estate services and Construction 
sectors, while in Slovakia for Social, collective and personal services.

Sector codes: 1. Agriculture, forestry and fi shing; 2. Mining and quarrying; 3. Food products, 
beverages and tobacco products; 4. Manufacturing; 5. Electricity, gas, water, waste management; 6. 
Constructions; 7. Trade; 8. Transport and postal services; 9. Accommodation and food services; 10. 
Publishing, telecommunication and computer programming services; 11. Financial, insurance and 
real estate services; 12. Other professional, scientifi c and technical services; 13. Social, collective and 
personal services.

Source: own calculations based on Eurostat data

Figure 5. The structure of the sectoral export, by destination

Sector codes: 1. Agriculture, forestry and fi shing; 2. Mining and quarrying; 3. Food products, 
beverages and tobacco products; 4. Manufacturing; 5. Electricity, gas, water, waste management; 6. 
Constructions; 7. Trade; 8. Transport and postal services; 9. Accommodation and food services; 10. 
Publishing, telecommunication and computer programming services; 11. Financial, insurance and 
real estate services; 12. Other professional, scientifi c and technical services; 13. Social, collective and 
personal services.

Source: own calculations based on Eurostat data

Figure 6. The structure of the sectoral import, by origin
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Regarding the origin of the sectoral imports, it can be observed that in the case 
of the Mining and quarrying sector the value of the imported products purchased 
from non-EU member states is much higher in all three countries than those 
purchased from EU members. A relatively high share of the extra EU imports 
can be observed in Romania in the case of the Transport and postal services. In 
the case of the other sectors, the value of the imported goods and services from 
EU member states is higher than the value of the imports coming from non-EU 
member states.

Intersectoral Transactions

We estimate the relationships between the main sectors of the economy using fl ow 
indexes. Figures 7, 8 and 9 depict the most important direct linkages between the 
sectors of the economy in Romania, Hungary and Slovakia. Arrows on the fi gures 
represent fl ow indices greater than 0.1, and the direction of the arrows shows the 
backward or forward character of the intersectoral transactions.

In the case of Romania, the relationships covered by the arrows represent 51% 
of the value of the intersectoral transactions. It is easy to observe that in Romania 
intersectoral transactions are axing mainly on the Trade and Manufacturing sectors.

The strongest relationships (where the fl ow index is above 0.35) can be 
considered between the Agriculture and Food sector, where the fi rst one is highly 
forward interrelated with the second one. Other strong relationships (where 
the fl ow index is between 0.2 and 0.34) can be observed in the following cases: 
Manufacturing and Electricity, gas, steam and air-conditioning; water supply; waste 
management services sectors are highly backward interrelated with the Mining and 
quarrying sector. The Manufacturing sector is highly forward interrelated with the 
Construction and the Transport and postal services sector, and the Trade sector is 
highly backward interrelated with the Financial services sector.

As it is revealed in the followings, in Romania, the transactions with relatively 
high fl ow index cover a larger part of the intersectoral transactions than in the 
other two countries.

Another important aspect worth to be mentioned is that the self-consumption 
of the sectors covers 26% of the value of the intersectoral transactions.

In Hungary, the intersectoral relationships with the fl ow index above 0.1 represent 
32% of the total intersectoral transactions. The sectors characterized by the largest 
number of fl ow indexes having value above 0.1 are the Manufacturing and the Other 
professional, scientifi c and technical services sectors. The strongest intersectoral 
relationships can be observed in the following cases: similarly to Romania, the 
Agriculture, forestry and fi shing sector is highly forward interrelated with the Food 
sector and – what does not appear in the case of Romania – the Food sector is 
highly forward interrelated with the Accommodation and food services sector (in 
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both cases, the fl ow index is above 0.35). Other important relationships (with fl ow 
indices between 0.2 and 0.35) are observed in the case of the Manufacturing sector, 
which is highly backward interrelated with the Mining and quarrying and Trade 
sectors, and it is highly forward interrelated with the Construction sector. The self-
consumption of the sectors covers 48% of the total intermediate consumptions.

Sector codes: 1. Agriculture, forestry and fi shing; 2. Mining and quarrying; 3. Food products, 
beverages and tobacco products; 4. Manufacturing; 5. Electricity, gas, water, waste management; 6. 
Constructions; 7. Trade; 8. Transport and postal services; 9. Accommodation and food services; 10. 
Publishing, telecommunication and computer programming services; 11. Financial, insurance and 
real estate services; 12. Other professional, scientifi c and technical services; 13. Social, collective and 
personal services.

Source: own edition based on Eurostat data

Figure 7. Flow index, Romania

In Slovakia, intersectoral transactions characterized by a fl ow index above 
0.1 cover only 30% of the total intersectoral transactions. Similarly to Hungary, 
Manufacturing and Other professional, scientifi c and technical services sectors 
can be characterized by the largest number of the fl ow indices above 0.1. The 
strongest relationships (with fl ow indices above 0.2) can be seen in the following 
cases: similarly to the other two countries, the Agriculture, forestry and fi shing 
sector is highly forward interrelated with the Food sector, while Mining and 
quarrying sector is highly forward interrelated with the Manufacturing and 
Electricity, gas, steam and air-conditioning; water supply; waste management 
services sectors. The Manufacturing sector is backward interrelated with the 
Trade sector and the Trade sector is backward interrelated with the Other 
professional, scientifi c and technical services. The Construction sector is highly 
forward interrelated with the Financial, insurance and real estate services and 
Accommodation and food services are forward interrelated with the Social, 
collective and personal services. It is also worth mentioning that although the 
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fl ow index is below 0.2 an important relationship appears between the Food 
sector and the Accommodation and food services sector, which can be seen in 
Hungary, too, and cannot be observed in the case of Romania. The proportion of 
the self-consumption in the intermediate transactions is 51%.

Sector codes: 1. Agriculture, forestry and fi shing; 2. Mining and quarrying; 3. Food products, 
beverages and tobacco products; 4. Manufacturing; 5. Electricity, gas, water, waste management; 6. 
Constructions; 7. Trade; 8. Transport and postal services; 9. Accommodation and food services; 10. 
Publishing, telecommunication and computer programming services; 11. Financial, insurance and 
real estate services; 12. Other professional, scientifi c and technical services; 13. Social, collective and 
personal services.

Source: own edition based on Eurostat data

Figure 8. Flow index, Hungary

Sector codes: 1. Agriculture, forestry and fi shing; 2. Mining and quarrying; 3. Food products, 
beverages and tobacco products; 4. Manufacturing; 5. Electricity, gas, water, waste management; 6. 
Constructions; 7. Trade; 8. Transport and postal services; 9. Accommodation and food services; 10. 
Publishing, telecommunication and computer programming services; 11. Financial, insurance and 
real estate services; 12. Other professional, scientifi c and technical services; 13. Social, collective and 
personal services.

Source: own edition based on Eurostat data

Figure 9. Flow index, Slovakia
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Key Sector Analysis

We identify key sectors in the Romanian, Hungarian and Slovak economy by 
comparing their backward multipliers. Table 3 presents the output backward 
linkages calculated for all three countries as well as the ranking of the sectors 
according to the value of their linkage indicators. The following aspects can be 
remarked: in Romania, the Trade and Electricity, gas, steam and air-conditioning; 
water supply; waste management services sectors are ranked in the fi rst place 
regarding their output backward linkage. This means that these are the sectors that 
can trigger the largest change in the output on the level of the whole economy if 
one monetary unit change in their fi nal demand (due, for example, to the increase 
of the households’ or the government’s demand for their output) occurs. It has 
to be mentioned that the magnitude of the output backward linkages depends on 
several factors like the magnitude of the sectoral output compared to the other 
sectors’ output, the structure of the sectoral output from the demand side, how 
strongly the sector is interrelated to the other sectors and so on. The Agriculture 
and Food sector also has relatively large output backward linkages. In the case of 
Hungary, the largest output backward linkage appears in the Food sector, being 
followed by the Accommodation and food services sector, the Constructions 
and the Agriculture, forestry and fi shing. In Slovakia, in the fi rst place, the 
Electricity, gas, steam and air-conditioning; water supply; waste management 
services are ranked, followed by the Transport and postal services, Construction 
and Accommodation and food services. The lowest output backward linkages in 
Romania appear in the Financial services sector, while in Hungary and Slovakia 
in the Mining and quarrying sector. We can conclude that there are signifi cant 
differences between the countries regarding their key sectors.

Table 3. Output Backward Linkages by sectors

Sector
OBL

RO HU SK
Value Rank Value Rank Value Rank

Agriculture, forestry, fi shing 1.88 5 1.98 4 1.80 5
Mining and quarrying 1.68 10 1.22 13 1.07 13
Food, beverages and tobacco 1.96 4 2.08 1 1.77 8
Manufacturing 1.55 11 1.72 7 1.77 9
Electricity, gas, water, waste 
management 

2.08 2 1.84 5 2.35 1

Constructions 2.07 3 2.00 3 2.11 3
Trade 2.21 1 1.80 6 1.79 7
Transport and postal services 1.87 6 1.70 8 2.21 2
Accommodation and food services 1.80 9 2.07 2 1.81 4
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Sector
OBL

RO HU SK
Value Rank Value Rank Value Rank

Publishing, telecommunication 
and computer programming 
services

1.80 8 1.55 10 1.73 10

Financial, insurance and real 
estate services

1.37 13 1.56 9 1.69 11

Other professional, scientifi c and 
technical services 

1.83 7 1.53 11 1.78 6

Social, collective and personal 
services 

1.53 12 1.49 12 1.58 12

Source: own calculations based on Eurostat data

In the case of the income backward linkages, shown in Table 4, Social, 
collective and personal services are ranked in the fi rst place in all three countries. 
This means that one monetary unit increase in the fi nal demand of this sector can 
generate the largest increase in total income at the level of the whole economy. In 
Romania and Hungary, the second highest income backward linkages appear in 
the case of the Trade sector, which in Slovakia is ranked fourth. In Slovakia, the 
Accommodation and food sector is in the second place. In the third place, we fi nd 
the Agriculture, forestry and fi shing sector in Romania, while the Accommodation 
and food services in Hungary and the Transport and postal services in Slovakia. 
On the last place, we fi nd Financial services in Romania and the Mining and 
quarrying in Hungary and Slovakia.

It needs to be mentioned that in the case of the income backward linkages 
the value of the linkage depends not only on the backward character or on the 
magnitude of the sector’s output, but also on the number of the employees and 
the income level in the respective sector.

Table 4. Income Backward Linkages by sectors

Sector
IBL

RO HU SK
Value Rank Value Rank Value Rank

Agriculture, forestry, fi shing 0.33 3 0.23 11 0.20 8
Mining and quarrying 0.33 4 0.10 13 0.03 13
Food, beverages and tobacco 0.22 10 0.24 10 0.18 10
Manufacturing 0.15 12 0.13 12 0.13 11
Electricity, gas, water, waste 
management 

0.28 6 0.27 8 0.17 12

Constructions 0.22 11 0.34 5 0.22 7
Trade 0.39 2 0.42 2 0.34 4
Transport and postal services 0.27 8 0.32 6 0.35 3
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Sector
IBL

RO HU SK
Value Rank Value Rank Value Rank

Accommodation and food services 0.28 7 0.42 3 0.39 2
Publishing, telecommunication 
and computer programming 
services

0.26 9 0.31 7 0.28 6

Financial, insurance and real 
estate services

0.15 13 0.25 9 0.20 9

Other professional, scientifi c and 
technical services 

0.31 5 0.36 4 0.33 5

Social, collective and personal 
services 

0.56 1 0.56 1 0.51 1

Source: own calculations based on Eurostat data

4. Concluding Remarks

Summing up the results of the analysis of the sectoral employment, output and 
input, the intersectoral transactions and the key sector analysis, we draw the 
following conclusions.

The structure of the employment by the main branches is signifi cantly different 
in Romania than in the other two countries, as in Romania a high proportion 
of the employees work in the Agriculture, forestry and fi shing sector and in 
Hungary and Slovakia the highest proportion of the employees belongs to the 
Social, collective and personal services sector.

Regarding the structure of the output, the Manufacturing sector stays in the 
fi rst place. The structure of the output from the demand and supply side shows 
signifi cant differences in the analysed countries. It can be remarked that the share 
of the export is generally higher in the case of Hungary.

Analysing sectoral interdependencies, it is easy to observe that – as the 
value of fl ow indices shows – in Romania there is generally a larger number 
of intensive intersectoral relations than in the other two countries. In turn, 
the proportion of the self-consumption (summed up for the sectors) in the 
intersectoral transactions is higher in Hungary and Slovakia than in Romania. 
The sectors characterized by the strongest intersectoral relationships in Romania 
are the Trade and Manufacturing sectors, while in Hungary and Slovakia the 
Manufacturing and Other professional, scientifi c and technical services sectors. 
A number of similarities regarding the character of the intersectoral connections 
can be observed in the analysed countries: 

– Agriculture is strongly forward interrelated with the Food sector and it is 
backward interrelated with the Manufacturing sector;
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– the Mining and quarrying sector is forward interrelated with the Manufacturing 
sector;

– the Manufacturing sector is forward interrelated with the Construction sector 
and backward interrelated with the Transport and postal services sector;

– the Trade sector is backward and, at the same time, forward interrelated 
with the Manufacturing sector, and it is backward interrelated with the Financial 
services and Other professional, scientifi c and technical services sectors, too;

– the Accommodation and food services sector is forward interrelated with the 
Social, collective and personal services;

– the Publishing, telecommunication and computer programming services 
sector is backward interrelated with the Other professional, scientifi c and 
technical services sector;

– the Social, collective and personal services sector is backward interrelated 
with the Manufacturing and Accommodation and food services sector.

At the same time, there can be considered some connections that are important 
in two countries and they are not as strong in the third country. For example, a 
strong forward relationship between the Food sector and the Accommodation 
and food services sector can be observed in Hungary and Slovakia, while this 
connection in Romania is not so strong, or the Construction sector is forward 
interrelated with the Financial and real estate services in Romania and Slovakia, 
while this connection is not so strong in Hungary.

The key sector analysis also reveals interesting similarities and differences 
between the countries. Regarding the output, the demand-driven effects in 
Romania may be the largest if they are triggered by the Trade sector, in Hungary, by 
the Food sector and in Slovakia by the Electricity, gas, steam and air-conditioning; 
water supply; waste management services. In the case of the income linkages, 
Social, collective and personal services are ranked fi rst.

In this study, mainly the primary results of the input-output analysis carried 
out for the Romanian, Hungarian and Slovakian economy are presented and 
the analyses refer to aggregated sectors. Thus, some main aspects regarding 
the economic structure and intersectoral connections in these countries are 
presented. Further, more detailed results can be obtained by analyses carried 
out with not aggregated sectoral data and by using some metadata regarding the 
activity of the sectors.
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Abstract. Our study examines some of the key aspects of education funding 
in Hungary. The theme of this publication is a current issue because the 
fi nancing of Hungarian education has been dramatically changed from 
October 2013 on. Enrolment-based funding has been replaced by the average 
salary-based normative support, and the new “teacher career model” has 
been introduced. The study demonstrates the changes in fi nancing using a 
model school, the calculations being based on the Budget Act of each year. 
We look at the trends of the previous system of fi nancing, analysing the data 
from 2003 to 2012. We can compare the new, average salary-based funding 
with the normative support in 2012. By comparing the two types of funding, 
we attempt to fi nd out whether the changes in Hungarian public education 
represent an opportunity for true transformation or they will remain a mere 
alteration in the calculation method of funding.

Keywords and phrases: public education, human capital, normative per 
capita contribution, teacher career mode 
JEL Classifi cation: I2, H5

1. Introduction

The role of human capital is more and more recognized worldwide. Human capital 
is considered to be one of the key motors of economic development. Adequately 
trained workforce is needed in the labour market as well as in the society as a 
whole. Education plays a key role in the improvement of human capital. For 
this reason, it can be observed, especially in more developed countries, that 
governments dedicate more and more of their funds to this strategic area. The 
importance of human capital – the fact that a person’s knowledge has economic 
value – was recognized by early economic science.
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Here are some examples of the concept of human capital being considered in 
early economic science:

In the 17th Century, William Petty used and attempted to defi ne the expression 
“human capital” and considered it to be a component of national wealth. He 
estimated the value of human capital to be 80 pound sterling per capita (Varga, 1998).

Adam Smith (1723–1790) did not only consider machinery and tools to be 
investments that would pay off and produce profi ts, but he also considered the 
training of workers as the same kind of valuable investment. The investor can 
expect similar payoff and profi ts from his expenditures on the training of workers 
as from his investment on machinery. He considered the economically useful 
knowledge and skills of each member of society – that is, human capital – to be a 
part of the fi xed capital (Smith, 1992).

T. R. Malthaus (1766–1834) pointed out that education can elevate lower class 
citizens of society into the middle class. He asserts that education for life, as part 
of schooling, has no additional costs; so, funding it is the government’s duty. He 
was an advocate of the introduction of compulsory public education in order to 
eliminate child labour (Malthaus, 1902).

In the fi rst half of the 19th Century, J. H. Von Thünen (1783–1850) asserted 
that educated nations produced more income than less educated ones, using the 
same material resources. “More educated nations own more capital, the benefi t of 
which is expressed in higher levels of productivity.” (Varga, 1998, p.11.)

The recognition of the value of human capital developed alongside the 
formation of the public education system. The early form of public education 
appeared in Europe in the 18th century. In Hungary, Queen Marie Theresa’s Ratio 
Educationis (1777) was the fi rst comprehensive legislation regarding public 
education. Compulsory education was only introduced in 1868 by József Eötvös’s 
XXXVIII/1868 Act on public school education. Children from age 6 to age 12 (15) 
were mandated to attend school. Compulsory education and the formation of 
the school system, ranging from elementary schools to universities, inherently 
improve the qualifi cation of employees.

By the middle of the 20th century, the concept of human capital had come to 
the front, asserting that by training individuals make an investment in their own 
productivity. Similarly to any other investment, education also produces yield 
(Stiglitz, 2000).

The development of human resources is the basis for modernization. It enables 
individuals to take part in production and political life, to become active citizens 
of a democratic system. The development of human capital is a long-term 
process: beginning with public education, continuing with higher education and 
trainings, to lifelong learning and self-education. “It is quite obvious that the 
improvement of healthcare, provisioning and education could be the reason and 
result of economic growth.” (Harbison & Myers, 1966, p 22.)
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T. W. Schultz (1902–1998), who analysed the relationship between investment 
in human capital, the production of physical capital and income, received Nobel 
Prize for his scientifi c work. He came to the conclusion that human knowledge 
plays a key role in the economic value of workforce. Producing knowledge is a 
lengthy and costly process, most similar to the investment processes regarding 
physical capital. He also points out that human capital is not considered 
signifi cant within the total capital – although when human skills do not keep 
up with the development of physical capital, they may become an obstacle to 
economic growth (Schultz, 1983).

From the second half of the 1970s, due to the economic recession and the 
budget defi cit following the oil crisis, the issue of system effi ciency and education 
funding was raised. Analysing the cost-effi ciency of education means examining 
the level of expenditures needed to accomplish the desired educational goals. 
Measuring the expenditures is a simple task because the costs per capita and the 
expenditures can be calculated based on statistics and budget reports. Measuring 
the effi ciency of education, however, is a much greater challenge (Polónyi, 2002).

From 1 October 2013, the Hungarian system of education funding has been 
changed. The reason for this change was the introduction of the “teacher career 
model” as a new element in public education as well as the alterations in laws 
and legislations.

National and international almanacs only list the total amount of public 
education funding. This, however, not only contains the funds dedicated 
directly to schools, but also the expenditures on professional pedagogical 
services, coaching programmes for struggling learners, professional development 
programmes, one-time investments etc.

To demonstrate the changes in fi nancing, we model a school. First, we are going 
to look at the yearly amounts of government support from 2003 to 2012; then we 
are going to compare the government funding in 2012 with the funding after the 
introduction of the new “teacher career model” in 2013, assuming the number 
of students to be constant. The number of full-time students will be 480, each 
class having 30 students. The school levels will be the following: elementary and 
middle school (grades 1–8), high school (grades 9–12), vocational training school 
(grades 1/11–2/12) and vocational secondary school (grades 1/13–2/14) – each 
grade having one class, totalling 16 classes in the school. This model will be used 
to demonstrate the fi nancing of public education. In Chapter 2, we are going to 
look at the fi nancing of public education based on the funding from the central 
budget and the additional per-capita grant for church schools. The latter amount 
equals the average funding provided by local governments. At the end of the 
chapter, we are going to look at the level of total funding.
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2. Education Funding from 2003 to 2012

Normative Per-Capita Basic Contribution 2003–2012

The normative per-capita basic contribution is granted by the state to every 
school proprietor based on the enrolment numbers. This grant represents the 
most signifi cant budget line within the public education budget. The mode of 
fi nancing has changed several times in the last 8 years. The grant was sometimes 
based on the calendar year and sometimes on the school year. To simplify the 
model and make it more transparent, changes are always taken into consideration 
as of January 1. The logic of our calculations is different from the build-up of 
the national budget. The National Budget Law lists the funding of vocational 
theoretical training under the per-capita basic contributions, but the funding of 
vocational practical training is listed under “additional normative per-capita 
contributions.” However, for practical training within the school, learning – 
in training workshops and training offi ces – usually takes place in the school 
building and classes are part of the daily schedule. Thus, we are going to list 
these funds as part of the basic contribution.

For each year, the amount of government support for the model school is 
determined according to areas of entitlement, based on the Annual Budget Act. 

Table 1. The nominal values of the per-capita basic contribution from 2003 to 
2012 (thousand HUF) 

Amount of basic 
contribution

Change compared to 
base value (2003)

Change compared to 
previous year

2003 109,56 100% 100%
2004 113,52 104% 104%
2005 120 110% 106%
2006 120 110% 100%
2007 112,487 103% 94%
2008 109,252 100% 97%
2009 105,662 96% 97%
2010 96,442 88% 91%
2011 96,442 88% 100%
2012 96,442 88% 100%

Source: own calculations based on the Annual Budget Act of each year 

The amounts in Table 1 are nominal values. It can be clearly seen that the 
government support increases at the beginning, but persistently declines from 
2006. In 2007, a crisis hit Hungary, and the government announced an educational 
reform. Looking back, we can now see that the reform primarily consisted of a 
decrease in funding, with only minor changes in structure and pedagogy. The 
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government support for school proprietors from the central budget has been on a 
steady decline in the second half of the decade. The effects of the world economic 
crisis can be most clearly felt from January 2010 on, with the decrease being more 
than 10%. It is a major concern how school proprietors can make up for the 
decline of government funding from their own resources in a crisis economy. In 
2011 and 2012, the basic contributions remain the same as in 2010.

Source: own calculations

Figure 1. Normative per-capita basic contribution, changes 
in nominal values, 2003–2012 (%)

So far, we have looked at the nominal values of government funding, which 
are visualized in Figure 1. It is worthwhile to examine the trends of government 
support taking into account the changes of the consumer price index in Hungary 
in the past 8 years.

Table 2. Real values of normative per -capita basic contribution 2003–2012 
(thousand HUF)

Desirable support Consumer price 
index*

Amount of 
normative per-

capita basic 
contribution

Normative/
Desirable

2003 109,56 104.7% 109,56 100%
2004 114,709 106.8% 113,52 99%
2005 122,51 103.6% 120 98%
2006 126,92 103.9% 120 95%
2007 131,87 108.0% 112,487 85%
2008 142,419 106.1% 109,252 77%
2009 151,107 104.2% 105,662 70%
2010 157,453 104.9% 96,442 61%
2011 165,169 103.9% 96,442 58%
2012 171,61 96,442 56%

*Source: Hungarian National Bank 
Source: own calculations
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The amounts of normative basic contribution are the same as in Table 1. By 
adjusting those with the consumer price index, we get the amount the government 
would have needed to provide from the central budget to keep the funding at the 
2003 level. These real values of fi nancing appear in the “desirable support” row.

It is interesting to compare Table 1 and Table 2. Looking at the nominal values, 
government support seems to increase until 2005, stagnate in 2006, and then 
decrease. Looking at the real values, however, we can see a decline from the 
beginning. A drastic decrease was brought about by the “educational reform” in 
2007, but the 2010 amount also shows that the government is less and less able to 
support education during the times of the economic crisis. The funding in 2011 
and 2012 is the same as in 2010, but that means a decrease in the real value.

Source: own calculations

Figure 2. Changes in real values of normative per capita 
basic contribution, 2003–2012

As shown in Figure 1, the nominal values of normative contribution indicate 
that the level of support increased at fi rst, then it decreased, and in the last few 
years there was a stagnation. However, we can clearly see in Figure 2 that the real 
values of government support have been on a steady decline.

Additional normative per-capita grants are small compared to the normative 
basic contributions, but it is important to look at them to see the full picture. 
These grants are primarily given for specifi c purposes, and can only be used 
accordingly.

Table 3. Additional normative per capita grants 2003–2012
Areas of 
entitlement

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Pedagogical 
professional 
examination

14,500 15,000 15,000 11,700 11,700 11,700 11,700 megsz. 6,300 6,300

Teacher 
textbooks*

14,000 14,000 megsz. megsz. megsz. megsz. megsz. megsz. megsz. megsz.
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Areas of 
entitlement

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Student 
textbooks

2,400 2,400 2,400 1,000 1,000 1,000 1,000 1,000 1,000 1,000

Free 
textbooks

5,600 9,600 9,600 10,000 10,000 10,000 10,000 10,000 10,000 10,000

Student 
sports

1,200 1,300 1,300 430 430 430 430 megsz. megsz. megsz.

Professional 
development

2,617 2,200 2,600 2,600 2 600 megsz. megsz. megsz. 1,750 1,750

Pedagogical 
professional 
services

720 720 720 720 720 megsz. megsz. megsz. 0 0

Professional 
examination

6,000 10,000 9,700 7,000 12,000 10,000 8,000 6000 8,000 8,000

Cultural 
and leisure 
activities

1,000 1,000 1,000 megsz. megsz. megsz. megsz. megsz. megsz. megsz.

Source: National Budget Act of Hungary, 2003–2012

60% of the types of support listed above are no longer available in 2010. This 
means the school proprietors had to fi nd their own resources to fund these projects. 
Government support was also on the decline or remained at the same level in all 
the other areas, so proprietors needed to dedicate more of their own resources for 
those as well. In 2011, a few areas where government funding had been stopped 
earlier were supported again. For form-master bonuses, for example, schools 
received 26,000 HUF/capita/year. This was a very small amount compared to 
a school’s budget, but schools were happy to receive any small amount as they 
were struggling more and more fi nancially.

Additional Normative Per-Capita Grant for Church Schools

It is important to look at this type of grant because it is the same amount local 
governments had to add to the funding from the central budget in order to operate 
their schools. Adding up the funds school proprietors received from the central 
budget with the additional grant for church schools, we get the amount necessary 
for the operation of the schools. In the following table, we can see the changes 
in government funding (normative per-capita basic contribution) and funding by 
the proprietor (additional normative per-capita grant for church schools) from 
2003 to 2012.
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Table 4. Government and proprietor support for schools 2003–2012 
(thousand HUF)

Basic contr. Additional 
contr. for church 

schools.*

Total Additional/Basic.

2003 109,56 59,442 169 002 54.26%
2004 113,52 64,237 177,757 56.59%
2005 120 61,44 181,44 51.20%
2006 120 61,906 181,906 51.59%
2007 112,487 91,2 203,687 81.08%
2008 109,252 104,16 213,412 95.34%
2009 105,662 117,936 223,598 111.62%
2010 96,442 91,200*    187,642 94.56%
2011 96,442 110,400*    206,842 114.47%
2012 96,442 110,400*    206,842 114.47%

Source: own calculations
(* additional contribution is received as an advance payment)

It can be clearly seen that while in 2003 proprietors needed to add 54 HUF to 
every 100 HUF of government support, by 2012, this amount increased to almost 
114 HUF. Figure 3 makes it even more visible.

Source: own calculations

Figure 3. Additional per-capita grant for church schools (local governments’ 
own contribution) as a percentage of the normative per-capita basic 

contribution

It is interesting to note that in 2010 the government not only decreased the 
basic contribution, but also cut back the advance payment of the additional 
church school contribution. This has been benefi cial for the central budget in 
the economic crisis, but made the fi nancial situation of church schools quite 
diffi cult. As a result, schools had to add more than 120 HUF instead of 95 HUF 
to every 100 HUF of government support. Because of the fi nancial challenges, 
local governments tend to give their schools over to the churches, so that they no 
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longer have to support them fi nancially – because then the schools would get the 
additional normative church school contribution from the central budget. The 
government increased the additional per-capita grant for church schools in 2011, 
but it was still less than in 2009.

From January 1st 2013, the government takes over the operation and also the 
funding of public schools from the local governments. An advantage of this can 
be the even distribution of funds between all schools in Hungary. Schools in 
poorer areas will not have to be affected by the fi nancial struggles of their local 
government.

Total Financing of the Model School

Total fi nancing in this case means the sum of the basic contribution and the 
additional per-capita grant for church schools. There are other grants that can 
be applied for, for specifi c purposes or the education of disadvantaged students, 
but these represent an insignifi cant amount compared to the main two types of 
government support. 

Table 4 shows the amount of total funding received by the school, although the 
amounts used are nominal values. Taking the level of infl ation into account, we 
get the real values.

Source: own calculations

Figure 4. Real values of total funding of the model school 2003–2012

Figure 4 reveals that the total funding of the schools remained at the same level 
up to the year of the economic crisis. However, the previous charts show that 
from the year 2007, support from the central budget has decreased, forcing local 
governments to add more resources of their own.

Due to the economic crisis in 2010, the level of total funding decreased. 
Support from the central budget dropped again, but also the local governments 
had less funds to make up for the loss. After the new government had come to 
power, funding increased to some extent, but it remained the same in 2012 as in 
2011 – which means a decrease in real values.
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The biggest problem of this fi nancing method is that it is based on enrolment 
only. For this reason, schools try to maintain their enrolment numbers even if it 
means giving up on quality. Economically, it is better to have larger classes, even 
though smaller classes can be taught more effi ciently. In this system, expelling 
students for unacceptable behaviour also leads to money loss.

In the case of vocational training, this system of funding does not take into 
consideration the expenses of practical training or the sizes of groups. No wonder, 
vocational training schools have turned away from the demands of the labour 
market towards courses requiring cheaper practical training. The main issue is 
that vocations most demanded by the labour market require an expensive training. 
Schools and their proprietors are no longer able to fund these, especially now 
that vocational training contributions have been revoked, leaving schools without 
the extra funds that could be dedicated to refurbish or replace worn equipment. 
Moreover, students also tend to navigate away from skilled physical labour and 
look for trainings in offi ce work, IT or economics, creating an excess supply of 
workforce in these areas. Thus, we can conclude that with the current system of 
fi nancing, educational goals are taken into consideration to a small extent only.

It is worthwhile to compare the trends of fi nancing education appearing in the 
statistical yearbooks with the trends showing in our own calculations regarding 
the model school.

Source: Statistical yearbook 2011/12 and own calculations

Figure 5. Trends of total public education funding (square) and trends of 
funding for the model school (rhombus) at current values, 2003–2011

In Figure 5, the trends of total education funding (found in statistical yearbooks) 
are shown using a blue line and our own calculations are shown using a red line.

Compared to the funding of public education as a whole, the direct fi nancing 
of schools follows a similar trend. Therefore, direct contributions to schools have 
been on the increase year by year, compared to other types of support. However, 
with the economic crisis in 2010, direct funds have been cut back in particular. 
After the change in government, public education costs have decreased, but 
direct school funding has increased.
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3. The New System of Public Education Funding 
Established Due to the New “Teacher Career Model”

After the elections in 2010, a new approach to education has been adopted. It 
includes the view that schools not only have to teach students, but also take part 
in their character formation at a higher level. The previous system of education 
was not suitable to fulfi l this purpose, so the new government began to reform 
education. Nurturing the gifted and talented became high priority, but assisting 
struggling students and integrated education also did not lose signifi cance. The 
system of vocational education is being reorganized dramatically, following the 
German and Dutch examples.

In 2013, the whole public education was reorganized. Public schools have 
been taken over from the local governments under the proprietorship of the state-
led Klebersberg Institution Maintenance Centre. From September 1, the new 
“teacher career model” has been introduced; from October 1, the new, teacher-
based system of education funding has been established. The reorganization has 
fundamentally changed the method and scope of education fi nancing.

The new system, like the previous one, also has two main types of contributions. 
We can measure the changes in the amount of normative support looking at 
the level of fi nancing received by state-recognized churches. In the schools 
maintained by the Klebersberg Centre, teachers as well as employees serving 
education directly receive their full salaries from the state. Other support staff 
and operation costs are funded by the state and local governments together. There 
are no exact calculations available yet on the scope of the latter. However, schools 
maintained by recognized churches are to receive the same amount of support 
as state-owned schools. Consequently, we are going to work with the amounts 
allotted to church schools by the Central Budget Act.

Average Salary-Based Support

Based on enrolment, the National Budget Act determines the number of teachers 
for each school type, and the average yearly salary of a teacher. The amount 
calculated based on these numbers gives the average salary-based funding.

In our model school, an elementary school gets the following funds:
– enrolment: 240 pupils
– average teacher number: 11.8 – this means the state budget pays for one 

teacher after every 11.8 students
– an elementary school teacher’s average yearly salary, including affi xes is 

4,125,200 HUF
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From these data, we can calculate that the elementary school gets 83,904,407 
HUF funding from the government for a year to cover the salary of teachers and 
staff directly assisting education.

Similarly to the elementary school, the law determines the average number of 
teachers and the average teacher salary for every school type. Based on this data, 
we can calculate the average salary-based funding of our model school:

Table 5. Salary-based funding of the model school for all school types

School type Enrolment
Average 

teacher nr.
Nr. of 

teachers
Average 

teacher salary
Funding

Elementary (1–8) 240 11.8 20.34 4,125,300 83,904,407

High school 60 12.5 4.80 4,252,200 20,410,560
Vocational 
secondary

60 11.1 5.41 4,252,200 22,984,865

Vocational training 
school

120 14.7 8.16 4,252,200 34,711,837

Total:   , 162,011,668

Source: own calculations

The whole model school gets a total of 162,011,668 HUF average salary-based 
funding. This type of support also has to cover the 30-35% raise in teacher 
salaries.

Operating Costs Support and One-Time Additional Funding for Church 
Schools

From October 1, 2013, the additional contribution for church schools has been 
replaced by a support for operating costs – which can be received by recognized 
churches and also school-operating foundations that have signed a public 
education contract with the government.

Currently, this amount is 160,000 HUF/student/year. In the case of our model 
school, this type of support would be a total of 76,800,000 HUF/year.

Church proprietors receive an additional type of support from the central 
budget to make up for the costs of the increase in teacher salaries. This amount is 
24,300 HUF/student/year. This adds a further 11,664,000 HUF/year to the budget 
of our model school.

The school gets a total of 88,646,000 HUF/year to cover operating costs and the 
salaries of support staff.
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Comparison of the Average Salary-Based Funding with the Normative 
Funding in 2012

Table 6. Comparison of the normative funding (2012) and the average salary-
based funding (2013)

(thousand HUF)
2012 (old system) 2013 (new system)

Basic contribution/average salary 
funding

96,442 162,011

Additional cost for church schools/
operation cost support

110,400 88,646

Total: 206,842 250,475
Source: own calculations

The new system of fi nancing provides a yearly funding of 43,633,000 HUF 
more than the old system. This, however, also has to cover the raise in teacher 
salaries due to the new “teacher career model”. According to statistical yearbooks 
on public education, schools have to designate almost 70% of their budget to 
teacher salaries. A 30% raise in salaries amounts to 43,436,000 HUF from the 
total funding in 2012. This means that on average the government has increased 
the funds designated to schools with the amount needed to cover the raise in 
teacher salaries.

4. Conclusion

Education is a strategic area everywhere in the world because the training of the 
next generation is a key factor of the labour market, among others. In Hungary, 
between 2003 and 2012, the fi nancing of education was based on enrolment 
numbers. Schools received a normative basic per-capita contribution from the 
central budget based on their enrolment, which was complemented by the local 
governments operating the schools. From the central budget, church proprietors 
received the average of the support local governments provided to their schools 
as an additional per-capita contribution for church schools. The sum of these two 
types of contributions provided the direct funding of the schools. The amount of 
the support changed according to the economic situation of the country, which 
determined how much the central budget was able to dedicate to public education. 
When the country faced an economic downturn, public education was the fi rst to 
suffer from the cutting back of funds. With time, local governments provided more 
and more funding for the schools. In the middle of the fi rst millennial decade, 
local governments took a lot of loans, and found it increasingly diffi cult to pay 
them back. As a result, the central budget had to assist them in supplementing 
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the funding of their schools. This has led to the conclusion that if the government 
has to take over funding why not take over proprietorship as well. From January 
1, 2013, the government has taken over the proprietorship of public schools from 
the local governments, but the new, average salary-based fi nancing came into 
effect only as of October 1.

Both the macroeconomic calculations and the budget calculations of the 
model school in our study prove that the new way of fi nancing education has not 
brought about a dramatic transformation of the system – the change has been only 
signifi cant with regard to the amounts of funding. Even though the method of 
calculation is different, the total funding of schools is still eventually determined 
by the enrolment. This is clearly demonstrated by the comparison of the old and 
new systems of fi nancing, where we can only see a difference in the amount that 
funds the raise in teacher salaries, but all other areas are supported to the same 
extent as earlier. This is particularly true if we assume that teachers consider 
the raise to be a compensation for the lack of appropriate waging in previous 
years, and we take into account infl ation, the elimination of various bonuses and 
overtime compensations, and the effect of the increase in the number of classes 
required to be taught.

Raising teacher salaries by almost one-third is beyond doubt a measure that 
will increase the prestige of the profession and thus will contribute to a higher 
quality of education, but we cannot expect it to bring about a breakthrough in 
public education. We expect the scale of funding to remain similar as in the 
previous years although the method of calculation has changed. The upcoming 
years may answer the question whether the fi nancing of public education will be 
in fact reformed, or the new system introduced from October 1, 2013 will remain 
only a change in the calculation method.
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Abstract. This paper is a review of the most recent literature regarding the 
econometric modelling of the impact of warranties on demand. The reviewed 
literature is limited to the papers that apply the random-coeffi cient logit 
model based on Berry, Levinsohn and Pakes (1995) to estimate differentiated 
products demand. An important feature of these demand system models 
that is a clear advantage to earlier demand functions is to account for the 
endogeneity of prices. We focus on those model specifi cations that take into 
account endogeneity of both prices and warranty. Another goal for modelling 
the effect of warranties is to explore the economic rationale for warranty 
provision. Four theories have been proposed in the literature: insurance, 
sorting, signalling and incentive theories. This paper aims at decomposing the 
effect of these theories, to account for different underlying assumptions and 
to separately determine the implications as presented in the recent literature.
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1. Introduction

Models of differentiated product demand systems based on empirical data 
play an important role in practical market research. The literature on empirical 
analysis of demand and consumer behaviour comprehend at least a hundred 
years, as Nevo (2011) dates the fi rst statistical estimation to Moore (1914). An 
important milestone in the literature was the recognition of Stone (1954), who 
specifi ed a system of demand equation for a set of closely related but not identical 
products. In each equation, the demand is quantifi ed as a linear function of all 
prices. However, in such a model when there is a large number of products in 
a market, the number of parameters to be estimated becomes excessively large. 
Also, heterogeneity in consumer tastes is not taken into account.
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Berry, Levinsohn and Pakes (1995, hereafter BLP) introduced a method for the 
estimation of demand systems nonlinear in the econometric error using aggregate 
data on prices, market shares and product characteristics across locations or 
time. This model parameterizes substitution patterns as functions of observed 
characteristics of products. The underlying random-coeffi cients logit model is 
now widely perceived to be the best for estimating differentiated product demand 
systems, with an econometric specifi cation that is more fl exible than the logit or 
the nested logit models (Crawford, 2012). This model maintains the advantage 
of the logit model in handling a large number of products. It has a number of 
advantages compared to previous models because (1) the model can be estimated 
using only market-level price and quantity data, (2) it deals with the endogeneity 
of prices and (3) it produces demand elasticities that are more realistic, for 
example, cross-price elasticities are larger for products that are closer together in 
terms of their characteristics.

Applications of these methods include the estimation of the effects of taxes 
and quotas (e.g. Berry, Levinsohn and Pakes, 1999), estimation of own- and cross-
price elasticities to analyse pricing or to simulate the effects of mergers (e.g. Nevo, 
2000), measuring the welfare effects of new goods (e.g. Petrin, 2002), quantifying 
the impact of a product characteristic like warranty duration, product quality, 
maintenance service quality on the demand (Chu and Chintagunta, 2009, 2011; 
Choi and Ishii, 2011; Guajardo, Cohen and Netessine, 2012).

The fi rst objective of this paper is to present in detail those warranty model 
specifi cations which apply random-coeffi cient logit models accounting for the 
endogeneity of price and warranty. The other – inseparable – objective is to 
explore the economic rationale for warranty provision, to determine those model 
specifi cation details which allow the decomposition of different theories of 
economic rationales of warranties.

In the literature, four (recently fi ve) theories have been proposed on economic 
rationales for warranty, but the relevance of these might depend on the product 
itself. The automobile industry serves as a preferred setting for empirical study 
of the warranty effect. Standard & Poor’s reports that in this industry “product 
quality and design are becoming less of an issue in differentiating foreign and 
domestic manufacturers”. The trend is a movement from a “pure manufacturing” 
paradigm to a business model in which a central role is assigned to the service 
components. The after-sales services of the products represented 8% of U.S. GDP 
in 2006 (Guajardo et al., 2012). 

Thus, services represent an important differentiating factor for automakers; in 
particular, we could measure the service dimension of a brand by the length of 
its warranty. The length of warranty defi nes the period in which repair services 
are provided by the manufacturer. Firms have been active in adjusting the length 
of their warranties in the last decade. They face an important trade-off when 
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defi ning their warranty period: while longer warranties may potentially increase 
demand, they also generate signifi cant costs, e.g. 2–4% of yearly revenue of U.S.-
based automakers.

Choi and Ishii (2010) enumerate several examples from the U.S. automobile 
market how the extended powertrain warranty of a type increased its market 
share (Hyundai, Dodge) or how the warranty reduction declined the share 
(Volkswagen). These examples suggest, but do not conclude, the importance of 
warranty coverage on consumer demand for new automobiles.

In spite of the extensive literature of the economic rationale of warranties, 
little empirical work has systematically examined the validity of these theories 
in actual markets. Our paper focuses on the literature of warranty provision that 
uses structural demand equation based on nested or random coeffi cient models.

Chu and Chintagunta (2009) apply BLP to quantify the economic value 
of warranties in the U.S. server market. They fi nd that manufacturers and 
downstream fi rms of the indirect channels benefi t from warranty provision and 
from sorting across heterogeneous customers by offering a menu of warranties. 
Choi and Ishii (2010) seek empirical evidence on the role of warranties as signals 
of unobservable quality. They adapt the linear random utility model of consumer 
automobile demand to investigate the extent to which warranties affect consumer 
choice and the extent to which this estimated warranty effect is due to risk 
aversion and signalling motives. The objective of Chu and Chintagunta (2011) is 
to assess empirically whether the economic roles of the warranties are consistent 
with the different warranty theories. They examine two different markets in the 
U.S.: the computer server as a business-to-business market and the automobile 
market as a business-to-consumer type market. They fi nd evidence for insurance 
and sorting theories, but not for signalling and incentives theories. Guajardo et al. 
(2012) formulate and estimate a structural model to measure the impact of service 
attributes on consumer demand in the U.S. automobile industry.

The rest of the paper proceeds as follows. In Section 2, we present the 
theoretical background of the economic roles of warranties. In Section 3, we 
itemize the main and detailed research topics of the theme. Section 4 of the 
paper contains the model specifi cations and the list of type and sources of the 
empirical data. Section 5 contains the major results. We conclude with possible 
further research topics.

2. Warranty Theoretical Background

Four theories have been proposed in the literature on economic rationales for 
warranty provision, while the fi fth is mentioned but empirically not tested by 
one of the literature (Choi and Ishii 2010).
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Insurance Theory

Warranties provide insurance to customers and work as a risk-sharing mechanism 
because they oblige the manufacturer or seller to compensate the buyer in 
the event of product failure (Heal, 1977). According to Chu and Chintagunta 
(2011), the underlying key assumption of the theory is that customers are risk-
averse and the probability of product failure is higher than zero. These two 
assumptions are met because extended automobile warranties (provided by a 
third party) are popular and the reliability score of new cars indicate non-zero 
failure rates of automobiles.

An obvious, direct implication of this theory is that the degree of risk aversion 
and duration of warranty should be positively correlated. A major problem of 
empirical validation of this hypothesis is how to quantify the risk aversion of the 
consumer. Chu and Chintagunta (2011) use an indirect way to solve this problem; 
they base their estimation on known relations of the literature (Dohmen et al., 
2005; Jaeger et al., 2007) between demographic attributes and risk attitude, and 
regress the automobile warranty duration on household demographics. In this 
manner, they fi nd concave relationship between warranty duration and household 
income: low-income households are more risk-averse, but they may not be able to 
afford longer warranties, and the high-income households are less risk-averse, so 
do not need to buy longer warranties. There is a convex relationship between age 
and warranty duration, which fi rst decreases and then increases with age.

Sorting Theory

Warranties work as a means for second-degree price discrimination among 
customers with different risk preferences. It explores how fi rms design and 
price a line of products distinguished by different quality and warranty levels to 
extract the maximum surplus from each consumer type (Kubo, 1986; Matthews 
and Moore, 1987; Padmanabhan and Rao, 1993).

The key assumption of this theory by Chu and Chintagunta (2011) is the 
presence of consumer heterogeneity, a feature that is met by the many patterns of 
the automobile buyers’ attributes. 

The sorting theory posits that manufacturers should offer a menu of warranties, 
which is evident, but in our opinion it is not as widely used as other sorting/
price discriminatory tools. There are models and even manufacturers (at least 
in the period of analysis) who provide only one type of warranty duration (e.g. 
Audi, BMW, Mercedes-Benz with 6, 23, respectively 12 models in the American 
automobile market analysed by Chu and Chintagunta, 2011). This seems to 
contradict the assumption that the product line is primarily differentiated on the 
basis of warranty coverage and price.
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Signalling Theory

Warranties are used to signal product quality to consumers (Spence, 1977; Gal-Or, 
1989), just like they signal quality through advertising (Nelson, 1974). This approach 
examines the information content of warranties under information asymmetry 
when some informed agents may try to reduce this disadvantage sending signals 
to the uninformed agents (Akerlof, 1970; Riley, 1979). This theory has its roots 
in signalling games and was analysed in perfectly competitive markets (Spence, 
1977), in monopoly (Grossman, 1981), and duopoly markets (Gal-Or, 1989).

According to Chu and Chintagunta (2011), the key assumption is information 
asymmetry in the sense that sellers have better knowledge about the product 
quality than buyers; thus, sellers need to signal product quality through 
warranties. In other words, buyers may not be adequately informed about the 
product performance before purchase, so they try to assess this from its price 
and/or warranty (Spence, 1977). Warranties can be a signal of product quality 
and can inform consumers because warranties are costly to the seller, and the 
costs are systematically related to product reliability.

This theory implies a positive relationship between product quality and 
warranty duration because only high-quality fi rms can afford long warranties 
because of their associated costs. In our opinion, the closeness of this relation 
is probably reduced by the fact that lower product quality and lower price may 
also have lower repairing cost. The automobile manufacturers control their 
warranty cost relating it to income. This assumption is handled by accounting 
for endogeneity of price and warranty duration in model specifi cation.

Choi and Ishii (2010) mention the assumption that a warranty could be a credible 
signal of unobservable product quality only if the warranty is (relatively) more costly 
for fi rms producing “low quality” products. They empirically test the validity of this 
theory, analyse the degree to which consumers perceive a manufacturer’s warranty 
as a signal of unobservable product quality and fi nd a stronger role of signalling than 
risk aversion. Warranties are effective as signals only if manufacturers actually offer 
different warranty lengths based on their product quality – this assumption could 
be easily verifi ed by checking the actual market supply. Choi and Ishii considered it 
important to distinguish only the risk aversion and signalling motives and did not 
deal with the other two warranty theories. The nature of the analysed powertrain 
warranties allows them to focus exclusively on these two motives.

Incentive Theory

Warranties work as an incentive mechanism for fi rms to reveal and improve 
product quality. The key assumption is risk endogeneity in the sense that sellers’ 
actions can affect product performance. The probability that a product will break 
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down is a function of its quality which depends on the producers’ quality efforts 
and also on the consumers’ maintenance efforts; thus, producers should take 
moral hazard into account.

Chu and Chintagunta (2011) empirically examine two implications of this 
theory in the U.S. server and automobile market, namely that quality is negatively 
correlated with current warranty and quality is positively correlated with past 
warranties. They did not fi nd signifi cant evidence for these correlations.

Profi table Bundling

Profi table bundling, discussed in short by Choi and Ishii (2010), is the fi fth 
possible motive for automobile warranties; it is not considered in the rest of the 
literature. Firms may be able to procure cheaper repair service than consumers 
and practically bundle discounted pre-paid repair with the automobile. The extent 
of a manufacturer capacity to offer repair will vary geographically, depending 
mostly on its dealership network. This, combined with the fact that powertrain 
warranties do not vary geographically, suggests that bundling is not an important 
motive at least for powertrain warranties.

3. Research Topics in the Literature

This section reviews the research objectives of four relevant papers. The fi rst 
objective of Chu and Chintagunta (2009) is to quantify the total value of base 
warranties in the U.S. server market to manufacturers, channel intermediaries 
(downstream fi rms) and customers. Although base warranties are characterized 
by several attributes, the variation across server models is in the duration of 
the warranty; thus, they aim to quantify the value of base warranty. The second 
objective is to decompose the value of a warranty only into its insurance value 
and its sorting/price discrimination value. This implies that the empirical model 
needs to incorporate consumer’s risk aversion and consumer heterogeneity. 
They exclude the signalling role of server warranties because different 
manufacturers offer similar warranty durations for their server products; so, the 
quality information content of warranties is likely to be limited. In our opinion, 
the explanation relies on the product itself, the information asymmetry in a 
consumer choice decision of a server is likely to be smaller than in the case of 
a car because the buyers of the servers are usually experts who are informed 
about the performance of the main components. The incentive role of warranties 
is closely related to the signalling role; however, major manufacturers do not 
change their server warranty policies over time as their product quality improves. 
The authors use structural modelling (i.e. BLP) and counterfactual experiments. 
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The structural model contains a demand model derived from a utility function 
and a pricing model. The demand model accounts for customer’s risk aversion 
to accommodate the insurance role and it incorporates customer heterogeneity to 
allow for the sorting motive of the warranty. The pricing model accounts for the 
specialty of the market: the servers are sold both directly and indirectly, and the 
intermediaries compete among themselves and with manufacturers.

Choi and Ishii (2010) seek empirical evidence for the role of warranties as 
signals of unobservable quality. They adapt the linear random utility model of 
consumer automobile demand to investigate the extent to which warranties affect 
consumer choice and the extent to which this estimated warranty effect is due to 
risk aversion and signalling motives. Choi and Ishii derive the marginal effects 
of both the binary and non-binary explanatory variables in the conditional logit 
and random coeffi cient logit models. Their results also demonstrate the strong 
role of brand loyalty, a fi nding also found by Train and Winston (2007). They 
also analyse the relation between warranties and brands, where the question is 
whether the longer warranty offsets the disadvantage in brand reputation. They 
compare a newer, lower reputation fi rm brand (Hyundai) to the category leader 
(Honda) in the small/medium car category, and the same in the luxury category 
(Lexus versus BMW). In both comparisons, the newer fi rm offers a two-year 
longer powertrain warranty. They model these relations at different levels of 
information asymmetry, and build up three scenarios:

– both models are unrated by Consumer Reports (CR) and there is no past 
purchase experience; thus, the difference in product quality is strictly the 
difference in brand reputation, as captured by their brand dummies;

– the category leader type is rated by CR; thus, the consumer has additional 
third-party information on the category leader;

– the category leader type is rated by CR and the consumer has previously 
purchased a car from the category leader; thus, the consumer has additional fi rst- 
and third-party information on the category leader.

The results of the three models contain the estimated brand dummies and the 
marginal effect of each additional year of powertrain warranty to the indirect 
utility of the consumer. Based on these estimations, Choi and Ishii calculate how 
many extra years of warranty should a manufacturer offer to offset the brand 
reputation’s disadvantage compared to the category leader.

Chu and Chintagunta (2011) examine the conditions under which each of 
the four competing theories on the economic roles of warranties would apply 
and derive testable implications from the data. Then, they assess whether these 
theories have empirical support in the U.S. computer server and automobile 
market in the context of manufacturer base warranties. The two key assumptions 
underlying the insurance theory is that buyers are risk-averse and the probability 
of product failure is non-zero. The insurance theory has the implication that the 
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degree of risk aversion and the warranty length should be positively correlated. 
Therefore, the authors expect that the same customers will buy longer warranties 
when product failure increases and reliability decreases, and given a particular 
product failure rate, more risk-averse customers will buy longer warranties.

The key assumption of the sorting theory is the presence of consumer 
heterogeneity; in equilibrium, fi rms will offer a line of products distinguished by 
different quality, warranty and price levels. The sorting theory also implies that, 
in response to the menu of warranties the fi rm provides, customers with the same 
observable attributes (i.e. income) but different degrees of risk aversion choose 
different warranty contracts.

The signalling approach examines the information content of warranties under 
information asymmetry which is the key assumption in the sense that sellers have 
better knowledge about product quality than buyers. Two more trivial assumptions 
are that warranties are costly to the seller and the costs are systematically related 
to product reliability. The theory implies a positive relationship between product 
quality and warranty duration because only high-quality fi rms can afford long 
warranties because of their associated costs of fulfi lment.

The incentive role on the fi rms’ side involves two aspects: signal product quality 
to consumers through warranties in the presence of consumer moral hazard and 
motivate the fi rm to invest in product quality and supply high-quality products, 
at least to the extent of reducing the chances of its falling below the warranted 
level. Chu and Chintagunta (2011) expect a positive relationship between quality 
and previous warranty terms and a positive relationship between warranty terms 
and new product reliability.

Guajardo et al. (2012) analyse the warranty in a larger context, together with 
other service attributes, formulate and estimate a structural model to measure 
the impact of service attributes on consumer demand in the U.S. automobile 
industry. The authors establish three important differences compared to earlier 
researches. First, they focus not only on the effect of fi rms’ warranty length, but 
also on their service quality. Second, they study the effect on the demand of the 
interaction between service attributes and product quality in order to help fi rm 
decision-making regarding both of them. Third, they specify warranty length as 
endogenous in addition to price in the demand specifi cation. These authors are 
the fi rst to empirically analyse the value of service attributes as drivers of demand 
in manufacturing industries and to analyse complementarities between service 
attributes and product quality in the context of demand models.
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4. Models, Estimation, Identifi cation, Assumptions

Specifi cation

The major problem in model identifi cation of the economic value of warranty is 
that both price and warranty length may depend on all product characteristics 
observable to the consumer, including those omitted from the indirect utility 
specifi cation. Without properly taking into account this endogeneity, some or all 
of the estimated warranty effect may be biased. Choi and Ishii (2010) summarize 
the possible solutions.

Much of the empirical work in this research topic avoids this problem because 
it relies on experimental data where price and warranty exogeneity come from the 
experimental design (Purohit & Srivastava, 2001; Chatterjee, Kang and Mishra, 
2005). One possible solution is offered by BLP, who use instrumental variables for 
estimating a model of consumer demand and fi rm supply. In BLP, the endogeneity 
of product characteristics other than price is not modelled; warranty appears as an 
unobserved characteristic. It is diffi cult to adapt the BLP approach to account for 
both price and warranty endogeneity; the explicit modelling of warranty supply 
depends on clearly observable cost shifters for the warranty supply decision.

Another strategy is based on Goldberg (1995) and Train and Winston (2007), 
using cross-sectional variation available in household-level data. They include 
product-specifi c fi xed effects into the indirect utility in order to control for the mean 
effect of the omitted characteristics; this reduces price and warranty endogeneity 
due to correlation with omitted variables. This model identifi cation relies on the 
assumption that unobserved consumer taste heterogeneity is limited to the additive 
error. The main drawback of this approach is that it requires rich data to allow for 
the estimation of product-specifi c fi xed effects, in addition to the other included 
coeffi cients. Choi and Ishii build on Goldberg’s (1995) approach, which they extend 
from nested logit to random coeffi cient logit for household-level data.

Guajardo et al. (2012) follow the former strategy; they formulate a structural 
model of decision-making by both consumers and fi rms. They estimate the demand 
model, and present conceptually the supply model, allowing for warranty-length 
endogeneity. In addition to the main effect model of the warranty length, the 
authors specify a model involving two-way interactions between warranty 
lengths, service quality and product quality.

Estimation of Demand Parameters

In order to estimate their model, Chu and Chintagunta (2009) use a two-step 
approach by fi rst estimating the demand parameters and then the parameters of 
the pricing equations. This method is less effi cient than a simultaneous estimation 
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approach, but it provides consistent estimates of the demand parameters even 
in the presence of misspecifi ed pricing equations. They modify the contraction 
mapping approach from BLP to handle the nonlinear, customer-specifi c income 
effect. Regarding this feature, they decompose the price term of the demand 
function into a mean price effect and a customer-specifi c price effect. The 
estimation of demand parameters contains the following steps:

1. Obtain draws for customer i’s income (yi) from the empirical distribution of 
fi rm revenue.

2. For each draw of yi, compute the mean price term and a customer specifi c 
price term.

3. Choose starting values for b  and for the nonlinear parameters to compute 
the individual-specifi c utility and apply the contraction mapping in BLP to 
obtain the mean utility.

4. Use GMM to compute the parameters in the mean utility.
5. Replace b  in step 3 with the b  estimate from step 4 and iterate until 

convergence.
Chu and Chintagunta (2009) apply an instrumental variables technique to 

account for the potential endogeneity of the retail prices of servers using the 
following cost shifters as instruments:

– product characteristics including dummies for manufacturer, brand, channel, 
CPU and time trend;

– current and lagged producer price indices for memory and CPU interacted 
with manufacturer dummies;

– average weekly wage rates for the computer hardware industry.
Together, these instruments explain 63% of the price variation and 74% of log 

price variation. The potential market for servers is around 14 million calculated 
with 7.4 million establishments in the United States in 2004 and assuming two 
servers per establishment. The demand model had 66 linear parameters and 27 
nonlinear parameters to be estimated.

Guajardo et al. (2012) consider a random coeffi cients logit demand model, 
where the utility that consumer i derives from purchasing vehicle j in calendar 
year t depends on the vehicle price pjt, warranty duration wjt, product quality 
PQjt, service quality SQjt and a vector of observable vehicle characteristics xjt, as 
follows:

, ,u p x h w PQ SQijt i jt jt i jt jt jt jt ijta b c g f= + + + +l ^ h .

The term ξjt represents unobserved product attributes common to all consumers 
and ϵijt is a type I extreme value idiosyncratic shock. The individual level 
coeffi cients αi and βi are decomposed into a mean effect common to all consumers 
(β’s) and individual deviations from that mean (σ’s) as it is common in the BLP 
literature.
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Under the linearity assumption for wjt, PQjt, SQjt variable, the utility function 
would take the following form:

,u p x w PQ SQijt i jt jt i jt jt jt jt ijt
1 2 3a b c c c g e= + + + + + +l .

This formulation captures the main effects and it is also consistent with the 
linearity assumption made for the rest of the covariates, considering PQ and SQ as 
exogenous in the demand specifi cation. The identifi cation through instrumental 
variables to account for price and warranty endogeneity is discussed later.

Estimation of Parameters in the Pricing Equation

The manufacturers’ marginal costs consist of the following: the costs of providing 
the various attributes of the product, warranty costs and other costs. To estimate 
the cost of warranties, Chu and Chintagunta (2009) fi rst estimate manufacturer 
marginal costs on warranty duration and other product attributes using a fl exible 
functional form, a semi-log regression that allows warranty coeffi cients to vary 
with quarters to account for potentially changing warranty costs over time.

ln K KMC X w I0t tdt
w

dt d qt dtg= + +~ ~ ~ ~^ h ,

where Iqt is a quarter dummy, K0t is the vector of the effect of product attributes 
on marginal cost and Kt is the effect of warranty on marginal cost. In the cost 
equation, 88 linear parameters had to be estimated.

Guajardo’s (2012) basic assumption on the supply side is that fi rms compete in 
prices and warranties. This assumption is consistent with some prior theoretical 
models (e.g. Spence, 1977; Gal-Or, 1989), which have modelled competition 
based on these two variables, taking other factors exogenous. The profi t function 
for fi rm f in period t is defi ned as follows:

, , , , , ;p mc wc Ms p w PQ SQ xf jt jt jt jt t t t t t t

j J f

r p i= - -
!

^ ^h h/ ,

where Jf represents the set of vehicles produced by fi rm f, mcjt the marginal costs 
of production of vehicle j, wcjt the expected per-unit warranty costs, M is the 
size of the market and sjt the market share of vehicle j. Like BLP, they consider a 
marginal cost function g1 based on the projection of costs onto observable vehicle 
characteristics xS

jt and unobservable cost shifters φjt:

,mc g x1jt jt
S

jt{= ^ h.

Considering the heterogeneity of the expected cost per event of failure during 
warranty length across brands, xbjt denotes other observable characteristics that 
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capture part of the brand heterogeneity in warranty costs and ςjt unobservable 
factors. The warranty cost function can be represented as follows:

, , , ,wc g w PQ SQ xbjt jt jt jt jt jt2 g= ^ h.

Thus, Guajardo et al. (2012) assume that fi rms compete in both prices and 
warranties; their supply model provides the fundamentals for the identifi cation 
strategy for the parameters in the demand model.

Identifi cation

Guajardo et al. (2012) argue for price and warranty endogeneity as well as 
product and service quality exogeneity. Price endogeneity is accounted for in 
BLP through a Bertrand-Nash equilibrium assumption. Their proposed set of 
instruments are widely used in the literature, but Guajardo et al. (2012) – instead 
of considering the average characteristics for cars of all other fi rms – compute the 
average characteristics of other fi rms’ cars in the same market segment (small, 
middle, large, luxury), which refi nes the set of instruments by using cars that are 
closer to one another in terms of characteristics.

The endogeneity of warranty length is explained by the fact that fi rms can 
easily set the length of warranty in response to the unobserved factors in ξjt. 
A similar observation was made by Menezes and Currim (1992). Conversely, 
the fi rms’ actions regarding to product and service quality (using better parts/
components, redesigning their processes etc.) will be refl ected over a term longer 
than the one-year period of the analysis.

Thus, the exogenous PQjt, SQjt and the structure of the supply model could be 
helpful to derive instruments for the warranty length. Guajardo et al. (2012) use 
the following logic to defi ne instruments. Consider vehicles j and r, produced by 
different brands, and the wjt and wrt warranty lengths are correlated because fi rms 
compete on price and warranty, and correlate with the drivers of own warranty 
costs because fi rms account for the expected warranty cost. Noting that indirect 
utility uijt does not depend on the attributes of vehicle r, they conclude that PQrt 
is a valid source of instruments, and then apply the same argument to generate 
instruments using the rest of the drivers of the warranty costs, i.e. SQjt and xbjt.

Robustness Checks for Estimation Results

Chu and Chintagunta (2009) conducted a series of robustness checks, functional 
form choices and estimation methods. Their fi ndings are as follows:

– Channel-specifi c price sensitivity not supported by the data.
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– The effect of direct channel entry on shares makes customers slightly less 
price sensitive, but the difference is not signifi cant.

– The potential market size depends on the number of servers each establishment 
might use. The authors fi nd the estimates are very robust to this number, it only 
shifts the manufacturer intercept.

– In accordance with recent literature, the authors assume customer preferences 
for product attributes and price and warranty coeffi cients follow continuous 
distributions. As to whether the main results are sensitive to the assumptions 
on customer heterogeneity distributions, the authors estimate a two-segment and 
a three-segment logit model, assuming the main explanatory variables follow 
discrete distributions. They obtain price and warranty elasticities similar to those 
from the current model.

Empirical Data Used

According to Choi and Ishii (2010), one reason for the few empirical paper 
examining warranties is the diffi culty in obtaining the necessary data set that 
combines the appropriate product, manufacturer and consumer information. 
In Table 1, we summarize the variables introduced in the automobile demand 
models with their defi nitions and the data sources.

Table 1. Summary of the variables in various automobile demand models with 
their defi nitions and the data sources

Defi nition Used by Data source

Manufacturer 
basic warranty

repairs vehicles for a 
specifi c time and mileage

Chu and Chintagunta 
(2011) 

consumerreports.org,
manufacturer web 
sites

Manufacturer 
powertrain 
warranty

offers protection beyond 
the basic warranty

Chu and Chintagunta 
(2011) 

consumerreports.org,
manufacturer web 
sites

Guajardo et al. 
(2012)

extended warranties Choi and Ishii (2010) Warranty Direct.com

Overall quality 
scores

a 100-point scale based 
on CR’s tests, subscriber 
survey data and other 
tests

Chu and Chintagunta 
(2011)

consumerreports.org,
manufacturer web 
sites

product quality – nr. 
of problems per 100 
vehicles in the fi rst 90 
days, examines 217 
vehicles attributes

Guajardo et al. 
(2012)

J.D. Power’s Initial 
Quality Study (IQS)
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Defi nition Used by Data source

Overall quality 
scores

Service Quality 
satisfaction level 
of the owners in 3 
years measured in a 
1,000-point scale based 
on six metrics

Guajardo et al. 
(2012)

J.D. Power’s Customer 
Satisfaction Index 
(CSI)

car ratings Choi and Ishii (2010) consumerreports.org,

Accident 
avoidance

a 5-point composite score 
based on CR’s tests results 
for braking performance, 
emergency handling, 
acceleration, driving 
position, visibility and 
seat comfort. Braking and 
emergency handling carry 
the most weight.

Chu and Chintagunta 
(2011) 

consumerreports.org,
manufacturer web 
sites

Predicted 
reliability for 
new cars

CR’s forecast
Chu and Chintagunta 
(2011) 

consumerreports.org,
manufacturer web 
sites

Sales data

monthly data at the 
make-model level

Chu and Chintagunta 
(2011) 

J.D. Power, Ward’s 
automotive

household purchases: 
1998–2002

Choi and Ishii (2010)
Consumer 
Expenditure Surveys

Price

real transactional prices 
after rebates

Guajardo et al. 
(2012)

J.D. Power

Choi and Ishii (2010)
Train and Winston, 
(2007)

Automotive News
Ward’s Automotive 
Yearbook

Car attributes

e.g. type, make, 
horsepower, MPG etc.

Chu and Chintagunta 
(2011) 

Consumer 
Expenditure Surveys

category dummies, 
engine size, length / trim-
level data

Choi and Ishii (2010) Automotive News

brand dummies Choi and Ishii (2010)

Consumers’ 
characteristics

income Choi and Ishii (2010)
Consumer 
Expenditure Surveys

risk aversion – vehicle 
insurance expenditures
in the model used 
warranty * risk aversion 
quartiles

Choi and Ishii (2010)
Consumer 
Expenditure Surveys
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5. Major Results

Chu and Chintagunta (2009) fi nd several important results applicable by 
managers. First of all, the validity of their estimates is considered to be confi rmed 
by comparing to benchmark data. For example, the estimated gross markup of 
the downstream fi rms ranges with market data and the customer preference 
order of the four major manufacturers is also consistent with the market shares. 
Manufacturers and channel intermediaries benefi t greatly from warranty 
provision and from price discrimination by offering non-uniform warranties, 
and they quantify exactly these benefi ts. If all manufacturers offered three-
month warranties (the shortest in the market), the total manufacturer and retail 
profi ts in 1999–2004 would be 82.8% and 81.1%, respectively, of the current 
levels. Sun benefi ts the most from offering warranties followed by Dell, while 
IBM benefi ts the least.

Consistent with the theoretical predictions (Tirole, 1988), the fi rms also benefi t 
from price discrimination by offering a menu of warranties instead of one. If 
all manufacturers offered two-year uniform warranties for all their products, 
their profi ts would be 86.3% and 87.1% respectively. This price discrimination 
value of the warranties varies substantially across manufacturers: IBM gains the 
most, followed by Sun, HP and Dell. The counterfactual experiments allow the 
authors to evaluate the profi t, maximizing the best warranty scheme for each 
manufacturer. The turning point in profi t is one year for HP and Sun, six months 
for IBM and two years for Dell, although the differences in Dell’s profi ts under 
one-year and two-year uniform warranties are small.

Customers also benefi t from manufacturers offering a menu of bundled 
warranties. The total customer welfare is quantifi ed $5,972 billion or $498 per 
server if all manufacturers offered uniform three-month warranties, and it would 
require $136 per server in the case of two-year uniform warranties. The authors 
also compute warranty elasticities across manufacturers and channels. Given the 
current warranty scheme, they fi nd that a 1% increase in warranty duration will 
increase manufacturer shares by about 0.35%.

They fi nd that server customers are heterogeneous in their preferences for 
manufacturers, CPU and channel, warranty preference and price sensitivity. This 
indicates the sorting role of warranties.

The methodology used has the limitation that only a subset of product 
attributes that are observed infl uence a customer’s choice. If customers valued 
the unobserved product attributes and if warranties were positively correlated 
with these unobserved attributes, the estimated value of warranties would be 
overstated. This is a general problem of modelling the warranty value. Another 
strong limitation of their research theme is avoiding extended warranty; they 
only quantify the value of base warranties.
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Choi and Ishii (2010) fi nd that the conditional logit results from the simple 
model are mostly consistent with the results for the random coeffi cient logit 
model from the corresponding specifi cation, except for the coeffi cient of the 
after-purchase income variable for the low- and middle-income groups. These 
estimation results show statistical signifi cance, suggesting that consumers indeed 
have a heterogeneous preference for after-purchase income. These authors fi nd 
some differences in the impact of warranties across car classes in the random 
coeffi cient logit model without brand-fi xed effects; the warranty effect on different 
car classes decreases after including brand-fi xed effects. In this full model, 
warranties seem to have bigger effect in the “small” and “luxury” categories, 
which, in the opinion of the authors, is a result consistent with the signalling 
theory. Another result that supports the importance of signalling motive is that the 
interaction between warranty and brand experience is strongly and statistically 
negative, indicating that consumers value warranties much less for experienced 
brands. In accordance with these fi ndings, consumers heavily discount cars that 
have no Consumer Reports rating, but less so for those that come with longer 
warranty. This result of warranty lengths mattering more for cars with no rating 
further supports the signalling motive, as these cars are among those with the 
greatest asymmetric information between consumers and manufacturers.

The importance of insurance theory is not proved by the results. If risk aversion 
is a strong motive of warranty demand, the coeffi cients for the interaction 
between warranty and risk aversion proxies should be positive and increasing 
with quartiles. Nevertheless, none of the four models show statistical signifi cance 
for any quartile of risk aversion and the signs of risk aversion coeffi cients are 
contrary to expectations. The authors tried other proxies for risk aversion, using 
other non-warranty insurance expenditures, but obtained no different results.

Choi and Ishii (2010) calculate the marginal effect of explanatory variables, which 
refl ect how the probability of a consumer’s observed choice changes with shifts in 
the values of a single explanatory variable. They use the average of each studied 
individual’s marginal effects rather than the marginal effects of a “representative 
individual” with the average value for each explanatory variable. For non-binary 
explanatory variables, the marginal effect is the average across each individual 
probability derivative, and for binary explanatory variables it is the average of 
the difference between the actual estimated probability for the observed choice 
and the counterfactual estimated probability for the observed choice, assuming 
that the value of the binary explanatory variable of focus is zero. The analysis of 
marginal effects shows the strong role of brand loyalty, a result also found by Train 
and Winston (2007). The excluded brand of the brand dummies was Suzuki; a 
positive value of marginal effect indicates preference over this brand.

An interesting and novel topic in Choi and Ishii (2010) is the examination of 
possible trade-offs between warranty length and brand reputation, the degree to 
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which longer warranties seem to offset differences in the estimated brand dummy. 
They compared a newer, lower reputation fi rm brand (Hyundai) to the category 
leader (Honda) in the small/medium car category, and the same in the luxury 
category (Lexus versus BMW). In both comparisons, the newer fi rm offers a 2 year 
longer powertrain warranty. The results of the three models with different levels of 
information asymmetry are the estimated brand dummies and the marginal effect of 
each additional year of powertrain warranty to the indirect utility of the consumer. 
Choi and Ishii quantify how many extra years of warranty a manufacturer should 
offer to offset the brand reputation disadvantage to the category leader. This suggests 
that Hyundai’s two year longer warranty in 1998 was inadequate to compensate for 
Honda’s greater reputation, and in the luxury category the longer warranty does not 
suffi ciently address perceived quality difference for fi rst-time luxury car buyers.

Chu and Chintagunta (2011) assess the four competing theories on the economic 
roles of warranties in the U.S. computer server and automobile market. Here we 
discuss the results in the automobile market. In the case of insurance theory, 
they verifi ed the two underlying assumptions. Similar to the server market, they 
found indirect evidence of consumers’ risk aversion through their purchases of 
extended automobile warranties. This, together with the Customer Report data 
regarding product reliability, indicates non-zero failure rates of automobiles.

The insurance theory predicts that the degree of consumer’s risk aversion is 
positively correlated with the duration of the warranties purchased. The authors 
use proxies for household risk attitudes, relying on results by Dohmen et al. 
(2005). These authors fi nd a concave relationship between age and risk attitude, 
which implies a convex relationship between age and warranty duration, and, 
similarly, a concave relationship between income and warranty duration. The 
results are consistent with their expectations.

The sorting theory posits that manufacturers should offer a menu of 
warranties, which is a fact for most manufacturers. This theory also predicts that 
in market equilibrium households with the same observable characteristics will 
buy different automobile warranties; the authors use income to illustrate this. 
Consistent with insurance theory, higher-income households tend to buy shorter 
warranties because of their lower level of risk aversion; however, households of 
the same income levels also buy different warranties. The authors formulate that 
manufacturers cannot price-discriminate their warranty policies solely on the 
basis of household income. To extract more consumer surplus, they choose to 
offer a menu of warranties and let households self-select into different warranty 
contracts in accordance with their risk preference.

The information asymmetry assumption of the signalling theory is verifi ed by 
running two sets of regressions of automobile quality indicators (overall quality 
score and accident avoidance score) on warranty duration, product price and 
major product attributes. One set of regressions includes manufacturer dummies 



92 Ede Lázár

as regressors, while the other set does not. The powertrain warranty years are 
positively correlated with the quality score only when the manufacturer dummies 
are not included in the model. This implies that when other quality signals, that 
is manufacturer reputation and brand, are present, warranty length is no more a 
signal of product quality.

According to the authors, the insignifi cant warranty coeffi cient in these 
regression models also implies that automobile warranties do not play an incentive 
role for manufacturers to reveal product quality to consumers. The incentive 
theory posits a positive correlation between new product reliability and warranty 
duration. The results show that powertrain warranty has a signifi cant effect on the 
predicted reliability of new vehicles only if the manufacturers’ fi xed effect is not 
included in the model. Therefore, the authors conclude that there is no evidence 
to support the incentive theory of warranties in the automobile market.

6. Further Research Topics

Chu and Chintagunta (2009) suggest as a further research topic the question how 
base and extended warranties interact with each other. The market for extended 
warranties is growing rapidly, and it would be profi table for the fi rms to know 
what type of customers are more likely to buy extended warranties and why. Other 
further research topics refer to the indirect channels; to the interactions between 
manufacturer and retailer warranty provisions whether they are complements 
or substitutes; whether warranties are overprovided and consumers are 
overprotected, and whether these two are mutually profi t-enhancing. In addition, 
future research could try to use fi rm-level warranty data instead of aggregate data 
and fi rm characteristics, and examine their relationship.

Choi and Ishii’s (2010) main fi nding is that signalling should be a more important 
motive for warranties in the automobile industry than risk aversion. In terms of 
future research, specifi cations with more direct measures of risk aversion and 
product information need to be developed to understand the consumer perception 
of warranties as signals. The analysis should be extended from the consumer 
behaviour to the supply side. According to these authors’ hypothesis, automobile 
manufacturers may view exceptionally long warranties only as a transitional 
strategy until their brand reputation “catches up” with the category leaders.

As a direction for further research, Chu and Chintagunta (2011) determine 
decomposing the four warranty theories in markets different from the U.S. 
automobile market. Markets differ in their degree of information asymmetry – as 
we have observed in the case of server market in Chu and Chintagunta (2009) –, 
availability of other quality cues, consumer risk aversion and moral hazard. It is 
likely that warranties assume different roles in different markets.
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algorithms like the coordinate exchange and swapping-cycling as well as 
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fi rst, by measuring jointly both running time and the effi ciency achieved, 
and, second, by fi xing the running time of the algorithms and measuring 
the effi ciency achieved while allowing the number of choice situations to 
vary. In addition, we also analyse the performance in terms of heterogeneous 
designs. A somewhat surprising outcome of our analyses is that a simplifi ed 
version of the joint swapping-cycling algorithm outperforms the coordinate-
exchange algorithm irrespective of the performance measure.
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1. Introduction

Choice experiments are widely used to study consumer preferences for various 
products in different areas like marketing, transportation, environmental and 
health economics. Their popularity stems from the fact that they can be used to 
elicit preferences for hypothetical products. An important question in designing 
a choice experiment is what hypothetical products to present to the respondents 
who participate in the experiment. One approach in the literature was to design 
choice experiments based on statistical effi ciency.

Conjoint choice designs based on statistical effi ciency are typically constructed 
by optimizing an objective function that is a scalar function of the information 
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matrix of the model considered (Huber & Zwerina, 1996; Sándor & Wedel, 2001). 
The variables in this optimization are the attributes of the hypothetical products, 
which are taken to be discrete. This implies a discrete optimization problem, 
whose complexity depends on the number of choice situations involved in the 
experiment and on the complexity of the underlying model.

The need for considering complex models stems from the need for modelling 
consumer preferences more realistically. Examples from this line of literature 
are Sándor and Wedel (2002) and Bliemer and Rose (2010), who use the random 
coeffi cient logit to model consumer heterogeneity in preferences for attributes. 
While the design construction problem is already rather complex in the former, 
the latter paper considers the panel version of the random coeffi cient logit, which 
allows for correlation between the choices made by a given consumer in different 
choice situations. The computational complexity of evaluating the objective 
function for this model is much more severe than in previously considered 
models. Moreover, if, for this model, we allow for a much larger number of choice 
situations, like in the heterogeneous design considered by Sándor and Wedel 
(2005), then the computational complexity becomes even more severe.

Therefore, we believe that the performance of the design construction algorithms 
in terms of speed is crucial. In the literature, several different algorithms have 
been proposed. Meyer and Nachtsheim (1995) proposed the coordinate-exchange 
algorithm, which has the appealing feature of being the simplest algorithm for 
the problem. Huber and Zwerina (1996) proposed the relabeling and swapping 
algorithms, while Sándor and Wedel (2001) proposed the cycling algorithm. The 
three latter algorithms have been used jointly or in pairs (relabeling-swapping or 
swapping-cycling) in order to attain higher effi ciency.

In this paper, we study the performance of these algorithms and some of their 
versions. We measure performance in two ways, namely, fi rst, by measuring 
jointly both running time and the effi ciency achieved and, second, by fi xing 
the running time of the algorithms and measuring the effi ciency achieved while 
allowing the number of choice situations to vary. In addition, we also analyse 
the performance in terms of heterogeneous designs. A somewhat surprising 
outcome of our analyses is that a simplifi ed version of the joint swapping-
cycling algorithm outperforms the coordinate-exchange algorithm irrespective 
of the performance measure.

The remainder of the paper is organized as follows. In Section 2, we present 
the conjoint choice design problem in the context of the logit model. Section 
3 explains the algorithms used. Section 4 presents results from comparing the 
algorithms for homogeneous and heterogeneous designs. In the last section, we 
conclude and outline further directions of research.
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2. Conjoint Choice Designs for the Logit Model

In a choice experiment, a respondent is presented a conjoint choice design that 
consists of several choice sets of hypothetical products characterized by their 
attributes. The respondent is supposed to choose the best alternative in each 
choice set. The choice data collected in this way can be used to estimate the 
parameters of the underlying model. Pioneering work in conjoint choice design 
(e.g., Huber & Zwerina, 1996) assumed the logit model. In this paper, we use this 
model for two reasons. First, we provide a comparison of the different algorithms 
for the most commonly used model in the literature. Second, we provide a set 
of results that can be used as reference for studying the performance of different 
algorithms applied for more complicated models.

In the logit model, the utility of respondent  i = 1,...,N  for hypothetical product 
j = 1,...,J in choice set s = 1,...S is specifi ed as:

(1) U xijs ijs ijsb f= +l ,

xijs is a k x1-vector of attributes of alternative j, b  is a k x1-vector of parameters 
weighting these attributes, and ijsf

 
is an error term having an i.i.d. type I extreme 

value distribution. The probability that profi le j is chosen from the choice set s 
has the closed form

(2) 

The information matrix can be computed as the variance of the fi rst-order 
derivatives of the log-likelihood function, and it is equal to the sum of the choice-
set specifi c information matrices:

(3) 

where , ...,X x xis i s iJs1= l6 @  is the matrix of the attributes in choice set s,  
, ...,p p p1is i s iJs= l6 @ and , ...,P diag p p1is i s iJs= ^ h. In order to study the algorithms 

with different objective functions, we consider two scalar transformations of 
the information matrix, namely the detD error I 1/kb- =

-
^ h6 @ , which uses the 

determinant, and the ,A error tr I X1 b- = -
^^ hh, which uses the trace of the 

inverse of the information matrix (Kessels et al., 2006). Both design criteria should 
be minimized with respect to the elements of Xis for all consumers i and choice 
sets s. This approach corresponds to the so-called heterogeneous design approach; 
when the designs presented to respondents are the same, that is Xis=Xs for all i and 
s, and then we talk about the homogeneous design approach. We note that the 
design criteria depend on the parameters that need to be estimated; in order to 
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deal with this issue, we follow the locally optimal design approach by assuming a 
certain value for these parameters when constructing the design.

In this paper, we consider designs with 15 choice sets with 2 alternatives in 
each. The alternatives are assumed to be hypothetical products having 4 attributes 
with 3 levels denoted by 1, 2 and 3. The attributes are qualitative variables 
coded as [1 0], [0 1] and [-1 -1]. The assumed value of the parameter-vector is the 
transposed of [-1, 0, -1, 0, -1, 0, -1, 0].

3. Algorithms Used

First, we present the core algorithms, and then we specify the versions and 
combinations that we use. We illustrate each algorithm by means of the choice 
set example from Table 1. 

Table 1. Example of a choice set
Attribute 1 Attribute 2 Attribute 3 Attribute 4

Alternative 1 3 2 3 2
Alternative 2 2 1 2 1

Swapping (Huber & Zwerina, 1996) changes the level values between the two 
alternatives for the same attribute. In the example (see Table 2) values, 3 from the 
fi rst alternative is changed with value 2 from the second alternative. It starts with 
the fi rst attribute of the fi rst choice set and continues with the second, third and 
fourth attributes, and then it proceeds in a similar way with the second choice 
set until the last choice set.

Table 2. Swapping the 1st attribute
Attribute 1 Attribute 2 Attribute 3 Attribute 4

Alternative 1 2 2 3 2
Alternative 2 3 1 2 1

Cycling (Sándor & Wedel, 2001) changes both levels of the two alternatives 
corresponding to the same attribute in the following manner: 1→2, 2→3 and 3→1. 
In the example (Table 3), cycling is applied to the levels of the fi rst attribute; so, 3 
becomes 1 and 2 becomes 3. It starts with the fi rst attribute of the fi rst choice set 
and continues with the second, third and fourth attributes, and then it continues 
with the second, third etc. choice sets in a similar fashion.
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Table 3. Cycling the original levels for the 1st attribute
Attribute 1 Attribute 2 Attribute 3 Attribute 4

Alternative 1 1 2 3 2
Alternative 2 3 1 2 1

The coordinate-exchange algorithm (Meyer & Nachtsheim, 1995) changes one 
attribute level at a time to the other values. In the example (Table 4), the level of 
the fi rst attribute of the fi rst alternative is changed from 3 to 1 and then to 2. It 
starts with the fi rst attribute of the fi rst alternative in the fi rst choice set; then, it 
continues with the levels of the second, third and fourth attributes, and then it 
proceeds in a similar way with the attributes of the second alternative and the 
other choice sets.

Table 4. Coordinate exchange for the 1st alternative in the 1st attribute
Attribute 1 Attribute 2 Attribute 3 Attribute 4

Alternative 1 1 2 3 2
Alternative 2 2 1 2 1

Alternative 1 2 2 3 2
Alternative 2 2 1 2 1

For each algorithm, those changes that improve on the design criterion are 
preserved and those that do not improve are discarded. The original swapping 
(henceforth sw) and cycling (henceforth cy) algorithms restart from the beginning 
after each improving change. We have found that this feature slows down the 
algorithms considerably; so, we have introduced versions of these algorithms that 
do not restart after improving changes, but only after reaching the last attribute 
of the last choice set. We refer to these versions as the no restart versions, and we 
denote it by nr. The original coordinate-exchange algorithm does not restart from 
the beginning after improving changes; so, it is of nr-type by default; we now 
consider a version that restarts from the beginning after each improving change. 
We denote the latter algorithm by kx and the former by kxnj. Our proposed 
algorithms for evaluation are presented in Table 5.

Table 5. The algorithms
1 2 3 4 5 6 7 8

sw_cy swnj_cynj swnj_cy sw_c.nr cynj swnj kxnj kx
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The fi rst algorithm (sw_cy) is the one used by Sándor and Wedel (2001) without 
the relabeling algorithm. Swapping is applied fi rst and, when this does not give 
any improvement, then the algorithm proceeds further by cycling. The second 
algorithm uses swapping fi rst without restart, and then cycling without restart. 
The third algorithm uses swapping without restart and the original cycling. The 
fourth algorithm fi rst runs the original swapping, and then the no restart cycling. 
The 5th and 6th algorithms are pure cycling and swapping with no restart, while 
the 7th is the original coordinate exchange and the 8th is the coordinate exchange 
with restart. The original coordinate-exchange algorithm is remarkable in that it 
can be regarded as the simplest algorithm conceptually.

4. Results

We present two sets of results: one for homogeneous and one for heterogeneous 
designs. 

Homogeneous designs

For each algorithm mentioned in Table 5, we construct 20 designs using the same 
20 (level-balanced) starting designs. We measure the average running time of 
each algorithm and we represent the results in scatter plots of points, where the 
vertical axis shows the average running time in seconds for each algorithm. In 
one set of results, we analyse the average of the design criterion values, while 
in another set of results we look at the minimum of the design criterion values. 
The latter results aim at capturing the performance of the algorithms for fi nding 
a design that is closer to the globally optimal design.

Figure 1 presents the scatter plot in the case of the D-error criterion. We can 
observe that sw_cy and swnj_cy are the best algorithms on average in terms of the 
D-error, while swnj and kxnj are the best on average in terms of running time. 
By considering both measures jointly, we can notice that both kx and sw_cynj 
are worse than swnj_cy with respect to both measures, that is they produce less 
effi cient designs and run longer on average.

Figure 2, which presents the scatter plot in the case of the A-error criterion, 
leads to qualitatively similar fi ndings. Again, sw_cy and swnj_cy are the best 
algorithms on average in terms of the design criterion, while swnj and kxnj are the 
best on average in terms of running time. By considering both measures jointly, 
kx is worse again than swnj_cynj with respect to both measures. Similarly, cynj is 
worse than swnj_cynj with respect to both measures.
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Figure 1. Average running time and average D-error for homogeneous design

Figure 2. Average running time and average A-error for homogeneous design

Figures 3 and 4 present the scatter plots when instead of the average D-errors 
the minima of these are plotted on the horizontal axis. Qualitatively, Figure 3 is 
very similar to Figure 1 and Figure 2 is very similar to Figure 4, and in fact similar 
conclusions can be drawn regarding the relative performance of the algorithms.
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Figure 3. Average running time and min of D-error for homogeneous design

Figure 4. Average running time and min of A-error for homogeneous design

We intend to determine the algorithm(s) that has (have) the best performance 
taking into account fi gures 1–4. First, we note that since kx, sw_cynj and cynj 
are dominated in terms of both measures either in the case of the D-error or in 
the case of the A-error, they cannot have the best performance, so they can be 
discarded. Further, fi gures 1 and 3 suggest that sw_cy, swnj_cy and swnj_cynj 
are similar in terms of the D-error because the percentage difference between 
the worst and the best is less than about 2.2%, and it is known that this means 
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that a percentage increase of at most 2.2 % in the number of consumers used for 
the worst design is suffi cient to match the performance of the best design. Out 
of these three algorithms, swnj_cynj needs the least running time; so, we discard 
the other two algorithms. Therefore, the best algorithm is one of the following: 
swnj_cynj, kxnj and swnj.

Since the running times of these algorithms are slightly different and they 
yield designs with different D-errors and A-errors, we compare them by fi xing 
the running time to 120 seconds and running the algorithms in this time with 
different starting designs as many times as possible. The minima of the design 
criteria obtained are presented in Table 6. For example, for the fastest algorithm in 
the case of the D-error (swnj), we obtained 5,792 designs and the minimum of their 
D-errors is 0.24978. Also, the slowest algorithm (sw_cy), which is not presented 
in Table 6, in this case, produced 228 designs. For both design criteria, the best 
algorithm turns out to be swnj_cynj: its lowest value in the D-error case is 0.23063 
and in the A-error case is 2.862. This is followed by swnj and kxnj in the case of 
the D-error criterion, while in the case of the A-error criterion by kxnj and swnj.

Table 6. Minimum D- and A-errors for three selected algorithms with a running 
time of 120 seconds

swnj kxnj swnj_cynj

D1design 0.24978 0.25944 0.23063

D10des 0.02242 0.02262 0.02217

A1design 3.44375 3.30272 2.86219

A10des 0.27879 0.27320 0.26043

It is important to mention that the percentage difference in D-error between 
the designs obtained by the kxnj and swnj_cynj algorithms is 11.1%. On the one 
hand, this means that one needs by 11.1% more respondents when using the 
kxnj algorithm than when using the swnj_cynj algorithm. On the other hand, 
this difference means that the kxnj algorithm is more likely to get stuck at local 
optima than the swnj_cynj algorithm.

Heterogeneous Designs

A heterogeneous design is a design in which different respondents are given 
different designs. So, the main distinction with respect to homogeneous design 
is that in the latter respondents get the same design. The main motivation for 
using heterogeneous design, as shown by Sándor and Wedel (2005), is that it 
offers higher statistical effi ciency with the same number of respondents since 
the design is optimized with fewer constraints. These authors also show that it 
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is not necessary that every respondent get a design different from the others; it is 
suffi cient to use six different designs for all respondents.

First, we present an analysis of heterogeneous designs that is analogous to that 
presented in fi gures 1 and 2. Figure 5 shows that sw_cy and swnj_cy are again the 
best algorithms on average in terms of the D-error and swnj and kxnj are the best 
on average in terms of running time. By considering both measures jointly, we 
can again notice that both kx and sw_cynj are worse than swnj_cy with respect to 
both measures.

Figure 5. Average running time and D-error for heterogeneous design

Figure 6. Average running time and A-error for heterogeneous design
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Figure 6 shows that sw_cy, swnj_cy and swnj_cy are the best algorithms on 
average in terms of the A-error criterion, while swnj and kxnj, as in Figure 2, are 
again the best on average in terms of running time. By considering both measures 
jointly, kx is worse again than swnj_cynj with respect to both measures. 

Figures 5 and 6 yield a conclusion that is qualitatively similar to the homogeneous 
design case. We intend to determine the algorithm(s) that has (have) the best 
performance taking into account fi gures 5-6. First we note that since kx and sw_
cynj are dominated in terms of both measures either in the case of the D-error or 
in the case of the A-error, they cannot have the best performance, so we discard 
them. Further, fi gures 5 and 6 suggest that sw_cy, swnj_cy and swnj_cynj are rather 
similar in terms of both the D- and A-error. Out of these three algorithms, swnj_cynj 
needs the least running time; so, we discard the other two algorithms. Therefore, 
the best algorithm is one of the following: swnj_cynj, cynj, kxnj and swnj.

Similar to the homogeneous case, since the running times of these algorithms 
are slightly different and they yield designs with different D-errors and A-errors, 
we compare them by fi xing the running time to 120 seconds and running the 
algorithms in this time with different starting designs as many times as possible. 
The minima of the design criteria obtained are presented in Table 6. For both 
design criteria, the best algorithm turns out to be again swnj_cynj: its lowest value 
in the D-error case is 0.02217 and in the A-error case is 0.26043. 

The percentage difference in D-error between the designs obtained by the kxnj 
and swnj_cynj algorithms is 2%, which is clearly lower than in the homogeneous 
design case. This means that the difference between the kxnj and the swnj_cynj 
algorithms in terms of local versus global optimality is less pronounced in the 
heterogeneous design case.

Figure 7. D-errors relative to the number of different designs
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In order to present further insights regarding the algorithms in the heterogeneous 
design case, we present their performance based on 1, 2,… 10 different designs 
(fi gures 7 and 8). We refer to the design criteria as relative D- and A-error because 
we multiply these by the number of different designs used. This way, the relative 
design errors measure the marginal effect of using an additional different design.

The fi rst impression from Figure 7 is that for all the algorithms the marginal 
improvement in relative D-error diminishes as the number of designs increases. 
Further, for the algorithms sw_cy, swnj_cy, sw_cynj and swnj_cynj, the relative 
D-error becomes constant for 4-5 designs or more (a similar fi nding is reported in 
Sándor and Wedel, 2005). The algorithms kx and cynj come close to this constant, 
but only for 9-10 designs. The algorithms swnj and kxnj reach constant relative 
D-error values that are higher. This kind of behaviour of swnj is not surprising 
because swapping preserves the level balance property; so, this algorithm searches 
in a design space that is smaller than that searched by the other algorithms. 
The fact that kxnj reaches an even higher relative D-error constant is somewhat 
unexpected. We believe that it is related to the fi nding mentioned above that 
the coordinate-exchange algorithm seems to be more likely to get stuck in local 
optima than the other algorithms.

Figure 8 is in essence similar to Figure 7. We can, however, notice that the two 
coordinate-exchange algorithms and, to a lesser extent, the swnj algorithm do not 
display a monotonically decreasing trend. Again, we believe that this is related 
to the fact that the coordinate-exchange algorithm seems to be more likely to get 
stuck in local optima than the other algorithms.

Figure 8. A-errors relative to the number of different designs

Finally, we mention that we implemented all the algorithms for heterogeneous 
designs as so-called greedy algorithms. That is, instead of optimizing all the designs 
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jointly, we have fi rst optimized one design, then the second design only while 
keeping the fi rst one fi xed, then the third design while keeping the fi rst and second 
designs fi xed, and so on. For more details, we refer to Sándor and Wedel (2005).

5. Conclusions

This paper compares the swapping-cycling (Huber & Zwerina, 1996; Sándor & 
Wedel, 2001) and the coordinate-exchange (Meyer & Nachtsheim, 1995) algorithms 
regarding their speed and relative optimality. The comparisons include versions 
of the swapping and cycling algorithms that do not restart from the beginning 
of the design after each successful modifi cation as well as a version of the 
coordinate-exchange algorithm that restarts after each successful modifi cation. 
The comparisons are done for both homogeneous and heterogeneous designs.

The main outcome of our results is that the joint swapping-cycling algorithm 
without restart outperforms the other algorithms – thus, the coordinate-exchange 
algorithm as well – both in the homogeneous and heterogeneous design cases. 
An interesting implication of this fi nding is that the simplicity of the coordinate-
exchange algorithm that is viewed as an appealing feature does not necessarily 
imply that the algorithm performs well with respect to speed and optimality. Our 
fi nal conclusion is that researchers should use the joint swapping-cycling algorithm 
without restart when they adopt the logit for modelling consumer choice.

It would be interesting to know if the same conclusion can be reached in the 
case of more realistic models like random coeffi cient logit. Besides locally optimal 
design, Bayesian design, which – instead of assuming some values for the model 
parameters – assumes that their distribution is known, is another important 
design problem that may not lead to the same conclusion. The performance of 
some global optimization procedures (e.g. Genetic Algorithms, Tabu Search, 
Simulated Annealing) in conjunction with the design algorithms discussed in 
this paper may also change the conclusion of this paper. We intend to study these 
problems in the future.
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