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Abstract:  In this work we have designed a Luenberger Observer for an 

Electromechanical Actuator (EMA). We have considered a simple linear 
model of the Actuator plant with neglecting nonlinearities. The model of the 
EMA, the Observer and the simulations have been computed in MATLAB®. 
In our simulation we have examined the dynamics of the planned Observer. 
With different pole placement proportions and state estimation error 
conditions, three states have been estimated: Motor current (X1), angular 
velocity of the throttle plate (X2), and angular position of the throttle plate 
(X3). Outline of our examination should be to take the conclusions from the 
influence of the pole placement and error condition on the dynamics of the 
Observer. Thus determining of an optimal pole values for the proposed 
Luenberger Observer. Outline of this paper could be used for further 
research topics (fault detection in Electromechanical Actuator). 

  
Keywords: observer, observability, EMA plant-model, state space equation, pole-

placement 

1. Introduction 
 

With increasing number of processing integrated electromechanical systems on current 
automotive vehicles, such as actuators, sensors and microcomputers, the field of 
supervision (monitoring), diagnosis and control plays an inportant role. 
Electromechanical Actuators often have to perform in extreme plant conditions, 
measurement of needed signals is often not possible or it is too expensive, and that is 
why their state control and diagnostic is important. 

In applications feedback control or diagnosis systems the entire state vector of the 
system must be controlled. If the state vector can not be measured, what is a tipical case 
in most complex systems, one suitable approximation to the state vector is needed. That 
can be substituted into a control law. A system which produces such an approximation, 
is called an Observer or Luenberger Observer. It was Luenberger [1] who has first 
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developed an Observer for linear control systems, and after that it was introduced for 
nonlinear systems too, by Thau [2].  

This paper proposes a design for a Luenberger Observer for an electromechanical 
throttle valve. Many different observer concepts are nowadays succesfully used for 
modelling and control of Electromechanical Actuators. Nonlinear variable structure 
system (VSS) observer for throttle systems are presented in e.g. [8]. Paper [3] uses a 
sliding-mode observer for a robust position control of these Actuators. The most 
common approaches are using Extended Kalman Filter (EKF) or Unscented Kalman 
Filter (UKF) [7], which are preferable solutions when the process nonlinearities are 
strong and noise is associated with the real system. Another study [5] proposes using of 
the Kalman Filter for the observation of the DC-motor. A further study is applying 
Luenberger Observer for Sensor Monitoring in Active Front Steering Systems can be 
found in [11]. 

The throttle valve is a type of an Electromechanical Actuator, which is advanced in 
several applications of combustion engine control (intake manifold, exthaust gas 
recirculation, variable turbine geometry, ect.). The simple EMA plant model is a system 
of 3rd  order.  

The presented paper consists of : in Section I the EMA plant model is introduced, 
then in Section II the fundamentals of Luenberger Observer are revised, in Section III 
the design of Luenberger Observer is described. Finally in Section IV the main obtained 
results are presented in this paper. 

2. Model of an Electromechanical Actuator 
 
The simple model of the EMA Figure 1. consists of following parts: DC-motor, 
gearbox, return spring, throttle plate and sensor for valve position. The DC-motor is 
supplied with a bipoloar chopper, motor shaft rotation is transmitted through a gearbox 
to the throttle plate. The position of the throttle plate is given to the ECU (Engine 
Control Unit). A reset spring places the de-energized throttle plate in its full open 
position. The position control of the throttle valve and the diagnosis of the actuator is 
done by the engine ECU (ECU will be not examined in this work).  

 

 
Figure 1. The scheme of the Electromechanical Actuator (EMA) [6]   

 

2.1 Model Equations of the EMA 
 
The relation between input voltage ua and current i in the armature circuit can be 
described as   
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       (1) 
 

where L is the inductance, R is the resistance in the armature circuit, Ke is the inductive 
voltage constant, n is the gear ratio and ɷ is the angular velocity of the throttle plate . 

The motion Equations of the throttle plate (related to the plate axel) can be desribed as 

 

         (2) 

where φ is the angular position of the throttle plate,  J  is the rotary inertia at the throttle 
shaft, which is composed of inertia of the DC-motor. Mo  denotes a torque due to the 
prestressed springs, c is a linear spring constant. Mc is a torque of the coulomb friction 
of the system. Kv is a positive constant for viscousus friction. Finally Kt denotes the 
motor torque constant. 

 
Table 1. EMA parameters 

Parameter Values Units 

R 4.3 Ohm 
L 0.002 H K 0.017 Vs/rad K  0.017 Nm/A 
J 0.0016 
n 40 - M 0.075 Nm M  0.25 Nm 
c 0.059 Nm/rad K  0.02 Nms/rad K 2.73 V/rad 

 

Considering the Equations (1) and (2), written down in the standard state-space 
description and neglecting the nonlinearities of the Coulomb friction (we are controlling 
the valves only in one direction now), the input voltage (ua) is 12V, the measured 
variable is the angular position of the plate φ ϵ (0°…90°).  

For a linear time-invariant process the state space Equations can be given as 
 

 
T T

x Ax Bu

y C x D u

 

 


       (3) 

with , ,r n mu x y  R R R  

The elements of the Equations  are the state vector x(t),  input u(t), output  y(t),  state 
matrix A, input vector B, output vector CT and the direct feedthrough D.  

a e

di
u Ri L K n

dt
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J K i M c M sign K

dt
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The first Equation here is the state Equation and the second is the output. 
With defining the state vector and input vector, it can be written as 
 

 
1

2

3

;
0

a

t

x i u

x x u m

x 

     
             
          

    (4) 

 
Where x1 is the first component of the state vector x, and it represents the motor current, 
x2 is the angular velocity, and x3 is the angular position of the throttle plate. 

In the Equation of the input vector are the input voltage and the sum torque of the 
Coulomb friction and spring pretension (they are constant).  

For the state space description of our model, Equations (1) and (2) are brought into 
the form 

        
0

1
a

t v c

di R Ke
i n u

dt L L L

K K M Md c
n i

dt J J J J


    


    

    (5) 

 
Eq. (5) written into a form vector-matrix 
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   (6) 

 
Through substituting the parameter values of the EMA into the Eq. (6) we receive the 
following state space model of the plant 
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     (7) 

as well as the transfer functions for angular position 
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           (8) 

 
The angular position of the plate can be determined as 
   

 
where              (9) 

0t c
m M M   

mt is a load torque during the plate opening. 
The parameters of the plant are shown in the Table 1. 
 
Fig. 2 shows the step response of second and third state, ω, φ respectively by input 
voltage of 12V. 
 

 
Figure 2. Step responses of the EMA  

left: Angular velocity of throttle plate , right: Angular posion of throttle plate 

 

With getting the step responses, we are able to see the linear process dynamics of the 
EMA. The left side of Figure 2 shows the high dynamics of the EMA with a settling 

1 2(s) (s) u (s) ( ) ma tW W s  
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time of ~ 0.05sec. We must take this in consideration by designing the Observer when 
determining the poles. 

3. Luenberger Observer 
 
Luenberger was the first who suggested the state Observer for estimating the unknown 
states of a deterministic linear system in 1971 [1]. The Equation for this contains a 
correction term for current state estimates, which corrects with an amount that is 
proportional to the error that we predicted: reducing the current output sum with the 
actually measured sum. With this output sum reduction we can ensure the stability and 
convergence of the Observer even in case of unstable state of the observed system. 

3.1 Observability of Time-Invariant Systems 
 

Observability is a necessary condition for investigating an Observer.  

Observability [2] is the issue of whether the state of dynamic system with a known 
model is uniquely determinable from its inputs and outputs. It is essentially a property 
of the given system model. A given linear dynamic system model with a given linear 
input/output model is considered observable if and only if its state is uniquely 
determinable from the models definition, its inputs and outputs.  

The observability of time invariant systems can be characterised with the rank of the 
observability matrices.  
 
As already mentioned in section 2.1, the elements of the Equation (10) are: 

- A : state matrix 
- CT  : output vector 

 
0

1

T

T

T n

C

C A
M

C A 

 
 
 
 
 
  



   (10) 

for continuous-time systems. 
 
The systems are observable if the dimension of the system state vector is rank n.  
The observability matrix for the EMA, using Equation (10) is 
 

 
0

0 0 2.7
0 2.7 0

1146 34.1 100.3
M

 
   
   

   (11) 

 
Here, M has a rank (rank=3) equal to the dimension of x(t) , therefore our system is 
observable. 
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3.2 Basic Theory of Luenberger Observer 
 

Considering the state space system again 
  

        
   

, 0 0x t Ax t Bu t x

y t Cx t

  



     (12) 

 
with enlarging Eq. (12) through additional input sequence uB  

 

 
       

   
0

ˆ
ˆ ˆ ˆ(t) , 0

ˆ ˆ

B

dx t
Ax t Bu t u x x

dt

y t Cx t

   



    (13) 

 
where  
       ˆ

Bu t L y t y t      (14) 

 
In designing the Observer, the matrices A,B,C are fixed, but the n x m matrix L is 
arbitrary. L is called as Observer gain. An identity Observer is determined by selection 
of L.  
Through substituting Eq. (14) into Eq. (13) and taking in consideration that  
 

             ˆ ˆy t Cx t   
         and                 (15) 

     y t Cx t  
 
the Equation (13) is brought into the form 
 

                  ˆ
ˆ ˆ

dx t
Ax t Bu t LC x t x t

dt
       (16) 

 
With the obtained state matrix of the Observer [A−LC], the full Equation of the 
Luenberger Observer is 
 

              
ˆ

ˆ
dx t

A LC x t Bu t Ly t
dt

      (17) 

 
u and y are the inputs of the Observer,  x̂ t  is an estimate of the plant state x(t). 

 
The estimation error is defined as 
 
      ˆe t x t x t      (18) 
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which is not directly measurable in most cases, because x(t) is not available as an input 
to the obeserver. 
 
With taking the first derivate of e(t) we can get  
 

                 

             

ˆ ˆ

ˆ ˆ

d
e t x t x t Ax t Bu t Ax t

dt

Bu t LC x t x t A LC x t x t

     

     

   (19) 

 
Equation (19)  has proved that the dinamics of the observing process is determined by 
matrix [A−LC]. The eigenvalues of [A−LC] are satisfactory, the reason for this is that 
the Observer has to be able to imitate the plant state.  
 
The dinamic of the error is given by 
 

               
 

0 0ˆ, 0

lim 0t

e t A LC e t e x x

e t

   



   (20) 

 
To obtain the accurate state estimates with no regard of 0 ,  as 	 → ∞ 
exponentially, we must choose all the eigenvalues of the  matrix to lie in the 
left half s - plane. To achieve that, the state of the Observer converges to the state of the 
Observer system, the Observers eigenvalues must be negative, moreover, they should be 
a little more negative than the eigenvalues of the observed system. In that case the 
convergence is faster than other system effects. In theory, these eigenvalues can be 
moved to minus infinity arbitrarily, to achieve extreme fast convergence. But this leads 
the Observer to act like a differentiator, become very sensitive to noise and arise other 
difficulties. The problem of selecting good eigenvalues is still not totally resolved, but a 
functional practice is that we should place them so, that the Observer can be a little 
faster than the rest of the closed-loop system [4]. 
 
Figure 3 helps in the interpretation of the Luenberger Observer.  
The elements of this Figure  are: 

- x : state vector 
- u : input 
- y : output  
- A : state matrix  
- B : input vector  
- C : output vector  
- L:  Observer gain 
- e : estimation error 
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Figure 3. Scheme of the Luenberger Observer 

The residual is the difference between the measured output and the actual observation. It 
can be written as 

     ˆr t y t y t             (21) 

In ideal case is, when r(t) = 0 during the entire operational interval if the Observer is a 
perfect model of the plant. However in reality there are uncertainities in the model of 
the plant represented by ΔA, ΔB and ΔC. These are neglected in this work. In case when 
an instrument fault occurs the estimated vector will be  x̂ t  upset. That makes the value 
of the residual nonzero. As a result, the residual can be used also for fault detection of 
instrument faults. 

3.3 Design of the Luenberger Observer 
 

For designing an Observer we must know the dynamics of the observed system, defined 
by the eigenvalues of the system.  

As known, the eigenvalues of the plant can be calculated with a characteristical 
polynom as follows 

       3 2 2162.5 169711.25 77937.5A E                    (22) 
 
from this, the poles of the plant are  
 
              1 2 32081 ; 81.1 ; 50               (23)  

Knowing the poles of the observed system, the next step is defining the Observers poles 
[A−LC]. Generally the formula is that we define 2-6 times bigger poles for the Observer 
than the dominant systems poles [4]. The barrier for the bigger poleshifting is the 
increasing noise in the Observer. My goal in this work is setting up 5 times bigger 
poleshifting, since I calculate with small noise rate. 

The reason for choosing factor 5 is that the eigenvalues of the [A−LC] matrix needs to 
be prompt compared at beginning of the operating interval too.  
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As we can see,  the EMA plant has a small dominant time constant and therefore 
small settling–time. 

From this the proposed eigenvalues of the Observer 
          1

0 1 1P det T n n

n nsI A Lc F s s f s f s f
            (24) 

     
 0 2331; 331.1; 250.5 T

P    
 

 
Figure 4. The pole placement for the Observer showed on the Pole-Zero Map 

left: poles of the EMA plant , right: desired poles of the Observer 

 

The next step of the design is determining the feedback gain matrix L. 

A number of algorithms can be found in the Literature [4], [10] to do that, some of 
which are built in a popular control system design software. In MATLAB® commands 
acker or place can be used as feedback to calculate the matrix L. 

If the plant model is given in transfer function form, the poles can be easily taken with 
using the state space canonical form. In the matrix of the canonical form the poles of the 
plant are placed in the first column (  Eq. (25) ). 
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     (25) 

 
To determine the Observer feedback matrix in canonical form, the matrix Equation can 
be described as 
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       (26) 

 
From this the Observer feedback matrix is  
 
    719670; 129350;270 T

L     (27) 
 
The Observer gain matrix can be written as follows: 
 

 2150 340 0 0 0 1964700
420 12.5 36.7 0 0 353100
0 1 0 0 0 800

2200 300 1964700
400 0 353100
0 0 800

A LC 

    
         
      

   
   
  

  (28) 

 
Finally the state space Equation of the Luenberger Observer resulted from Eq. (28) is 
determined to be: 

   

2200 300 1964700
ˆ

400 0 353100
0 0 800

500 0 0 719670
0 625 0 129350
0 0 0 270

dx
x

dt

u y

   
   
  

   
         
      

      (29) 
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4. Experimental Results 
In the following I will examine the state variables of the EMA model and the function 
of the Observer group planned for it, with different pole placement proportions and state 
estimation error conditions. Outline of our examination should be to take the conclusion 
to the influence of the pole placement and error condition on the dynamics of the 
observer. The algorithm for the Observer has been computed in MATLAB®. The 
throttle valve is excited with a step input signal, the input voltage is 12V. Three states 
have been estimated in the simulation: Motor current (X1), angular velocity of the 
throttle plate (X2), and angular position of the throttle plate (X3). The pole placement 

factor is calculated as follows: 0domk P P  . 

In the first case the pole placement rate (k= −50) and value of the estimation error 
condition were small ( 0.1,0.1,0.4 	), showed on the Figure 5.  

The Observer follows the state variables of the EMA plant with slow dynamics. This 
doesn’t fulfill the dynamic requirements. 

 

 

 
 

Figure 5.  States of the EMA model with estimated pole placement rate of k=−50 and 

setting small estimation error condition  ( 0.1,0.1,0.4 	) 
blue : state of the plant, dashed blue : estimated state, d.-dashed red : estimation error 

top left: motor current, top right: angular velocity, bottom : angular position of the 

plate 
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In the second case the pole placement rate (k= −50) and the value of the estimation 
error condition were big ( 0.1,0.1,2.5 	), as showed on the Figure 6.  
The Observer follows the state variables of the EMA plant with slower dynamics than in 
the first case. That is because of the big estimation error condition. These pole settings 
doesn’t fulfill the dynamic requirements. 

 

 

 
 

Figure 6.  States of the EMA model with estimated pole placement rate of k= −50 and 

setting big estimation error condition ( 0.1,0.1,2.5 ) 

blue : state of the plant, dashed blue : estimated state, d.-dashed red : estimation error 

top left: motor current, top right : angular velocity, 

bottom : angular position of the plate 

After this, we have increased the pole placement rate (k= −100). The value of the 
estimation error condition was small ( e 0.1,0.1,0.4 	), as showed on the Figure 6. 
We have experienced, that the Observer follows the state variables of the EMA plant 
with satisfactory dynamics. This would fulfill the dynamic requirements. 

But when the pole placement rate (k= −100) stayed the same, and the value of the 
estimation error condition has been increased to big ( 0.1,0.1,2.5 , the Observer 
follows the state variables of the EMA plant with slower dynamics than in the first case. 
The estimated state variables of motor current and angular velocity of the throttle plate 
needed more time to settle than in the case with small estimation error condition. These 
pole settings doesn’t fulfill the dynamic requirements either. 



Zs. Horváth, Gy. Molnárka – Acta Technica Jaurinensis, Vol. 7., No. 4., pp. 328-343, 2014 

341 

As a result from these, it can be stated, that as far as the estimation error condition is 
increasing, the Observers settling time will be slower and slower. 

In the case when the pole placement rate (k= −200) and the value of the estimation 
error condition were small ( 0.1,0.1,0.4 	), we have experienced that the Observer 
follows the state variables of the EMA plant with adequate dynamics. The settling time 
was short for every estimated state. This fulfills the dynamic requirements. 

In the last case the pole placement rate was the same (k= −200) , but the value of the 
estimation error condition was big ( 0.1,0.1,2.5 	), as shown on the Figure 7. The 
Observer follows the state variables of the EMA plant with a little slower dynamics than 
in the first case. The estimated state variables of motor current and angular velocity of 
the throttle plate needed more time for settling on than in the case with small estimation 
error condition. In spite of this, this pole settling fulfills the dynamic requirements. 

As a result from these, it can be stated, that the placement rate k= −200 had to fulfill 
the dynamic requirements observing the throttle valve in every condition.   

 

 

 
 

Figure 7.  States of the EMA model with estimated pole placement rate of k=−200 and 

setting big estimation error condition ( 0.1,0.1,2.5 ) 

blue : state of the plant, dashed blue : estimated state, d.-dashed red : estimation error 

top left: motor current, top right : angular velocity, 

bottom : angular position of the plate 
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5. Conclusion 
This paper demonstrates a design of the Luenberger Observer for an Electromechanical 
Actuator. For this design, we have considered a simple linear model of the EMA plant 
with neglecting nonlinearities. The models of the EMA and the Observer were 
computed in MATLAB®. 

In the simulation we have examined the dynamics of the Observer to be planned for 
it.  

With different pole placement proportions and state estimation error conditions three 
states have been estimated: Motor current (X1), angular velocity of the throttle plate 
(X2), and angular position of the throttle plate (X3). 

In the last case of the simulation with pole placement rate of (k= −200), despite the 
value of the estimation error condition was big ( 0.1,0.1,2.5 ), the Observer has 
fulfilled the dynamic requirements. It can be stated, that the placement rate k= −200 has 
to fulfill the dynamic requirements observing the throttle valve in every condition. 

As a result of our examination, we can state two things: 

Firstly, the more the pole of the Observer is negative placed in the left direction, the 
Observers settling time will be shorter and shorter. Secondly, as far as the estimation 
error condition is increasing, the Observers settling time will be slower and slower. 
With setting the eigenvalues 5 times bigger for the Observer than the eigenvalues of the  
dominant system, it could be achieved that the convergence of the estimation is faster 
than others system effects.  

Outline of this work is, despite that Luenbergers Observer is not a new method, it 
gives a simple algorithm to state space observing of Electromechanical Actuators. With 
further development it could be used for condition monitoring and fault detection. That 
will be the goal of our investigation. 
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Abstract: In this paper micron and nano sized fillers were compounded with 
polypropylene homopolymer. First masterbaches were produced with high 
filler content than samples were injection molded by different filler loading. 
The effect of using static mixers with different element number was analyzed 
on the mechanical properties and filler distribution. Tensile properties of PP–
talc, PP–boron nitride and PP-graphene systems were investigated and 
optical microscopic observations were carried out for mapping the 
distribution of the fillers in the polymer matrix. 

 Keywords: polypropylene, boron nitride, talc, graphene, filler distribution, tensile 

properties, static mixer 

1. Introduction 
Since the middle of the last decade, polymeric composites have turned out to be 
commonly used engineering materials and manufactured in large quantities in order to be 
used in countless applications in sectors such as automotive, electronics, construction, 
household goods and etc. [1]. Main advantages of these kinds of materials are their low 
density and the wide range of mechanical properties, in case of some engineering type 
the high relative strength and stiffness. The main disadvantages for some application are 
their limited mechanical properties, low thermal and electrical conductivity. To improve 
their mechanical, thermal or electrical properties, polymers are often reinforced by 
incorporating fillers into the matrix. 

Electronic industrial applications have special requirements because of the heat 
generated by the products, which need to be dissipating. Because of the remarkable 
development in electronics polymer composites having good thermal conduction are in 
the focus of several researches [2][7].  
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There are several factors which have a great influence on the composite’s properties. It 
is well known that the geometry of the reinforcing particle is an important factor in 
achieving the appropriate (or optimal) properties of composites. In general, there is an 
inverse relation between the effectiveness of the reinforcement and the size of the filler 
(or reinforcing fiber). The greater surface-to-volume ratio of the filler the greater 
effectiveness can be achieved [4]. With boron nitride (BN) nanopowder, having particle 
size about 130 nm polypropylene (PP)/BN composite had two times higher thermal 
conductivity than that of composite’s filled with micron-sized powder [8]. An opposite 
relation was found by Cheewawuttipong et al. They achieved larger thermal conductivity 
of PP/BN composite using BN with large (7-10μm) size than that using BN with small 
size (1-2μm). They concluded that the network structure of BN would be typically easy 
to be created by using BN with large size [3]. Moreover the volume fraction has also 
strong effect on the properties. Especially in case of conductivity there is a lower limit of 
applying fillers to form a conductive path on the composite system and by application of 
smaller particles, especially nano-size fillers better interaction can be achieved and thus 
higher conductivity [4] [9].  

For improving the thermal conductivity of a polymeric material, polymer matrices are 
usually filled with the thermally conductive fillers like metal powders (aluminum, 
copper), ceramic powders (alumina diamond, silicon carbide, boron nitride) and carbon-
based materials (graphite, carbon fiber) [10]. Zhou et al. found that the combined use of 
BN particles and alumina short fiber has synergetic effect and resulted in higher thermal 
conductivity of composites compared to the BN used alone [5]. 

To enhance both the conductivity and mechanical properties nanofillers are seems to 
be very effective. Nanometer sized boron nitride, copper; carbon nanotube and synthetic 
diamond were compared as conductive fillers by Nurul et al. The greater thermal 
conductivity was achieved by using carbon nanotubes however the entanglements of the 
filler resulted in reduced tensile properties [4].  

Another attractive nanomaterial is graphene, which is a 2D structured material, planar 
monolayer of carbon atoms owning exceptional charge transport, thermal, optical, and 
mechanical properties and thus being studied in nearly every field of science and 
engineering [11]. There are several paper dealing with the graphene and its derivates, 
such as graphene oxide (GO) or reduced graphene oxide (RGO) application in polymer 
composites [12][18]. Song et al. found that 2 vol% graphene can be is significantly 
improve the thermal oxidative stability of PP by the due to the barrier effect of its lamellar 
structure although considerable enhancement of the mechanical properties of PP was 
achieved by using  very low (0.5 vol%) amount of graphene [18].  

One of the most critical aspects of reinforcing is the adhesion on the fiber-matrix 
interface. Many papers are dealing with the chemical treatment of the reinforcing fiber or 
chemical compatibilization during the processing to enhance the interaction between the 
components [13][15]. By the treatment of graphite using strong mineral acids and 
oxidizing agents graphite oxide can be produced which is an effective reinforcement. 
Chemically reduced graphene oxide has a pronounced reinforcing effect in poly(vinyl 
alcohol) , the tensile strength increased three times by adding 3 vol% graphene while 
elongation at break showed opposing trends with increasing volume fraction [13]. 
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Talc is attractive as a filler for polypropylene (PP) for several reasons, cost effective, 
acts as nucleating agent in the crystallization process and offers relatively high strength 
and stiffness [19][21]. However, dispersion and distribution of talc within the polymer 
have a significant effect on the performance of the composites [19]. There are several 
way (mechanical or chemical) to reduce agglomeration and improve particle dispersion 
and distribution [19]. Castillo et al. improved the mechanical properties such as yield 
strength, elongation at break and toughness of PP/talc composites by grafting acetoxy 
groups onto the talc surface, although the effect on the modulus is less pronounced [19]. 
Tang et al investigated graphene oxide-epoxy composites and they found that the highly 
dispersed RGO resulted in higher strength and fracture toughness of epoxy resin than the 
poorly dispersed RGO, although no significant differences in both the tensile and flexural 
moduli was observed regardless of the dispersion level [16]. 

As it was mentioned above one of the influencing factors to make polymer composites 
with appropriate mechanical and other physical properties is the distribution of the fillers 
in the polymer matrix. There are not only chemical methods to achieve good distribution. 
Using injection molding static mixing nozzles a homogeneous mixing of polymer melt 
can be created during injection.  The resulting high viscous plastics melt flow is 
homogeneous with regard to colorant, additives and temperature (Fig. 1.). This kind of 
melt flow mixing of molten polymer prior to injection results in several benefits mainly 
used in coloring, such as narrower part tolerance, less part distortion, shorter cycle time 
or improved melt flow [22]. 

 
Figure 1. Stamixco injection molding static mixing nozzle with the elements (left);Empty 

nozzle provides no mixing (right top) and eight SMN mixing elements create 

homogeneous mixing in a short length (right bottom) [22]. 

In this study micron and nano sized fillers which are used for producing thermally 
conductive polymer composites were compounded with polypropylene homopolymer. 
First masterbaches were made with high filler content than samples were injection molded 
by different filler loading. The effect of using static mixers was analyzed on the 
mechanical properties and filler distribution. 

2. Experimental 

2.1. Materials 

All the materials used in this study are commercially available. Homopolymer 
polypropylene (PP, TIPPLEN H145 F (TVK, Hungary) was used as matrix material. This 
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grade of PP has a specific gravity of 0.9 g/cm3, a melt flow index of 25 g/10 min (at 230°C 
and 2.16 kg of load).  

Three kind of fillers were used; micron sized talc (QualChem;  35 µm, specific gravity 
of 2.7 g/cm3) and boron nitride (BN) (Henze Hebofil® 482; specific gravity of 2.1 g/cm3) 
and nano sized graphite powder Timrex C-Therm 011 (Timcal Ltd., Switzerland). 

2.2. Sample preparation 

Sample preparation was a two-step process, first melt mixing to make masterbaches than 
injection molding of test parts.  

Polypropylene and the fillers were compounded in a LabTech Scientific-type laboratory 
twin-screw extruder (screw diameter of 20 mm and L/D ratio of 44). The zone 
temperatures of the extrusion were 190 to 240C After extrusion, the composite was 
solidified and cooled in a water bath then pelletized. In the melt mixing step talc-PP, BN-
PP and graphene-PP masterbaches were produced; 30 vol% of talc, same amount of boron 
nitride or 2 vol% of graphene were incorporated separately into the PP melt, producing 
tree different masterbaches.  

Arburg 370S 700-290 Advance injection molding machine with screw diameter of 30 
mm has been used for sample preparation by varying the amount of the fillers and mixing 
conditions. The filler content of the composite samples can be seen in Table 1. 

Table 1. Composition of the filled PP materials 

Filler content 

[volume%] 

Masterbach 

compounds 

Injection molded specimen 

No.1 No.2 No.3 No.4 

Talc 30 - 5 10 20 
Boron nitride 30 - 5 10 20 
Graphene 2 0.2 0.5 1 2 

From the masterbaches plaque specimens having 80x80x2 mm in dimension were 
injection molded.  In the mold a fan gate measuring 1 mm in thickness were used. The 
injection molding parameters are summarized in Table 2. 

Table 2. Injection molding set-up parameters 

Injection molding parameter Value 

Injection volume [cm3] 49 
Injection rate [cm3/s] 50 
Holding pressure [bar] 80% of the injection pressure 
Holding time [s] 10 
Residual Cooling time [s] 10 
Clamping force [kN] 650 
Screw rotational speed [m/min] 15 
Melt temperature [°C] 200 
Temperature of the mold [°C] 50 
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To study the effect of static mixers on the filler distribution Stamixco SMN type static 
mixers with 5 and 8 elements has been used in the injection molding process. Reference 
samples were also made without using static mixer.  

2.3. Test methods 

Tensile test 
Three pieces of small size dump-bell shaped 5A type specimens according to the MSZ 
EN ISO 527-1:1999 standard were cut from the injection molded plates by waterjet 
equipment parallel with the injection molding direction (Fig. 2). Tensile tests were carried 
out at room temperature on a standard tensile Zwick machine; model Z020 by using cross-
head speed of 2 mm/min and clamping length of 50 mm.  

 
Figure 2. Preparation of dumbbell specimens from the injection molded plaque plates 

and the positions (red lines) of the cross-sections for optical microscopy 

Stress-strain curves were obtained for each specimen, where Young’s modulus and 
tensile strength were determined. Tests were carried out on at least five samples for each 
composite in order to minimize the error. 

Optical microscopic investigations 
To study the distribution of the fillers in the PP matrix the cross section in the same 
position of each sample were analyzed. The polished samples were observed by Zeiss 
Axio Imager M1 optical microscope with different magnifications (50X, 200X, 500X and 
1000X) and imaging modes such as Polarized, Bright Field, Dark Field. Differential 
Interference Contrast (DIC) technique relies on Polarized illumination was also used to 
create a 3D effect of the specimen’s surface. The prisms placed in the condenser and in 
the back focal plane of the objective modify the normal extinction resulting from the 
crossed polarizers. 

3. Results and discussion 

3.1. Tensile properties 

The tensile strength and modulus of talc and boron nitride filled composites are shown in 
Figure 3. It was observed that the tensile strengths decreased, while the modulus increased 
with the filler content for both talc and boron nitride. Decrease of the strength could be 
due to the week interfacial bond between the components. 
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Figure 3. Tensile strength and Young’s modulus of talc (top) and boron nitride (bottom) 

filled polypropylene composites as a function of filler content made without, with 5 and 

8 element static mixers 

Lower decrease of the strength and higher increase of the modulus of boron nitride –PP 
composites compared to the talc composites was found. By analyzing the effect of the 
static mixer no significant differences can be observed between the mechanical 
parameters by using the 5 or 8 element systems. In case of higher filler content a slight 
increase of properties can be seen in comparison with the composites made without static 
mixer.   

Figure 4. shows the results of the nano-filled graphene-PP composites. The same 
tendencies with slighter effect are occurred as in case of the talc and BN composites.  

 
Figure 4. Tensile strength and Young’s modulus of graphene-polypropylene composites 

as a function of filler content made without, with 5 and 8 element static mixers 
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For comparison the effect of the three types of fillers each result are summarized in the 
diagrams of Figure 5. From the point of view the tensile properties the best results were 
obtained by applying boron nitride fillers. The same tendencies are clearly seen as the 
slight effect of the static mixing on the tensile properties of the composites.   

      
Figure 5. Tensile strength and Young’s modulus of the composites for each filler type as 

a function of filler content made without, with 5 and 8 element static mixers 

3.2. Microscopic analysis 

For analysis the distribution of the filler particles in the polypropylene optical 
microscopic pictures were taken from the polished cross-sectional surfaces of the 
composites. Bright Field imaging mode or DIC prism in polarized mode was applied to 
get pictures which can be analyzed. 

By evaluating the microscopic images no significant differences were found between 
the composites made by different mixing modes. No evaluable pictures were taken from 
the graphene-PP composites. On Figure 6. the slight effect of using 8 element static mixer 
can be seen in case of boron nitride filled composites for each filler content. 
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Figure 6. Optical microscopic images (Bright Field, 50X) of boron nitride-PP 

composites produced without (left) and with 8 elements static mixer (right) with 5 vol% 

(top). 10 vol% (middle) and 20 vol% (bottom) filler content 

Differential Interference Contrast (DIC) prism was used on polarized illumination to 
create 3D-like pictures. Smaller agglomeration sizes can be found by using 8 element 
static mixer in case of both 5 vol% boron nitride and 5 vol% talc filled composites (Figure 
7.). 
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Figure 6. Optical microscopic images (polarised light and DIC prism, 100X) of 5 vol% 

boron nitride-PP (top) and 5 vol% talc-PP (bottom) composites produced without (left) 

and with 8 elements static mixer (right) 

4. Conclusions 
In our experiments we focused on thermal conductive polymeric composite materials, 
especially to affect the distribution of the fillers in the polymeric matrix material. Micron 
sized boron nitride and talc fillers and nanosized graphene were compounded with 
polypropylene homopolymer. Masterbaches were made with high filler content in 
laboratory twin screw extruder than samples were injection molded by different filler 
loading. Static mixers with 5 and 8 elements were used and their effect on the tensile 
properties and the filler distribution were analyzed. 

Based on the tensile test results of PP–talc, PP-boron nitride and PP-graphene systems 
and the optical microscopic observations of the polished cross-sectional surfaces of the 
composites the following can be concluded: 

 Tensile strength of each composite decreased with the filler content, while an 
opposite tendency was observed in case of Young’s modulus. 

 No significant effect of the static mixers was found, but increasing the filler 
content the use of static mixers showed a slight increase in the properties 
compared to those, which have made without static mixer. 
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 In comparison the three different filler composites, the best properties were 
achieved by incorporating boron nitride into the matrix PP. 

 The optical microscopic images show no significant effect of the static mixing. 

Based on our experimental results and the review of the scientific literature the positive 
effect of the fillers is depending on several factors, such as filler dispersion and 
distribution, filler content and filler size. Beside these factors the strength of the interfacial 
adhesion may has the greatest impact on the mechanical properties. The week interaction 
between the components resulted in the decreasing strength of the composites compared 
to the neat polymer. In further researches the interfacial adhesion should be investigated 
as well. 
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Abstract: In this article, a small dual band rectangular slot antenna for broadband 
application is presented. The antenna is being excited by capacitively 
coupled probe feed. The antenna consists of rectangular slot from the 
center of the patch. The rectangular slot is being used to obtain dual 
frequencies of 2GHz and 3.34GHz.Instead of a rectangular feed strip, 
antenna is excited by a triangular feed strip with same dimension. 
Triangular feed strip is used to obtain a broad band frequency range. The 
size of the antenna is 100×100×1.6mm3with the ground of same 
dimension. The proposed antenna is simulated and optimized using IE3D 
simulation software. 

Keywords: return loss, VSWR, FR4, Air Gap, SMA connector, MOM simulation, 

slotted microstrip antenna 

1. Introduction 
Today as the research is increasing day by day, so in high performance application such 
as aircraft, spacecraft, satellite and missile applications, where size, weight, cost, 
performance, ease of installation and aerodynamic profile are constraints low profile 
antenna is used. Microstrip antenna is being designed to work in broadband as well as 
narrow and wideband frequency range [1, 2]. A slotted circular monopole antenna is 
presented [3] has spike shaped slots with square patch rotated around 45 degree to 
achieve ultra-wideband (UWB) applications. 

Coplanar capacitively coupled microstrip antenna [4] is used for wideband 
applications with impendence bandwidth of 50%.A printed Egg curved slot 
antenna[5]for wideband frequency range with gain of 4.1-5.1dBi. Many microstrip 
antennas which operate for dual and tri-band operation are being reported [6-11]. For 
example bandwidth enhancement of printed slot antenna [6] having wideband of 2.80 to 
11.81 GHz is reported. Antennas reported in [7] have a circular polarization with 
frequency ratio of 1.11. On the other hand, the antenna in [8] offers for ultra wideband 
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frequency band from 840MHz to 960MHz and [9] offers for maximum antenna 
bandwidth.  

Antenna reported in [11] offers for a dual band frequency range for a dual square ring 
slot. Polarization is also main characteristics in design of antenna. Antenna in [12] 
offers for circular polarization with axial ratio (AR) below 2dB. Antenna proposed in 
[13, 14] have a slot along the patch to enhance for dual band operation. In the proposed 
antenna an air gap with dual band frequency with good bandwidth is being proposed 

The basic geometry is shown in section 2. The design starts with the selection of 
center frequency and it may be scaled to any frequency of interest. Design and 
optimization procedure are shown in section 3. Sections 4 show the Experimental 
validation along with discussion. Conclusion of this study is shown in section 5. 

2. Antenna Geometry  
The proposed antenna has a rectangular slot in vertical direction from center of the 
patch. Substrate used for design is FR4 with dielectric constant of 4.4 and thickness of 
1.6mm with air gap of 7.5mm. A long pin SMA connector is used to connect the feed 
strip which couples the energy to the patch by capacitive means. The detailed 
optimization procedure of the antenna and their optimum dimension characteristics are 
presented in section 3. 

The antenna was designed to operate with center frequency of 2.4 GHz. Rectangular 
antenna with rectangular slot with all physical parameter is shown in the Fig. 1. which is 
optimized with the IE3D [15]  which is a method of moment (MOM) simulation 
software. The details dimensions of the optimized antenna are listed in Table 1. 

W
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ws
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t

Radiating patch
Feed
patchDielectric

substrate

Ground plane

SMA
connector

g
h

 
(a)       (b) 

Figure 1. Geometry of patch antenna. (a) Top view (b) Cross sectional view 
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Table1. Optimized dimensions of the proposed antenna 

Antenna Parameters Values with Air 
Gap(mm) 

Length of radiator patch(L) 42.0 
Width of radiator patch(W) 57.0 

Length of feed strip(s) 11.1 
Width of feed strip(t) 1.5 

Separation between feed strip from the 
patch(d) 0.5 

Air gap(g) 7.5 
Slot length(ls) 40.0 
Slot width(ws) 20.0 

Slot position(p) (from center of patch) 10.0 

3. Geometry Optimization and Discussions 
The optimization process is shown in this section. The key design parameters used for 
the design are air gap, distance between radiative patch and feed, slot position, sloth 
width, and slot length. The details are given in the following subsections. 

3.1. Effect of Air Gap (g) 

As shown in Fig. 2., air gap of antenna is being varied from 6.5 mm to 11.5 mm in steps 
of 1mm. air gap (g) is used to maximize the antenna’s bandwidth. Air gap of 7.5 mm is 
used to maximum bandwidth and maximum gain. As air gap changes, there is shift in 
the resonance frequency of the antenna. The upper frequency goes on increasing as we 
increase the air gap (g). From Fig. 2., it may be noted that the upper and lower cutoff 
frequency varies accordingly as the air gap change. From Table 2. it may be noted that 
maximum bandwidth is obtained at 1.92-3.52 GHz frequency i.e 65% for the proposed 
geometry. As the air gap goes on increasing the bandwidth of proposed geometry goes 
on reducing. 
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Figure 2. Return loss characteristics for different air gap. 

Table 2. Effect of Variation of Air Gap on bandwidth of proposed antenna 

Air Gap(g) 
(mm) 6.5 7.5 8.5 9.5 10.5 11.5 

Frequency 
range (GHz) 2-3.5 1.96-3.52 1.92-3.46 1.88-3.38 1.84-2.74 1.8-2.66 

Bandwidth (%) 62.5 65.0 64.2 62.5 37.5 35.8 

3.2. Effect of distance between radiator patch and feed strip (d) 

The distance between the patch and feed strip plays an important role in design of the 
antenna. It does not change the bandwidth of the antenna but shows a change in the 
depth of S11 parameter of the antenna. The distance between radiator and strip is change 
from 0.4 mm to 0.9 mm in steps of 0.1 mm each. The variation in S11 parameter of 
radiator patch and feed strip is shown in Fig. 3. From Fig. 3., it is clear that the lower 
cut-off frequency remains constant, only the upper cut-off frequency changes. From 
Table 3 it is clear that the optimum result for the distance with maximum bandwidth of 
65% is obtained at d=0.5mm.  
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Figure 3. Return loss characteristics for different feed strip distance 

Table 3. Effect of variation of distance between patch and strip on bandwidth of 

proposed antenna 

Patch and feed 
distance (d) (mm) 0.4 0.5 0.6 0.7 0.8 0.9 

Frequency range 
(GHz) 1.96-3.52 1.98-3.54 1.98-3.5 2-3.52 2-3.52 2-3.54 

Bandwidth (%) 64.1 65.0 63.3 63.3 63.3 64.1 

3.3. Effect of slot position (p) 

Rectangular slot is being introduced from center of the patch at a position of 10mm to 
obtain maximum bandwidth. The slot position is varied from 8mm to 13mm in steps of 
1mm. The optimized S11 parameter is being shown in the Fig. 4. The slot is being 
introduced in vertical direction to obtain a dual band frequency range. From Fig. 4, it is 
clear that the lower cut-off frequency of the geometry does not change but there is 
change in the upper cut-off frequency of the geometry. From Table 4, the optimum slot 
position having maximum bandwidth is obtained at p=10mm.  



R.S. Perbhane – Acta Technica Jaurinensis, Vol. 7., No. 4., pp. 356-367, 2014 

 

361 

 

 
Figure 4. Return loss characteristics for different slot position 

Table 4. Effect of variation of slot position on bandwidth of proposed antenna. 

Slot position(p) 
(mm) 8 9 10 11 12 13 

Frequency 
range(GHz) 1.96-3.58 1.96-3.54 1.92-3.54 1.96-3.46 1.96-3.42 1.96-3.36 

Bandwidth (%) 67.5 65.8 67.5 62.5 60.8 58.3 

3.4. Effect of Slot Length (ls) 

Keeping all the above parameter constant, slot length is varied from 37mm to 42mm in 
steps of 1 mm each. The S11 parameter of slot length variation is shown in Fig. 5. From 
Fig. 5, as we increase the length of the slot the upper cut-off frequency changes 
accordingly. As we increase the slot length above 41mm the bandwidth of the antenna 
reduces as shown in the Table 5. The maximum bandwidth is obtained at the frequency 
range of 1.96-3.52 GHz which is 65%. The optimum slot length is being obtained at 
ls=40mm without the shift in the resonance frequency.  
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Figure 5. Return loss characteristics for different length of slot 

Table 5. Effect of variation of slot length on bandwidth of proposed antenna. 

Slot length(ls) 
(mm) 37 38 39 40 41 42 

Frequency range 
(GHz) 1.96-3.51 1.96-3.52 1.96-3.5 1.96-3.52 1.98-3.5 2.12-3.42 

Bandwidth (%) 64.6 64.6 64.2 65.0 63.3 54.2 

3.5. Effect of slot width (ws) 

The slot width is being varied from 18mm to 21mm in steps of 1mm keeping above 
parameter constant. The S11parameter change is shown in Fig. 6. From Fig. 6., it is clear 
that there is slight change in the upper and lower cut-off frequency of the proposed 
geometry. As ws=22mm shows for maximum depth in the return loss but there is slight 
shift in the resonance frequency of the antenna. From Table 6, it is being noted that the 
optimum slot width is obtained at ws=20mm without change in the resonance frequency 
having maximum bandwidth of 65%. 
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Figure 6. Return loss characteristics for different width of slot 

Table 6. Effect of variation of slot width on bandwidth of proposed antenna 

Slot width(ws) 
(mm) 18 19 20 21 22 23 

Frequency range 
(GHz) 1.98-3.52 1.98-3.52 1.96-3.52 1.96-3.5 1.94-3.5 1.92-3.46 

Bandwidth (%) 64.2 64.2 65.0 64.2 65.0 64.2 

From all the cases studied, the optimum set of parameter are d=0.5mm, t=1.5mm, 
s=10mm, along with slot parameter p=10mm, ls=40mm and ws=20mm. As IE3D 
assumes infinite ground and substrate dimension the optimized geometry was 
resimulated using Ansoft HFSS v.13 [16]. Also, at both the resonant frequency, more 
than 5dB gain was observed. Detailed studies of parameter have been conducted for 
various designs.  

4. Experimental Results and Discussions 
The prototype antenna with dimension listed in Fig. 1. with optimum parameter using 
IE3D presented in Table 1. was fabricated and tested. Return loss comparison is shown 
in Fig. 8.The substrate used for manufacturing is FR4 glass epoxy with dielectric 
constant of 4.4 and thickness 1.6 mm along with air gap of 7.5 mm. The substrate is 
assembled above copper ground plane of dimension 100×100×1.6 mm3.A photography 
of the antenna is shown in the Fig. 7. Comparison of S11 parameter can be seen in Fig. 8. 
The pin of SMA connector is extended to reach the feed strip and is soldered there.  
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From Fig. 8. it is clear that the proposed antenna has an operating frequency range at 
2.4 GHz. The prototype antenna was tested for S11 using Agilent Technologies N9925A. 
From Fig. 9. it is clear that voltage standing wave ratio (VSWR) of the proposed 
antenna is below 2 dB at the operating frequency 2.4 GHz. The gain of antenna is above 
5dB at the operating frequency shown in Fig. 10. The measured gain fairly agrees with 
the stimulated gain of the proposed antenna. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 7. Fabricated prototype (a) Front side (b) Air Gap (c) Rear side 
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Figure 8. Return loss characteristics of antenna shown in Figure 1 with stimulated and 

measured results 

 
Figure 9. VSWR versus frequency of proposed antenna shown in Figure 1. 



R.S. Perbhane – Acta Technica Jaurinensis, Vol. 7., No. 4., pp. 356-367, 2014 

 

366 

 

 
Figure 10. Gain versus frequency of proposed antenna shown in Figure 1. 

5. Conclusion 

Rectangular slot antenna for broadband application with a finite ground is being 
presented. By varying the slot length and width dual band frequency is being achieved. 
The antenna presented here offers impedance bandwidth of 5.83 % and 33.3% in the 
frequency range of 1.96GHz to 2.1GHz and 2.72GHz to 3.52GHz respectively. The 
gain of the proposed antenna has value greater than 5dB. The proposed antenna is 
simple, easy to fabricate and need to investigate with less parameter. The antenna 
presented here is suitable for broadband applications. 
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Abstract: This paper presents a finite element based environment for the simulation 
of two dimensional electromagnetic field problems, especially electric 
motors. The graphical user interface, the finite element mesh generator and 
the computational functions are free software tools that have been 
developed by scientific teams from all over the world. The aim of this work 
is to realize a new software environment that can be used in the simulation 
of two dimensional problems as well as in education. 

Keywords: electromagnetic field, finite element method, parallel computation 

1. Introduction 
A new software tool has been developed for the simulation of two dimensional 
electromagnetic field problems; the focus of our research is especially on electric 
motors. The finite element method [1-5] (FEM) has been applied in the numerical field 
analysis. Simple one dimensional problems can also be solved by the developed tool. 

The main aims of the developing team can be summarized as follows. The software 
tool must be based on free environments and functions realized by other scientific teams 
from all over the world, i.e. this FEM code is also available to download and to use. The 
environment of GMSH [6] is a three-dimensional finite element mesh generator with 
built-in preprocessing and postprocessing facilities, which is a user-friendly interface 
for FEM applications. GMSH contains a built-in CAD (Computer Aided Design) 
interface to build up the geometry of the application to be simulated. The postprocessing 
scheme can also be realized in the frame of GMSH. The geometry of the problem can 
be imported from many file formats, i.e. from many other CAD applications. The bridge 
between the geometry with physics and the postprocessing task (i.e. the numerical field 
analysis) can be realized by the functions of PETSc [7], which is a portable, extensible 
toolkit for scientific computation. It consists of many functions, e.g. to assemble and to 
solve large system of equations, and it is written in the C programming language. The 
FEM simulation is a time consuming and computer consuming task, realization of 
parallel algorithms is necessary to speed up the analysis. Our goal is to study the 
possibilities of parallel algorithms [8-10,29] and domain decomposition techniques [11-
15]. The different models of the different materials are very important to include in a 
new environment, here the modelling of permanent magnets [16] and ferromagnetic 
hysteresis [17] are the most important goals. 
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2. The Finite Element Method, a short introduction 
The main steps of FEM simulations are shown in fig. 1 [1]. The first step is the model 
specification, i.e. to build up the models of the real life problems which simulation 
require electromagnetic field calculations (the partial differential equations have to be 
found, which must be solved with prescribed boundary and continuity conditions; it has 
to be found out, whether it is a linear or a nonlinear problem and how the characteristics 
look like). After selecting potentials, the weak formulation of these partial differential 
equations must be worked out. As it is presented in the introduction, the geometry of the 
problem must be defined by a CAD software tool. The chosen free environment is 
GMSH [6].  

 
Figure 1. The main steps of the finite element simulations 

The next step is the preprocessing task. Here the values of different parameters are 
given, e.g. the material properties, the excitation signal and so on. The geometry can be 
simplified according to symmetries. The geometry of the problem must be discretized 
by a FEM mesh [1-5]. The fundamental idea of FEM is to divide the problem region to 
be analyzed into smaller finite elements with given shape, as triangles or quadrangles in 
2D, or tetrahedra, hexahedra or prisms in 3D. 

The next step in FEM simulations is solving the problem by the help of PETSc 
functions [7]. The FEM equations, based on the Galerkin weak formulations, must be 
set up in the level of one finite element, and then these equations must be assembled 
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through the FEM mesh [1-5]. Then this global system of equations must be solved [7]. 
The computation may contain iteration if the constitutive equations are nonlinear. This 
is the situation when simulating ferromagnetic materials with nonlinear characteristics. 
Iteration means that the system of equations must be set up and must be solved step by 
step until convergence is reached. If the problem is time dependent, then the solution 
must be worked out at every discrete time instant. 

The result of computations is the approximated potential value above the mesh. Any 
electromagnetic field quantity can be calculated by using the potentials at the 
postprocessing stage. Inductance, energy, force, torque and any other quantities can also 
be calculated [1-5]. The postprocessing step gives a chance to modify the geometry, the 
material parameters or the FEM mesh to get more accurate result. The above listed 
quantities are calculated by functions developed in the frame of PETSc. 

3. The developed environment 
A test environment has been built at the Széchenyi István University to realize the 
above mentioned technique, it is shown in fig. 2, and it is presented in [18] in more 
detail. Here a brief presentation is given. 

The test-bed system consists of four IBM HS21-8853 blades (nodes) housed in a 
BladeCenter E Chassis [19]. The free and open-source Linux distribution, Debian Linux 
7.4 has been used as operating system on all nodes. To handle the communication 
between the nodes an open-source implementation of the MPI [20] standard, OpenMPI 
1.6.5 [20] has been installed.  

The above mentioned PETSc has been used to numerically solve equation-systems 
according to FEM. 

 
Figure 2. The completed cluster 

Compilation and execution of parallel C programs using PETSc requires the software 
packages mentioned above.  
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In the time of writing the Debian repository [22] contains outdated versions of 
OpenMPI and PETSc. Another way of installation is to compile these packages from 
source on the target machine. This consists of installing compiler, setting configuration 
parameters and starting the compilation process. Since this task is fairly complex and 
has to be repeated on each node of the cluster and on machines used for development, 
automation via shell-scripting is strongly advised. To ease the installation on the cluster 
and to help other members in the research team who wants to develop such software in 
the future, an automated installer has been developed [18]. 

The first node has been chosen as master; the other nodes are slaves and have been 
controlled by the master. All application sources were compiled on and all 
measurements were controlled by the master machine. 

4. Illustrative examples 

4.1. Laminations with ferromagnetic hysteresis  

A simple one dimensional problem has been solved by the above mentioned software 
tool. The schematic view of the problem can be seen in fig. 3, which is a lamination 
placed into a magnetic field defined by the time varying  of one single frequency 
[23,24]. The thickness d of the lamination is much smaller than the other two 
dimensions, i.e. a one dimensional model can be set up. The orthogonal components of 
the electric and the magnetic field are depending only on x as it is shown in the figure. 

The following Maxwell’s equations must be solved to simulate the lamination core 
taking eddy currents into account [23,24]: , , where H, B, E 
and σ are the magnetic field intensity, the magnetic flux density, the electric field 
intensity, and the conductivity, respectively. 

The nonlinear constitutive relationship with static hysteresis is decomposed into a 
linear term, and a nonlinear residual term, as follows: . Here,  is the 
optimal value of permeability selected as [25,26] , where  and  
are the maximum and the minimum slope of the inverse static hysteresis characteristics 
[27], i.e. the maximum and the minimum reluctivity. The index st in the polarization 
formulation is for the word static, because the static hysteresis model represents the 
relationship between B and , i.e. . Excess loss term is ignored by this 
representation, only the nonlinearity, i.e. hysteresis losses, and eddy current losses are 
present, . These terms are calculated by the FEM procedure. 
Decreasing the frequency of excitation, the term  is decreasing automatically,  
is the frequency independent term of the magnetic field intensity [24]. 

The above equations are nonexpansive, and the fixed point iteration scheme through 
the polarization formulation results in a contraction mapping, meaning convergent 
iterative process [25,26].  

However, excess losses are not present. Excess losses can be represented by the 
following scheme. 
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Figure 3. Electromagnetic field inside laminations excited by external field 

The magnetic field intensity is decomposed into three parts in the more complex 
model, . The last term is responsible for the anomalous or 
excess losses [23,24,28]. The advantages and convergence properties of the fixed point 
technique can be hold by introducing the excess field term  in the Maxwell’s 
equations as follows [24]: , , , i.e. the 
decomposition of the nonlinear constitutive relationship must be rewritten. The 
following nonlinear partial differential equation can be obtained: 

 . (1) 

This problem can be solved numerically by the finite element method. It is noted that 
the excess field term is present on the right hand side of (1), and the solution of the 
problem is the total magnetic field intensity, containing the excess field term, too.  

The three terms can be seen separately in fig. 4 supplying sinusoidal external 
magnetic field with three different amplitude of the magnetic flux. A comparison 
between measured and simulated higher order dynamic minor loops can be seen in fig. 
5. 
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Figure 4. Losses inside the lamination 

 
Figure 5. Comparison between measured and simulated higher order  

dynamic minor loops 

4.2. Three phase transformer core 

The model of a three phase test transformer has been built to simulate the complex 
behaviour of the transformer core. The geometry of the transformer can be seen in fig. 
6, and the simulated locus of the magnetic field intensity vector around the two signed 
areas has been plotted in fig. 7. 
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Figure 6. Three phase transformer core 

   
Figure 7. Locus of magnetic field simulated by the vector Preisach model of hysteresis 

Here, the so-called vector Preisach model of hysteresis [17,24,27] has been 
implemented in the FEM code combining it with the fixed-point scheme [25,26].  

4.3. Capacitor 

The electric field of a capacitor has been simulated by the above mentioned 
environment [18]. The linear problem, as a simple and first case study, has been solved 
as a simple one dimensional, a more difficult two dimensional, and finally, as a three 
dimensional arrangement to increase the number of unknowns to test the speedup of the 
tool. 

Looking at the achieved speedup for each solver, it is clear that problems which 
require complex computation steps in the assembly phase can benefit the most from 
parallel processing.  

The deviation of the individual results shows that system-level functions, like caching 
has no significant impact on the results. Fig. 8. shows the execution times of the 
sequential and best parallel solvers compared [18]. 
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Figure 8. Execution times of the different solvers 

5. Conclusion 
The developed code has just started to simulate permanent magnet synchronous 
machines applied in hybrid vehicles.  

The next step of the work is to implement the model of permanent magnets in the 
code, and to give a graphical user interface to handle hysteresis. Modelling of motor 
geometry is also under construction, and the insertion of the code into control 
algorithms and identification tasks is also an open question. 
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Abstract: Many practical problems can be modeled only as a nonlinear continuous

global optimization problem. It is usually impossible and impractical to solve

them exactly. Evolutionary and hybrid algorithms are modern techniques

to find optima for complex search spaces. This paper is a short summary

about the optimization techniques, especially about the evolutionary based

global searching algorithms, and the gradient based local searching algo-

rithms. After the introduction, the second chapter gives a brief summary

about population based techniques, especially about genetic and bacterial

evolutionary algorithm, and particle swarm optimization. The next chapter

discusses two gradient based searching technique, the steepest descent and

the Levenberg-Marquardt method. This paper is a theoretical overview of the

basics of my future Ph.D. dissertation.

Keywords: optimization, soft computing, evolutionary algorithms, memetic algorithms

1. Introduction

Soft computing techniques are characterised to provide an inexact solution to computa-

tionally hard problems, for which there is no known algorithm, what could calculate the

exact solution, and the computation time is non-deterministic. Evolutionary algorithm

is a branch of them, and represents many type of global searching techniques. This

optimization technique family is named evolutionary, because the ideas behind them

are drawn from the biological evolution. It is a population (or multi-population) based

metaheuristic optimization algorithm. For a problem in analytically indescribable search

field with limited computation time, metaheuristics provide a suitable result, a so-called

quasi-optimum.

These methods are useful to find the area of global maximum (or minimum) of the search

field, but the convergence becomes slower, when the task is to find the local maximum (or

minimum) of this area. There are many searching algorithms, which are developed to find
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these points on an unknown function as fast, as it is possible. These methods are called

gradient based methods, e.g. the steepest descent method, or the Levenberg-Marquardt

method. These methods are very useful to find local extreme values within a reasonable

time, but if they founded this point, they can not find an another, maybe better point in the

search field, these algorithms get stuck at the local extreme values.

To take the advantage of these two types of searching algorithms, hybrid, so-called

memetic algorithms were developed. These algorithms use population based algorithms

to find a point next to the global maximum or minimum, then apply the gradient based

algorithms to achieve fast convergence.

2. Population based searching algorithms

Population based algorithms, like genetic algorithm [1], bacterial evolutionary algorithm

[2, 3] and particle swarm optimization [4] are developed to find global quasi-optimum of

any complex search field. They are all inspired by a natural phenomena. These algorithms

operate with a population of possible solutions of the search field. These solutions are

called individuals. The population is then arranged in pairs as parents, the children or

the mutation of them may be a better solution than the parents. The goodness of these

individuals are described by their fitness function. The fitness function is an objective

function, that summarises the properties of an individual in a single number. There is no

unified description of the fitness function, because its definition is hardly depends on the

type of the task.

2.1. Genetic algorithm

The first evolutionary type, and one of the most applied method is the genetic algorithm

[1]. This technique imitates the process of natural selection by modeling the crossover of

individuals and randomly occurring mutations. Every individual has a chromosome, that

represents a set of properties. A property can be a bit, a numeric value, a color, etc. During

the evolution, these chromosomes are continuously changing to create better and better

individuals. The genetic algorithm has five main steps [5, 6]. These are the following:

Initialization: Creating an initial population of randomly chosen individuals in the search

field. This step has to be done only once at the beginning of the algorithm.

Selection: Sorting the individuals according to their fitness value, then selecting some of

them. The chance of the selection is proportional to the fitness value. The selected

ones are called as parents.

Crossover: Arranging the selected part of the population in pairs. For each pair a random

point of their chromosome is selected, and the parents change every properties

between each other after this point (see in Fig. 1). The newly created individuals
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are called offspring. There are modified algorithms, that work with two or more

point crossover, e.g. in the case of two point crossover the changed part of the

chromosomes between these two point.

Mutation: Changing a random property of the chromosomes of each offspring with small

probability (see in Fig. 2). The new, mutated value of this point is chosen randomly.

Substitution: Substituting some selected members of the population by the offspring.

The chance of the selection is inversely proportional to their fitness value. The strong

individuals survive with a bigger chance. If there is no acceptably good individual,

or the iteration/time limit is not reached, the algorithm steps back to the selection

step.

Figure 1. One point crossover.

There are different methods to execute the selection step. The two most widely used

methods are the roulette wheel technique and the stochastic universal sampling [6]. If the

so-called elitist strategy is implemented, the best individual always survives.

The genetic algorithm finds the area of global optimum very effectively. On the other

side, the algorithm is very time consuming, the calculation of the fitness function can be

very difficult and the convergence of the algorithm gets slower.

Figure 2. Mutation of a single property of the chromosome of an individual.
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2.2. Bacterial evolutionary algorithm

Another widely used evolutionary type searching method is the bacterial evolutionary

algorithm[2, 3], which is based on the microbial evolution. There are two main difference

between the bacterial and genetic algorithm:

1. The crossover and selection step is substituted by a new operator called gene transfer.

2. The mutation step is modified as bacterial mutation.

The implementation of this method is easier than the genetic algorithm, but usually it is

also more efficient. The bacterial evolution algorithm has three main steps [5, 7]. These

are the following:

Initialization: Creating an initial population of randomly chosen individuals in the search

field. This step has to be done only once at the beginning of the algorithm.

Bacterial mutation: Mutating every property of every bacteria in a random order even

multiple times. If the original bacterium is a better solution to the problem, then it is

restored, otherwise the new individual substitutes the original (see in Fig. 3).

Gene transfer: Separating the population into two groups according to the fitness values

(superior and inferior group), arranging the members in pairs (one from the superior

and one from the inferior group), then transferring genes from the superior individual

to the inferior individual.

The usage bacterial evolutionary algorithm is also an effective way to find quasi-optimum.

This method usually faster, than the genetic algorithm, but the convergence also gets slower,

when the actual best result is close to the global optimum. This slowing is caused by the

randomness of the evolution.

2.3. Particle swarm optimization

The idea behind the particle swarm optimization method is the social behavior of bird

flocking or fish schooling [4]. The individuals are called as particles, and the population

is called as a swarm. The particles placed randomly on the search field are continuously

moving. The direction of moving of each particle depends on their actual position, the

location of their local best value, and the location of the global best value. Every particle

has its own local best place, which is the place where its fitness value was the best during

the moving. The global best place is the place of the best local best place. These particles

can be ordered in different topologies. These topologies describe, which other particles

will affect the moving direction.
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Figure 3. A step of the bacterial mutation

In the simplest case, the particle swarm optimization method has three main step. These

are the following[5, 8]:

Initialization: Creating an initial swarm (or multi-swarm) placing particles in random

positions.

Moving: The particles are moving in directions affected by their local best values l and the

global best value g. If i is the iteration number, and the values of the set of parameters

at actual location of a particle is denoted as xi, the direction of the moving, and the

next place of the particle can be determined by the following equation:

d0 = 0,

di+1 = ϕddi + ϕlrl(li − xi) + ϕgrg(gi − xi),

xi+1 = xi + di+1,

(1)

where ϕd, ϕl and ϕg are parameters, rl and rg are random values. An explanation

for this step can be seen in Fig. 4.
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Update: Calculating the fitness value of each particle, and if the actual value is better,

than at its local best place, the actual place is set as the new local best place. If there

is any particle, that is in a better position, than the actual global best place, the global

best place is set as the place of the actual best particle.

Figure 4. Moving of the particles to the direction of the global best place.

The iteration above runs, until a particle is in a better position, than the required criteria, or

until the time limit or generation limit exceeded.

2.4. Advantages and disadvantages

The population based algorithms can be widely applied, when the complexity of the search

field prevents of the usage of other analytical or numerical techniques. They can provide for

the most task a quasi-optimal solution. A moderate optimal solution can be find relatively
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fast. The algorithms can be easily implemented at low cost. The algorithms are iterative,

and the model parameters can be changed adaptively between two iteration.

These algorithms have also some disadvantages as well. The global best solution is not

guaranteed in a finite time, and the convergence speed is continuously slowing, because

of the randomness of the evolution. In some cases, the model parameters can be only

modified by trying.

3. Gradient based searching algorithms

Gradient based algorithms, like steepest descent/ascent method [7] and Levenberg-Marquardt

method [9, 10] are developed to find the nearest local optimum. These algorithms work

with calculating the gradient of the search field at a point in question. The gradient can be

calculated analytically from the gradient vector function, otherwise a pseudo-gradient is

needed. The pseudo-gradient can be calculated experimentally by producing the derivative

of the search field with very small steps. The searching is moving towards based on the

gradient, where the optimization needs (to the maximum or minimum).

3.1. Steepest descent/ascent method

The steepest descend (or also mentioned as gradient descend) [7, 11, 12] method is a first

order local minimum searching technique. The direction of the search is described by the

negative gradient of the search field at the current point. If the interest is in finding the

local maximum, the step is proportional to the positive of the gradient. In this case, this

method is called as steepest ascent method. The size and the direction of the step is the

gradient vector multiplied by a so-called bravery factor. The bigger the γ bravery factor is,

the bigger the chance is to missing/jumping over a local minimum. If the search field is

denoted as F , and the values of the set of variables in the actual place is denoted as xi, the

next place of the searching xi+1 from the actual place xi can be calculated as:

xi+1 = xi − γ∇F (xi). (2)

This searching procedure on a single random two dimensional F function can be seen on

Figure 5.

This optimization technique is very sensitive to the starting position, because it can stuck

at every local minimum, instead of finding the real minimum position of the search field.
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Figure 5. Minimum searching with steepest descent method.

3.2. Levenberg-Marquardt method

The Levenberg-Marquardt method is developed to find the minimum of a multivariate

function f(x) that is expressed as the sum of squared errors

f(x) =
1

2

m
∑

j=1

r2j (x), (3)

where rj(x) is a residual function for x = (x1,x2, · · · ,xn) parameter set. The method

uses the Jacobian-matrix to minimize the error function. Each row of the Jacobian is the

gradient vector of the residual functions corresponding to x, and can be written as:

J =
∂r

∂x
=







∂r1
∂x1

· · ·
∂rm
∂x1

...
. . .

...
∂r1
∂xn

· · ·
∂rm
∂xn






. (4)

If the Jacobian can not be calculated calculated analytically, because the formula of the gra-

dient vector function is unknown, a pseudo-Jacobian can be calculated experimentally by

determining each pseudo-gradient vector function. The basic of the Levenberg-Marquardt

method is the linear approximation of the error function f in the neighborhood of x. The

core equation of parameter changing between two iteration steps of the method is the

following:

∆(x) = −
(

JJT + λI
)

−1
JTr. (5)

In (5) λ is a damping parameter, which can be adaptively changed. Using large values

for λ parameter results in the gradient descent method, and small values for λ parameter

results in the Gauss-Newton method.
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The Levenberg-Marquardt method is the most widely used optimization technique. In

the most case, this method has the best convergence properties, but if the analytical formula

of the gradient vector functions are unknown, the calculation of the Jacobian can be very

time consuming.

3.3. Advantages and disadvantages

The rapid convergence is the main advantage of the gradient based methods. This methods

find the nearest local minimum/maximum effectively with adaptively variable model

parameters.

These methods are not sufficient finding global optima, the effectiveness of them are

strongly depends on where the searching algorithm starts. Because of the small steps,

they can easily stuck at a single local maximum/minimum value, and can only explore the

neighborhood of the starting position.

4. Memetic algorithms

The population based algorithms are very effective finding the area of global optima. They

provide quasi-optimal solutions within acceptable time, but the speed of the convergence

becomes very slow because of the randomness of the evolution, finding the exact global

optima is hopeless within finite time. The gradient based methods causing minor modifica-

tions of the input parameters, so they can provide fast and accurate result of the place of

local optimum, but as it was mentioned before, these algorithms are very sensitive of the

starting point, and can easily stuck at a local optima.

Memetic algorithms are hybrid algorithms developed to avoid the disadvantages above

by applying them combined. This can be done easily, e.g. applying local searching

techniques when the fitness value of the individuals reached a critical value, or using local

searches between each generation of the population based algorithms. There are many

ways to combine these algorithms, e.g. the combination of genetic algorithm and the

steepest descent method is referred as genetic steepest descent, the combination of the

bacterial evolutionary algorithm and the Levenberg-Marquardt method results in bacterial

memetic algorithm, etc. The family of memetic algorithms are often referred as Baldwinian

or Lamarckian evolutionary algorithms.

5. Conclusion

In this review paper, I summarized the most widely used population and gradient based

searching algorithms. These methods will form the theoretical basics of my future Ph.D.

dissertation. The main goal of my work is developing evolutionary and hybrid algorithms

to design antennas for strictly specified radiation pattern.
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Abstract: Effective performance of road vehicle engines represents an important 
segment of vehicle specification. A specific measurement method is 
required for acquisition and assessment of data coming from diagnostic 
tools attached to the rolling road. A new method has been elaborated by the 
first author. This method can be used as a measurement system to measure 
effective engine power for operational diagnostic purposes. Free rollers are 
needed instead of loading machine, according to the new approach. This 
article demonstrates the design principles for the roller bench needed. 

Keywords: drive train, wheel performance, effective performance, free acceleration 

1. Introduction 
The principle of the measurement method is to accelerate and decelerate the unloaded 
drive train of the studied vehicle on free rollers (there is no need for a rolling road). 
Since the decision to measure external characteristics, the measurement must be 
performed under total load conditions [1, 2, 3, 4, 5, 10]. 

The kinetic energy change of the system is displayed in the acceleration of the wheel 
and the rollers, so this element equals to the wheel performance (Pk). Though the 
diverted heat equals to the running loss performance (Pv): 

  (1) 

The basic dynamic equation of rotation can be described both for acceleration and 
deceleration phases: 

 M   (2) 
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where: 

  is the angular velocity of the roller of the rolling road 

 red is moment of inertia of the drivetrain of the vehicle reduced to the axis 
of the roller of the rolling road 

  is angle of rotation of the rollers 

  is angular acceleration of the rollers 

 t is time. 

2. Theoretical background of the new measurement method  
The phases of the measurement are followings: 

 Acceleration phase: the drive train of the vehicle on the bench and the rollers of 
the rolling road are accelerated in the studied gear, up to the rated engine speed 
with full load (on full blast). 

 Deceleration phase: by releasing the clutch, leaving the gear at the given 
position, we let the car decelerate until it stops. 

During the measurement, as there is no external load, the engine has to accelerate the 
moments of inertia indicated. During deceleration phase the moment of inertia of the 
engine is separated, so with this exemption the rest of the moments of inertia decelerate 
the system. 

During the test, the angular velocity and the angular acceleration values of the roller 
are recorded exclusively, see equation (2). In order to calculate power, the moment of 
inertia of the drivetrain reduced to the roller axis is needed. 

According to the aforementioned measurements the diagram displayed in Fig. 1. can 
be recorded. 

 
Figure 1. Characteristic curve recorded during the measurement 

v

Pengine 

Pwheel 

P  
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As can be seen in Fig. 1., the effective power of the engine is calculated as the sum of 
the wheel power and the waste power. Because the moment of inertia of the drivetrain is 
unknown, the power constituent values have to be determined by measurement. 

The new measurement technology solves the above problem by means of an additive 
mass. Thus, the necessity of a loading machine in the roller bed can be eliminated and 
the price of the roller bench can be reduced significantly. 

3. Validating the external characteristic curve of the engine without rolling 
road test (new measurement method) 

The main points of the measurement method which has been elaborated are as follows: 

In case of not possessing a rolling road just a roller bed two free acceleration 
measurements have to be conducted. 

Therefore, an additive mass is needed to perform the measurement. The layout of the 
Schenck W280 roller bench with rotating mass in the department laboratory is shown in 
Fig. 2. 

In this case, the additive mass is not detachable, consequently, it needs to be modified 
in order to adapt the machine to the new measurement. After the modification, diagrams 
in Fig 3. can be produced. 
 

 
Figure 2. Roller bench with the rotating mass 
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Figure 3. Diagrams of two subsequent measurements 

4. Rundown experiments with additive mass 
The engine is running at a given speed (i.e. in the given case is the 2/3 of the nominal 
engine speed value) and then the fuel supply is stopped. The speed of the engine 
gradually decreases and it comes to a halt. 

The measurement was performed in one given gearshift lever position, with additive 
mass in the first run and without mass in the second. Both measurements produced a 
graph of free rundown. Considering the Fig. 4. two graphs, it is now possible to 
calculate the moment of inertia of the drivetrain. 

 

Figure 4. Rundown graphs 

 

with additive mass 
without additive mass 
chosen speed 

blue with additive mass 
red without additive mass 
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It can easily be observed that the rundown time of the system is significantly longer 
when the additive mass is coupled to the rollers (Fig. 5.). 

5. Modification of the SCHENCK W 280 type roller bench into detachable-
additive-mass type 

5.1. Selection of electromagnetic clutch 

When using the aforementioned new measurement method it is imperative that one 
should be able to couple or decouple the additive mass by means of a clutch easily. The 
optimum solution for the above purpose is offered by an electromagnetically controlled 
clutch. The transfer of the required torque depends on the moment of inertia of the 
flywheel and on the maximum acceleration value. 

 

 
Figure 5. Layout of the roller bench 

The appropriate clutch size can be calculated based on the maximum acceleration 
value of the vehicle. 

The clutch must be built into the drive pulley of the flywheel of the present roller bed. 

After the modification, there is no need any serious interference to couple or decouple 
the additive mass to or from the rollers, just a suitable electronic control unit with a 
software is needed. 

5.2. Modification of the roller bench 

During the modification of the roller bench, the present pulley must be modified in 
order to enable the mounting of the electromagnetic clutch inside (Fig 6.). 
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Figure 6. Design of possible layout of electromagnetic clutch 

The roller bench modified or built according to the design (shown in fig. 6.) is capable 
of measuring the effective power of a vehicle engine. Provided, the additive mass and 
appropriate measurement software is used. The main advantage of the method is that 
high measurement accuracy can be achieved with the help of diagnostic tools and a 
budget-saving machinery. 

6. Summary 
Several advantages emerge with elaborating a new measurement system [6, 7, 8, 9, 11, 
12, 13]: 

 There is no need for rolling road, therefore simpler and cheaper measurement 
devices can be developed. 

 The measurement is more accurate since empirical correction factors are 
excluded from the calculations. 

The new method described in the present article provides an available opportunity for 
professional garages, as it is capable of defining the diagnostic performance of the 
engine with the required accuracy. 

It is a very important achievement that with the help of diagnostic tools (without 
removal of the engine) an exact result of the effective performance of the engine can be 
achieved, as it significantly differs from the performance result of the wheels that can be 
measured on the rolling road (Fig. 5.) 
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Abstract: In the EU in 2011 the number of serious road injuries was more than 
250,000 and the death tolls were 28,000. In the last period (between 2001 
and 2011) the number of those who lost their lives as a result of road 
accident decreased ordinarily by 43 percent in the EU countries on average, 
whereas that of the seriously injured by 36 percent – in the light of these 
countries’ own definitions differing from one another. The MAIS3+ is the 
adopted common EU definition, that is all 3-grade or above values 
according to the Maximum Abbreviated Injury Scale (MAIS). Although the 
definition seems professionally justified, in our view further clarification is 
necessary. For the years 2014 and 2015 the EU has already drawn up 
specific tasks for the member states. Since the Baltic States were 
particularly successful in the field of road safety in the last 10 years, it is 
certain that in the future they can do a lot in order to have the number of 
serious road accident victims significantly reduced and also internationally 
compared and assessed. 

Keywords: road safety, serious injuries, MAIS3+ 

1. Introduction 
As a consequence of  road accidents  the number of people killed was 28.126 and that of 
people injured was 1.432.235 in the 28 member states of the EU in 2012. For every 
death on Europe’s roads there are an estimated 4 permanently disabling injuries such as 
damage to the brain or spinal cord, 8 serious and 50 minor injuries. [5].  

In the EU the road accident is considered as number one mortality cause in the age 
group of 45 years and younger ones. Road accident is similarly the cause of most 
hospitalizations.   

Beyond human sufferings injuries cause tremendous loss for the national economy, 
too.  In the EU this is estimated to 2% of the GDP. In 2012 this amount was 250 billion 
Euro. In worldwide dimension, according to WHO data, this is approximately equal to 
580 million dollars/year. [9]. 
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On the priority list the most frequent serious injuries are the head and brain 
impairments then follow the traumas of the lower limbs and the vertebral column. 
Mainly vulnerable road users  (pedestrians, cyclists, motorcyclists) or the most 
vulnerable age groups (elderly people, children) are the victims of such injuries.   

Such kind of injuries can be experienced on every road types, however most of them 
occur in built-up areas and their victims are the vulnerable road users. Mainly because 
of higher speed, injuries are even more serious outside built-up areas.  

In the last period (between 2001 and 2011) the number of those who lost their lives as 
a consequence of road accident decreased by 43 percent in the EU countries on average, 
whereas that of the seriously injured by 36 percent [4]. 

The Figure below illustrates the change in EU fatalities between 2001 and 2013 [5].  

 
Figure 1: The number of  road accident fatalities  in the EU between  2001 and 2013[5] 

Comparing the two data there are many who note that while in the period in question 
in the EU on average the number of fatalities decreased by 43%, that of the seriously 
injured by 36% “only”.   

“Only”, in our opinion is unjustifiable because one must not forget that several passive 
safety devices (e.g. the safety belt, the airbag, etc) are the cause different kinds of 
injuries while saving the life of those involved in accidents.   

To put it in another way: the “price” of survival mostly involves the endurance of the 
consequences of some injury.  

To set a more moderate, numerical target in order to change the number of seriously 
injured seems to be more realistic.  

In most highly motorized countries a dramatic decrease in the number of accident 
fatalities can be observed, i.e. primarily it was not the probability of the occurrence of 
road accidents with personal injury that decreased but the probability of survival 
increased. In other words: it seems that the development of passive safety is more 
successful than that of the active safety. (So-called “risk compensation” is likely to have 
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a role in this which means that the devices meant to enhance active safety – while 
generating a false sense of safety in the driver – unfavourably affect the driver’s 
behaviour and lead to higher levels of risk-taking.)  

Such trends can be observed in Hungary, too.  (See Fig. 2) One can recognize the 
dramatic decrease in the number of road fatalities (passive safety) but only a small 
decrease in the number of personal injury accidents (active safety).  

No doubt those active safety devices are very important, too, which – even without the 
driver’s knowledge – support accident prevention and, as a consequence, the avoiding 
of serious injuries as well. Such an active safety device is for example the electronic 
stability programme (ESP) which by separate braking of different wheels is responsible 
for correcting the stability loss of the vehicle (under- or over-steering) in critical 
situations.  

 
Figure 2: Number of road motor vehicles, of personal injury accidents and the victims 

killed as a consequence between 1976 and 2012 (The main road safety phases) 

2.  Definitions in Hungary  
The EU has recognized the importance of serious injuries however, the absence of a 
uniform EU definition made impossible the setting of a common numerical target.  

Before describing the development accomplished in this area a brief overview of the 
domestic situation is given below.  

Until 2011 according to national accident statistics those injured were considered as 
serious cases whose recovery was beyond 8 days. 
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The experts of accident analysis have already previously found that this 3-degree scale 
(fatal, serious and slight injuries) is completely improper for the appropriate 
classification of traumatic injuries, because, for example a person already entirely 
healthy on the ninth day was considered as seriously injured as the one who was forced 
to end his life in a wheelchair.    

The AIS scale (Abbreviated Injury Scale) [1] which makes a more suitable and a more 
relevant comparison possible has been used long ago in the domain of public health 
nonetheless that its application requires high level medical knowledge.    

Before dealing with this, one has to see how the definitions of the accident statistics 
changed.  

As of 2011 the Hungarian Central Statistical Office (KSH) adopted the following 
definitions [7]:  

Serious injury: means an injury suffered in the course of an accident, and which 

• requires hospitalization for more than 48 hours within seven days as of the date of 
the injury, or   

• causes some fracture, with the exception of the fractures of fingers, toes and nose, or 
which 

• involves lacerations causing severe haemorrhage or nerve, muscle or tendon 
damages, or  

• causes damage to the internal organs, or 

• involves second or third degree burns or harms as a result of which more than 5% of 
the body surface area burns.  

This definition – which has been introduced in the spirit of the harmonization of the 
different transport modes – raises doubts on the one hand, in connection with the 
homogeneity of time series, and on the other hand, with respect to data’s verification.  

Not to mention the fact that one cannot expect the police officer visiting the scene of 
the accident to judge the outcome in a professional way, since no such training has been 
obtained.   

Despite the change in definition no significant change appears in the decreasing 
tendency, so in addition to various definitions of terms the number of injuries seems to 
be comparable without correction factors. (Figure 4) 

Causing a road traffic accident with serious injury is considered as a criminal offence, 
consequently it is the subject of a more severe judgement and the administrative 
proceedings related to the case differ also from the milder cases. 
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Figure 4: Number of serious injuries resulting from road accidents between 1990 and 

2013 [5] 

3. Definitions used in other countries 
It is just the absence of a uniform definition that makes difficult the international 
comparison of the data related to serious injuries and the definition of the numerical EU 
target.   

This is one reason why the international comparison of road safety is still limited to 
comparing the data of road accident fatalities, because the definition of the fatally 
injured (the so-called 30-day definition) is widely uniform. In case of some countries 
where this is not used, its lack can be solved by the application of the so-called 
correction factor. 

 Some examples to illustrate different definitions of the seriously injured: 

The period of hospitalization: 

                In most countries 24 hours  

                In Poland: 7 days 

Type of injury:  

                Sweden: a person who has suffered some fracture, contusion, rupture, severe 
cut, shock, or internal injury.      
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Incapacity:  

                Austria, Switzerland. 

Time of recovery: 

                 Japan: more than 30 days. 

To compare the data of different countries is further complicated by the circumstance 
that there is a significant discrepancy between the statistical data which are based on 
police investigation on the spot and the data recorded in the medical databases. This is 
the so-called underreporting, which is due to the fact that in the event of serious or light 
injuries in some cases the participants do not call police. According to some studies 
only about 70% of the data relating to serious injuries are recorded in the databases of 
the police. [6]. From the point of view of data deficiency, too, the figures relating to 
fatal injuries can be considered as the most complete and reliable ones. Not to mention 
the fact that these are the most tragic consequences of road accidents. 

The uniform definition could eliminate the differences manifested in data deficiency 
[2]. 

The first step taken in this direction has been made by IRTAD (International Road 
Traffic and Accident Database, the accident and road traffic database of the OECD 
countries) with the introduction of the definition of the “hospitalized person”. This 
referred to injured who spent minimum 24 hours in hospital. [3]. (Today you may 
already know that besides its benefits it wasn’t precise enough and did not really 
spread).  

It seems increasingly that only a reliable, professional national public health database 
can provide a complete picture on the data relating to the injured of the road accidents.   

4. Brief information about the AIS scale  
To encode the severity of injuries the following codes are used in the AIS 2005 [1] 
updated in 2008 (Table 1.): 

Table 1: AIS code and description 

               AIS code description 
1 Minor (slight, insignificant) 
2 Moderate (moderate) 
3 Serious (serious) 
4 Severe (very serious) 
5 Critical (dangerous, life-threatening) 
6 Maximal (fatal, life-incompatible) 

The common EU-wide definition that until now has been adopted by all organizations 
(the EU High Level Group, IRTAD, ETSC, etc.) is the  

MAIS3+, 

i.e. all number 3 values or those beyond this according to the Maximum Abbreviated 
Injury Scale (MAIS). 
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In our view this definition is not precise enough 

On the one hand, it includes the AIS6 value, too, which practically means those who 
died on the spot. Thus, there is an inconsistency (overlapping) in the definition and at 
least a theoretical risk that the fatal victims are taken into account twice.  

On the other hand, the interval is open from one side and closed from the other side 
which is inconsistent in our opinion.  

We consider that the precise definition of serious injuries can range from MAIS3 to 
MAIS5.  

Based on the above the EU has defined the following tasks: 
• In 2014 the member states have to make arrangements for being prepared for 

the use of the new definition 
• In 2015 the member states have to provide information concerning the first, 

serious injury data 

Subsequently the EU sets a numerical target and determines a strategy for reducing 
the number of serious injuries between the years 2015 and 2020.  
The Forum of European Road Safety Research Institutes (FERSI) established a working 
group called the “Severely injured road users in crash statistics” when recognized the 
challenges of the tasks and the existing gaps of the research. Dr. Péter HOLLÓ is 
member of this group. 

According to our information the EU received the so-called “position paper” well and 
is ready to cooperate with FERSI in solving the existing problems in the field.  

It’s definitely worth mentioning that an ongoing EU project is just aimed at creating a 
uniform European system in order to record the injured persons’ data in a professional 
and reliable way [10].  

This is the JAMIE (Joint action on monitoring injuries in Europe) project, which will 
be completed by mid 2014. As we are informed not even the suggested whole data 
content (FDS) will include the data describing the injury’s severity. The National Health 
Development Institute is representing Hungary in the consortium.  

The EU High Level Group deems that the following solutions are feasible to resolve 
the outlined tasks: 

• Further collection of police data, application of correction factors to estimate 
the real number of the injured, 

• Collection of the data at hospitals using the MAIS codes. 
• Linking the two data sources (police and hospitals).  

In our opinion the first solution may only be a temporary one and determining the 
correction factors must be based on a representative sample. It goes without saying that 
data recorded by the police forming the bases of numerous activities are still very much 
needed. (Limitations: underreporting, not always precisely defined accident causes, etc.) 
This may be the reality in the near future.   

The second solution requires the establishment of the collection system of the national 
health data and professional application of the AIS codes. To our knowledge this cannot 
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be expected in the near future in Hungary. Without the collection of former police data 
this is not sufficient either. 

The third option gives the optimal long-term solution providing the most complete 
picture about the seriously injured. In most countries linking of the two datasets cannot 
be done by using the name of the injured person (protection of personality rights) which 
complicates this process.  

Close co-operation and common work of the police and hospitals (moreover, of the 
polyclinics and family physicians) are indispensable for preparing precise statistics.  

No “medical” accomplishment can be expected from the police officer arriving at the 
scene of an accident to determine on the basis of what has been witnessed the severity 
of an injury. While having an almost permanent contact with the police, neither a 
doctor’s working time nor the intensive stress of work allow to harmonize the number 
and severity of the injuries.  Co-operation between these two work-fields needs 
necessarily the development of such an information background that would allow the 
simple, fast but the more accurate recording.  

Currently there are only a few EU member states that have the data meeting all the 
requirements (Sweden, the Netherlands, Austria, etc.) 

In some countries helped by the appropriate algorithms the ICD codes are 
transformed into AIS, or MAIS codes, which is also a possible solution [8].  

5. Challenges 
The EU expectations for 2014, such as the new uniform definition, too, seem somewhat 
premature. See some challenges which can be outlined already now:  

 
 The definition should be clarified. 
 Development of a national public health database containing also the severity 

data needs much time and expenditure. It requires the increased co-operation of 
the ministry of health and home affairs.  

 It is not decided yet whether the overburdened health workers should be 
involved in the encoding process, or is there any other idea to solve the 
problem. (The application requires a high level expertise.) Universities, 
research institutes could come into question.  

 The quantified target for reducing the number of seriously injured can be 
developed only if it is known already the real number of the occurrence of 
serious injuries.  

Overall it may be concluded that co-ordinated measures are needed which have to 
cover the division of responsibilities, collaboration, legislation, enforcement and even 
many other areas.  
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Abstract: Due to its rapid spread, Internet has now outgrown the address space 
provided by IPv4. The transition to the new IPv6 protocol is extremely slow. 
The different transition techniques are intended to facilitate the transition to 
the new version of Internet Protocol. The NAT64 transition technique is one 
of the most suitable solutions. In this paper, both the performance and the 
stability of two NAT64 gateway implementations are examined by ICMP, 
TCP and UDP protocols. The tested two free implementations, the TAYGA 
on the Linux system and the PF of the OpenBSD system can be effectively 
used in a production environment, and can facilitate the deployment of the 
IPv6 protocol. 

Keywords: NAT64, TAYGA, PF, performance, stability 

1. Introduction 
Due to the exhaustion of the IPv4 address pool [1], the internet service providers will not 
be able to provide IPv4 addresses to their customers in the near future. The application of 
the new version of the Internet Protocol, the IPv6 can provide practically infinite number 
of addresses for the huge number of Internet-enabled devices. The specification of the 
IPv6 protocol exists since 1998 [2], but the widespread application of it is still pending. 
While the IPv6 protocol can solve the address exhaustion problem, the application of the 
new protocol raises another problem. Because of the different IP header structure and 
addressing scheme, the direct communication between an IPv4 and IPv6 hosts is 
impossible. The most important hindering factor of the rapid deployment of the IPv6 
protocol is the combination of this incompatibility and the huge number of the installed 
IPv4 only devices. To solve this problem and speed up the IPv6 widespread 
implementation one can use the so called IPv6 transition techniques. These techniques 
enable the communication between hosts in a mixed IPv4 and IPv6 network. Over the 
years several transition techniques have been developed. According to the authors’ 
opinion, the combination of a DNS64 [3] server and a NAT64 [4] gateway is currently 
one of the most useful techniques to speed up the IPv6 deployment. The appropriate 
choice of high performance and very stable DNS64 and NAT64 implementations can be 
crucial for the service providers. This paper deals with the stability and performance of 
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two different open source NAT64 implementations with the three most important 
protocols over: ICMP, UDP and TCP. 

The remainder of this paper is organized as follows: first, the operation of the 
DNS64+NAT64 solution is described, second, TAYGA under Linux and Packet Filter of 
OpenBSD are introduced, third, the NAT64 performance and stability research results are 
surveyed, fourth, the description of the test network and the testing method of each 
protocols are given, fifth, the test results are introduced, sixth, our results are summarized 
and discussed, and finally, our conclusions are given. 

2. The DNS64 and NAT64 transition techniques 
In the current phase of the IPv6 deployment it is a very important task to provide 
connectivity between an IPv6 only client and an IPv4 only server. To solve this problem 
one can use the DNS64+NAT64 combination. DNS64 is an extension of the DNS server, 
and NAT64 is similar to the “normal” Network Address Translation [5] process, but with 
address family translation. The operation of DNS64+NAT64 is shown in Fig. 1. 

The explanation of the communication process is the following: 

 Step 1: The IPv6 only client sends a query to its name server about the IPv6 
address of the destination server with the DNS name of the server (query the 
AAAA record [6] of the destined server). 

 Step 2: The DNS64 server tries to resolve the DNS name. 

 Step 3: 
 If the DNS server resolves the given name to an IPv4 address, but not 

IPv6: The DNS64 server generates an answer with an AAAA record 
with a synthesized IPv6 address. This IPv6 address contains the given 
IPv4 address of the server at the last 32 bits, while the first 96 bits can 
be a network specific prefix or the NAT64 well-known prefix. This 
special IPv6 address is called IPv4-Embedded IPv6 Address. 

 If the DNS server could resolve the given name to an IPv6 address (the 
given name has an AAAA resource record) then the DNS64 server acts 
as normal. (This case is not shown in the figure.) 

 Step 4: The DNS64 server sends back as an answer for the query of its client. 

 Step 5: The client sends the IPv6 packet through its (NAT64) gateway. 

 Step 6: 
 If the destination address of the packet contains the special prefix, the 

gateway knows that the IPv6 packet is destined to an IPv4 server. The 
NAT64 gateway makes a stateful network address and address family 
translation between IPv6 and IPv4 and sends the resulted IPv4 packet 
to the IPv4 only server with its own public IPv4 address as source 
address. The NAT64 gateway needs to have both IPv4 and IPv6 
addresses, to make this process happen. 
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 If the destination address of the packet does not contain the prefix, the 
gateway forward the packet normally to its next hop. (This case is not 
shown in the figure.) 

 Step 7: The IPv4 only server sends its answer to the IPv4 address of the NAT64 
gateway. 

 Step 8: The NAT64 gateway assembles the IPv6 version of the received packet 
using the payload of the IPv4 packet and its own state table and then sends the 
IPv6 packet to the originating client. 

The whole process is intended to be transparent for the client computer. This IPv6 
transition solution is compatible with the majority of the wide spread application layer 
protocols that work in client-server model (e.g. HTTP, SMTP, POP3, IMAP4, SSH, etc.) 
but it has issues with those protocols that transfer IP addresses (e.g. FTP, SIP) and usually 
does not work with peer-to-peer applications (e.g. BitTorrent), see: [7], [8] and [9]. 

For a more detailed but still easy to follow introduction to DNS64+NAT64, see [10] 
and for the most accurate and detailed information, see the relating RFCs [3] and [4]. 

IPv6

CLIENT

DNS64 DNS

WEB

SERVER

NAT64

3. A 192.0.2.14. AAAA 64:ff9b::c000:201

1. h2.example.com ?
2. h2.example.com ?

6. Packet to 192.0.2.1

IPv4

7. Answer from 192.0.2.1

 
Figure 1. Operation of DNS64+NAT64 (Based on: [11])  

3. The examined NAT64 implementations 

3.1. TAYGA 

TAYGA [12] is a free stateless NAT64 implementation for Linux under GPLv2 license. 
The main goal of its developers was to provide a production quality NAT64 service where 
a dedicated NAT64 device would be overkill. The latest release of TAYGA is 0.9.2. 
According to its authors, TAYGA could never come close to offering the power and 
flexibility available in the packet filter of Linux (iptables), so instead TAYGA turns IPv6 
into IPv4 in the most transparent manner possible, allowing existing IPv4-only tools to 
be used to further manipulate sessions flowing through it. It means that by itself it can 
create only a one-to-one mapping between IPv6 and IPv4 addresses. For this reason 
TAYGA is used together with a stateful NAT44 packet filter (iptables under Linux): 
TAYGA maps the source IPv6 addresses to different IPv4 addresses from a suitable size 
of private IPv4 address range, and the stateful NAT44 packet filter performs an SNAT 
(Source Network Address Translation) from the private IPv4 addresses to the public IPv4 
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address of the NAT64 gateway. In the reverse direction, the stateful NAT44 packet filter 
“knows” which private IPv4 address belongs to the reply packet arriving to the IPv4 
interface of the NAT64 gateway. After the NAT44 translation, TAYGA can determine 
the appropriate IPv6 address using its one-to-one address mapping and then it rewrites 
the packet to IPv6. To work with TAYGA, a suitably large private IPv4 dynamic address 
pool should be provided. 

Packet Filter, PF 
The Packet Filter was introduced in the OpenBSD system in 2001. PF is a very popular 
firewall application in the BSD systems. The PF of OpenBSD supports stateful and 
stateless mode at the same time. It supports various types of packet manipulation, and it 
supports IPv4 and IPv6 stateful NAT for many years. Since OpenBSD 5.1 it supports 
stateful NAT64, too [13]. Stateful behaviour means that it does not need the help of a 
stateful NAT44 packet filter to work as a complete NAT64 gateway. This nature of PF 
can speed up the NAT64 translation. 

4. A Short Survey of the Current Research Results 
Though NAT64 is addressed in high number of current research papers, only a relatively 
few of them deals with the performance analysis of its different implementations. For 
example, [14] gives a good summary of the NAT64 papers until 2012 and it states that 
“two papers were found that deal with NAT64 performance issues”.  And also many of 
those that deal with the performance of NAT64 implementations do it in the way that they 
examine the performance of a given NAT64 implementation together with a given 
DNS64 implementation. For instance, they measure the performance of the TAYGA 
NAT64 implementation with the TOTD DNS64 implementation in [15]. The authors of 
two other papers [16] and [17] measure the performance of the Ecdysis NAT64 
implementation, which uses its own DNS64 implementation. However, we have already 
shown that as DNS64 and NAT64 are two distinct services, they may be and thus should 
be analyzed separately to be able to choose the best suiting implementations for 
someone’s purposes [18]. We have published our first results on the separate performance 
analysis of the TAYGA NAT64 implementation and of the BIND DNS64 implementation 
in [19]. Later on, we compared the performance of the BIND and TOTD DNS64 
implementations under Linux, OpenBSD and FreeBSD in [20]. We tested the stability 
and the performance of the TAYGA and of the PF NAT64 implementations using ICMP 
in [18]. The aim of our current research it to test their stability and compare their 
performance using also TCP and UDP protocols, as they are used over IP in real life 
applications. 

5. The test environment for the NAT64 performance measurements 

5.1. The topology of the test network 

The test network was built up in the Infocommunications Laboratory of the Department 
of Telecommunications, Széchenyi István University. The topology of the network is 
shown in Fig. 2. All of the network elements were connected with 1000Base-TX network 
connections. For this purpose, a 3Com Baseline 2948-SFP switch was used. The 
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responder computer can be seen on the top of the figure. The role of the computer was to 
answer all of the measurement traffic destined to it. For this reason, a high performance 
workstation computer was used for this role. The central element of the network is the 
NAT64 server. This gateway was built from the lowest performance computer in the 
laboratory, because serious overload situation was necessary during the measurement 
process. In the bottom of the picture eight pieces of high performance test clients are 
shown. These workstation computers played the role of the high number of clients during 
the different test scenarios. 

Dell Precision 490

8x Dell Precision 490

192.168.100.111/24

192.168.100.233/24

fdb9:a0ab:af17:ffff::1/64

fdb9:a0ab:af17:ffff::112/64 fdb9:a0ab:af17:ffff::119/64

Pentium III  Celeron 900MHz

. . .

responder

10.0.0.0/8

NAT64 
gateway

Client computers

3com Baseline 2948‐
SFP Plus switch 

 
Figure 2. Topology of the test network 

5.2. The hardware configuration of the computers 

The configuration of the responder computer was the following: 

 DELL 0GU083, Intel 5000X chipset mainboard 

 Two Dual Core Intel(R) Xeon(R) CPU 5160 3.00GHz dual core microprocessors 

 4x1 GB 533 MHz DDR2 SDRAM (quad channel) 

 Broadcom NetXtreme BCM5752 Gigabit Ethernet PCI Express network card 

 Debian 6.0.7 
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 KDE 4.4.5 graphic environment 

The configuration of the NAT64 gateway computer was the following: 

 Intel D815EEA2 mainboard 

 900 Intel Pentium III (Coppermine) microprocessor 

 256 MB, 133 MHz SDRAM 

 Two 3Com 3c940 Gigabit Ethernet PCI network cards 

The configuration of all of the client computers was the following: 

 DELL 0GU083, Intel 5000X chipset mainboard 

 Two Dual Core Intel(R) Xeon(R) CPU 5140 2.33GHz dual core microprocessors 

 4x1 GB 533 MHz DDR2 SDRAM (quad channel) 

 Broadcom NetXtreme BCM5752 Gigabit Ethernet PCI Express network card 

 Debian 6.0.7 

5.3. The software configuration of the computers 

The NAT64 gateway performance was monitored with the commands as seen in Figures 
3 and 4. The settings of the network interfaces are shown in Figures 5, 6 and 7. 

dstat ‐t ‐c ‐m ‐l ‐p ‐‐unix ‐‐output load.txt 

Figure 3. NAT64 gateway computer performance monitoring on Linux system 

vmstat –w 1 > load.txt 

Figure 4. NAT64 gateway computer performance monitoring on OpenBSD system 

The settings of the TAYGA on Linux are shown in Fig. 8. The starting of TAYGA was 
automatized with a shell script. The script is shown in Fig. 9. The NAT64 function was 
enabled on the OpenBSD system in a modification in the /etc/pf.conf file as shown in 
Fig. 10. 
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#Internal 
auto eth0 
iface eth0 inet6 static 
address fdb9:a0ab:af17:ffff::1 
netmask 64 
up sleep 1 
up echo 0 > /proc/sys/net/ipv6/conf/eth1/autoconf 
up echo 0 > /proc/sys/net/ipv6/conf/eth1/accept_ra 
post‐up sleep 1 
post‐up /root/nat64‐config.sh 
 
#External 
auto eth1 
iface eth1 inet static 
address 192.16.100.233 
netmask 255.255.255.240 
gateway 192.168.100.1 
 
pre‐up echo 1 > /proc/sys/net/ipv6/conf/all/forwarding 

Figure 5. Network interface settings in the /etc/network/interfaces file on the 

Linux system 

inet 192.168.100.233 255.255.255.0 
!route add –inet 10.0.0.0/8 192.168.100.111 

Figure 6. External network interface settings in the /etc/hostname.sk0 file on the 

OpenBSD system 

inet6 fdb9:a0ab:af17:ffff::1 64 

Figure 7. Internal network interface settings in the /etc/hostname.sk1 file on the 

OpenBSD system 

tun‐device nat64 
ipv4‐addr 172.16.0.1 
prefix fdb9:a0ab:af17:ffff:ffff:ffff::/96 
dynamic‐pool 172.16.0.0/12 
data‐dir /var/db/tayga 

Figure 8. TAYGA settings in the /usr/local/etc/tayga.conf file 

On the responder computer, all of the IP traffic destined to the 10.0.0.0/8 network were 
redirected to the local address of the Ethernet interface of the computer with iptables 
command as seen on Fig. 11. 
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#!/bin/bash 
tayga ‐‐mktun 
ip link set nat64 up 
 
#Private IPv4 address space for stateless NAT 
ip addr add 172.16.0.1 dev nat64 
ip route add 172.16.0.0/12 dev nat64 
 
#For NAT64 unique local IPv6 address space 
ip addr add fdb9:a0ab:af17:ffff::2 dev nat64 
ip route add fdb9:a0ab:af17:ffff:ffff:ffff::/96 dev nat64 
tayga 
 
#Enable packet forwarding 
echo 1 > /proc/sys/net/ipv4/ip_forward 
echo 1 > /proc/sys/net/ipv6/conf/all/forwarding 
 
#Enable stateful NAT44 
iptables ‐t nat ‐A POSTROUTING ‐o eth0 ‐j MASQUERADE 
 
#The used addresses are routed to the responder 
ip route add 10.0.0.0/8 via 192.168.100.111 

Figure 9. The nat64‐config.sh shell script on Linux system 

set limit states 40000 
pass in on sk1 inet6 from any to fdb9:a0ab:af17:ffff:ffff:ffff::/96 \ 
  af‐to inet from 192.168.10.233 

Figure 10. The /etc/pf.conf settings on OpenBSD system 

iptables ‐t nat ‐A PREROUTING ‐d 10.0.0.0/8 ‐j DNAT \ 
  ‐‐to‐destination 192.168.100.111 

Figure 11. iptables settings on the responder computer 

6. The measurement process and scripts 

6.1. ICMP 

Responder 
During the preliminary measurements, some fluctuations were experienced in the load of 
the NAT64 gateway. This behavior was caused by the limited size of the connection 
tracking table on the responder computer. This problem could be solved with two 
methods. First, the size of the table could be drastically increased. Second, the timeout 
value of a record in the table could be decrease to a low value. For the measurements, the 
second solution was chosen. It is shown on Figure 12. 
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echo 1 > /proc/sys/net/netfilter/nf_conntrack_icmp_timeout 

Figure 12. Setting the timeout value of ICMP packets to 1s in the conntrack table 

Client computers 
All of the measurements were made with 1, 2, 4 and 8 client computers simultaneously. 
The measurement of the execution time and the starting of the experiment was initiated 
with the command line on the Fig. 13. The synchronized start of the scripts on the client 
computers were done by using the “Send Input to All Sessions” function of the Konsole 
terminal program of the KDE graphical environment on a separated “controller” 
computer. 

~# /usr/bin/time –f "%" –o runtime –a ./icmptest.sh experiment_ID 

Figure 13. Starting the measurement 

The test script is shown in figure 14. 

#!/bin/bash 
mkdir $1 
i=`cat /etc/hostname | grep ‐o .$` 
for b in {0..255} 
do 
  mkdir $1/$b 
  for c in {0..248..8} 
  do 
    ping6 ‐c10 ‐i0  fdb9:a0ab:af17:ffff:ffff:ffff:10.$i.$b.$c \ 
      >> $1/$b/nat64p‐10‐$i‐$b‐$c & 
    ping6 ‐c10 ‐i0  fdb9:a0ab:af17:ffff:ffff:ffff:10.$i.$b.$((c+1)) \ 
      >> $1/$b/nat64p‐10‐$i‐$b‐$((c+1)) & 
    ping6 ‐c10 ‐i0  fdb9:a0ab:af17:ffff:ffff:ffff:10.$i.$b.$((c+2)) \ 
      >> $1/$b/nat64p‐10‐$i‐$b‐$((c+2)) & 
    ping6 ‐c10 ‐i0  fdb9:a0ab:af17:ffff:ffff:ffff:10.$i.$b.$((c+3)) \ 
      >> $1/$b/nat64p‐10‐$i‐$b‐$((c+3)) & 
    ping6 ‐c10 ‐i0  fdb9:a0ab:af17:ffff:ffff:ffff:10.$i.$b.$((c+4)) \ 
      >> $1/$b/nat64p‐10‐$i‐$b‐$((c+4)) & 
    ping6 ‐c10 ‐i0  fdb9:a0ab:af17:ffff:ffff:ffff:10.$i.$b.$((c+5)) \ 
      >> $1/$b/nat64p‐10‐$i‐$b‐$((c+5)) & 
    ping6 ‐c10 ‐i0  fdb9:a0ab:af17:ffff:ffff:ffff:10.$i.$b.$((c+6)) \ 
      >> $1/$b/nat64p‐10‐$i‐$b‐$((c+6)) & 
    ping6 ‐c10 ‐i0  fdb9:a0ab:af17:ffff:ffff:ffff:10.$i.$b.$((c+7)) \ 
      >> $1/$b/nat64p‐10‐$i‐$b‐$((c+7)) 
  done 
done 

Figure 14. icmp-test.sh shell script 

Each client sent 256*256*10=655360 ICMP Echo request packets to 256*256=65536 
different destination IP addresses during one experiment. The body of the cycle contains 
8 ping commands which were started concurrent. With the 8 simultaneous commands, we 
were able to provide sufficiently large load on the NAT64 gateway. 
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6.2. TCP 

Responder 
On the responder computer, the Apache 2 web server was used to respond the queries 

sent over TCP. The Apache 2 web server was installed from the Debian repository by the 
apt‐get command. The preparation of the files with different sizes was made by the dd 
command. For example to generate a 100 byte long file, the following command line was 
used:  

dd if=/dev/zero of=/var/www/file bs=100 count=1 

The timeout value of the TCP records in the connection tracking table was decreased 
to 1s by issuing the following command: 

 echo 1 > /proc/sys/net/netfilter/nf_conntrack_tcp_timeout_time_wait 

Client computers 
In this case the tcp256.sh shell script was started synchronously, similarly to the ICMP 
measurement. The tcp256.sh script is shown in Fig. 15. 

The tcp.sh script was invoked 256 times by the tcp256.sh script. The tcp.sh script 
was responsible for downloading the files from the responder computer. The two scripts 
downloaded altogether 256*256=65536 files from 65536 IP addresses. The tcp.sh script 
is shown in Fig. 16. 

#!/bin/bash 
i=`cat /etc/hostname | grep ‐o .$` 
for b in {0..255} 
do 
    mkdir $1/$b   
    /usr/bin/time ‐f "%e" ‐o output.txt ‐a ./tcp.sh $i $b $1 
done 

Figure 15. tcp256.sh shell script 

#!/bin/bash 
for c in {0..255} 
do 
  wget ‐m http://[fdb9:a0ab:af17:ffff:ffff:ffff:10.$1.$2.$c]/file \ 
    ‐P $3/$2 
done 

Figure 16. tcp.sh shell script 
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6.3. UDP 

6.4. Network 

For the UDP measurements, the OpenVPN software with UDP VPN tunnel was 
selected. The logical network diagram is shown in Fig. 17. The Responder computer 
played the role of the OpenVPN server, while all of the Client computers were the clients 
of the OpenVPN server. 

Responder

Client 1

Client 8

NAT64 gatewayVPN Virtual interface

VPN Virtual interface

VPN Virtual interface

172.16.0.1/16

fdb9:a0ab:af17:ffff::112/64

fdb9:a0ab:af17:ffff::119/64
172.16.0.28/16

172.16.0.21/16

..
.

192.168.100.111/24

192.168.100.233/24 fdb9:a0ab:af17:ffff::1/64

UDP6UDP

IPV4 network

IPV6 network

Apache http server

UDP 
channel

 
Figure 17. Network diagram of the UDP measurement  

6.5. Responder 

The OpenVPN server was installed from the Debian repository by the apt‐get 
command. For the working OpenVPN environment, the following tasks were performed: 

 Step 1: Editing the /usr/share/doc/openvpn/examples/easy‐rsa/2.0/vars 
file, according to Fig. 18. 

 Step 2: Creation of the /etc/openvpn/keys directory with the mkdir command. 

 Step 3: Copying the openssl.cnf, whochopensslcnf, and pkitool files from 
the /usr/share/doc/openvpn/examples/easy‐rsa/2.0/ to the newly created 
/etc/openvpn/keys directory by cp command. 

 Step 4: Building the certificate authority by issuing the commands on Fig. 19. 

 Step 5: Creating the certificates by issuing the commands on Fig. 20. 

 Step 6: Copying the ca.crt, dh1024.pem, server.crt and server.key files to 
the /etc/openvpn/ directory. 

 Step 7: Extraction of the /usr/share/doc/openvpn/examples/sample‐
configfiles/server.conf.gz file into the /etc/openvpn directory and 
modifying the server.conf, according to Fig. 21. 
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export KEY_COUNTRY=”HU”  
export KEY_PPROVINCE=”GYMS”  
export KEY_CITY=”GYOR”  
export KEY_ORG=”TILB”  
export KEY_EMAIL=openvpnadmin@tilb.sze.hu 

Figure 18. Modification of the /usr/share/doc/openvpn/examples/easy‐
rsa/2.0/vars file 

. /usr/share/doc/openvpn/examples/easy‐rsa/2.0/vars 

. /usr/share/doc/openvpn/examples/easy‐rsa/2.0/clean‐all 

. /usr/share/doc/openvpn/examples/easy‐rsa/2.0/build‐ca 

. /usr/share/doc/openvpn/examples/easy‐rsa/2.0/build‐dh 

Figure XVIX. Creating the Certificate Authority 

cd /usr/share/doc/openvpn/examples/easy‐rsa/2.0/ 
./build‐key‐server server 
./build‐key client 

Figure 20. Creating the certificates 

proto udp 
dev tun 
server 172.16.0.0 255.255.0.0 
duplicate cn 
group 
nogroup 

Figure 21. The modifications of the /etc/openvpn/server.conf file 

6.6. Clients 

The OpenVPN clients were installed from the Debian repository by the apt‐get 
command. For the working OpenVPN environment, the following tasks were performed: 

 Step 1: Copying the client.crt, ca.crt, client.key files from the 
/etc/openvpn/keys/ directory of the responder computer into the 
/etc/openvpn/ directory of the client computers. 

 Step 2: Copying the /usr/share/doc/openvpn/examples/sample‐
configfiles/client.conf file into the /etc/openvpn/ directory and 
modifying it, according to Fig. 22. 

dev tun 
proto udp6 
remote fdb9:a0ab:af17:ffff:ffff:ffff:192.168.100.111 

Figure 22. The modifications of the /etc/openvpn/client.conf file 

In this case the udp256.sh shell script was started synchronously on the client computers, 
similarly to the ICMP and TCP measurements. The udp256.sh script is shown in Fig. 23. 



S. Répás et al. – Acta Technica Jaurinensis, Vol. 7., No. 4., pp. 404-427, 2014 

416 

The udp.sh script was invoked 64 times by the udp256.sh script. The udp.sh script 
was responsible the downloading of the files from the responder computer, see Fig. 24. 
The core of the “for” cycle downloaded four files parallel. The two scripts downloaded 
altogether 64*256=16384 files from the same IP address. 

#!/bin/bash 
mkdir $1 
for b in {0..63} 
do 
  /usr/bin/time ‐f "%e" ‐o output.txt ‐a ./udp.sh $b $1 
done 

Figure 23. udp256.sh shell script 

#!/bin/bash 
for c in {0..252..4} 
do 
  wget http://172.16.0.1/file ‐P $2/$1/$c & 
  wget http://172.16.0.1/file ‐P $2/$1/$((c+1)) & 
  wget http://172.16.0.1/file ‐P $2/$1/$((c+2)) & 
  wget http://172.16.0.1/file ‐P $2/$1/$((c+3)) 
done 

Figure 24. udp.sh shell subscript 

7. NAT64 performance results 

7.1. ICMP 

TAYGA 
The results can be found in Table 1. Row 1 shows the number of clients that executed the 
test script. (The load of the NAT64 gateway was proportional to the number of the 
clients.) The packet loss ratio is displayed in the second row. Rows 3, 4 and 5 show the 
average, the standard deviation and the maximum values of the response time (expressed 
in milliseconds), respectively. The following two rows show the average and the standard 
deviation of the CPU utilization of the test computer. The last row shows the number of 
forwarded packets per seconds. 

Table 1. TAYGA, ICMP NAT64 performance 

1 Number of clients 1 2 4 8 

2 Packet loss (%) 0.002 0.003 0.005 0.007 
3 Response time (ms) average 1.67 3.65 7.42 28.47 
4 std. deviation 0.56 0.94 1.70 9.21 
5 maximum 30.00 34.70 52.40 87.24 
6 CPU utilization (%) average 88.89 95.64 99.55 100.00 
7 std. deviation 2.16 1.77 0.89 0.00 
8 Traffic volume (packets/s) 3825 3928 4097 4128 
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Evaluation of the results: 

 The packet loss ratio was slightly increased with higher traffic. With one client 
the NAT64 gateway produced 0.002% packet loss, whereas with 8 clients it was 
0.007% packet loss. 

 The CPU utilization was very high on the gateway even with one client. With 2 
and 4 clients the behavior of the system remained predictable and the averages 
of the response times were only slightly more than doubled (3.65/1.67=2.19; 
7.42/3.65=2.03). With 8 clients, the system remained stable, but the average 
CPU usage reached the 100%, while the average of the response times was 
almost four fold (28.47/7.42=3.84).  

 The number of served queries were increased while the gateway computer had 
free CPU capacity. When the CPU usage reached the 100%, the response time 
increased unexpectedly. 

Packet Filter 
The results can be found in Table 2. Evaluation of the results: 

 The packet loss rate was always very low. 

 Due to the doubling of the load on the NAT64 gateway, the response time ratios 
were as follows: 0.7/0.48=1.45; 1.43/0.7=2.04; 3.19/1.42=2.23. The CPU 
utilization increased with more clients, but the system remained stable in the 
serious overload situation with 8 clients. 

 The number of served queries increased while the gateway computer had free 
CPU capacity. From 1 to 2 clients, there was 64.13% increase in the number of 
answered queries, whereas from 2 to 4 clients there was 22.73% increase. With 
8 clients, the NAT64 gateway reached its maximum capacity, the CPU usage 
was close to 100%, and the number of served queries showed only a slight 
increase (4.35%). 

Table 2. PF, ICMP NAT64 performance 

1 Number of clients 1 2 4 8 

2 Packet loss (%) 0.001 0.002 0.007 0.008 
3 Response time (ms) average 0.48 0.70 1.43 3.19 
4 std. deviation 0.22 0.46 0.77 1.15 
5 maximum 21.30 30.50 44.00 43.40 
6 CPU utilization (%) average 49.86 77.23 91.17 96.47 
7 std. deviation 6.64 3.91 1.82 1.51 
8 Traffic volume (packets/s) 8536 14010 17195 17944 

Comparison of the ICMP results 
Comparing the performance results with ICMP packets of TAYGA and PF, we can state 
the followings: 
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 With one client, the throughput of PF is significantly higher than that of 
TAYGA: 8536/3825=223.16%, in addition to that, PF reaches this performance 
with significantly lower usage of the CPU. With 2, 4 and 8 clients the ratios of 
the throughputs of the two implementations are: 14010/3928=356.67%; 
17195/4097=419.69%; 17944/4128=436.69%. (Fig. 25.) 

 A similar phenomenon could be seen with the average response times: 
1.67/0.48=3.48; 3.65/0.7=5.21; 7.42/1.42=5.23; 28.47/3.19=8.92 (Fig. 26.). 

 In addition, the maximum values of the response times of PF are better, too. 

 
Figure 25. ICMP throughput comparison (higher is better) 

 
Figure 26. ICMP response time comparison (lower is better) 

7.2. TCP 

The performance measurements of the two NAT64 gateway implementations with TCP 
protocol were done by using 8 different file sizes. This method generated 8 times more 
data. It is more practical to interpret these results with graphs. 

TAYGA 
The average number of served queries can be seen on Fig. 27. The horizontal axis (x) 
shows the size of the files. The sizes were doubled during the measurements from 100 to 
12800 bytes. The vertical axis (y) shows the throughput of the NAT64 gateway (files/sec), 
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whereas the graph depth (z) corresponds to the number of clients. In the intersection 
points of different values of the x and z axes, the y values show that how many files with 
a given size and at a given number of clients the system was able to serve. The average 
of the response times and the average values of the CPU utilization are shown on Figures 
28 and 29, respectively. Evaluation of the results: 

 With one client, the CPU utilization is strictly increasing from 55% to 75% in 
the 100 – 12800 bytes file size range. The system was able to serve nearly the 
same number of files of size from 100 to 3200 bytes. Then the curve started to 
break down slowly, with 6400 bytes it served by 21.51% less and with 12800 
bytes it served by 25.8% less than with the previous size (see Fig. 27). 

 With two clients, the CPU still had free capacity, thus the response time just 
slightly increased, the system remained stable. The throughput of the system 
with 100 bytes files increased by 683/405=68.64% compared to one client. 
But with 12800 byte files, this difference is only 292/233=25.32%. 

 With 4 and 8 clients, the system does not have free capacity, thus the response 
times are increasing continuously. 

 
Figure 27. Number of transferred files per second by TAYGA NAT64 gateway with TCP 

protocol 

 
Figure 28. Average download time of 256 files with TAYGA and TCP protocol 
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Figure 29. Average CPU utilization with TAYGA 

PF 
The number of served queries, the average of the download times and of the CPU 

utilization are shown on Figures 30, 31 and 32, respectively. Evaluation of the results: 

 With one client, the utilization of the CPU is 18.82%, and with the maximum 
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Figure 30. Number of transferred files per second by PF NAT64 gateway with TCP 

protocol 

 
Figure 31. Average download time of 256 files with PF 

 
Figure 32. Average CPU utilization with PF 
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Comparison of the TCP results 
Comparing the performance results of TAYGA and PF with transfer via TCP protocol, 
we can state the followings: 

 With one, two and four clients the CPU utilization of PF of OpenBSD was much 
lower than that of TAYGA on Linux system. To serve one client with 100 bytes 
files, PF needs 18.82% CPU time, whereas the TAYGA needs 55.5%. Thus the 
average and maximum values of the transfer times are also better with PF. 

 In download time with 12800 bytes files the advantage of the PF is about 3.5 
times. 

 In serious overload situation, the TAYGA remains stable, where the behavior of 
the PF is unpredictable but its performance is still higher than that of TAYGA. 

7.3. UDP 

TAYGA 
The number of the transferred files, the average of the download times and of the CPU 

utilization are shown on Figure 33, 34, 35, respectively. Evaluation of the results: 

 With one client, the utilization of the CPU is 46.04% and it starts to increase at 
800 bytes long files, and it grows until 70.41% at the end of the range. The 
average values of the download times doubled to the end of the range. With 
larger size of the transferred files the number of them slowly decreases from 644 
to 335, which means -48%. 

 With two clients, the CPU utilization is between 77.85% and 96.28%. Thus the 
average and maximum values of the response times increase from 1600 bytes. 
With larger size of the transferred files the number of them slowly decreases 
from 1228 to 506, which means -59%. 

 With four and eight clients, the response times greatly increase compared to the 
two measurement with two clients. The main cause of this phenomenon is the 
high processor utilization, which is about 100% at the whole range. With four 
and eight clients the number of the transferred files decreases with 61% and 62% 
to the end of the range. 
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Figure 33. Number of transferred files per second by TAYGA NAT64 gateway with 

UDP protocol 

 
Figure 34. Average download time of 256 files with TAYGA 

 
Figure 35. Average CPU utilization with TAYGA 

PF 
The number of the transferred files, the average of the download times and of the CPU 

utilization are shown on Figure 36, 37, 38, respectively. Evaluation of the results: 
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 With one client the utilization of the CPU is 19.47% and it starts to increase at 
800 bytes long files, until 32.35% at the end of the range. The average values of 
the response times increase by 46.87% to the end of the range. With larger size 
of the transferred files the number of them slowly decreases from 747 to 446, 
which means -40%. 

 With two clients, the CPU utilization is between 32.67% and 48.87%. The 
average values of the response times increase by 47% to the end of the range. 
The response times increase by 3.13% through 15% at the whole range compared 
to the one client case, while the number of the transferred files increases by 
92.5% through 95%. 

 With four clients, the utilization of the CPU starts at 59.41% and starts to 
increase between 1600 and 3200 bytes long files, until 75.59% at the end of the 
range. The response times are almost doubled in the range. The response times 
increase by 6.1% at 100 bytes, whereas 26% at 12800 bytes, compared to the 
measurement with two clients, while the number of transferred files increase to 
195.91% with 100 bytes files and 167% with 12800 bytes files.  

 With eight clients, the average utilization of the processor starts at 76.31%, and 
finishes at 82.41%. Comparing with the 4 clients case, the average of the 
response times increases by 37% at 100 bytes, and by 75% at the end of the 
range, while the throughput of the NAT64 gateway increases by 43% and 18%. 

 
Figure 36. Number of transferred files per second by PF NAT64 gateway with UDP 

protocol 
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Figure 37. Average download time of 256 files with PF 

Comparison of the UDP results 
With one client, the PF based NAT64 gateway can transfer by about 20% more files 

then TAYGA at the whole range, with less than the half of the CPU usage of the TAYGA. 
With more clients PF gains even greater superiority over TAYGA. The advantage of PF 
with eight clients in the number of transferred 100 bytes long files is 295% and it is 320% 
with 12800 bytes files. TAYGA used all of its computing power with 4 clients, whereas 
PF cannot reach the 83% with eight clients. Both of the implementations proved their 
stability during the measurements. 

 
Figure 38. Average CPU utilization with PF 
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per second. With the TCP protocol, the dominance of PF is reduced to 3.5 times, which 
is still a significant value. However, PF became unpredictable under very high volume of 
TCP traffic. PF produced its relatively lowest values with UDP traffic, “only” 3.2 times 
outperformed TAYGA on Linux, and remained stable all of the time. 

As for their response times, PF was 8.9 times faster than TAYGA with ICMP protocol at 
the highest load, whereas this proportion was 3.45 with TCP and 3.18 with UDP protocol. 
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