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# A strategy for elliptic curve primality proving 

Gyöngyvér KISS<br>Eötvös Loránd University<br>Budapest<br>email: kissgyongyver@gmail.com


#### Abstract

This paper deals with an implementation of the elliptic curve primality proving (ECPP) algorithm of Atkin and Morain. As the ECPP algorithm is not deterministic, we are developing a strategy to avoid certain situations in which the original implementation could get stuck and to get closer to the situation where the probability that the algorithm terminates successfully is 1 . We apply heuristics and tricks in order to test the strategy in our implementation in Magma on numbers of up to 7000 decimal digits and collect data to show the advantages over previous implementations in practice.


## 1 Introduction

The elliptic curve primality proving (ECPP) algorithm of Atkin and Morain [1] starts from an input probable prime $\mathfrak{n}$ and is called recursively on probable primes of decreasing size in order to reach a probable prime whose primality can be easily verified. In the paper of Atkin and Morain an implementation of the ECPP algorithm is described. Further descriptions can be found in the work of Lenstra, Lenstra [6] and Morain [7]. The aim of one recursive step of these implementations is to find a new probable prime: the input for the next recursive step. As not all numbers are equally suitable, it is useful to produce

[^0]more than one probable prime in one step and select 'the best one'. In this paper we describe an implementation in the Computational Algebra System Magma [2] that applies a strategy to control the selection of the input for the next step. We refer to the original implementations (see in [7], [2]) as ECPP and our modified implementation as Modified-ECPP in the rest of the paper.

This is the second implementation of Modified-ECPP within the confines of a project that, besides investigating different strategies on the 'Downrun', deals with the heuristic running time, and questions and assumptions related to this topic. The details of this project can be found in the work of Farkas, Kallós, Kiss [4], Járai, Kiss [5] and Bosma, Cator, Járai and Kiss [3]. One goal is to replace the actual ECPP implementation that is used in Magma.

In the rest of the paper $\ln ^{k} n$ shall denote $(\ln n)^{k}, \ln \ln ^{k} n$ shall denote $(\ln \ln n)^{k}$, and so on.

## 2 Implementation of ECPP: details and tricks

The description, analysis, and implementation details of ECPP and the theoretical background of the statements below can be found in our paper [3]. Here we give a brief outline.

The input of the algorithm is a large probable prime $n$; this is a positive integer that has passed some probabilistic primality tests. The aim is to provide a proof for its primality.

## Algorithm 1 : ECPP

(P) Starting with $n_{0}=n$, build up a sequence of probable primes $\mathfrak{n}_{0}, \mathfrak{n}_{1}, \ldots, \mathfrak{n}_{l}$, such that $n_{l}$ is small enough for the primality of $n_{l}$ to be recognized easily.
(F) For each of the integers $\mathfrak{n}_{\mathfrak{i}}$ with $\mathfrak{i}=0,1, \ldots, l-1$, build up the elements of the proof (consisting of pairs $\left(\mathrm{E}_{\mathfrak{i}}, \mathrm{P}_{\mathrm{i}}\right)$ of an elliptic curve and a point on it).
(V) Verify that $\mathfrak{n}_{\mathfrak{l}}$ is prime and verify the other steps of the primality proof (by showing that $\mathrm{P}_{\mathfrak{i}}$ has order $\mathfrak{n}_{\mathfrak{i}+1}$ on $\mathrm{E}_{\mathfrak{i}}$ modulo $\mathfrak{n}_{\mathfrak{i}}$ and that $\mathfrak{n}_{\mathfrak{i}+1}$ exceeds $\left(n_{i}^{\frac{1}{4}}+1\right)^{2}$, for $\left.i=l-1, l-2, \ldots, 0\right)$.

In this paper we only deal with stage ( P ). On one hand the other two stages are not a risk in the sense that they always terminate successfully, on the other hand the other stages can be highly parallelized.

Next we describe the stages of algorithm (D), with input set $\mathfrak{n}_{\mathfrak{i} j}, \mathfrak{j}=1 \ldots \mathrm{t}$ briefly; this is part of stage (P), but the actual relation to it is described later on.

## Algorithm 2 : Downrun

(D) For each $\mathfrak{n}_{\mathfrak{i}_{\mathrm{j}}}$, select a set of negative discriminants D that is suitable for $\mathfrak{n}_{\mathfrak{i}_{\mathfrak{j}}}$ such that for integers $\mathfrak{u}$ (determined by D ), $\mathfrak{n}_{\mathfrak{i}_{\mathfrak{j}}}+\mathbf{1 - u}$ is the product of small primes and a probable prime q that exceeds $\left(\sqrt[4]{\boldsymbol{n}_{\mathrm{i}}}+1\right)^{2}$. This is done as follows:
(1) Find a list of discriminants D for each $\mathfrak{n}_{\mathrm{i}_{\mathrm{j}}}$ for which the binary quadratic form $\mathfrak{n}_{i_{j}} x^{2}+B x y+\frac{B^{2}-D}{4 n_{i_{j}}} y^{2}$, where $B^{2} \equiv D \bmod n_{i_{j}}$, provides $\boldsymbol{v}$ with $\boldsymbol{v} \cdot \overline{\mathrm{v}}=\mathfrak{n}_{\mathfrak{i}_{\mathrm{j}}}$ (cf. [3, 6]). Store the pairs ( $\mathrm{D}, \pm \mathfrak{u}$ ) for each $\mathrm{n}_{\mathrm{i}_{\mathrm{j}}}$ where $\mathbf{u}=\mathrm{v}+\overline{\mathrm{v}}$.
(2) From the list of $(\mathrm{D}, \pm \mathbf{u})$ from the previous step, select those for which $\mathrm{m}=\mathfrak{n}_{\mathfrak{i}_{\mathrm{j}}}+1-\mathfrak{u}$ can be factored as $\mathrm{m}=\mathrm{q} \cdot \mathrm{f}$ with q a probable prime exceeding $\left(n_{i_{j}}^{\frac{1}{4}}+1\right)^{2}$ and f is completely factored.
(3) Store the set of tuples $(\mathrm{D}, \mathbf{u}, \boldsymbol{q})$ for each $\mathfrak{n}_{\mathfrak{i}_{j}}$.
(4) From the possible choices of $(\mathrm{D}, \mathrm{u}, \mathrm{q})$ select a subset that will be the input for the next iteration.

An iteration step (D) in our Modified-ECPP differs slightly from an iteration in the original ECPP.

In the original ECPP, in general the $i$-th iteration of $(\mathrm{P})$ consists of running (D) with only one input $n_{i}$ and the outcome is just one $q$. At the first successful $q$, the $\mathfrak{i}$-th iteration returns and $q$ becomes $\mathfrak{n}_{\mathfrak{i}+1}$, the input of the $(i+1)$-th iteration. If there is no new $q$ after running through a predefined discriminant set, it backtracks and returns $\mathfrak{n}_{\mathfrak{i}-1}$ as $\mathfrak{n}_{\mathfrak{i}+1}$. What actually happens after backtracking is that it goes further on the discriminants starting $\left(D_{i+1}\right)$ right after the last successful $D$.
In the case of Modified-ECPP, the $i$-th iteration of ( P ) can have one or more inputs $\mathfrak{n}_{\mathfrak{i}_{j}}$. An initial (D) runs on the input set $\mathfrak{n}_{\mathfrak{i} j}$. This can result in zero, one or more q -s. If there is at least one q , the iteration returns all of them and they become the inputs of the $(i+1)$-th iteration. If there is no new $q$ after processing the discriminants up to certain limits, we select the best from a list of $n_{k}$, the results of the previous iterations. The selected $n_{k}$ becomes the only input of a new run of (D), running on a new set of discriminants, or factoring
the existing m-s harder. Note that this is still the $i$-th iteration. The iteration only returns when there is at least one new $q$ produced. If not ambiguous, we will denote $\mathfrak{n}_{i_{j}}$ with $n_{k}$.

We have chosen this generic way above to describe (D), because it is applicable to both Modified-ECPP that runs more (D)-s on a set of numbers and returns a set of q-s and to ECPP that runs one (D) on one input and either returns the first successful $q$ or backtracks.

### 2.1 Parameters

There are three main parameters that we use in the algorithm to control the Downrun, introduced in the work of Atkin and Morain [1]. As they play a major role in our strategy we describe them here briefly.

Parameter d - In (D1) we select a set of fundamental discriminants D. In order to control the size of this set, we apply an upper bound d on the size of the discriminants. Unlike ECPP, an iteration of Modified-ECPP does not stop at the first successful discriminant, but processes all of them up to d. In stages (D1) and (D2) we need to perform a reduction for essentially every discriminant that is suitable for the current input, as well as a factorization and a primality test on each $m$ and $q$ that were produced processing the suitable discriminants; thus the number of the selected discriminants has a huge impact on the running time.

Parameter s - In stage (D1) we also have to extract the square root of discriminants D modulo $\mathfrak{n}_{\mathfrak{i}}$, which can be done faster if we extract the modular square roots of all the prime divisors of the D-s instead. An upper bound s on the size of the factors of the discriminants can control the size of the set on which we have to perform the root extraction and the size of $s$ also has an effect on the number of the discriminants, as we throw away everything that is not $s$-smooth.

Parameter $b$ - One of the bottlenecks is factoring the m-s, performed in stage (D2). There are two ways to control the running time of the factoring. The first one, mentioned above, is to control the size of the discriminant set through $d$ and $s$; but we can also restrict the set of primes that we use to factor the m -s. The bound on these primes is b .

Most of the ECPP implementations use these parameters as fixed limits. For example in [1], d is taken to be $10^{6}$, for practical purposes.

As we mentioned earlier, Modified-ECPP deals with a set of $q$-s during the Downrun. In our case, we control the size of this set with the above parameters.

The parameters depend on $n_{k}$; by our choice these parameters will all be taken of the form

$$
a \ln ^{c_{1}} n_{k} \ln \ln ^{c_{2}} n_{k}
$$

For this reason, in the rest of the paper $d\left(n_{k}\right), s\left(n_{k}\right)$ and $b\left(n_{k}\right)$ shall denote them. Initially we provide the values $a, c_{1}$ and $c_{2}$ for them. Further on if an iteration does not provide new q -s, backtracking and repetition (when we force the same $n_{k}$ with bigger and bigger parameters) is also possible. In these cases the parameters are increased by multiplying with a constant c , which is also a parameter, while the exponents remain unchanged.

### 2.2 Tricks

Some data used in the algorithm is independent of the choice of $n_{k}$, so it is possible to collect it in advance.

In stage (D1) we need a list of the $s\left(n_{k}\right)$-smooth discriminants up to $d\left(n_{k}\right)$, that will be suitable for $n_{k}$. We check two necessary but not sufficient conditions; Jacobi symbols $\left(\frac{D}{n_{k}}\right)=1$ and $\left(\frac{n_{k}}{p}\right)=1$ for each prime divisor $p$ of $D$, cf. [1], in order to reduce the possibility of failure when reducing the quadratic form in (D1). We will refer to this check further on as the Jacobi symbol filter. We also have to extract the square root of the D-s $\bmod n_{k}$; doing this for the prime divisors of the discriminants will be more efficient as many primes will occur for several discriminants. Both of these points suggest to store the discriminants together with their prime factors and the primes themselves in preprocessed files. For estimation purposes [3] we also need the class number of the discriminants, which will be preprocessed too.

This way we can run through the prime file up to $s\left(n_{k}\right)$, checking $\left(\frac{n_{k}}{p}\right)=1$ and extract the square roots $\bmod \mathfrak{n}_{\mathrm{k}}$, and then collect those discriminants up to $d\left(n_{k}\right)$ which have only appropriate prime divisors and build up the square roots of them after checking $\left(\frac{D}{n_{k}}\right)=1$. We have such a file of discriminants up to $10^{9}$. As our initial value of $d\left(n_{k}\right)$ is

$$
\frac{1}{16 e^{2 \cdot \gamma}} \ln ^{2} n_{k} \ln ^{\ln } \ln ^{-2} n_{k}
$$

running out of discriminants should not be a problem. The primes are collected up to $2.7 \cdot 10^{9}$.
In stage (D2) we have to factor the m -s in order to acquire the input for the next iteration. In our implementation we use Batch Trial Division [3] up to 2.7•10 ${ }^{9}$ and the Pollard $\rho$ method after that. In Batch Trial Division one takes

GCDs of products of number that are to be factored with products of primes, a list of prime products is stored to avoid the time consuming multiplication of primes on the fly. We store pairs of prime products with size $2^{t} \cdot 10^{6}$ where $t=0, \ldots, 12$. If we use factorization limit $b$, the size of the product of the primes up to $b$ is around $e^{b}$. As $2^{2^{t} \cdot 10^{6}} \asymp e^{b}$, we have $b \asymp 2^{t} \cdot 10^{6} \cdot \ln 2$. This way we have a product from 0 up to around $2^{t} \cdot 10^{6} \cdot \ln 2$ and from around $2^{t} \cdot 10^{6} \cdot \ln 2$ up to around $2^{t+1} \cdot 10^{6} \cdot \ln 2$ and they are both of size $2^{t} \cdot 10^{6}$ bits. This is useful, because depending on $b\left(n_{k}\right)$, we just have to find the right place in the file and get the appropriate product. We store pairs to have the possibility to start from 0 if it is the first factoring attempt, or from $2^{t} \cdot 10^{6} \cdot \ln 2$ if we have already tried to factor below that.

### 2.3 Strategy

The detailed theoretical background of the strategy that the program uses is described in [3]. Here we list the most important notation and facts.

By $e_{k}=e\left(s\left(n_{k}\right), d\left(n_{k}\right)\right)$ we denote the number of m-s that we gain in stage (D2) after processing a set of $s\left(n_{k}\right)$-smooth discriminants up to $d\left(n_{k}\right)$. The expected value of $e_{k}$ is

$$
\bar{e}\left(s\left(n_{k}\right), d\left(n_{k}\right)\right)=\sum_{D} \frac{1}{h(D)},
$$

where $h(D)$ denotes the class number of discriminant $D$.
After applying the Jacobi symbol filter, that uses arithmetic properties of $n_{k}$ and its prime factors, this expected value changes to

$$
\overline{e_{k}}=\bar{e}\left(n_{k}, s\left(n_{k}\right), d\left(n_{k}\right)\right)=\sum_{D} \frac{2^{t}}{h(D)},
$$

where $t$ is the number of different prime factors of $D$.
The expected number of m -s that split as required (that is, for which the second largest prime divisor is less than $\left.b\left(n_{k}\right)\right)$ is

$$
\lambda_{\mathrm{k}}=\lambda\left(\mathrm{s}\left(\mathrm{n}_{\mathrm{k}}\right), \mathrm{d}\left(\mathrm{n}_{\mathrm{k}}\right), \mathrm{b}\left(\mathrm{n}_{\mathrm{k}}\right)\right)=\mathrm{e}^{\gamma} \frac{\ln \mathrm{b}\left(\mathrm{n}_{\mathrm{k}}\right)}{\ln n_{\mathrm{k}}} e_{\mathrm{k}}
$$

The progress we make is measured by the size difference between $n_{k}$ and the $q$ that is produced by (D) with $n_{k}$ as input; the expected value of that 'gain' is

$$
\mathrm{G}_{\mathrm{k}}=\mathrm{G}\left(\mathrm{~b}\left(\mathrm{n}_{\mathrm{k}}\right)\right)=\ln \mathrm{b}\left(\mathrm{n}_{\mathrm{k}}\right)
$$

In the rest of the paper we denote by $q$ numbers that have been produced already, and by $\mathrm{q}^{\prime}$ we denote numbers that are not produced yet, but for which an estimation has been made for the amount of work needed to produce them for a given $n_{k}$. Note that $q$-s become $n_{k}-s$, when they become one of the inputs of the next iteration.

As we already mentioned, a single iteration can have one or more inputs and outputs. A larger number of inputs increases the probability of reaching the small primes, but on the other hand, it slows down the computation. Our aim is to find a balanced situation, where the implementation is reasonably fast but we still have a good chance to terminate successfully.

## Choosing the best $q$

We saw that $\lambda_{k}$ is the expected number the successful m-s, so the expected number of new $q$-s. From [3] we know that we are likely to succeed when $\lambda_{k}$ exceeds 1.

On the other hand all the new $q$-s become the input of the next iteration and we run an initial (D) on them with certain (small) values of parameters $\mathrm{s}, \mathrm{d}$ and b . If this does not provide at least one new q , then we select the best $n_{k}$ as the input of the next (D).

The reason why we cannot choose the best $n_{k}$ right away and have to run an initial (D) on the newly produced numbers, lies in our definition of best. There are two aspects to this.

First of all, we have to consider that the numbers are not equally appropriate. Applying the Jacobi symbol filters on $n_{k_{1}}$ could filter out more discriminants than on $\mathfrak{n}_{k_{2}}$, so to produce the same number of new $q$-s we would have to process a larger number of discriminants or use bigger factoring bound for $n_{k_{1}}$. Higher bounds imply more execution time, as we need to deal with bigger discriminants, primes. So the first aspect is the time it takes to produce a given number of $q$-s on input $n_{k}$.

The second aspect is the size of the produced $q$-s. The smaller they are, the faster we get to the small primes.

The first aspect we can estimate with the help of $\lambda$; for estimating the running time to produce certain amount of q -s, we collect some actual running times to see how the numbers behave. This information can be collected from the initial (D) runs. The parameters of these initial runs are chosen as follows:

$$
s_{0}\left(n_{k}\right)=\lambda_{0} \cdot \frac{1}{2 \cdot e^{\gamma}} \ln n_{i} \ln \ln ^{-1} n_{k}
$$

$$
\begin{gathered}
\mathrm{d}_{0}\left(\mathrm{n}_{\mathrm{k}}\right)=\lambda_{0}^{2} \cdot \frac{1}{4 \cdot e^{2 \cdot \gamma}} \ln ^{2} n_{\mathrm{i}} \ln \ln ^{-2} n_{\mathrm{k}} \\
\mathrm{~b}_{0}\left(\mathrm{n}_{\mathrm{k}}\right)=\ln ^{2} n_{\mathrm{k}}
\end{gathered}
$$

The choice for $s_{0}\left(n_{k}\right)$ comes from taking $\lambda=e^{\gamma} \frac{\ln b\left(n_{k}\right)}{\ln n_{k}} e_{k}$ if we suppose that $\lambda=\lambda_{0}$ is a parameter and $s\left(n_{k}\right) \approx e_{k}$; we take $d\left(n_{k}\right)$ equal to $s^{2}\left(n_{k}\right)$ despite of [3], where we state that it is better to keep the value of $s$ below $\sqrt{d}$, because in practice, on small numbers, taking $s<\sqrt{d}$ led to some difficulties.

During the initial runs we store the time needed for extracting the modular square roots, for the reduction algorithm and for factoring, and we also see how many new q-s are produced. With this information, we can estimate the time needed when we increase $s, d$ or $b$ separately. For the first two we can estimate the increment in the value of $\overline{e_{k}}$ when the smoothness bound for the discriminants up to $d_{0}\left(n_{k}\right)$ is increased from $s_{0}\left(n_{k}\right)$ to $c \cdot s_{0}\left(n_{k}\right)$, and separately, the effect of including the $s_{0}\left(n_{k}\right)$-smooth discriminants up to $c \cdot d_{0}\left(n_{k}\right)$ rather than $d_{0}\left(n_{k}\right)$. We filter out the discriminants that are appropriate for $n_{k}$ and determine $\overline{e_{k}}$ in both cases. We can directly determine the value of $b\left(n_{k}\right)$ using the actual $e_{k}$.

Now we can compute $\lambda_{k}$ in all three cases and we can also estimate the time $t_{k}$ it would take in all three cases to execute (D) with the estimated values of one parameter while the other two remain unchanged. Then we can store the different $\frac{t_{k}}{\lambda_{k}}$ values.

We now know the expected number of $q^{\prime}$-s resulting from increasing one of the parameters, but we do not know the expected size of them. This can be determined with the help of the gain function $G_{k}$, which depends only on $b\left(n_{k}\right)$, the factorization effort on $m$. From this we can see that we gain $q^{\prime}-s$ with the smallest expected size if we increase $b$, also if we increase $s$ or $d$, the expected size of the $q^{\prime}$ that we gain are the same. After incrementing $s$ or $d$, we want to know how much effort it takes to reduce $q^{\prime}$ further: what is the average work per bit needed to decrease $q^{\prime}$ ? This we can estimate from the previous iterations. After multiplication by the estimated size differences, we obtain a value, $a_{k}$-s for the expected effort of reducing $q^{\prime}$-s to the size of the smallest one. Then compare the values $\frac{t_{k}}{\lambda_{k}}+a_{k}$ and select that parameters for which this value is minimal. We denote this minimal value by $m t_{k}$, for the given $n_{k}$. Now the best number is the $n_{k}$ for which this value $m t_{k}$ is the smallest.

Note that the running time of the three bottleneck subroutines (extracting square roots modulo $\mathfrak{n}_{\mathrm{k}}$, quadratic form reduction, integer factoring) depends
(via the three parameters) only on $n_{k}$, so it is possible to express these running time as a function of $n_{k}$. Estimating the running time of square root extraction modulo a prime and of form reduction is fairly easy, because we can measure the running time of a single such operation and multiply by the number of times we need to perform them (which is the number of primes in $n_{k}$ and the number of successful discriminants, respectively). In the case of factoring the running time of Batch Trial Division is linear neither to the number of m -s nor to the number of primes used, but as we do not use huge amount of m -s or primes simultaneously, linear approximation works well in practice. For $b\left(n_{k}\right)=2^{t} \cdot 10^{6} \cdot \ln 2$ we double the expected time if we increase $t$ to $t+1$ as we have to deal with products of twice the size.

If no new $q$-s are produced, we need to be able to backtrack. We keep a window with a certain number of $n_{k}$-s for which we store all the data that is necessary to continue using this value of $n_{k}$ if turns out to be the best. Newly found $n_{k}-\mathrm{s}$ are always going to the window, and if the number of the $n_{k}-\mathrm{s}$ in the window exceeds a limit, we throw away the worst ones. It is not possible to backtrack to a number that is not in the window anymore. We compute the expected work to decrease one bit for values $n_{k}$ in this window and update it after each iteration.
Note that while processing a number, the running times that are stored will be updated with the new data; estimation takes place directly after processing, so we can base our decision on an up-to-date set of data.

## Resulting algorithm

Now we describe briefly how we make our estimates and decisions, followed by the description of one iteration. For the notation used we refer to the previous subsection.

## Algorithm 3 : Estimation Algorithm

(E) The Estimation Algorithm determines the value of $\mathfrak{m t} \mathfrak{i}_{\mathrm{i}}$ for a value of $\mathfrak{n}_{\mathrm{i}_{\mathrm{j}}}$. The input is $s\left(\mathfrak{n}_{\mathfrak{i}_{\mathrm{j}}}\right), \mathrm{d}\left(\mathfrak{n}_{\mathfrak{i}_{\mathrm{j}}}\right)$ and $\mathrm{b}\left(\mathfrak{n}_{\mathfrak{i}_{\mathrm{j}}}\right)$, the values of the main parameters of the previous call of (D) on $\mathfrak{n}_{i_{j}}$ as input.
(1) Determine the effect of increasing sor d by computing the values of $\mathrm{e}\left(\mathrm{n}_{\mathfrak{i}_{\mathrm{j}}}, \mathrm{c} \cdot \mathrm{s}\left(\mathrm{n}_{\mathfrak{i}_{\mathrm{j}}}\right), \mathrm{d}\left(\mathfrak{n}_{\mathfrak{i}_{\mathrm{j}}}\right)\right)$, and $\mathrm{e}\left(\mathrm{n}_{\mathrm{k}}, \mathrm{s}\left(\mathrm{n}_{\mathfrak{i}_{\mathfrak{j}}}\right), \mathrm{c} \cdot \mathrm{d}\left(\mathrm{n}_{\mathfrak{i}_{\mathfrak{j}}}\right)\right)$ : collect the $\mathrm{c} \cdot \mathrm{s}\left(\mathfrak{n}_{\mathfrak{i}_{\mathfrak{j}}}\right)$-smooth discriminants up to $\mathrm{d}\left(\mathfrak{n}_{\mathfrak{i}_{\mathfrak{j}}}\right)$ and $\mathrm{s}\left(\mathfrak{n}_{\mathfrak{i}_{\mathfrak{j}}}\right)$-smooth discriminants up to $\mathrm{c} \cdot \mathrm{d}\left(\mathfrak{n}_{\mathfrak{i}_{\mathrm{j}}}\right)$, that are appropriate for $\mathfrak{n}_{\mathfrak{i}_{\mathrm{j}}}$.
(2) From the actual running times stored for $\mathfrak{n}_{\mathfrak{i}_{j}}$, determine $\boldsymbol{t}_{\mathfrak{i}_{j}}$ for c . $s\left(n_{i_{j}}\right), c \cdot d\left(n_{i_{j}}\right), 2^{t} \cdot b\left(n_{i_{j}}\right)$.
(3) Compute the expected gain $\mathrm{G}_{\mathfrak{i}_{\mathfrak{j}}}$, and compute the values $\mathfrak{a}_{\mathfrak{i}_{\mathfrak{j}}}$ for each parameter.
(4) Determine and store the value of $\mathrm{mt}_{\mathfrak{i}_{\mathrm{j}}}$ together with the corresponding lists of discriminants and primes.

## Algorithm 4 : Modified-ECPP Iteration Step

(P) With a set of one or more $\mathfrak{n}_{\mathfrak{i}_{\mathfrak{j}}}-s$ as input, one iteration of the Modified$E C P P$ Algorithm runs until it finds one ore more new q-s that become the inputs for the next iteration. The following steps are carried out.
(1) Run (D) on each $\mathrm{n}_{\mathfrak{i}_{\mathfrak{j}}}$ with $\mathrm{s}_{0}\left(\mathrm{n}_{\mathfrak{i}_{\mathfrak{j}}}\right)$, $\mathrm{d}_{0}\left(\mathrm{n}_{\mathfrak{i}_{\mathfrak{j}}}\right)$ and $\mathrm{b}_{0}\left(\mathrm{n}_{\mathfrak{i}_{\mathfrak{j}}}\right)$.
(2) Run (E) on each $\mathfrak{n}_{\mathfrak{i}_{\mathfrak{j}}}$ in order to determine $\mathrm{mt}_{\mathfrak{i}_{\mathfrak{j}}}$, with the data collected in the previous step on the running times. Add the $\mathfrak{n}_{\mathfrak{i}_{j}}$ $s$ to the window. If we obtain new q-s go to (1), else to (3)
(3) Reorder the window by the values $\mathrm{mt}_{\mathrm{k}}$ (all of them are up to date).
(4) Pick the best as $\mathfrak{n}_{\mathfrak{i}_{j}}$ and run (D) on it.
(5) Run (E) on the selected $\mathfrak{n}_{\mathfrak{i}_{\mathfrak{j}}}$ with the data collected in the previous step.
(6) If we have new q-s go to (1), else to (3)

We list the additional important parameters, besides the ones mentioned in the previous sections.

Parameter $\lambda_{0}-\operatorname{In}(1)$ this parameter provides the initial value of $\lambda$. If it is too big, (1) becomes too slow, and also the process would result in too many new $q-s$ and the tree of $n_{k}$-s would expand too much. On the other hand if it is too small, we cannot collect realistic data about the running time. It seems to be appropriate to keep this value between $1 / 3$ and $1 / 2$.

Parameter $c-\operatorname{In}(E)$ we take $c \cdot s\left(n_{k}\right), c \cdot d\left(n_{k}\right)$ as next values of these parameters. If this is too big, running (D) becomes too slow, if it is too small, we spend to much time on administration because we take too small steps. The value seems to be appropriate between $3 / 2$ and 3 .

Parameter $\alpha-\operatorname{In}(E)$ we increase the value of $\lambda$ with $\delta \lambda$. We require a certain lower bound on $\delta \lambda$, that is $\alpha$. If $\delta \lambda$ is above $\alpha$ the value of $c$ is acceptable, below it we have to multiply c with $\alpha /(\delta \lambda)$. We use $\alpha=0.25$;

Parameter $w$ Size - This parameter denotes the size of the window, that we have mentioned above. We have to be careful with it because if we store too big window, the program becomes slow, otherwise, if it is too small, it is possible that the strategy would select a node that is outside of the window, so we restrain it. This parameter is of the form $\ln \mathfrak{n} /(\mathrm{c} \ln \ln \mathfrak{n})$.

## 3 Analysis of the strategy and running times

In the main experiment we tested the strategy with around 200 numbers each for $k \cdot 1000$ decimal digits, with $k=1,2, \ldots, 7$. We ran various other experiment on running time and on the strategy. We have produced many graphs, but presenting all of them here is impossible. They can be downloaded from the page http://www.math.ru.nl/~gykiss. In case our graphs cannot present data for different sizes of numbers, we will always display the graph for the largest size for which data are available. The experiments were run on computers with Intel(R) Core(TM) i5-3470 CPU @ 3.20 GHz processors and 8 GB memory.

## Running times

Figure 1 shows the running times for the main experiment of the algorithm. The number of decimal digits of the input numbers appears on the x -axis on both graphs, while the $y$-axis indicates the running time in seconds on the first graph, the average running times of the algorithm on the same numbers; for $k=1,2,3, \ldots, 7$ vertically the average of the running times for the numbers of $k \cdot 1000$ digits is indicated as a single dot on the second graph.

Applying a Least Squares linear approximation method, we found that the best fit for the running time on a logarithmic scale is given by the line $y=$ $3.86 \cdot x-21.00$. This is displayed in Figure 2.

It is possible to play around with the running time, for example by changing the parameter $c$ that is responsible for the size of the increase of the parameters s and d. We tested numbers from 1000 up to 3000 digits with $c=1.5,2,2.5,3,3.5,4$.

The effect on the running time can be seen in Figure 3. On the x-axis the different values of $c$ are given, and on the $y$-axis the running time. We see that effect of changing $c$ in this range is insignificant.

The time spent in a single iteration can be separated into administration time and the execution time. We consider filtering the discriminants for given $n_{k}$ and the estimation process as part of the 'administration', and time spent on extracting modular square roots $\bmod n_{k}$, reduction of forms, factoring


Figure 1: Running times
and Miller-Rabin tests on the new q-s as part of the 'execution'. We have to emphasize that in one iteration there will typically be several execution and administration steps, and these experiments are not meant to measure the time used in an iteration. Figure 4 shows the proportion of the total execution time per run to the total running time per run. The total running times are indicated on the x -axis, and on the y -axis the execution times for numbers from 1000 digits up to 7000 digits are displayed (together with the line $y=x$, for comparison). The clusters for the data for the numbers of the same size are clearly visible. As expected, the time spent on administration rather than execution is negligible.

## Experiments on the strategy

In the analysis of the strategy we put emphasis on backtracks and repetitions. Repetitions and backtracks are very similar and occur for the same reason: they indicate that we could not provide a new $q$ after executing the initial (D) as well as a run of (D) on the best available input (the initial run of D is only used to collect data on the number and is considered only as precomputation). In both cases we have to select a new value of $n_{k}$ to continue on. The only difference is that when we backtrack we select a different number, whereas in a repetition the same number is selected again (because it is still 'best'). It is natural that repetitions occur frequently as we increase $\lambda$ with around $\alpha=0.25$ instead of 1 , which means that one may expect to repeat the procedure as much


Figure 2: Average Running times on logarithmic scale


Figure 3: Changes of the running time if we change parameter c on 3000 digit numbers
as 4 times before producing a new q .
Note that when we backtrack, we may step either backwards or forward, as the window may contain numbers for both situations.

Note that the length of the path is not equal to the number of iterations, as we include each number on which (D) was ever called in the path, and in


Figure 4: The proportion of the execution time compared to the total running time
one iteration (D) may be called several times. However, the number of the iterations is equal to the maximum level, as we consider numbers produced in the same iteration to be on the same level.


Figure 5: The number of backtracks as a function of the length of the paths
Figure 5 show the proportion of the number of backtracks and repetitions to the length of the path, for numbers of various sizes. On the x -axis the
path lengths are indicated, on the $y$-axis, the number of backtracks (on the first graph) or repetitions (on the second graph). The length of the path is of order $\mathrm{O}(\ln (\mathrm{n}))$, and the graphs clearly show the 7 clusters corresponding to numbers of size $k \cdot 1000$, for $k=1, \ldots, 7$. From Figure 5 it is clear that we need backtracks during the Downrun, and as a rule of thumb, approximately once every 30 steps on the path. We can also see that around half of the path is repetition.


Figure 6: The level and size differences of backtracks

Besides knowing how often we backtrack in a run, we would like information on how far back we step (in terms of level or size) when backtracking. There should not be too big size or level differences, as in this case the effort invested in decreasing the size of the $n_{k}$-s is lost. In Figure 6 we present the level and size differences that occurred up to 7000 digits. The x -axis on both graphs indicates the size of the numbers from which we backtracked. On the $y$-axis on the graph on the left the level differences are indicated, and on the graph on the right the size differences (in number of digits). A positive number means that we stepped back, a negative number means that we stepped forward, 0 indicates that we stayed on the same level but we have selected a different number. It is clearly suggested by these graphs that neither the level nor the size differences depend on the size of the input; only for really small numbers, when the work that we loose with backtracking is small, the size differences can be relatively large. There are very few outliers for larger sizes.

The length of repetition sequences and how long they take, is also interest-


Figure 7: The length and proportion of the repetition sequences


Figure 8: The time of the repetition sequences
ing. The result of our experiments on this can be seen in Figure 7 and Figure 8. In $x$-direction in each case the size of the number that is repeated is indicated. The y-axis in the first graph of Figure 7 indicates the length of the repetition sequence, in the second graph it indicates the percentage of the number of the repetitions on numbers of a certain size compared to the total amount of repetitions. In Figure 8 the $y$-axis indicates the time of the repetition sequences.

We see that the length of the repetition sequence does not really depend on the size of the input, it never exceeds 13. The percentage of the number of repetitions seems to be decreasing when the numbers are growing, though at 7000 digits the percentage is higher. The reason is that when we start on a number with 7000 digits we have to increase our effort on it until there are new q-s produced, as this is the only choice at that point. The time of course does depend on the size of the numbers, as for bigger numbers (D) takes longer; still the dependence is rather controlled with few outliers.

## 4 Conclusions and future improvements

To sum up the results from our experiments we make the following observations.

The evidence from experiments with numbers up to 7000 decimal digits is that the running time is below $o\left(\ln ^{4}\left(n_{0}\right)\right)$. Of course there is no experimental way to show that this is asymptotically correct.

The proportion of the running time needed for administration of the strategy to be applied is small, which is necessary for the strategy to be useful.

Experiments show that in around half of the cases the strategy chooses to increment d (meaning: allow the use of larger discriminants) and in almost all other cases it chooses to increase $s$ (that is: allow larger primes in the discriminants). For bigger numbers enlarging $d$ is a bit more frequent, for smaller numbers enlarging $s$. Selection of $b$ (that is: allow larger primes in the factorization of the m -s) hardly ever happens. As we saw that the number of repetitions does not exceed 13, the implementation should be able to work with numbers up to 10000 digits without running out of discriminants. After running out of discriminants it would be still possible to continue with increasing $b$ (there is no upper limit to that parameter). Of course testing such big numbers would take very long.

The number of the backtracks and repetitions are proportional to the length of the path and seems to be independent from the size of the input.

The maximum level of backtracks and the lengths of repetitions seem to be the similar for different sizes of inputs. That is what we expect as the input selection depends on the estimated running times + the work that we have to do to reduce the new $q$-s to the same size. The work to reduce the new $q-s$; the avgWork, is growing for bigger inputs, but also the estimated running times, thus their relation should be the same. The size differences for backtracks are growing with bigger inputs, but the differences are negligible.

The time of the repetition sequences are growing also, but without too many extreme cases and of course for bigger input the execution time grows.

The overall conclusion is that the implementation seems to be working as it was intended, but there is still space for improvement. The goal is to provide an optimized implementation of the ECPP algorithm written in C that combines this strategy with a collection of highly optimized package written in C and Assembly.
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#### Abstract

In this paper, we consider the RSA variant based on the key equation ed $\equiv 1(\bmod \phi(N))$ where $N=p^{r} q, r \geq 2$. We show that if the secret exponent $d$ is close to any multiple of the prime factor $p$ or its powers, then it is possible to factor N in polynomial time in $\log \mathrm{N}$.


## 1 Introduction

Factoring large integers is a well established problem in number theory and cryptography. The security of many cryptosystems such as RSA [15] is based on its presumed difficulty. Fermat method is efficient to factor a product of two numbers that are close one to another (see e.g. [4]). In 1931, the continued fraction method was invented [5]. Pollard [11] described the p-1 method in 1974. Some years later, he discovered the $\rho$ algorithm [12]. The first is known to be practical when the prime factors of $p-1$ are small for some prime divisor of N . The second applies a cycle detection technique. In [7], Lenstra employed the elliptic curves properties to get prime factors of large numbers.
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The Quadratic Sieve was published in 1980s by Pomerance [13]. Nowadays, the most efficient factoring algorithm is the Number Field Sieve (NFS) [6, p. 103] that was elaborated by Pollard in 1988. Since then, the NFS has been further ameliorated.

In order to speed up the decryption/encryption time, it was suggested to use RSA with moduli $\mathrm{N}=\mathrm{p}^{\mathrm{r}} \mathrm{q}$ (see e.g. [2]). Numerous previous papers studied the security of such protocols. Boneh, Durfee, and Howgrave-Graham [1] established that only $\frac{1}{1+r}$ fraction of the bits of $p$ suffice to recover the entire p. May [9] generalizes many cryptanalysis methods to schemes with $N=p^{r} q$. Some of the work in [9] was improved in [16] for $\mathrm{r} \leq 5$. It was proved in [8] that leaking the bits of some blocks of the prime factors of a modulus $N=p^{r} q$ enables its factorization under certain circumstances. All the previous researches pointed out that integers $N=p^{r} q$ are more vulnerable than a standard RSA modulus, in particular, when $r$ becomes large.

In this paper, the RSA variant based on the key equation ed $\equiv 1(\bmod \phi(\mathrm{~N}))$ where $N=p^{r} q$ is considered. We show that using a secret exponent $d$ which is close to any multiple of $p$ or its powers can lead to the factorization of the public modulus.

The article is organized as follows. In section 2, we state our main result after recalling the Coppersmith's theorem for finding small roots of univariate modular polynomials. In section 3, we generalize the method to other RSAtype systems. Finally, we conclude in section 4.

Throughout the sequel, for integers $a, b$ and $c$, we write $a \equiv b(\bmod c)$ if $c$ divides the difference $a-b$, and $a=b \bmod c$ if $a$ is the remainder in the division of $\mathbf{b}$ by $c$. We denote by $\operatorname{gcd}(a, b)$ the greatest common divisor of $a$ and b . All the logarithms should be interpreted as logarithms to the base 2 .

## 2 Our contribution

In this section, we describe our main result. However, we start by presenting the Coppersmith [3] result for computing small roots of modular polynomials. In particular, we use the slight generalized version as was depicted by May in $[9,10]$. One can find in [10] a thorough treatment about the method and its implementation. This technique will be needed in establishing our Theorem 2.

Theorem 1 ([10]) Let N be an integer of unknown factorization, which has a divisor $\mathrm{b} \geq \mathrm{N}^{\beta}, 0<\beta \leq 1$. Furthermore, let $\mathrm{f}(\mathrm{x})$ be a univariate monic polynomial of degree $\delta$ and let $\mathrm{c} \geq 1$. Then, we can find all solutions $\mathrm{x}_{0}$ for
the equation:

$$
\mathrm{f}\left(\mathrm{x}_{0}\right) \equiv 0 \quad(\bmod \mathrm{~b}) \text { with }\left|\mathrm{x}_{0}\right| \leq \mathrm{c} \mathrm{~N}^{\frac{\beta^{2}}{\delta}}
$$

in time $\mathrm{T}=\mathrm{O}\left(\mathrm{c} \delta^{5} \log ^{9} \mathrm{~N}\right)$.
Now, we state the main contribution:
Theorem 2 Let $\mathrm{N}=\mathrm{p}^{\mathrm{r}} \mathrm{q}$ where $\mathrm{r} \geq 2$ is a given integer constant and p , q are primes of the same bit-size. We denote by (e, d) the public-key/secret-key pair satisfying ed $\equiv 1(\bmod \phi(N))$. Assume that there exist two integers $\mathfrak{i} \geq 1$ and $j$ that verify $\left|\mathrm{d}-\mathrm{j}^{\mathfrak{i}}\right| \leq \mathrm{N}^{\left(\frac{\min (\mathrm{i}, \mathrm{r}-1)}{r+1}\right)^{2}}$ with $\left(\mathrm{d}-\mathrm{jp}^{\mathrm{i}}\right) \not \equiv \mathrm{e}^{-1}(\bmod \mathrm{q})$. Parameters $\mathfrak{i}$ and $\mathfrak{j}$ are not necessary known. Then, we can factor N in polynomial time in $\log \mathrm{N}$.

Proof. The RSA equation is ed $\equiv 1(\bmod \phi(N))$. Hence, there exists an integer $k$ such that $e d=1+k p^{r-1}(p-1)(q-1)$. Let $d=j p^{i}+\Delta$ where $\Delta \in \mathbb{Z}$ and put $l=\min (i, r-1)$. Working modulo $p^{l}$, it follows that $e \Delta-1 \equiv 0$ $\left(\bmod p^{l}\right)$. Setting the polynomial $f(x)=x-\left(e^{-1} \bmod N\right)$, it is clear that $\Delta$ is a root of $f(x)$ modulo $p^{l}$. We assume that the inverse of e modulo $N$ is well defined. Otherwise, we have already a non trivial divisor of N . When $\mathrm{q}<\mathrm{p}, \mathrm{N}^{\frac{l}{r+1}}<\mathrm{p}^{l}$. By hypothesis, $|\Delta| \leq \mathrm{N}^{\left(\frac{l}{r+1}\right)^{2}}$. So, we can determine $\Delta$ by using Theorem 1 with $b=p^{l}, \beta=\frac{\bar{l}}{r+1}, \delta=1$ and $c=1$. Since $\Delta \not \equiv e^{-1}$ $(\bmod q)$, it is readily seen that $\operatorname{gcd}(|e \Delta-1|, N)$ splits $N$ as $e \Delta-1$ and $N$ are both multiples of $p^{l}$. If $p<q$, then $q<2 p$ as $p$ and $q$ are of the same bitsize. Thus, $\frac{N^{\frac{l}{r+1}}}{2}<p^{l}$. Let $\beta=\frac{l}{r+1}-\frac{1}{\log N}$. We have $|\Delta| \leq N^{\frac{\beta^{2}}{\delta}}$ whenever $|\Delta| \leq N^{\left(\frac{l}{r+1}\right)^{2}}$. This comes from observing that $N^{\left(\frac{l}{r+1}\right)^{2}}=4 N^{\left(\frac{l}{r+1}\right)^{2}-\frac{2}{\log N}}<$ $4 N^{\left(\frac{l}{r+1}\right)^{2}-\frac{2 l}{(r+1) \log N}+\frac{1}{\log ^{2} N}}=4 N^{\frac{\beta^{2}}{\delta}}$. Hence, we obtain $\Delta$ by applying Theorem 1 with $b=p^{l}, \beta=\frac{l}{r+1}-\frac{1}{\log N}, \delta=1$ and $c=4$. We then get the factorization of $N$ by computing $\operatorname{gcd}(|e \Delta-1|, N)$.

The running time of our method is dominated by that of Theorem 1 which is polynomial in $\log \mathrm{N}$. So, the result is proved.

Theorem 2 leads to the following algorithm:
Input: A public multi power RSA key $(N, e)$ where $N=p^{r} q$ for a given constant $r \geq 2$.

Output: The prime decomposition of N or "Failure".

1. Set the modular polynomial $f(x)=x-\left(e^{-1} \bmod N\right)$.
2. Apply Coppersmith method as presented in Theorem 1 to compute all the integer roots of $f(x)$ modulo $p^{l}$ where $l \leq r-1$ is a fixed integer. It is not required to know the value of $p$.
3. Denote by $x_{i}, i=1,2, \ldots$, length, the solutions founded in step 2 .
4. flag $\leftarrow 0, \mathfrak{i} \leftarrow 0$.
5. While flag $=0$ and $\mathfrak{i} \leq$ length do:

## 5.1. $\mathfrak{i} \leftarrow \mathfrak{i}+1$.

5.2. $\Delta \leftarrow x_{i}$.
5.3. f $\leftarrow \operatorname{gcd}(|e \Delta-1|, N)$.
5.4. If $1<\mathrm{f}<\mathrm{N}$ then:
5.4.1. flag $\leftarrow 1$.
5.4.2. If f is not a prime power, then $\mathrm{q} \leftarrow \mathrm{f}, \mathrm{p} \leftarrow\left(\frac{\mathrm{N}}{\mathrm{q}}\right)^{\frac{1}{r}}$.
5.4.3. Else, determine the prime $p$ that divides $f, q \leftarrow \frac{N}{p^{r}}$.
5.4.4. Output ( $p, q$ ).
6. If $i>l e n g t h$, then output "Failure".

For a multi power RSA modulus $\mathrm{N}=\mathbf{p}^{r} \mathbf{q}$, it is generally recommended to choose a small value of $r$. Indeed, the more $r$ is large, the less the cryptosystem is secure, see e.g. $[1,9,8,16]$. Setting $r=2$, we obtain the next corollary:

Corollary 3 Let $\mathrm{N}=\mathrm{p}^{2} \mathrm{q}$ where p and q are primes of the same bit-size. We denote by ( $e, \mathrm{~d}$ ) the public-key/secret-key pair satisfying ed $\equiv 1(\bmod \phi(\mathrm{~N})$ ). Assume that there are two integers $\mathfrak{i} \geq 1$ and $\mathfrak{j}$ such that $\left|\mathrm{d}-\mathfrak{j} p^{\mathfrak{i}}\right| \leq N^{\frac{1}{9}}$ with $\left(\mathrm{d}-\mathrm{jp}^{\mathrm{i}}\right) \not \equiv \mathrm{e}^{-1}(\bmod q)$. Then, we can factor N in polynomial time in $\log \mathrm{N}$.

The bound $N\left(\frac{\min (i, r-1)}{r+1}\right)^{2}$ in Theorem 2 is optimal for $i \geq r-1$. Under this situation, it is roughly equal to N when r becomes larger.

In the next section, we investigate the threat of our method to other RSA variants.

## 3 Extension of our result

The straightforward multi power RSA is obtained by taking $N=p^{r} q$ in the standard RSA key equation ed $\equiv 1(\bmod \phi(\mathrm{~N}))$. The Takagi crypotsystem [17] is based on $e d_{p} \equiv 1(\bmod p-1)$ and $e d_{q} \equiv 1(\bmod q-1)$. For this protocol, we have:

Proposition 4 Let $\mathrm{N}=\mathrm{p}^{\mathrm{r}} \mathrm{q}$ where $\mathrm{r} \geq 2$ is a given integer constant and $\mathrm{p}, \mathrm{q}$ are primes of the same bit-size. We denote by (e, $\mathrm{d}_{\mathfrak{p}}$ ) the public-key/secret-key pair satisfying $\mathrm{ed}_{\mathrm{p}}=1+\mathrm{k}_{\mathrm{p}}(\mathrm{p}-1)$, i.e. $\mathrm{ed}_{\mathrm{p}} \equiv 1(\bmod \mathrm{p}-1)$. Assume that $\left|d_{p}-p\right| \leq N^{\frac{1}{(r+1)^{2}}}$ with $\left(d_{p}-p\right) \not \equiv\left(1-k_{p}\right) e^{-1}(\bmod q)$. Then, we can factor N in time e $\mathrm{O}\left(\log ^{9} \mathrm{~N}\right)$.

Proof. By definition, $e d_{p}=1+k_{p}(p-1)$ for some integer $k_{p}$. Put $d_{p}=$ $p+\Delta$. Hence $e \Delta+k_{p}-1 \equiv 0(\bmod p)$. The parameter $k_{p}$ lands in the set $\{1,2, \ldots, e-1\}$. Indeed, $k_{p}=\frac{e d_{p}-1}{p-1}<e$. Put $f(x)=x+\left(k_{p}-1\right)\left(e^{-1} \bmod N\right)$. For the true guess for $k_{p}, \Delta$ is a root of the polynomial $f(x)$ modulo $p$.

If $q<p$, then $N^{\frac{1}{1+r}}<p$. By hypothesis, $|\Delta| \leq N^{\frac{1}{(1+r)^{2}}}$. So, it is possible to find $\Delta$ by applying Theorem 1 to $f(x)$ with $\beta=\frac{1}{1+r}, \delta=1$ and $c=1$. Moreover, $\Delta \not \equiv\left(1-k_{p}\right) e^{-1}(\bmod q)$. Thus, $\operatorname{gcd}\left(\left|e \Delta+k_{p}-1\right|, N\right)$ is a prime power that divides $N$, since both $e \Delta+k_{p}-1$ and $N$ are multiples of $p$. The most time consuming part is Coppersmith method which has a running time $\mathrm{O}\left(\log ^{9} \mathrm{~N}\right)$. All the steps must be repeated for each trial $\mathrm{k}_{\mathrm{p}}$. Therefore, the whole complexity is $\mathrm{eO}\left(\log ^{9} \mathrm{~N}\right)$.

Now, suppose that $\mathrm{p}<\mathrm{q}$. The primes p and q are of the same bit-size, so $\mathrm{q}<2 p$. It follows that $\frac{\mathrm{N}^{\frac{1}{1+r}}}{2}<p$. We have $\mathrm{N}^{\frac{1}{(r+1)^{2}}}=4 \mathrm{~N}^{\left(\frac{1}{r+1}\right)^{2}-\frac{2}{\log \mathrm{~N}}}<$ $4 \mathrm{~N}^{\left(\frac{1}{r+1}\right)^{2}-\frac{2}{(r+1) \log \mathrm{N}}+\frac{1}{\log ^{2} \mathrm{~N}}}=4 \mathrm{~N}^{\frac{\beta^{2}}{\delta}}$. Using Theorem 1 with $\mathrm{f}(x)=x+\left(k_{p}-\right.$ 1) $\left(e^{-1} \bmod N\right), \beta=\frac{1}{1+r}-\frac{1}{\log N}, \delta=1$ and $c=4$ leads to recovering $\Delta$. Like in the previous case, $\operatorname{gcd}\left(\left|e \Delta+k_{p}-1\right|, N\right)$ is a prime power divisor of $N$ which achieves the proof.

For an RSA-type modulus $N=p^{r} q$, the primes $p$ and $q$ are not symmetric. We can establish:

Proposition 5 Let $\mathrm{N}=\mathrm{p}^{\mathrm{r}} \mathrm{q}$ where $\mathrm{r} \geq 2$ is a given integer constant and $\mathrm{p}, \mathrm{q}$ are primes of the same bit-size. We denote by $\left(e, \mathrm{~d}_{\mathrm{q}}\right)$ the public-key/secret-key
pair satisfying $\mathrm{ed}_{\mathrm{q}}=1+\mathrm{k}_{\mathrm{q}}(\mathrm{q}-1)$, i.e. $\mathrm{ed}_{\mathrm{q}} \equiv 1(\bmod \mathrm{q}-1)$. Assume that $\left|\mathrm{d}_{\mathrm{q}}-\mathrm{q}\right| \leq \mathrm{N}^{\frac{1}{(r+1)^{2}}}$ with $\left(\mathrm{d}_{\mathrm{q}}-\mathrm{q}\right) \not \equiv\left(1-\mathrm{k}_{\mathrm{q}}\right) \mathrm{e}^{-1}\left(\bmod \mathrm{p}^{\mathrm{u}}\right)$ for all $\mathrm{u} \leq \mathrm{r}$. Then, we can factor N in time $e \mathrm{O}\left(\log ^{9} \mathrm{~N}\right)$.

Proof. The RSA key equation satisfies $e^{q}=1+k_{q}(q-1)$ for some integer $k_{q}$. The following process will be repeated for each candidate for $k_{q}$. If $d_{q}=$ $\mathrm{q}+\Delta$ where $\Delta \in \mathbb{Z}$, then $e \Delta+\mathrm{k}_{\mathrm{q}}-1 \equiv 0(\bmod \mathrm{q})$. We define the function $\mathrm{f}(\mathrm{x})=\mathrm{x}+\left(\mathrm{k}_{\mathrm{q}}-1\right)\left(\mathrm{e}^{-1} \bmod \mathrm{~N}\right)$. Let $\mathrm{p}<\mathrm{q}$. Thus, $\mathrm{N}^{\frac{1}{1+r}}<\mathrm{q}$. By hypothesis, $|\Delta| \leq N^{\frac{1}{(r+1)^{2}}}$. Setting $\beta=\frac{1}{1+r}, \delta=1$ and $c=1$, we efficiently determine $\Delta$ by Theorem 1. If $q<p, \frac{N^{\frac{1}{1+r}}}{2}<q$ since $p$ and $q$ are of the same bit-size. One shows that it suffices that $|\Delta| \leq N^{\frac{1}{(r+1)^{2}}}$ in order to use Coppermsith's result with $\beta=\frac{1}{1+r}-\frac{1}{\log N}, \delta=1$ and $c=4$.

As both $e \Delta+k_{q}-1$ and $N$ are divided by $q$, the condition $\left(d_{q}-q\right) \not \equiv$ $\left(1-k_{q}\right) e^{-1}\left(\bmod p^{u}\right)$ for all $u \leq r$ guarantees that $\operatorname{gcd}\left(\left|e \Delta+k_{q}-1\right|, N\right)=q$. All the steps are executed at most $e$ times given that $k_{q}<e$. Hence, the running time of the method is $e \mathrm{O}\left(\log ^{9} \mathrm{~N}\right)$ which demonstrates the result.

Suppose that a private exponent $d_{p}$ or $d_{q}$ satisfies the hypothesis of Proposition 4 or 5 respectively. It is clear that if there exists an oracle that outputs the values of $k_{p}$ or $k_{q}$ such that $e d_{p}=1+k_{p}(p-1)$ or $e d_{q}=1+k_{q}(q-1)$, then N can be factored in polynomial time in $\log \mathrm{N}$.

In the following proposition, we apply the technique for RSA systems that use Chinese remainder theorem in decrypting, CRT-RSA (see e.g. [14] for an explicit description). We obtain:

Proposition 6 Let $\mathrm{N}=\mathrm{pq}$ an RSA modulus where p and q are primes of the same bit-size. We denote by ( $e, \mathrm{~d}_{\mathrm{p}}$ ) the public-key/secret-key pair satisfying $e d_{p}=1+k_{p}(p-1)$, i.e. $e d_{p} \equiv 1(\bmod p-1)$. Assume that $\left|d_{p}-p\right| \leq N^{\frac{1}{4}}$ with $\left(d_{p}-p\right) \not \equiv\left(1-k_{p}\right) e^{-1}(\bmod q)$. Then, we can factor $N$ in time $e O\left(\log ^{9} N\right)$.

Proof. By the RSA key equation, $e d_{p}=1+k_{p}(p-1)$ where $k_{p} \in \mathbb{N}$. It follows that $e d_{p}+k_{p}-1 \equiv 0(\bmod p)$. We know that $d_{p}=p+\Delta$, so $e \Delta+k_{p}-1 \equiv 0$ $(\bmod p)$. The modulus $N=p q$ is balanced. Consider the polynomial $f(x)=$ $x+\left(k_{p}-1\right)\left(e^{-1} \bmod N\right)$ whose degree is $\delta=1$. The value of $|\Delta|$ is upper bounded by $N^{\frac{1}{4}}$. It is possible to compute efficiently $\Delta$ by Theorem 1 with
$\beta=\frac{1}{2}, c=1$ if $q<p$, and $\beta=\frac{1}{2}-\frac{1}{\log N}, c=2$ if not. By hypothesis, $\Delta \not \equiv\left(1-k_{p}\right) e^{-1}(\bmod q)$, so $\operatorname{gcd}\left(\left|e \Delta+k_{p}-1\right|, N\right)=p$. We must execute the method for each candidate for $k_{p}$. As $k_{p}=\frac{e d_{p}-1}{p-1}$ and $d_{p}<p-1, k_{p}<e$. So, the running time is $e \mathrm{O}\left(\mathrm{c} \log ^{9} \mathrm{~N}\right)$ where $\mathrm{c}=1$ if $\mathrm{q}<\mathrm{p}$ and $\mathrm{c}=2$ otherwise.

Let $d_{p}$ a private exponent that fulfil the hypothesis of Proposition 6. If the value of $k_{p}$ such that $e d_{p}=1+k_{p}(p-1)$ is leaked, then we can efficiently compute the prime decomposition of N .

## 4 Conclusion

In this paper, we proposed an attack against the RSA variant based on the key equation $e d \equiv 1(\bmod \phi(N))$ where $N=p^{r} q, r \geq 2$. We showed that if $d$ is close to any multiple of the prime factor $p$ or its powers, then N can be factored in polynomial time in $\log \mathrm{N}$, and thus the cryptosystem is completely broken.
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#### Abstract

With the advent of the new and continuously improving technologies, in a couple of years DNA sequencing can be as commonplace as a simple blood test. The growth of sequencing efficiency has a larger exponent than the Moore's law of standard processors, hence alignment and further processing of sequenced data is the bottleneck. The usage of FPGA (Field Programmable Gate Arrays) technology may provide an efficient alternative. We propose a simple algorithm for DNA sequence alignment, which can be realized efficiently by nucleotic principal agents of Non.Neumann nature. The prototype FPGA implementation runs on a small Terasic DE1-SoC demo board with a Cyclone V chip. We present test results and furthermore analyse the theoretical scalability of this


[^1]system, showing that the execution time is independent of the length of reference genome sequences. A special advantage of this parallel algorithm is that it performs exhaustive search producing all match variants up to a predetermined number of point (mutation) errors.

## 1 Introduction

Revolution in microbiology and genetics are producing incredible amount of data which calls for the application of the most modern tools of informatics [1]. This may include analysis of sequences from related organisms, or from apparently unrelated species. In order for a geneticist to perform analyses on genomic data it has to be obtained through a process called genome sequencing. This task can be broken down into two main sub-processes, the first of which involves extracting raw data from a sample using various instruments and the second is short read alignment, which is a purely computational problem. Recently, several short read alignment applications have been developed. The state of the art short read aligners (e.g. Bowtie[7], nvBowtie[17]) use the the Burrows-Wheeler transform[4].

The problem is the following: For every short read find the position where it best matches the reference, i.e. can be aligned to the reference sequence with the lowest number of differences. Differences can be insertions, deletions or substitution errors (also called point mutation errors). Insertions and deletions are commonly referred to as indels.

In practice the percentage of substitution errors is much higher than that of indels, therefore in this article we shall concentrate on the algorithms dealing with only substitution errors. In special cases it will be specified if indels are also taken into account.

Reference sequences are publicly available for a wide variety of species including the human genome. Sometimes shorter fragments are used instead of whole genomes in order to narrow down the search space and speed up the process. Short read data is generally produced using special sequencing instruments such as the Illumina HiSeq X Ten but it is also possible to find existing data from previous experiments using public databases.

In practice there can be more than one reference sequence, which could for example belong to different chromosomes of an organism. However, this doesn't alter the theoretical nature of the problem. So in our demonstration we decided to use a single reference sequence as our input.

In the Section (2.1), (2.2) we reviewed the numeric algorithms of DNA sequencing as Smith Waterman scosing system, Burrows-Wheeler transform.

The basic idea of our model is introduced in the Section (2.3). The Local Boolean alignment algorithms contains the Sliding windows sequential algorithm in the Subsection (3.1), Coarse grain K parallelism in the Subsection (3.2), Fine grain N-parallelism in the Subsection (3.3), these are close to hardware application. In the Section (4.) we introduced the Nucleotic algorithms, which is treating big-data strongly parallel on scalable way to realise by FPGA. This is an effective method for DNA sequence alignment. In the Section (5.) the FPGA implementation is shown on DE1-SoC Board to compare with GPU. In the Section (5.5) we presented our method in the case of Lambda virus. We compared these results with Bowtie method using a random and real sample string of Lambda phage. The correlation coefficients show significant difference between the faul and exacting matching result.

## 2 Numeric transformation algorithms

Traditionally the computers with the standard CPUs are ideal to perform formula calculations therefore the alignment algorithms usually applied some numerical or analytic transformation to the data which provided some computational procedure to reach the desired result. The sequence alignment in these algorithms can be applied locally or globally. The Smith-Waterman algorithm, the Burrows-Wheeler Transformation and circular convolution algorithms all perform local alignments. The global approach shown by Figure 1 is used for comparing sequences of similar length and is not discussed in this article.

## Global: CGCGGAATGTACGATA CGC--AAT-TAC-ATA

## Local: CGCGGAATGTACGATA ---GGAAT-TACGA--

Figure 1: Global and local alignment

Another important concept must be introduced before moving on to the discussion of various algorithms. The DNA molecule consists of two strands: $5^{\prime} \rightarrow 3^{\prime}$ (forward) and $3^{\prime} \rightarrow 5^{\prime}$ (reverse). On the reverse strand every letter is determined by the forward strand letter in the corresponding position and vice versa ( A is opposite of T and C is opposite of G ). It is possible to ensure that the sequencing instruments always reads in the $5^{\prime} \rightarrow 3$ ' direction but it can hap-
pen on both the forward strand and the reverse strand. The direction of the reference sequence is regarded as the forward strand direction. Since a short read could have originated from the reverse strand a special transformation must be performed in order to create a version that is suitable for alignment on the forward strand. This transformed version is essentially the reverse of the original sequence after replacing each letter with its opposite. Thus for every short read we must run our alignment algorithm for the original version plus this new version called the reverse complement. This is illustrated in Figure 2.

$$
\begin{aligned}
& \text { 5' ...ATGCTTCAGCCTACGATCGAT... 3' } \\
& \text { 3' ...TACGAAGTCGGATGCTAGCTA... 5' }
\end{aligned}
$$

Figure 2: Forward and reverse strands of DNA

### 2.1 Smith-Waterman scoring system

The Smith-Waterman algorithm[10] performs local sequence alignment; that is, for determining similar regions between two strings or nucleotide or protein sequences. Instead of looking at the total sequence, the SmithWaterman algorithm compares segments of all possible lengths and optimizes the similarity measure using the H scoring matrix. Backtracking starts at the highest scoring matrix cell and proceeds until a cell with score zero is encountered, yielding the highest scoring local alignment.

The basic element of this universal method which is able to deal simultaneously with substitution, point errors and indels is the calculation of the $\mathrm{H}(\mathfrak{i}, \mathfrak{j})$ scoring matrix:

$$
H(i, 0)=0,1 \leq i \leq m, H(0, \mathfrak{j})=0,1 \leq \mathfrak{j} \leq n
$$

$$
H(i, j)=\max \left(\begin{array}{rl} 
& 0 \\
H(i-1, j-1)+s\left(a_{i}, b_{j}\right) & \text { Match/Mismatch } \\
\max _{k \geq 1} H(i-k, j)+W_{k} & \text { Deletion } \\
\max _{1 \geq 1} H(i, j-l)+W_{l} & \text { Insertion }
\end{array}\right)
$$

where $1 \leq i \leq m, 1 \leq j \leq n$
We use the next notation:
$\mathrm{a}, \mathrm{b}=$ Strings over the alphabet, $\mathrm{m}=$ length $(\mathrm{a}), \mathrm{n}=$ length $(\mathrm{b})$, $s(a, b)$ is a similarity function on the alphabet $W_{i}$ is the gap-scoring scheme. We show one example:

Sequence $1=$ ACACACTA

$$
s(a, b)= \begin{cases}+2, & \text { if } a=b \text { (match) } \\ -1, & \text { if } a \neq b \text { (mismatch) }\end{cases}
$$

and $W_{i}=-i$.
The H matrix is the following

$$
\mathrm{H}=\left(\begin{array}{cccccccccc} 
& - & A & C & A & C & A & C & T & A \\
- & \mathbf{0} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
A & 0 & \mathbf{2} & 1 & 2 & 1 & 2 & 1 & 0 & 2 \\
\mathrm{G} & 0 & \mathbf{1} & 1 & 1 & 1 & 1 & 1 & 0 & 1 \\
\mathrm{C} & 0 & 0 & \mathbf{3} & 2 & 3 & 2 & 3 & 2 & 1 \\
\mathrm{~A} & 0 & 2 & 2 & \mathbf{5} & 4 & 5 & 4 & 3 & 4 \\
\mathrm{C} & 0 & 1 & 4 & 4 & \mathbf{7} & 6 & 7 & 6 & 5 \\
A & 0 & 2 & 3 & 6 & 6 & \mathbf{9} & 8 & 7 & 8 \\
\mathrm{C} & 0 & 1 & 4 & 5 & 8 & 8 & \mathbf{1 1} & \mathbf{1 0} & 9 \\
A & 0 & 2 & 3 & 6 & 7 & 10 & 10 & 10 & \mathbf{1 2}
\end{array}\right)
$$

The alignment is reconstructed as follows: one is starting with the highest value stepping toward the next highest. A diagonal jump implies there is an alignment (either a match or a mismatch=point error). A top-down jump implies there is a deletion. A left-right jump implies there is an insertion.

For the example, the results are:
Sequence $1=$ A-CACACTA
Sequence $2=$ AGCACAC-A
The motivation for local alignment is the difficulty of obtaining correct alignments in regions of low similarity between distantly related biological sequences, because mutations have added too much 'noise' over evolutionary time to allow for a meaningful comparison of those regions. Local alignment avoids such regions altogether and focuses on those with a positive score, i.e. those with an evolutionary conserved signal of similarity.

The Smith-Waterman algorithm is fairly demanding of time: To align two sequences of lengths $m$ and $n, O(m n)$ time is required. Smith-Waterman local similarity scores can be calculated in $\mathrm{O}(\mathrm{m})$ (linear) space if only the optimal alignment needs to be found, but naive algorithms to produce the alignment require $\mathrm{O}(\mathrm{mn})$ space.

### 2.2 Burrows-Wheeler Transform

The Burrows-Wheeler transform (BWT)[4] is applied on blocks of input data (symbols). It is usually the case that larger blocks result in greater compress-
ibility of the transformed data at the expense of time and system resources.
One of the effects of BWT is to produce blocks of data with more and longer 'runs' (= strings of identical symbols) than those found in the original data. The increasing the number of these 'runs' and their lengths tends to improve the compressibility of data.

The first step of BWT is to read the T string in a block of N symbols.
The second step is adding a $\$$ character as ending symbol assigning the lowest character value to it in the alphabetic order.

$$
\begin{array}{lll}
\text { AGCAGTAA\$ } & \text { \$AGCAGTAA } \\
& \text { SAGCAGTAA } & \text { A\$AGCAGTA } \\
& \text { ASAGCAGTA } & \text { AA\$AGCAGT } \\
& \text { AASAGCAGT } & \\
\text { AGCAGTAAS }
\end{array}
$$

Figure 3: Burrows-Wheeler transformation steps, where red letterr are noted by F, and green characters are correspond to green L

The next step is to think of the block as a cyclic buffer: N strings (rotations). The rotation matrix may be constructed in such a way, containing the shifted blocks line by line.

The fourth step of BWT is to lexicographically sort the matrix lines (Figure 3). The first column of the matrix is denoted by F , the last column L is defined to be the Burrows-Wheeler transform of T :

$$
\mathrm{L}=\mathrm{BWT}(\mathrm{~T}) .
$$

In short:

$$
\mathrm{T}=A G C A G T A A \rightarrow \text { AGCAGTAA } \$ \rightarrow \mathrm{~L}=\text { AAT } \$ \mathrm{CGAAG} \rightarrow \mathrm{~F}=\$ A A A A C G G T
$$

It is a very remarkable mathematical fact that knowing only L one can restore uniquely the original T string.

The first step of the reversing process is that one creates F from L by lexicographical ordering.

The basic trick of the reverse transform is the Last-to-First-Mapping prop-
erty of the L and F strings.

$$
\begin{aligned}
& L \rightarrow \mathrm{~F} \\
& A \leftarrow \$ \\
& A \leftarrow A \\
& \mathrm{~T} \leftarrow \mathrm{~A} \\
& \$ \leftarrow A \\
& \mathrm{C} \leftarrow A \\
& \mathrm{G} \leftarrow \mathrm{C} \\
& A \leftarrow \mathrm{G} \\
& A \leftarrow \mathrm{G} \\
& \mathrm{G} \leftarrow \mathrm{~T}
\end{aligned}
$$

Each element of F is pointing to the symbol of L which is preceding it in T , i.e. one has from the beginning the pair wise reconstruction of $\mathbf{T}$ in the $\mathrm{L}(\mathrm{i}) \mathrm{F}(\mathrm{i})$ combinations. Thus one needs only to connect them in right order.

The symbols of the T string are produced in reverse order which means that one should start from the ending character $\$$.
a)





Figure 4: BWT reverse, part b) with $X$ in $F$ for used characters

It is worth to mark the already selected pairs in F with an ' $X$ ' as-shown in Figure 4 (b).

The horizontal arrow in the first line from F to L provides the N -th, i.e. the last symbol of $T$ which is $A$.

In the next step one is jumping from the last $L$ position ( $\mathcal{A}$ in line $\# 1$ ) to the nearest F position containing the same symbol, which ensures the piecewise continuity. Thus in the above example one is ending in the second line of $F$.

The next horizontal arrow from F to L gives symbol A , which is really identical with the $(N-1)$-th character of $T$.

The procedure is repeated from the second line of L , selecting the nearest A in F which is not in the same line. Thus we reach the A character in line $\# 3$ of F .

And so on one can repeat the horizontal $\mathrm{F} \rightarrow \mathrm{L}$ and inclined $\mathrm{L} \rightarrow \mathrm{F}$ steps until one gets the final AGCAGTAA (Figure 4).

Of course, the procedure can be formulated in a more exact way too, it is based on two tables. The first is giving

Number of Preceding Symbols Matching Symbol in Current Position in L;
the second one is derived from F:
Number of Symbols Lexicographically Less Than Current Symbol
which are described in detail in ref [ Burrows-Wheeler Transform Discussion and Implementation, talk by Michael Dipperstein [13]]

How can one use BWT for alignment of short reads? One can prepare the BWT of the known reference sequence containing of N characters. If the short read with m characters is identical with some part of the reference sequence, then one can assume that using the last character of the short read as starting character in F one can execute a reverse transformation from this point. As a simple test we can check in the above T as reference whether it contains the CAG combination.

In general there is not a single solution. E.g. one finds 2 combinations for CAG (Figure 5).
Try to find ACAG short read or TCAG. No way, because from the last position where the C was found one cannot go further. Let us assume that due to a point error the short read was recorded by a point error as ATCAGTAA, which has no exact matching with the reference sequence. In this case one can use some kind of heuristic method, the so called backtracking. In case of unsuccessful search the program executes some backward steps and the recorded character is changed to a new one. The selection of the position and value of the new character is depends on the measured quality of the recorded characters which is monitored during the measuring process. It is important to remark, that if one can execute exhaustive research for point error cases, then one doesnt need to apply such heuristic algorithms, which can be demonstrated

| $L \leftarrow F$ | $L \leftarrow F$ |
| :---: | :---: |
| A S | A $\quad$ S |
| A A | A A |
| T A | T A |
| S A | S A |
| C A | C A |
| G C | G C |
| A (G1) | $A \leftarrow \%$ |
| A G | A G |
| $\mathrm{G} \quad \mathrm{T}$ | $\mathrm{G} \quad \mathrm{T}$ |



Figure 5: BWT search for partial string 'CAG', two possible solution
by the following algorithm.

### 2.3 Pseudo-binary circular convolution

The circular convolution is a frequently used reduced version of the general convolution formula. One can define it in the following way:

$$
y(n)=h(n) @ u(n)=\sum_{i=0}^{N-1} h(i) \cdot(u(n-i))_{N}
$$

or:

$$
y(n)=h(n) @ u(n)=\sum_{i=0}^{N-1} h(i) \cdot(u(n+i))_{N}
$$

where: $(u(n))_{N}, N$-point periodic extension of $u(n)$. 'Cyclic'='circular'.
Order: 'N-point' or 'order $N$ ', $y(n) ; h(n) ; u(n)$ all have length $N$.
Here we want to specialize it further to accommodate the DNA alignment case. It will be assumed that the $u(n)$ function will correspond to the reference genome sequence of length N , whereas the short reads will be represented by $h(i)$ having non-zero values only for $0 \leq i \leq m-1$, where $m<N, h(i)$ is
equal to zero above this value till $\mathfrak{i}=\mathrm{N}$. It is assumed that the characters of $u$ and $h$ are written in binary form of 1 s and 0 s , thus the total length will be increased from $N$ to $N_{b}=n_{b i t} \cdot N$, where $n_{b i t}$ is the number of bits required to identify the character symbols.

This binary circular convolution can have a special physical meaning if one applies and additional trick by converting the zero values to -1 in $u$ and $h$ functions.

Example:
$\mathrm{N}=5, \mathrm{~m}=4$ and $\mathrm{n}_{\mathrm{bit}}=2$
Symbols: $a, b, c, d$ binary representation: $00, \quad 01, \quad 10,11$ pseudo binary: $-1-1, \quad-11, \quad 1-1, \quad 11$
Reference string: u bacad $\rightarrow$ binary: $\begin{gathered}0 \\ 0\end{gathered} 1$ bacad $\rightarrow$ pseudo-binary: $\begin{array}{llllllllllll} & 1 & -1 & -1 & 1 & -1 & -1 & 1 & 1 & 1\end{array}$
Short read string: h acad $\rightarrow$ binary: $\begin{array}{lllllllllll}0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0\end{array}$ acad $\rightarrow$ pseudo-binary: $\quad-1 \begin{array}{llllllllll} & -1 & 1 & -1 & -1 & 1 & 1 & 1 & 0 & 0\end{array}$
padding zeros at the end.
Binary convolution:

$$
\begin{aligned}
y(0) & =h(0) \cdot u(0)+h(1) \cdot u(1)+h(2) \cdot u(2)+\cdots+h(9) \cdot u(9) \\
& =0 \cdot 0+0 \cdot 1+1 \cdot 0+0 \cdot 0+0 \cdot 1+1 \cdot 0+1 \cdot 0+1 \cdot 1+0 \cdot 1+0 \cdot 1=1 \\
y(1) & =h(0) \cdot u(1)+\ldots \\
y(2) & =h(0) \cdot u(2)+h(1) \cdot u(3)+h(2) \cdot u(4)+\cdots+h(9) \cdot u(1) \\
& =0 \cdot 0+0 \cdot 0+1 \cdot 1+0 \cdot 0+0 \cdot 0+0 \cdot 0+1 \cdot 1+1 \cdot 1+0 \cdot 1+0 \cdot 1=3 \\
y(3) & =h(0) \cdot u(3)+\ldots \\
\vdots & \\
y(9) & =h(0) \cdot u(9)+\ldots
\end{aligned}
$$

Pseudo-binary convolution:

$$
\begin{aligned}
& y(0)= h(0) \cdot u(0)+h(1) \cdot u(1)+h(2) \cdot u(2)+\cdots+h(9) \cdot u(9) \\
&=(-1) \cdot(-1)+(-1) \cdot 1+1 \cdot(-1)+(-1) \cdot(-1)+(-1) \cdot 1+1 \cdot(-1)+ \\
& 1 \cdot(-1)+1 \cdot 1+0 \cdot 1+0 \cdot 1=-2 \\
& y(1)= h(0) \cdot u(1)+\ldots \\
& y(2)= h(0) \cdot u(2)+h(1) \cdot u(3)+h(2) \cdot u(4)+\cdots+h(9) \cdot u(1) \\
&=(-1) \cdot(-1)+(-1) \cdot(-1)+1 \cdot 1+(-1) \cdot(-1)+(-1) \cdot(-1)+ \\
&(-1) \cdot(-1)+1 \cdot 1+1 \cdot 1+0 \cdot 1+0 \cdot 1=8 \\
& y(3)= h(0) \cdot u(3)+\ldots \\
& \vdots
\end{aligned} \quad\left\{\begin{aligned}
y(9)= & h(0) \cdot u(9)+\ldots
\end{aligned}\right.
$$

From this example it is obvious that the pseudo binary circular convolution gives the exact number of bit matches between the reference sequence and the short read and the $y$ index provides the position for that number of matching. Exact matching gives the value $y(n)=N_{b}$. It provides exhaustive search, because if there are more than one exact matching position then for all the $\mathfrak{n}_{\boldsymbol{i}}$ values one gets $\mathrm{N}_{\mathrm{b}}$.

In general, an error decreases the sum by 2 , thus the number of matches is equal

$$
M=(y(n)+m) / 2
$$

The second remarkable feature of this formula is, that it works exactly in the similar exhaustive way, if we allow a given number of mismatching bits.

The third interesting fact is that one can speed up the calculations, which requires $\mathrm{N} \cdot \mathrm{N}$ steps, by using Fast Fourier Transform of $h$ and $u$. The calculation time of the convolution will be reduced to $\mathrm{N} \cdot \log (\mathrm{N})$ steps. In some architecture this can be the optimal solution, but in the next we propose even faster practical solutions.

## 3 Local Boolean alignment algorithms

From the definition it is obvious that the solution of the alignment problem does not require intense numerical calculations, therefore in the next we concentrate on the bit-level or string character manipulating algorithms which can be optimally executed in FPGA and ASIC systems.

### 3.1 Sliding window sequential algorithm

Let us assume that the reference genome has N base pair. One is looking for the alignment of short reads with the length of m base pairs. For simplicity, we assume that $\mathrm{N}=\mathrm{K} \cdot \mathrm{m}$

The characters in reference genome and short read are compared individually within a sliding window (Figure 6). The number of sequential sliding steps is equals to $\mathrm{N}-\mathrm{m}+1$.

Reference sequence (shifting left
Sliding window (static)
1 character at a time


If one takes into account that the sequencing instruments do not give an exact copy of the measured specimen, in general there is no existing unique solution for the alignment problem. Therefore one applies statistical multiple measurement in the analysis as it is illustrated in Figure 7.
Short Read Applications
-Genotyping Goal: identify variations

Goal: classify, measure significant peaks:


Figure 7: Statistical analysis
The base pair symbols can be converted to binary representation as it is shown in some simple examples (Figure 8).

```
    Symbolic: A,C,G,T base pairs }->\mathrm{ Binary 0/1 bits
A >00, C->01, G > 10, T T 11
```

            Short read ( Sr )
        A C G T G A C T
        0001101110000111
        m base pairs \(\rightarrow 2^{*} \mathrm{~m}\) bits
    Referencia genome (Ref-g) : \(\longrightarrow\)
    CATGACGTACGTGACTACGTACACGTACGTGACAAG
010011100001101100011011100001110001101100010001101100011011100001000010
N base pairs $\rightarrow 2^{\star} \mathrm{N}$ bits

Figure 8: Illustration for symbolic binary transition

Using a single processor it takes $(N-m+1) \cdot m$ steps to check all the combinations, which can be a very long time if N is large (Figure 9). It is not worth to compare the last $m-1$ positions because it is not possible to have exact matching with the $m$-long short read.

### 3.2 Coarse grain K parallelism

If one applies $\mathrm{K}=\mathrm{N} / \mathrm{m}$ processors then one needs only m sliding steps which reduces the execution time to $\mathrm{m} \cdot \mathrm{m}$ steps (Figure 10) which can be a very considerable speed up, because in general $\mathrm{m} \ll \mathrm{N}$.

The last processor will work only for the $m=0$ case because the reference genome runs out.

### 3.3 Fine grain N-parallelism

If one has enough money to buy $N-m+1$ processors then the execution will require only $m$ steps which is very small relative to the sequential single process $(N-m+1) \cdot m$ case (Figure 11$)$.

SERIAL MATCHING SEARCH: Single processor
$\mathrm{k}=0,1, \ldots \quad,(\mathrm{~N}-\mathrm{m}-1)$


Figure 9: Single principle agent realization for serial matching search

PARALLEL Sr MATCHING SEARCH: K=N/m processors
 Ref. steps:m * Sr. steps:m
$\mathrm{k}=0,1, \ldots \quad,(\mathrm{~m}-1)$


Figure 10: Moderate number of principle agents realization for coarse grain matching search

PARALLEL MULTI Sr MATCHING SEARCH: $\mathrm{N}-\mathrm{m}+1$ processors

NUMBER of MATCHING STEPS $=\mathrm{m}$, only Sr . steps

$$
\mathrm{k}=0,1, \ldots \quad,(\mathrm{~m}-1)
$$



Figure 11: Fine grain matching search

## 4 Nucleotic algorithms

The Von Neumann architecture, also known as the Von Neumann model and Princeton architecture, is a computer architecture based on that described in 1945 a mathematician an physicist John Von Neumann and others in the First Draft of a Report on the EDVAC [9]. This describes a design architecture for an electronic digital computer with parts consisting of a processing unit containing an arithmetic logic unit and processor registers, a control unit containing an instruction register and program counter, a memory to store both data and instructions, external mass storage, and input and output mechanisms. The meaning has evolved to be any stored-program computer in which an instruction fetch and data operation cannot occur at the same time because they share a common bus. This is referred to as the Von Neumann bottleneck and often limits the performance of the system.
The proposed NON-Neumann architecture (NONN) is applying FPGA reconfigurable hardware realizing computation directly in the memory cells avoiding the CPU-memory bottle-neck. This NONN approach can be applied only for specific problems which are treating big-data massively parallel on SCAL-

ABLE way. The idea of massively parallel 1-bit CPU system is not new, e.g. a special ASIC design existed already 25 years ago [11]. The interesting fact is that large class of the presently unsolvable problems are falling in this category in physics, chemistry, biology, life sciences, materials, climate, geosciences, etc.

Exascale computing in general is a very nice idea, but in practice it seems to be a non realistic aim. Here we should like to reach this aim only in case of a limited set of problems which are important enough to be worth to invest into them. In the real physical world the matter is consisting from atoms, but the dominant element is the atomic nucleus containing $99.95 \%$ of the mass. The solid structure of the objects is ensured by the crystal or amorphous arrangements of the ionic nuclei. The single and double helix in biological system is based on the nuclear acid base pairs. If one can follow the history of this nucleotic agents one can control the system. In wider context in cosmology stars and galaxies can play this nucleotic role. In general numerical solution of theoretical partial differential equations is achieved by discretization of space and time. The lattice nodes with definite calculation procedures can be regarded also as nucleotic objects. In a heuristic way one can define as nucleotic system those arrangements which are consisting of elements with precisely defined properties and are mainly in interaction only with other elements in their neighbourhood. This definition gives rather wide set of possibilities, the systems can have regular, amorphous, tree-like or general graph etc. structures.

According to the definition of nucleotic problems one can ensure ultrascalability, if there is a possibility to identify the so-called principal agent [12]. The principle agent executes the universal activity at each nucleotic site driven by the common Clock-signal. In more complex cases one can have several different types of different principal agents which are activated by special control logic at appropriate times. The procedure executed by individual principal agent can take T clock cycles corresponding to its type.

The principal agents can be regarded as vertices of a graph. The information flow is indicated by directed edges.

### 4.1 Bit-serial principle agent

In all the above cases each processor executes character comparison which is a two-by-two bit process, i.e. one evaluates a double-hit coincidence. Preliminary step for coincidence matrix creation in DNA principal agent is shown in Figure 12. Thus the main algorithm will work on the $\mathrm{N}^{*} \mathrm{~m}$ coincidence matrix, because the two bit comparisons are restoring the symbol count length independently the coding length of the characters to N and m .

Base pair matching $\rightarrow$ double-bit coincidence


Figure 12: Preliminary step for coincidence matrix creation in DNA principal agent

The above defined single processor serial matching search algorithm can be realized in FPGA by 3 hardware elements: 2 shift-registers the first for the reference genome with length N and the second for short reads of length $\mathfrak{m}$, plus one principal agent.

The principal agent algorithm is extremely simple for each clock pulse the bit from reference genome is compared to the corresponding bit of the short read. The XOR logics provides output 1 in case of different inputs, thus the counter will be incremented by 1 if there was a mismatch, i.e. a point-error (Figure 13). The error counter is working in two-complement mode. Let us define the allowable maximal number of errors as Maxerr. At the start of each $m$-bits comparison cycle the error counter is set to -Maxerr, thus the positive value in the error counter will indicate automatically if the number of errors exceeded Maxerr.
The readout is organized through a so-called serializer to a FIFO transmitting the number of errors not exceeding Maxerr and the actual number of shifts in the reference genome to indicate the start of the matching section.


Figure 13: Bit-serial principal agent for DNA sequence alignment

One requires a serializer because due to the exhaustive search there can be more than one solutions.

In case of K principal agents the 3 main FPGA processing elements are the same. With this coarse grain design one observes a $K=N / m$ fold speedup relative to the serial case (Figure 14). In this system each element of the reference genome is wired to one principal agent.

Here the role of serializer is more emphasized because any pair of principal agents can have simultaneous hits.

If one can afford $\mathrm{N}-\mathrm{m}+1$ number of principal agents then the processing time will be independent from the length of the reference genome (Figure 15). In this system each element of the reference genome is wired to $m$ principal agent.

It is important to remark that the 3 main FPGA elements are staying the same in all the three cases. This scaling property is an essential element of the nucleotic algorithms.


Figure 14: Coarse grain principal agents for DNA sequence alignment

### 4.2 ULTRASCALABILITY with bit-parallel principal agents

One can speed up the execution time and increase the efficiency of calculations by applying more complex processors. So far it was assumed that the processors were comparing one character of the reference sequence to one character of the given short read. One can perform in an FPGA (or ASIC) processor more than one comparison simultaneously.

In a special case $N=24, m=8$ and $K=3$ the serial, coarse and fine grain systems with bit-serial principal agents are shown schematically in Figure 16.

One can apply however in the same structures instead of the bit-serial PAs so-called bit-parallel PAs too. In this case the exact matching can be achieved in a single clock cycle (Figure 17).

The new bit-parallel PA will have similarly simple structure, just the single XOR gate will be replaced by $m$ pieces of XNOR gates and a $m$-fold AND gate to produce the exact matching trigger signal T .

This algorithm reserves the exhaustive feature of the bit-serial PA, but it


Figure 15: Fine grain principal agents for DNA sequence alignment
fails for point-errors, therefore the speed-up was traded for performance. One can regain part of the losses with relatively small new investments.

Let us divide the short read e.g. into $\mathrm{m}_{\text {reduce }}=2$ pieces and apply processors which compare $m / m_{\text {reduce }}$ characters simultaneously. This cutting into half of the AND gate will produce $m$ times gain is execution time and will provide extremely important information for matchings with point errors. This algorithm was proposed in [14] (Figure 18).

This simplified initial-model for DNA sequence alignment can illustrate how can one build an ULTRASCALABLE computer system, where the processing time is independent from the size of the problem if one provides the hardware which is proportional to the actual size.

In our specialized basic-model the alignment procedure can produce 3 different type of results:
a) Exact matching $\mathrm{T}=\mathrm{T} 1$.AND.T2: provides the list of pointers pointing to the position of the base pair in the reference genome from where the actual short read is coinciding exactly with this part of reference genome.


Figure 16: Summary of bit-serial principle agents
b) Half matching $\mathrm{H}=\mathrm{T} 1 . \mathrm{XOR}: \mathrm{T} 2$ represents the list of exclusive OR cases, where first or second half of the short read has complete match at least of length $m / 2$. If $m \gg 2$ then this selection can be already very effective, therefore it is worth to sort out these cases for second part of the aligner algorithm. (If one can afford a bit more hardware for T1,T2,T3 and T4 logics then one can ensure $75 \%$ matching, allowing mismatch only in one segment shown in Figure 18 c.
c) No matching. This is the most frequent outcome. For illustration purposes intentionally we selected a combination with absolute minimal number of AND/OR gates, which simplifies the processing logics. One can easily create systems looking for more than one substitution point-errors.
One can realize the $m$ times speed-up in both K and N parallelism.
In the K parallelism case in one clock cycle one can test the short read alignment only in those positions where the value of pointer index is a multiple


Figure 17: Summary of bit-parallel principal agents
of $\mathfrak{m}$, assuming that the starting index value is equal to 0 . For the other values from 0 to $(m-1)$ one should make $m-1$ shifts in the reference genome and check for alignment one-by-one.
Of course, in the N parallel case one assign to each $\mathrm{N}-\mathrm{m}+1$ line this complex processor. Then one can get all the exact matches in single step. As additional bonus one will get a relatively short list for positions which contain all the cases where exactly one error occurred. Unfortunately there can be more than one mismatch in the indicated segment, therefore to fix this additional information a second round of tests is required. It stays however on the $\mathrm{O}(1)$ level, because with reasonable design one can limit the expected number of multiple solutions below 10 .


Figure 18: a) Principal agent for DNA sequence alignment with m-fold coincidence for $\mathrm{T} ; \mathrm{b}$ ) $\mathrm{m} / 2$-fold coincidence +2 -fold AND for $\mathrm{T}=\mathrm{T} 1 * \mathrm{~T} 2 ; \mathrm{c}$ ) $\mathrm{m} / 4$-fold coincidence +4 -fold AND for $\mathrm{T}=\mathrm{T} 1 * \mathrm{~T} 2 * \mathrm{~T} 3 * \mathrm{~T} 4$

## 5 Practical demonstration

We looked at existing FPGA-based solutions for parallel short read alignment but we did not find any that attempts ultrascalability of a system although numerous papers concluded that FPGAs provide an excellent platform on which to run sequence alignment, and that clusters of reconfigurable computers will be able to cope far more easily with the vast quantities of data produced by new ultra-highthroughput sequencers [5][6].

Some solutions use higher level languages (e.g. handel-C)[3][2] which makes them easier to implement but in most cases leads to a significant decrease in efficiency. Several papers target slow but more accurate dynamic programming approaches (e.g. Smith-Waterman algorithm)[3][6]. One particular paper[5]
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discusses the implementation of a similar algorithm (Eland algorithm) on very similar hardware ( $\mathrm{DE} 2-\mathrm{SoC}$ ) but the implementation takes a more conventional approach involving hash functions and lookup tables which render ultrascalability unfeasible.

In this section we discuss the implementation of the algorithm introduced earlier. The source for the FPGA and the GPU implementation can be found in our public repository:
https://bitbucket.org/exascalemultiscience/de1-soc-exaligner
The proposed simple point-error search algorithm was realized in two different hardwares:

- a GPU system using CUDA with an Intel Core i7 CPU 9202.67 GHz processor and an NVIDIA GeForce GTX 980.
- an FPGA SoC(System on a chip) with a Dual-core ARM Cortex-A9 (HPS) processor and a Cyclone V SoC 5CSEMA5F31C6 Device with 85K Programmable Logic Elements

The performance as well as the result of the CUDA GPU system and the FPGA system was compared to Bowtie, a public short read aligner.

Here is a concise version of the algorithm:

```
open reference_file
while not reached end of reference_file
    reset hardware
    read reference_segment from reference_file
    write reference_segment to hardware
    open reads_file
    while not reached end of short_read_file
            read short_read from short_read_file
            write short_read to hardware
            wait until hardware is finished
            read and store results from hardware
    end while
    close short_reads_file
end while
close reference_file
open sam_output_file
```

```
for all short_read
    write alignment_data of short_read into sam_ouput_file
end for
close sam_ouput_file
```


### 5.1 FPGA implementation on DE1-SoC Board

The DE1-SoC Development Kit presents a robust hardware design platform built around the Altera System-on-Chip (SoC) FPGA, which combines the latest dual-core Cortex-A9 embedded cores with industry-leading programmable logic for ultimate design flexibility. Alteras SoC integrates an ARM-based hard processor system (HPS) consisting of processor, peripherals and memory interfaces tied seamlessly with the FPGA fabric using a high-bandwidth interconnect backbone. The DE1-SoC development board includes hardware such as high-speed DDR3 memory, video and audio capabilities, Ethernet networking, and much more. The DE1-SOC Development Kit contains all components needed to use the board in conjunction with a computer that runs the Microsoft Windows XP or later (64-bit OS and Quartus II 64-bit are required to compile projects for DE1-SoC ) [18].

The schematic diagram of the implementation can be seen in Figure 15. In this figure the principal agents are handled as separate functional elements but in reality it is much more efficient to implement them as part of a larger functional element which carries out the computations on a large array of registers in parallel. A single instance of the prinicpal agent is illustrated in Figure 19 in detail. Each principal agent has two bits for the reference nucleotide and two bits for the short read nucleotide as input. If the output bit is 1, it means there was a match. These output bits are produced in parellel and they must be processed sequentially because the FIFO has only one input. Normally this would cause a major bottleneck, however in this problem we can discard the results with a 0 value because we don't need to process mismatches at all. This is performed by the serializers. The serializers in Figure 15 fig15(!!!!!!!!!) can also be aggregated into a larger functional element. There is some communication between the serializers in order to determine which result will be propagated to the FIFO. The number of clock cycles required for processing every principal agent output is the same as the number of matches. Most of the time there will be zero or one match in the entire reference. The case of more than one match is possible but fairly rare.

In this section ranges are always inclusive unless otherwise specified. For the implementation of the FPGA design we used Qsys and the Quartus II


Figure 19: The single element of the fine grain principal agents
software. The HPS communicates with the FPGA fabric through a 32 bit AXI bus. The communication protocol is built according to the Avalon MemoryMapped (Avalon MM) Interface. The interconnect between the HPS and the FPGA design is generated using the Qsys system integration tool.

Essentially, what the Qsys tool does is creating glue code, also known as interconnect, mostly consisting of buses and arbiters between the individual components of the system. For example every component has a clock input which is connected to the output of the Clock component. Another example would be the master/slave relationship between the HPS and the on-chip memory component.

There is a golden hardware reference design(GHRD) provided by the manufacturer of the DE1-SoC, Terasic. In the GHRD project there is an existing Qsys setup that was specifically designed for this device. This project perfectly matches the capabilities of the device and it can be easily extended with additional functionality.

During Avalon MM transfers the processor takes the role of the master and
the FPGA accelerator logic behaves as the slave. This means that transfers are always initiated by the C program and the FPGA design reacts to it within a few clock cycles.

In the C code Avalon MM transfers are simple read and write operations at a virtual memory address, which can be calculated by adding the appropriate offset to the virtual base memory address corresponding to the FPGA accelerator logic. The offset values and the virtual base memory addresses have to be synchronised between the Qsys setup and the C code.

From the perspective of the FPGA design the memory ranges from 0 to 3 ( $4 \times 32$ bits). Values in this range can be encoded using a 2 -bit wide value. In the C code the virtual memory offset values range from 0 x 0 to 0 xb ( 4 x 4 bytes).

According to the communication protocol it is the responsibility of the accelerator logic to keep track of whether the next input is part of a short read or the reference. Calculations start as soon as the loading of all necessary inputs has finished. The results are then pushed into a FIFO. The C code uses polling on a designated memory address to determine whether the FIFO holds some data, i.e. a result is available to read. Reading the actual results takes place on another memory address specifically allocated for the task. The FPGA can also be reset from the C code using an Avalon MM transfer to the appropriate memory address.

### 5.2 GPU implementation

In the GPU implementation most of the C code is the same as in the FPGA implementation. The main difference is in the communication between the two components (CPU and GPU). Instead of explicit transfers through an interface the CPU has indirect access to the allocated memory where the GPU calculations take place. Before and after a kernel call the data has to be copied between the CPU memory and the GPU memory. Though it is considered good practice to over-issue work to the GPU to help to the device memory latency.

From an algorithmic perspective we can observe a correspondence between principal agents in the FPGA and CUDA kernel threads. We applied the same pseudo code (Section 5.) in both cases, despite the fact that the GPU would be able to scan the entire string in the memory at one time.

### 5.3 Comparison

Bowtie numeric vs Boolean: There is no difficulty in finding one match if there
is any. The parallel nature of Boolean approach guarantees the exhaustive search whereas in Bowtie it would need special effort to look for multiple solutions. Of course, the existence of multiple solutions requires additional programming to serialize the candidates.

In case of the heuristic Bowtie and its more advanced versions the processing of almost good matchings with few number of errors is a real challenge. One of the possible solutions is the backtracking in BWT which means a trial and error procedure to look for exact matching artificially modifying characters in the measured short reads assuming recording errors in the given position.
$G P U$ vs FPGA: Programming in GPU and FPGA requires completely different methodology. One should learn new languages CUDA (or OpenCL).

Nucleotic nature of the problem: extreme simple algorithms.
Hardware difference: For the FPGA minimal resources are required and calculations are executed in the memory cells, whereas in the GPU system complete threads are sacrificed, essentially a small CPU is used for each PA.

GPU threads have separate local memory and a very much reduced but still rather complex mini-CPU for real and integer operations. Few number of threads per square cm of silicon.

In FPGA memory cells and logical gates are together in logical elements ideal for bit level programming, one could say that calculation is performed inside the memory cells. The logical elements are relatively universal, but simple enough not to waste silicon surface for unused resources. One can have millions of logical elements per square cm on silicon.

The use of ASIC hardware can be even more economical. One can design only with the minimally necessary memory cells and gates, thus no unused elements are sitting in reserve. Its density can reach billions per square cm on silicon.

The scalability problem occurs for both architectures because the same signal should be delivered to more and more elements. FPGA and ASIC have a much larger density per chip resulting in shorter transmitting routes!! Furthermore the network topology of such a system can be very flexible as it can conform to the custom data-flow of any algorithm while GPUs have a fixed infrastructure for transmitting data.

In case of nucleotic problems the network consists of mainly two components:
In first case there are connections only between neighbouring principal agents. This structure is ideal for ultrascalability, because one can increase the network by simple connections at the edges.

The other part of network is given by a few global transmissions propagating information to a large number of elements.It is not a problem to send
signals on a single line to 10 destinations, but the signal propagation becomes questionable if one aims for millions of destinations with a single signal. In principle, one can use a binary tree instead of a single line with appropriate amplifying elements. Of course, the expansion of this binary distribution tree is much more complex between chips and boards than inside a chip. The same logics can be applied in GPU, FPGA and ASIC principal agents, but it is obvious that it costs practically nothing in energy and cost at ASIC, but can be prohibitive in case of GPU boards.
The I/O capabilities in FPGAs are larger by several orders of magnitude (due to the pin counts) making it easier to incorporate it into a larger system.

Longer clock cycles are a serious disadvantage in FPGA and ASIC systems but as the technology is advancing they are approaching speed of traditional CPUs. The clock frequency also depends on the timing constraints of the RTL design.

The number of FPGA processing units can not be increased further (as it was explained in Section 5.3) due to a hardware limit, over up to these values we can extrapolate, assuming the same scale behaviour. GPU have been possible to go further, but we did not want to compare the theoretical values with the measured run time. We might expect that longer chains and multi-thread processor, the GPU efficiency will grow roughly up to $4-8$ times of the processing units, which reaches its peak efficiency and run time does not improve in the future.

The table below illustrates the difference between the running time of the FPGA and GPU implementations. The first column contains the number of principal agents/threads used in each run and the second and third columns contain the running times for the Lambda phage example detailed in a later section. It only takes 1024 principal agents to run faster than the GPU due to the ultrascalability property of the FPGA implementation. In the GPU implementation the more threads the longer it takes to evaluate the result of every thread because it must be performed serially by the CPU. It would be interesting to compare the two solutions using an even higher degree of parallelization but due to the limited capacity, a design with more than 1024 principal agents doesn't fit in the Altera Cyclone V FPGA.

The runtimes of introduced method on FPGA and GPU are shown in Table 1. In comparison if we run the algorithm sequentially it takes 147940.670 seconds (approximately 41 hours).
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|  | FPGA $[\mathrm{s}]$ | GPU[s] |
| :---: | :---: | :---: |
| 64 | 2427.410 | 2282.875 |
| 128 | 1214.420 | 1159.218 |
| 256 | 608.870 | 588.058 |
| 512 | 304.890 | 298.164 |
| 1024 | 154.280 | 157.256 |

Table 1: Runtime in FPGA and GPU

### 5.4 Simple example

In this section we describe the different implementations of the exaligner algorithm.

Running the CUDA application is extremely simple. One should execute the following command:

- exaligner-gpu example_reference.fa example_reads.fq example.sam The FPGA application is very similar:
- exaligner-fpga example_reference.fa example_reads.fq example.sam

With Bowtie it is a little different:

- Command line for index creation: bowtie2-build reference/example_reference.fa example_reference
- Command line for sequence alignment: bowtie2 -x example_reference -U reads/example_reads.fq -S example.sam

Relevant positions in the output sam file:
Position \#1.: short read ID
Position \#2.: bitset, possible values in our case: $0,4,16$; if 0 , then forward maching; if 16 , then reverse matching; if 4 , then no alignment found Position \#4.: aligned reference genome position, indexing starts with 1. Position \#10.: short read sequence

The first few lines of the example.sam output file:

```
@HD VN:1.0 SO:unsorted
@SQ SN:example_reference1 LN:420
@PG ID:Exaligner VN:1.0 CL:'./exaligner-fpga example_reference.fa
example_reads.fq example.sam'
example_read1 0 example_reference1 5 42 16M * 0
```

    0 TGATGGTCGTCCATTA .:7@3<6\&10EG \(2<7<\)
    example_read2 16 example_reference1 $44216 \mathrm{M} * 0$
0 TTGATGGTCGTCCATT $<7<2 \mathrm{GE} 01 \& 6<3 @ 7$ :.
Below is the first matching short read from the example_short_reads.fq file.
The last row describes the sequencing quality and can be ignored.

```
@example_read1
TGATGGTCGTCCATTA
+
.:7@3<6&10EG2<7<
```

In this example the following simple reference file was used:
> example_reference1
GCCTGTATGGTCGTCCATTAAGTACGCTAAGTCACAGCGCGCTGC GCCAGGGCGTGGCAATGGTGCAGCAAGATCCGGTGGTGCTGGCGG ATACCTTCCTCGCCAACGTGACGCTGGCACGTGATATCTCTGAAG AACGCGTCTGGCAGGCGCTGGAAATCGTGCAGCTGGCGGAGCTGG CGCGTAGCATGAGTGATGGTATTTACACGCCGCTTGGCGAGCAGG GGATAAATCTCTCAGTCGGGCAAAAGCAACTGCTGGCACTGGCGC GCGTGCTGGTGGAGACGCCGCAAATCCTGATCCTTGATGAGGCAA CCGCCAGCATTGACTCCGGGACTGAATAGGCGATTCAACATGCTC TGGCGGCGGTGCGTGAACATACTACGCTTGTGGTGATTGCTCACC GCTTATCAACTATTG

The .sam output of the FPGA and GPU applications are identical. One should not expect identical results from Bowtie because its algorithm uses heuristics and the output is random. However, as the next section describes the output files compare favourably.
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### 5.5 Lambda virus

In this article we introduced an algorithm using the advantage of the FPGA options to determine the DNA sequences. We present below the case of Lambda virus, because the DNA molecule of 48502 base-pairs is linear.

In 1950, Esther Lederberg an American microbiologist, who performed an experiments on E.coli mixtures. His research led to employment of Lambda phage as a model organism in microbial genetics as well as in molecular genetics [8].

In this article we study the short reads each comparison performed by the reference sequence, are determined for exact matching, 1, 2, and 3 cases of error.

We ignore the indel ie. the insertion, when an extra element appears and the deletion case, when an item is missing in the test sequent.

We calculated the distribution of short reads over Lambda virus, where the length of short reads is 50 . The number of short reads depends on the reference position, which was calculated by exaligner algorithm (5.5 Section). This method is able to accurately determine individual cases of error occurrences.

The generated sample file is created by wgsim program [15]. The exact matching and 1 cases of error have been shown in Figure 20. The 2 and 3 cases of error have been presented in Figure 21. The generated and real [16] sample string of Lambda phage was studied by Bowtie algorithm also, which was shown in Figure 22.

Since the set of measurements considered as random sequence, therefore we can characterize this series with the expected value, standard deviation and the correlation coefficient in the Table 2.

There are significant difference of frequency value between the faul (Figure 20 (a)) and the exact matching (Figure 20 (b)) release. The correlation coefficient changes significantly in this case.

|  | 0 | 1 | 2 | 3 | B-g | B-r |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0.6144 | 0.4194 | 0.3792 | 0.4660 | 0.0241 |
| 1 | 0.6144 | 1 | 0.8215 | 0.7708 | 0.8502 | 0.0391 |
| 2 | 0.4194 | 0.8215 | 1 | 0.9854 | 0.9718 | 0.0218 |
| 3 | 0.3792 | 0.7708 | 0.9854 | 1 | 0.9612 | 0.0159 |
| B-g | 0.4660 | 0.8502 | 0.9718 | 0.9612 | 1 | 0.0227 |
| B-r | 0.0241 | 0.0391 | 0.0218 | 0.0159 | 0.0227 | 1 |

Table 2: Correlation coefficient (B-g: Bowtie alg. on generated string, B-r: Bowtie alg. on real string)

The FPGA method is reconfigurable and scalable, so this algorithm can be developed further to find the indels and more complicated and longer DNA sequence.


Figure 20: The diagram for DNA sequence alignment, which consist of 0 (a) resp. 1 (b) error


Figure 21: The diagram for DNA sequence alignment, which consist of 2 (a) resp. 3 (b) errors


Figure 22: The diagram for DNA sequence alignment using Bowtie alg., which consist of the generated sample resp. (a) real string (b)

## 6 Summarize

In this article, we introduced a new nucleotid method that is suitable for processing large amounts of data, which is close to the hardware algorithms (FPGA). We are shown in case of DNA sequenceces of lambda virus to use the exaligner procedure. This method is reconfigurable and rescaling, therefore it can be developed on the more effective tools to study much larger database as the human genom sequence.
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#### Abstract

. In our ever-evolving world, the importance of social networks is bigger now than ever. The purpose of this paper is to develop a sentiment analyzer for the Hungarian language, which we can then use to analyze any text and conduct further experiments. One such experiment is an application which can interface with social networks, and run sentiment analysis on the logged-in users friends' posts and comments, while the other experiment is the use of sentiment analysis in order to visualize the evolution of relationships between characters in a text.


## 1 Introduction

Sentiment analysis [10] is a technique used to determine the amount of positive and negative sentiment in a piece of text. Accurate opinion mining software
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is very desirable due to the many uses it can serve, however this is one of the topics which does not easily carry over, as new parsers, dictionaries and neural networks have to be developed, compiled and trained, all while accounting for the features of the language.

Our sentiment analyzer targets the Hungarian language. Many challenges have presented themselves during the development, one of the main challenges was the handling of negation within a sentence. This is particularly hard, as without understanding the meaning of the words, a language parser will have a hard time deciding where to start and when to end a negation.

Suppose we are examining the following sentence:
"A kijelző minősége nem a legjobb és a kamerája is hagy kívánnivalót maga után, de ár/érték arányban verhetetlen a piacon!" ("The quality of the display is not the best and its camera also leaves something to be desired, but in value for the money it is unbeatable on the market!")

When analyzed by a human, this sentence is mostly neutral, as the device referred to in the sentence has both its ups and downs. However, an application will have trouble deciding how does the negation apply in the sentence above. Different implementation methods will yield different results. As described in section 3.2, if we try to invert the polarity of a fixed number of subsequent words, we will end up with a sentence which has a negative half, followed by a positive half, yielding a neutral sentence overall. However, if we decide to invert the polarity until the end of the sentence, we will get a negative sentence as the overall score. Unfortunately this can go both ways, as there are examples where the other implementation deems to be more accurate.

The Hungarian language (orthography) uses diacritics, and there are words which can have different meanings when written with and without diacritics. Throughout one of our experiments outlined in section 4.1, we have observed that the majority of posts and comments do not use diacritics. In an even worse situation, a sentence may contain mixed use of diacriticized and nondiacriticized words that should have been written with diacritics. In a sentence where diacritics are not used, and the word can have multiple meanings without the possibility of us distinguishing between them, we have to average the polarity of both meanings. However, in a mixed sentence, no averaging will be done, and the essentially misspelled word's meaning will be used, which may erroneously impact the overall score of the sentence.

Ambiguous words end up in the same boat as words with diacritics that were not diacriticized, however in this case it is not the user's fault, it is the fault of the language parser. Without knowing the proper meaning which the author intended to use in case of ambiguous words, we will have to average the
polarity of the meanings, and use that. Unfortunately this is not an accurate solution, but a better solution is not possible with our implementation at this time.

Slang usage is another challenge, however this one can be solved by mapping the slang words to their non-slang counterpart. While this solves the issue, this also means an up-to-date database has to be kept with all the slangs, otherwise meanings may be missed when assessing sentences from the Internet.

Different domains may use words as different technical terms, and may even end up redefining the connotation of said words as a result. In order to correctly assess the connotation of a sentence in a specific domain, the application needs to be re-trained with regards to the connotation of the technical terms that it may encounter.
Sentences containing sarcasm and irony cannot be accurately assessed with simple language parsers. This results in a rather significant issue, as the use of sarcasm generally means the connotation of the sentence is completely inaccurate, as the meaning should have been negated, which is another challenge in and of itself. The sentiment analyzer presented within this paper does not address the use of sarcasm and irony.

## 2 Related work

In the field of Computer Science, Natural Language Processing is a wide subject, which has been broadly discussed. Most of the research done focuses on the English language, however due to the difference between the languages, the solutions proposed and implemented in those papers may not be easily applied to languages they did not focus on, as such this subject is highly languagedependent. The ascent of social media has attracted significant interest in sentiment analysis [10] techniques such as opinion mining.

Experiments with sentiment analysis which also use SentiWordNet[1] as a lexical resource, but focus on a language other than English have been conducted. A paper which discusses opinion mining user-generated movie and hotel reviews in the Portuguese language is [7], while a similar one exists for evaluating French movie reviews in [6]. A paper comparing various methods for sentiment analysis for the German language is in [12].

However, since opinion mining mainly targets user-generated content on social media, the use of humor, sarcasm and irony is rampant[13]. A paper targeting sentiment and irony analysis for the Italian language in [4] observes how users of social media generally use humor and irony, and how this affects
methods used in sentiment analysis. In [14] a corpus of tweets is presented, where every tweet is annotated with an associated emotion, and can be used for further testing in this regard.

A publicly available corpus for the Hungarian language exists under the name of OpinHuBank[11], however we saw it unfit for our purposes as we are not doing entity-oriented analysis. The values assigned to sentences within OpinHuBank are $-1,0$ and 1 , which does not fit into our use case, as we would need to know the extent of positive and negative connotation. We ended up building our own corpus, as described in section 3.2.

A number of papers have been published previously which discuss sentiment analysis with a focus on the Hungarian language[16, 8]. In [3] the interaction of users is being analyzed and used to enhance traditional language processing techniques.

## 3 Methodology

### 3.1 Lexical approach

For the first version of the application, hereinafter referred to as $v 1.0$, we took a lexical approach, with a database where every word is associated with a value representing its positive, negative and neutral connotations.

Since we were unable to find a fitting database openly available for the Hungarian language, but found enough for the English language, we decided to adapt an existing English database to Hungarian as a start. SentiWordNet[1] was ultimately found to be a fitting database whose structure suits our purposes. Their database contains 117,659 words in English with thesaurus attached and the words annotated with their polarity.

As we only had to do dictionary look-ups, we turned to Google Translate's API for translating the batch of words. Even though the translation was successful, and in theory it should have worked fine, upon inspecting the end result, we noticed multiple issues. The machine translation did not account for the correct meaning of words with multiple meanings, and as such most synonyms have been translated to the first Hungarian meaning, regardless what the actual meaning would have been. In an extreme edge-case, 30 different English words were translated to the same Hungarian word. To solve this, we tried to find synonyms for these Hungarian words. The translator would also ignore the part of speech of the translated word, for example the verb "(to) duck" would be translated to the noun "kacsa". In other cases, the assigned polarity would get invalidated, as the translated word does not share the same
semantic orientation as the original, such as the relatively negative attribute "cheesy" would get translated to the neutral word "sajtos" in Hungarian.
After the failed machine translation attempt, we decided to manually translate the whole English database, carefully accounting for different meanings, part of speech, synonyms, and so on. This was a long, tedious and timeconsuming operation, as even though we filtered the database to exclude words without significant polarity attached, we still had to manually comb through 50,973 words. Second step in the process was the processing of the input text we receive from the user, which we will query against the database. As we needed a Hungarian word stemmer, we used a library called magyarlánc[18], which was developed at the University of Szeged as a complete toolkit for linguistic processing of Hungarian texts. The database of the library was not complete at the time, and as such we had to extend it in order to support many other words. One example would be the word "román" (adj. "Romanian") which was stemmed to "rom" (n. "ruin") even though that is not the correct stem.
The web application, whose backend was developed in PHP, would process the input from the user, look up the polarities of the participating words, and compute the final arithmetic mean from their sum, in order to determine whether the specified text carried a predominantly positive, negative or neutral connotation.

This version is rather primitive as far as what is possible in the field of natural language processing. We compared it to several commercial products in subsection 4.2.

### 3.2 Neural networks

For the second version of our application, henceforth referred to as v2.0, we started from scratch as far as the algorithm is concerned, and ventured into the field of neural networks.

We greatly improved the Hungarian translation of our database in the meantime between the two versions, and then we went on to experiment with training a supervised learning linear classifier. After a few trial and error runs, we found the suitable configuration of the neural network to be consisting of 8 input values, 2 hidden layers and 1 output. The 8 input values are the positive and negative sentimental values, separately, of the verbs, nouns, adjectives and adverbs from the database. When given a sentence, we compute the sum of the sentimental values of verbs, nouns, adjectives and adverbs in the sentence, which is then fed to the input. The output of the neural network is a value
between $[-1,1]$ indicating the polarity of the specified sentence. For training, we used an annotated dataset consisting of 500 sentences from the Sentiment Treebank [15] which contains movie reviews.
While the initial results of the new application were promising, we set on to fine-tune the neural network by feeding it further data. However, in order to do this, first we had to compile another suitable training set.

In order to create a corpus in Hungarian for use as a training set for our sentiment analyzer application, we created a user-friendly web application whose purpose was to let prospective visitors give their feedback with regards to what level of positive, negative or neutral connotation they think each displayed sentence had. The sentences to be annotated consisted of user reviews fetched from various web sites, including car and hotel reviews, as well as the opinion of famous people about various topics. The sentences were stripped of any names, including brands and personal names. The annotation is a 2 way polarity with a numeric score for positive and negative sentimental value each. A total of 70 students used the application. The list of sentences to be annotated was generated in such a way, so as to always list the sentences with the least amount of annotations first, out of the 500 total, in order to ensure no sentences would be left without annotations. Students each annotated on average 60 to 120 sentences, resulting in each sentence being annotated at least 10 to 13 times.

The existing neural network was further trained with the 500 freshly annotated sentences. The application featuring the improved version of the neural network will be referred to as $v 2.1$ in later benchmarks, so as to easily distinguish the progress and improvements between the two networks.

We also implemented negation in this version. While there is no agreed-upon standard way to handle negation in a sentence, as described in papers [5, 9] the typical way to handle it is by inverting the polarity of the words surrounding the negation. As for the number of words to invert, aforementioned papers list the following possibilities to consider:

- Negate the sentence until the end.
- Negate a fixed number of subsequent words.
- Invert the polarity of the first sentiment-carrying word.
- Invert the polarity of the next non-adverb word.

We have determined the best approach is to invert the polarity of a fixed window of 3 words immediately following the negation, with the exclusion of
stop words, and thus this is the solution we have ended up implementing in the application.

After much work on improving the efficiency of the sentiment analyzer, we have heavily benchmarked the results, which are available in subsection 4.2.

## 4 Experiments

In order to use the sentiment analyzer, we have come up with a few experiments which rely on real-world data and vary greatly in order to test all the edgecases and implementation difficulties outlined in section 1.

### 4.1 Social network analysis

The idea of this experiment is to provide a web interface, on which the users can log in, and query a phrase they are interested in, after which the application will use data from the user's connected social networks, and determine the sentiment of the user's friends regarding the given query.

For the social network component, we have chosen to implement Facebook, as after the user has authorized us to do so, we had the ability to fetch the public posts and comments of the user's friends. As a result, a user may log in to our web interface, and they may search for a phrase, such as a movie or brand name, and the application will determine whether the friends of the user are mostly positive or negative with regards to it, if there are enough posts available regarding the queried phrase.

A few of the issues we have faced included the language variety, as not all the posts and comments of the examined users were in Hungarian. Secondly, the posts which were in fact in Hungarian, varied greatly on the use of diacritics: some were fully diacriticized, some were not at all, and some used diacritics interchangeably. If a text did not contain any diacritics, it is assumed to have been written without diacritics in the first place, and we implemented a special handling for those. We did not try to restore diacritics into the words, instead we generated a list from the database of the words which have the same letters when written without diacritics, and took the average of their polarity. In situations where diacritics were used interchangeably, the analyzer determined the sentence to have been written originally with diacritics due to the occurrence of at least one diacritic. In such cases, words which had meanings in both diacriticized and non-diacriticized forms were not properly accounted for. Last but not least, a significant amount of posts contained misspellings or unrecognized slang, which we had to try and solve by updating our synonyms
database. We ended up manually checking 17,759 words and assigning them synonyms which were not yet in the database at that point.

We also implemented a complementary web browser extension for Google Chrome, which allowed users to select any phrase from any web page and perform sentiment analysis on it with our application, while also getting results on the sentiment of the user's friends regarding the queried phrase.

It should be noted that shortly after conducting the experiment, the API version used by our application (v1.0) was deprecated by Facebook on April 30 th of 2015 , thus we would be forced to switch if we were to continue the experiment. Newer versions of the Facebook API do not support the permissions we require in order to fetch posts and comments.

### 4.2 Comparison results

In order to determine the precision of our sentiment analyzer and get a progression indicator of our improvements, we continually tested our application against a few widely known existing implementations:

- Alchemy API[17] is a commercial product developed by IBM specializing in providing natural language processing services to developers via an API. The list of exposed services includes sentiment analysis.
- Sentiment Treebank[15] is a sentiment analysis application developed by the Stanford University. Their approach is to train a recursive neural network using a training set generated by users assigning a polarity to movie reviews.

For testing, we used $n=100$ sentences containing movie reviews from imdb.com. After translating them to Hungarian we had two parallel sentencesequences to compare the three applications. We denote by $a_{i}, \operatorname{tb}_{i}, s_{i}, i=1, n$ (Alchemy, Sentiment Treebank, Sapiness) the resulted sentiment polarity sequences. The performance of our in-house application against the aforementioned services is outlined in table 1.

The mean of deviation sequence between the two tested applications $\left(\mid a_{i}-\right.$ $\left.\mathrm{tb}_{\mathfrak{i}} \mid, \mathfrak{i}=1, n\right)$ is $32.29 \%$, while the means of deviation sequences between our application and tested ones $\left(\left|a_{i}-s_{i}\right|,\left|t b_{i}-s_{i}\right|, i=1, n\right)$ range from $27.31 \%$ to $33.66 \%$, well within the range of comparable results.

We conducted an experiment in which we take a 100 random sentences and their annotations from OpinHuBank's[11] database, and consider them to be the golden standard when testing against Sapiness. Out of the 100 sentences,

| Comparison | The means of deviation |
| :---: | :---: |
| Alchemy - Treebank | 32.29 |
| Alchemy - Sapiness v1.0 | 52.16 |
| Alchemy - Sapiness v2.0 | 36.54 |
| Alchemy - Sapiness v2.1 | 33.66 |
| Treebank - Sapiness v1.0 | 40.51 |
| Treebank - Sapiness v2.0 | 30.34 |
| Treebank - Sapiness v2.1 | 27.31 |

Table 1: Comparison of Sentiment Analyzers

Sapiness computed a correct sentimental value for 72 sentences, resulting in $72 \%$ correctness.

### 4.3 Plot evolution analysis

The main goal of our project is to detect and examine the informal e-communication network of the employees of Sapientia University (Faculty of Technical and Human Sciences), and to make organizational management suggestions based on this analysis (including the sentiment analysis of the members' e-messages). Since the employees of our faculty are not significantly present on social networks and we have not yet received permission to their email communication contents, we decided to test Sapiness by examining the relationship between characters from the bible.

In this experiment we tried to aim for a more advanced use of the analyzer, and made it our goal to analyze a character's evolution within a story as the plot progresses. We ran the analysis on a modern translation of the bible, examining the relationship between the characters, their interactions and relative emotional trajectory. For the purposes of this paper, we are going to present our findings when analyzing the relationship between David and God.

When preparing the text for processing, we removed all sentences which were irrelevant. We define "irrelevant" in this case as a sentence which does not have both the words "David" and "God" occurring in it. In such cases, we cannot infer a sentimental connotation onto these characters. The selected verses (containing the names of God and David and reflecting their relationship) were arranged in chronological order to characterize the relationship of the two characters over the time (horizontal axes). We assumed that the sen-


Figure 1: Relationship between David and God as determined by Sapiness


Figure 2: Comparison between Sapiness and Alchemy API
timent value sequence of these verses will model the analyzed relationship appropriately. As we expected, negative sentiment value sub-sequences reflect negative periods in the relationship between God and David. The analysis was done on a verse-by-verse basis, meaning that we assigned a sentimental value to each verse separately. If the verse contained multiple sentences, we calculated the sentimental value of each sentence, and then used the arithmetic mean of these values as the final sentimental value of the verse.

After running the analysis, we plotted the initial results in figure 1.
In order to benchmark the precision of our sentiment analyzer, we tried to re-run the analysis using a commercial application intended for this purpose, namely Alchemy[17]. As the chosen web service did not support the Hungarian language, we had to search for an English translation, which also used a modern language.

Value of sentiment
Figure 3: Comparison between AI and gold standard



The matches and discrepancies between our application and the commercial one is visualized in figure 2 :

As the two results in figure 2 are the results of two automated non-human sentiment analyzers, we asked three independent person to provide their own opinions on what positive, negative and neutral connotation each analyzed sentence had.

The results of this manual analysis, overlapped with the previous two results, are visible in figure 3 :

We chose as gold standard (GS: $g_{i}, i=1, n$ ) the sentiment polarity sequence that was given by the three independent person $\left(g_{i}=\left(e 1_{i}+e 2_{i}+e 3_{i}\right) / 3, i=\right.$ $1, \mathfrak{n})$. The means of deviation sequences "GS vs. Sapiness" $\left(\left|g_{i}-s_{i}\right|, \mathfrak{i}=1, n\right)$ and "GS vs. Alchemy" ( $\left.\left|g_{i}-a_{i}\right|, \mathfrak{i}=1, n\right)$ were 23.82 and 36.77 , respectively. Applying a paired $t$-test we found that the Sapiness result was significantly better than the Alchemy's one ( $p=0.005<0.05$ ).
Analyzing the bible was our own idea, however after analysis we found that similar experiments have already been conducted, but no paper has been published on the subject.

## 5 Conclusions and future work

We took the idea of sentiment analysis, and implemented it using two different methods, while testing it against existing commercial products and research applications. We also conducted two experiments which mirrored practical applications and whose main building block was our sentiment analyzer. After examining the results of our benchmarks in subsection 4.2, the results of the experiment in subsection 4.3 , we can conclude that we have significantly improved our sentiment analyzer application with every iteration, and we are currently at a point where our application produces results which are comparable to commercial applications and research products.

Future work on the project may include a variety of objectives, but the main goal is improving the accuracy of the analyzer. We may take multiple roads to approach this goal, such as trying to compile better training sets, try to tweak the configuration of the neural network, and even trying other types of neural networks which can be used for our purposes, such as Support Vector Machines and Naïve Bayes.

As for the experiment conducted in section 4.3 , we may try to compile a training set from a literature piece of an author, then try to use the newly trained neural network on a different work of fiction from the same author,
and test how much improvement, if any of significance, can be had by training the neural network to recognize connotations for a specific style of writing, instead of generalizing it.

Further experimentation can be conducted in order to compare the accuracy of different handling modes for negation, as listed in section 3.2.

We should also study the use of links between SentiWordNet[1] and wordnet synsets in other languages, as presented in paper [2], in order to automatically generate a corpus for any language, solving the issue presented in section 3.2 regarding words with multiple meanings.

We are planning to use the presented application (Sapiness - Sentiment Analyser) for detecting, modeling and characterizing the informal network of the Faculty of Technical and Human Sciences of Sapientia University (based on the day-to-day electronic interactions of its members.) After the informal social digraph has been established each arc will be characterized by the sentimental content of the corresponding messages. We hope that the formal management of our Faculty will take advantage of the expected results of this research.
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#### Abstract

A k-hypertournament $\mathrm{H}=(\mathrm{V}, \mathrm{A})$, where V is the vertex set and $\mathcal{A}$ is an arc set, is a complete $k$-hypergraph with each $k$-edge endowed with an orientation, that is, a linear arrangement of the vertices contained in the edge. In a $k$-hypertournament, the score $s_{i}$ (losing score $r_{i}$ ) of a vertex is the number of edges containing $v_{i}$ in which $v_{i}$ is not the last element(in which $v_{i}$ is the last element) and the total score of a vertex $v_{i}$ is $\mathrm{t}_{i}=s_{i}-r_{i}$. For $v \in \mathrm{~V}$ we denote $\mathrm{d}_{\mathrm{H}}^{+}=\sum_{\mathrm{a} \in \mathrm{H}} \rho(v, a)$ (or simply $\left.\mathrm{d}^{+}(v)\right)$ the degree of a vertex where, $\rho(v, a)$ is $k-i$ if $v \in a \in A$ and $v$ is the ith entry in $a$, otherwise zero. In this paper, we obtain necessary and sufficient conditions for a $k$-hypertournament to be degree regular. We use the inequalities of Holder and Chebyshev from mathematical analysis to study the score and degree structure of the $k$-hypertournaments.
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## 1 Introduction

Hypertournaments which are the generalizations of tournaments, have been studied by number of authors like R. Assous [1], Barbut and Bialostocki [2], P. Frank [4] and Gutin and Yeo [5]. These authors raise the problem of extending the most important results on tournaments to hypertournaments. G. Zhou et al. [26] extended the concept of scores in tournaments to that of scores and losing scores in hypertournaments, and derived various results $[6,14,15,16$, $17,18,19,21,10,11,12,13,22,23,25]$.

Given two non-negative integers $n$ and $k$ with $n \geq k>1$, a $k$-hypertournament H on n vertices is a pair ( $\mathrm{V}, \mathrm{A}$ ), where V is the set of vertices with $|\mathrm{V}|=\mathrm{n}$, and A is the set of k -tuples of vertices called arcs, such that for any $k$-subset $S$ of $V, A$ contains exactly one of the $k!k$ tuples whose entries belong to $S$.

Zhou et al. [26] extended the concept of scores in tournaments to that of scores and losing scores in hypertournaments, and derived a result analogous to Landau's theorem [9] on tournaments. The score $s\left(v_{i}\right)$ or $s_{i}$ of a vertex $\nu_{i}$ is the number of arcs containing $v_{i}$ in which $v_{i}$ is not the last element and the losing score $r\left(v_{i}\right)$ or $r_{i}$ of a vertex $v_{i}$ is the number of arcs containing $v_{i}$ in which $v_{i}$ is the last element. The score sequence (losing score sequence) is formed by listing the scores(losing scores) in non-decreasing order. A k-hypertournament is said to be regular if the scores of each vertex (equivalently the losing scores) are same.

Let H be a k -hypertournament and let $v \in \mathrm{~V}$ be any vertex and $\mathrm{a}=$ $\left(v_{1}, v_{2}, \ldots, v_{n}\right) \in A$ be an arc of $H$. We denote by $d_{H}^{+}=\sum_{a \in H} \rho(v, a)$ (or simply $\left.\mathrm{d}^{+}(v)\right)$ the degree of a vertex $v \in \mathrm{~V}$ where,

$$
\rho(v, a)= \begin{cases}k-i, & \text { if } v \in a \text { and } v \text { is the } i^{\text {th }} \text { entry of } a, \\ 0, & \text { if } v \notin a .\end{cases}
$$

A hypertournament is said to be degree regular if all the vertices have the same degree. The degree sequence of a k-hypertournament in non-decreasing order is a sequence of non-negative integers $\left[d_{1}, d_{2}, \ldots, d_{n}\right]$, where each $d_{i}$ is the degree of some vertex in $V$.
The following characterizations of losing score sequences of k-hypertournaments can be found in [26], and a new short proof is given by Pirzada et al. in [20].

Theorem 1 Given two non-negative integers $n$ and $k$ with $n \geq k>1$, a non-decreasing sequence $\mathrm{R}=\left[\mathrm{r}_{1}, \mathrm{r}_{2}, \ldots, \mathrm{r}_{\mathrm{n}}\right]$ of non-negative integers is a losing score sequence of some k -hypertournament if and only if for each $1 \leq \mathfrak{j} \leq \mathrm{n}$,

$$
\begin{equation*}
\sum_{i=1}^{j} r_{i} \geq\binom{ j}{k} \tag{1}
\end{equation*}
$$

with equality when $\mathrm{j}=\mathrm{n}$.
Theorem 2 Given two integers n and k with $\mathrm{n} \geq \mathrm{k}>1$, a non-decreasing sequence $\mathrm{S}=\left[\mathrm{s}_{1}, s_{2}, \ldots, s_{n}\right]$ of non-negative integers is a score sequence of some k -hypertournament if and only if for each $1 \leq \mathfrak{j} \leq \mathrm{n}$,

$$
\begin{equation*}
\sum_{i=1}^{j} s_{i} \geq j\binom{n-1}{k-1}+\binom{n-j}{k}-\binom{n}{k} \tag{2}
\end{equation*}
$$

with equality when $\mathfrak{j}=\mathrm{n}$.
Koh and Ree [7] defined the k-hypertournament matrix $M=M(H)$ associated with a $k$-hypertournament $H=(V, A)$ as the incidence matrix $M=\left[\mathfrak{m}_{i j}\right]$ of size $n \times\binom{ n}{k}$ of $H$, where for $1 \leq \mathfrak{i} \leq n$ and $1 \leq \mathfrak{j} \leq\binom{ n}{k}$, $\mathfrak{m}_{\mathfrak{i j}}$ is given by
$\mathfrak{m}_{i j}= \begin{cases}1, & \text { if } v_{i} \in e_{j} \text { and } v_{i} \text { is not the last element of } e_{j}, \\ -1, & \text { if } v_{i} \in e_{j} \text { and } v_{i} \text { is the last element of } e_{j}, \\ 0, & \text { if } v_{i} \notin e_{j} .\end{cases}$
Since $s_{i}+r_{i}=\binom{n-1}{k-1}$ for each $i$, then clearly a given sequence $s_{1} \geq s_{2} \geq \ldots \geq$ $s_{n} \geq 0$ is a score sequence of a $k$-hypertournament.

Theorem 3 A non-increasing sequence of non-negative integers $s_{1} \geq s_{2} \geq$ $\ldots \geq s_{n} \geq 0$ is a score sequence of $a \mathrm{k}$-hypertournament H if and only if

$$
\sum_{i=1}^{l} s_{i} \leq l\binom{n-1}{k-1}-l\binom{l}{k}
$$

for $\mathfrak{l}=\{1,2, \ldots, \mathfrak{n}\}$ with equality when $\mathfrak{l}=\mathfrak{n}$.

Theorem 4 Sequences $0 \leq s_{1} \leq s_{2} \leq \ldots \leq s_{n} \leq$ and $r_{1} \geq r_{2} \geq \ldots \geq r_{n} \geq 0$ are the score and losing score sequence of $a \mathrm{k}$-hypertournament H if and only if they satisfy $\mathrm{s}_{\mathrm{i}}+\mathrm{r}_{\mathrm{i}}=\binom{\mathfrak{n}-1}{\mathrm{k}-1}$ for all $\mathfrak{i}=\{1,2, \ldots, n\}$,

$$
\sum_{i=1}^{l} s_{i} \geq l\binom{n-1}{k-1}+l\binom{n-l}{k}-\binom{n}{k},
$$

and

$$
\sum_{i=1}^{l} r_{i} \leq\binom{ n}{k}-\binom{n-l}{k}
$$

for $\mathrm{l}=\{1,2, \ldots, \mathrm{n}\}$ with equality when $\mathrm{l}=\mathrm{n}$.
The following result [7] gives the condition for a sequence to be the total score sequence of a k-hypertournament matrix.

Theorem 5 A non-increasing sequence of integers $T=\left[\mathrm{t}_{1}, \mathrm{t}_{2}, \ldots, \mathrm{t}_{n}\right]$ is the total score sequence of a k-hypertournament matrix M on n vertices if and only if $\mathrm{t}_{\mathrm{i}}$ has the same parity as that of $\binom{n-1}{\mathrm{k}-1}$, for all $\mathfrak{i}=\{1,2, \ldots, n\}$ and

$$
\sum_{i=1}^{l} t_{i} \leq l\binom{n-1}{k-1}-2\binom{l}{k}
$$

for $l=\{1,2, \ldots, n\}$ with equality when $l=n$.
Khan, Pirzada and Kayibi [8] applied the inequalities from mathematical analysis like Holder's, Minkowski's and Mahler's inequalities to the powers of scores and losing scores of k -hypertournaments and obtained the following results. The result below [8] gives a lower bound on $\sum_{i=i}^{j} r_{i}^{g}$, where $1<g<\infty$ is a real number.

Theorem 6 [8]. Let n and k be two non-negative integers with $\mathrm{n} \geq \mathrm{k}>1$. If $\left[r_{1}, r_{2}, \ldots, r_{n}\right]$ is a losing score sequence of a $k$-hypertournament, then for $1<\mathrm{g}<\infty$

$$
\sum_{i=i}^{j} r_{i}^{g} \geq \frac{j}{k^{g}}\binom{j-1}{k-1}^{g}
$$

where $1 \leq \mathfrak{j}<\mathrm{n}$. In particular, for $\mathrm{j}=\mathrm{n}$

$$
\begin{equation*}
\sum_{i=i}^{n} r_{i}^{g} \geq \frac{n}{k^{g}}\binom{n-1}{k-1}^{g}, \tag{3}
\end{equation*}
$$

with equality in (3) holds if and only if the hypertournament is regular.
The next result [8] gives an upper bound for the inner product of score and losing score vectors in $\mathrm{R}^{\mathrm{n}}$. The bound given in Theorem 7 is best possible in the sense that it is realized by regular hypertournaments. It should also be noted that Theorem 7 does not depend on the order of $s_{i}$ and $r_{i}$, and holds for any arbitrary ordering of scores and losing scores.

Theorem 7 Let n and k be two non-negative integers with $\mathrm{n} \geq \mathrm{k}>1$. If $S=\left[s_{1}, s_{2}, \ldots, s_{n}\right]$ and $R=\left[r_{1}, r_{2}, \ldots, r_{n}\right]$ are respectively the score and losing score sequence of $a \mathrm{k}$-hypertournament, then

$$
\langle S, R\rangle=\sum_{i=1}^{n} s_{i} r_{i} \leq \frac{k-1}{k}\binom{n}{k}\binom{n-1}{k-1},
$$

with equality holds if and only if the hypertournament is regular.
For $k=2$ the degree sequence is identical to the score sequence given in [9]. In [27] Zhou and Zhang conjectured that a nondecreasing sequence $D=\left[d_{1}, d_{2}, \ldots, d_{n}\right]$ of nonnegative integers is a degree sequence of some $k$ hypertournament under some conditions, and proved for the case $k=3$.

The conjecture raised by Zhou and Zhang in [27] was settled by Chao and Zhou [24] and was obtained the following result.

Theorem 8 Given two positive integers n and k with $\mathrm{n}>\mathrm{k}>1$, a nondecreasing sequence $\left[\mathrm{d}_{1}, \mathrm{~d}_{2}, \ldots, \mathrm{~d}_{\mathrm{n}}\right]$ of nonnegative integers is a degree sequence of some k -hypertournament if and only if

$$
\sum_{i=1}^{r} d_{i} \geq\binom{ r}{2}\binom{n-2}{k-2}
$$

for all $1 \leq \mathrm{r} \leq \mathrm{n}$ with equality for $\mathrm{r}=\mathrm{n}$.
Let $H$ be a an $r$-uniform hypergraph with $r \geq 2$ and let $\alpha(H)$ be the vertex independence number of H. In 2014 Chisthi, Zhou, Pirzada and Iványi [3] gave bounds for $\alpha(\mathrm{H})$ for different uniform hypergraphs.

## 2 On stronger bounds in hypertournaments

The following result is an equivalent form of Theorem 7 for scores and losing scores in a k-hypertournament. Here we give a different proof of this result.

Theorem 9 Given two nonnegative integers $n$ and $k$ with $n \geq k>1$, if $\mathrm{S}=\left[s_{1}, s_{2}, \ldots, s_{n}\right]$ of nonnegative integers in nonincreasing order is a score sequence and $R=\left[r_{1}, r_{2}, \ldots, r_{n}\right]$ in non-decreasing order is the losing score sequence of some k -hypertournament, then

$$
\begin{equation*}
\sum_{i=1}^{j} s_{i} r_{i} \leq\binom{ n}{k}\left\{\binom{n-1}{k-1}-\binom{n}{k} \frac{1}{n}\right\}, \tag{4}
\end{equation*}
$$

with equality holds if and only if the hypertournament is regular.
Proof. Let $S=\left[s_{1}, s_{2}, \ldots, s_{n}\right]$ and $R=\left[r_{1}, r_{2}, \ldots, r_{n}\right]$ be respectively the score sequence and losing score sequence of a $k$-hypertournament H , with S being non-increasing and $R$ being nondecreasing. Then as a consequence of CauchySchwartz inequality, we have

$$
\left(\frac{r_{1}+r_{2}+\ldots+r_{n}}{n}\right)\left(\frac{s_{1}+s_{2}, \ldots+s_{n}}{n}\right) \geq \frac{r_{1} s_{1}+r_{2} s_{2}+\ldots+r_{n} s_{n}}{n}
$$

or

$$
\frac{1}{n} \sum_{i=1}^{n} s_{i} r_{i} \leq \frac{1}{n^{2}} \sum_{i=1}^{n} r_{i} \sum_{i=1}^{n} s_{i},
$$

or

$$
\begin{equation*}
\sum_{i=1}^{n} s_{i} r_{i} \leq \frac{1}{n} \sum_{i=1}^{n} r_{i} \sum_{i=1}^{n} s_{i} \tag{5}
\end{equation*}
$$

Now,

$$
\sum_{i=1}^{n}\left(s_{i}+r_{i}\right) r_{i}=\sum_{i=1}^{n} s_{i} r_{i}+\sum_{i=1}^{n} r_{i}^{2}
$$

This gives,

$$
\sum_{i=1}^{n}\binom{n-1}{k-1} r_{i}=\sum_{i=1}^{n} s_{i} r_{i}+\sum_{i=1}^{n} r_{i}^{2},
$$

(because $\left.s_{i}+r_{i}=\binom{n-1}{k-1}, \quad 1 \leq \mathfrak{i} \leq \mathfrak{n}\right)$.
So,

$$
\binom{n-1}{k-1} \sum_{i=1}^{n} r_{i}=\sum_{i=1}^{n} s_{i} r_{i}+\sum_{i=1}^{n} r_{i}^{2}
$$

or

$$
\begin{equation*}
\binom{n-1}{k-1}\binom{n}{k}=\sum_{i=1}^{n} s_{i} r_{i}+\sum_{i=1}^{n} r_{i}^{2}, \tag{6}
\end{equation*}
$$

(by the equality in Theorem 1).
Further, by the Chebyshev's inequality, we have,

$$
\sum_{i=1}^{n} s_{i} r_{i} \geq \frac{1}{n} \sum_{i=1}^{n} s_{i} \sum_{i=1}^{n} r_{i} .
$$

Using this in (6), we get

$$
\begin{equation*}
\binom{n-1}{k-1}\binom{n}{k} \geq \frac{1}{n} \sum_{i=1}^{n} s_{i} \sum_{i=1}^{n} r_{i}+\sum_{i=1}^{n} r_{i}^{2} . \tag{7}
\end{equation*}
$$

Since the arithmetic mean of $n$ non-negative real numbers never exceeds their root mean square, that is,

$$
\sqrt{\frac{\sum_{i=1}^{n} r_{i}^{2}}{n}} \geq \frac{\sum_{i=1}^{n} r_{i}}{n},
$$

with equality if and only if $r_{1}=r_{2}=\ldots=r_{n}$,
or

$$
\begin{equation*}
\sum_{i=1}^{n} r_{i}^{2} \geq \frac{\left(\sum_{i=1}^{n} r_{i}\right)^{2}}{n} \tag{8}
\end{equation*}
$$

Using (8) in (7) we get

$$
\binom{n-1}{k-1}\binom{n}{k} \geq \frac{1}{n} \sum_{i=1}^{n} s_{i} \sum_{i=1}^{n} r_{i}+\frac{\left(\sum_{i=1}^{n} r_{i}\right)^{2}}{n} .
$$

Therefore,

$$
\binom{n-1}{k-1}\binom{n}{k} \geq \frac{1}{n} \sum_{i=1}^{n} s_{i} \sum_{i=1}^{n} r_{i}+\binom{n}{k}^{2} \frac{1}{n},
$$

or

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} s_{i} \sum_{i=1}^{n} r_{i} & \leq\binom{ n-1}{k-1}\binom{n}{k}-\frac{1}{n}\binom{n}{k}^{2} \\
& =\binom{n}{k}\left\{\binom{n-1}{k-1}-\binom{n}{k} \frac{1}{n}\right\} .
\end{aligned}
$$

Using this in (5), we get

$$
\begin{equation*}
\sum_{i=1}^{n} s_{i} r_{i} \leq\binom{ n}{k}\left\{\binom{n-1}{k-1}-\binom{n}{k} \frac{1}{n}\right\} . \tag{9}
\end{equation*}
$$

Now we show that the equality in (9) holds if and only if the hypertournament is regular, that is, if and only if $r_{1}=r_{2}=\ldots=r_{n}=r$.

Let $r_{1}=r_{2}=\ldots=r_{n}=r$ in (9).
Then equality holds if and only if

$$
r \sum_{i=1}^{n} s_{i}=\binom{n}{k}\left\{\binom{n-1}{k-1}-\binom{n}{k} \frac{1}{n}\right\} .
$$

That is, if and only if

$$
\frac{1}{n}\binom{n}{k} \sum_{i=1}^{n} s_{i}=\binom{n}{k}\left\{\binom{n-1}{k-1}-\binom{n}{k} \frac{1}{n}\right\}
$$

(because by the equality in Theorem 1).
That is, if and only if

$$
\frac{1}{n}\binom{n}{k}\left\{n\binom{n-1}{k-1}+0-\binom{n}{k}\right\}=\binom{n}{k}\left\{\binom{n-1}{k-1}-\binom{n}{k} \frac{1}{n}\right\}
$$

(because by the equality in Theorem 2).
Therefore,

$$
\frac{1}{n}\left\{n\binom{n-1}{k-1}-\binom{n}{k}\right\}=\binom{n-1}{k-1}-\frac{1}{n}\binom{n}{k}
$$

or

$$
\binom{n-1}{k-1}-\frac{1}{n}\binom{n}{k}=\binom{n-1}{k-1}-\frac{1}{n}\binom{n}{k}
$$

which is true. Hence the equality in (9) holds, if and only if the hypertournament is regular.

The next result gives stronger bound for the total scores in k-hypertournaments.

Theorem 10 If $S=\left[s_{1}, s_{2}, \ldots, s_{n}\right]$ is a score sequence in non-decreasing order, $\mathrm{R}=\left[\mathrm{r}_{1}, \mathrm{r}_{2}, \ldots, \mathrm{r}_{\mathrm{n}}\right]$, is a losing score sequence in non-increasing order and $\mathrm{T}=\left[\mathrm{t}_{1}, \mathrm{t}_{2}, \ldots, \mathrm{t}_{\mathrm{n}}\right]$ is the total score sequence in non-increasing order of a k -hypertournament H , then for $1<\mathrm{p}<\infty$

$$
\sum_{i=1}^{l} t_{i}^{p} \geq l\left\{\binom{n-1}{k-1}+\frac{2}{l}\binom{n-l}{k}-\frac{2}{l}\binom{n}{k}\right\}^{p}
$$

with equality holds if and only if $\mathrm{t}_{1}=\mathrm{t}_{2}=\ldots=\mathrm{t}_{\mathrm{n}}$ and $\mathrm{l}=\mathrm{n}$.

Proof. Since the total score is $t_{i}=s_{i}-r_{i}$, then

$$
\sum_{i=1}^{l} t_{i}=\sum_{i=1}^{l} s_{i}-\sum_{i=1}^{l} r_{i}
$$

Therefore, by using Theorem 4 we obtain,

$$
\sum_{i=1}^{l} t_{i} \geq l\binom{n-1}{k-1}+\binom{n-l}{k}-\binom{n}{k}-\binom{n}{k}+\binom{n-l}{k}
$$

or

$$
\begin{equation*}
\sum_{i=1}^{l} t_{i} \geq l\binom{n-1}{k-1}-2\binom{n}{k}+2\binom{n-l}{k} \tag{10}
\end{equation*}
$$

But by the Holder's inequality with $\frac{1}{p}+\frac{1}{q}=1$ we have,

$$
\sum_{i=1}^{l} t_{i} \leq\left(\sum_{i=1}^{l} t_{i}^{p}\right)^{\frac{1}{p}}\left(\sum_{i=1}^{l} t_{i}^{q}\right)^{\frac{1}{q}}
$$

Using in (10), we get

$$
l^{\frac{1}{q}}\left(\sum_{i=1}^{l} t_{i}^{p}\right)^{\frac{1}{p}} \geq l\binom{n-1}{k-1}+2\binom{n-l}{k}-2\binom{n}{k}
$$

or

$$
\left(\sum_{i=1}^{l} t_{i}^{p}\right)^{\frac{1}{\mathfrak{p}}} \geq l^{-\frac{1}{q}}\left(l\binom{n-1}{k-1}+2\binom{n-l}{k}-2\binom{n}{k}\right) .
$$

This implies

$$
\begin{aligned}
\left(\sum_{i=1}^{l} t_{i}^{p}\right)^{\frac{1}{p}} & \geq l^{-\frac{1}{q}} l\binom{n-1}{k-1}+\frac{2}{l} l^{-\frac{1}{q}} l\binom{n-l}{k}-\frac{2}{l} l^{-\frac{1}{q}} l\binom{n}{k} \\
& \geq l^{1-\frac{1}{q}}\binom{n-1}{k-1}+\frac{2}{l} l^{1-\frac{1}{q}}\binom{n-l}{k}-\frac{2}{l} l^{1-\frac{1}{q}}\binom{n}{k} \\
& =l^{1-\frac{1}{q}}\left(\binom{n-1}{k-1}+\frac{2}{l}\binom{n-l}{k}-\frac{2}{l}\binom{n}{k}\right) \\
& =l^{\frac{1}{p}}\left(\binom{n-1}{k-1}+\frac{2}{l}\binom{n-l}{k}-\frac{2}{l}\binom{n}{k}\right),
\end{aligned}
$$

(because $\frac{1}{p}+\frac{1}{q}=1$ or $\frac{1}{p}=1-\frac{1}{q}$ ),
which gives,

$$
\begin{equation*}
\sum_{i=1}^{l} t_{i}^{p} \geq l\left(\binom{n-1}{k-1}+\frac{2}{l}\binom{n-l}{k}-\frac{2}{l}\binom{n}{k}\right)^{p} . \tag{11}
\end{equation*}
$$

Now, we show that the equality in (11) holds, if and only if $\mathrm{t}_{1}=\mathrm{t}_{2}=\ldots=$ $\mathrm{t}_{\mathrm{n}}=\mathrm{t}$ and $\mathrm{l}=\mathrm{n}$. That is, the equality in (11) holds if and only if

$$
n t^{p}=n\left(\binom{n-1}{k-1}+\frac{2}{n}\binom{n-n}{k}-\frac{2}{n}\binom{n}{k}\right)^{p} .
$$

That is, if and only if

$$
t^{p}=\left(\binom{n-1}{k-1}+\frac{2}{n}(0)-\frac{2}{n}\binom{n}{k}\right)^{p},
$$

or

$$
t=\binom{n-1}{k-1}-\frac{2}{n}\binom{n}{k}
$$

or

$$
\begin{equation*}
t=\frac{k}{n}\binom{n}{k}-\frac{2}{n}\binom{n}{k}=\frac{1}{n}\binom{n}{k}(k-2) \tag{12}
\end{equation*}
$$

which is the total score of a vertex in a regular $k$-hypertournament, because of the following fact.

By Theorem 5, we have for $\mathrm{l}=\mathrm{n}$, and $\mathrm{t}_{1}=\mathrm{t}_{2}=\ldots=\mathrm{t}_{\mathrm{n}}=\mathrm{t}$

$$
\sum_{i=1}^{n} t=n\binom{n-1}{k-1}-2\binom{n}{k} .
$$

This implies,

$$
n t=n\binom{n-1}{k-1}-2\binom{n}{k},
$$

or

$$
\mathrm{t}=\binom{n-1}{k-1}-\frac{2}{n}\binom{n}{k} .
$$

Further, we can write

$$
\begin{equation*}
t=\frac{k}{n}\binom{n-1}{k-1}-\frac{2}{n}\binom{n}{k}=\frac{1}{n}\binom{n}{k}(k-2), \tag{13}
\end{equation*}
$$

which shows that, (12) and (13) are same.

## 3 Degrees in hypertournaments

It is evident from Theorem 8 that inequalities on degrees play important role in the study of hypertournaments. We shall use the classical inequalities to provide more insight into the behavior of degrees in hypertournaments and hence the structure of hypertournaments. We also discuss the case of equality in detail for the inequalities derived and prove the equality holds if and only if the hypertournament is degree regular. We also obtain the necessary and sufficient conditions for the existence of a degree regular hypertournament.

Theorem 11 Let n and k be two positive integers with $\mathrm{n}>\mathrm{k}>1$. If $\mathrm{D}=$ $\left[\mathrm{d}_{1}, \mathrm{~d}_{2}, \ldots, \mathrm{~d}_{\mathrm{n}}\right]$ is a degree sequence of some k -hypertournament, then for $a$ real number p with $1<\mathrm{p}<\infty$

$$
\begin{equation*}
\sum_{i=1}^{r} d_{i}^{p} \geq \frac{r}{2^{p}}(r-1)^{p}\binom{n-2}{k-2}^{p}, \tag{14}
\end{equation*}
$$

where $1 \leq r \leq n$. In particular, for $\mathrm{r}=\mathrm{n}$

$$
\begin{equation*}
\sum_{i=1}^{n} d_{i}^{p} \geq \frac{n}{2^{p}}(n-1)^{p}\binom{n-2}{k-2}^{p} \tag{15}
\end{equation*}
$$

with equality in (15) holds if and only if the hypertournament is degree regular.
Proof. By Theorem 8, we have

$$
\sum_{i=1}^{r} d_{i} \geq\binom{ r}{2}\binom{n-2}{k-2}
$$

or

$$
\binom{r}{2}\binom{n-2}{k-2} \leq \sum_{i=1}^{r} d_{i}
$$

But,

$$
\sum_{i=1}^{r} d_{i}=\sum_{i=1}^{r} d_{i} .1 \leq\left(\sum_{i=1}^{r} d_{i}^{p}\right)^{\frac{1}{p}}\left(\sum_{i=1}^{r} 1^{q}\right)^{\frac{1}{q}},
$$

(because by Holder's inequality with, $\frac{1}{\mathfrak{p}}+\frac{1}{q}=1$ ).
Hence,

$$
\left.\binom{r}{2}\binom{n-2}{k-2} \leq\left(\sum_{i=1}^{r} d_{i}^{p}\right)\right)^{\frac{1}{p}}\left(\sum_{i=1}^{r} 1^{q}\right)^{\frac{1}{q}},
$$

(for, $1 \leq r \leq n$ and $\frac{1}{p}+\frac{1}{q}=1$ ).
That is,

$$
\binom{r}{2}\binom{n-2}{k-2} \leq\left(\sum_{i=1}^{r} d_{i}^{p}\right)^{\frac{1}{p}} r^{\frac{1}{q}},
$$

or

$$
r^{-\frac{1}{q}}\binom{r}{2}\binom{n-2}{k-2} \leq\left(\sum_{i=1}^{r} d_{i}^{p}\right)^{\frac{1}{p}},
$$

or

$$
\frac{r^{-\frac{1}{9}} r(r-1)(r-2)!}{2(r-2)!\binom{n-2}{k-2}} \leq\left(\sum_{i=1}^{r} d_{i}^{p}\right)^{\frac{1}{p}},
$$

or

$$
r^{1-\frac{1}{q}} \frac{(r-1)}{2}\binom{n-2}{k-2} \leq\left(\sum_{i=1}^{r} d_{i}^{p}\right)^{\frac{1}{p}} .
$$

This gives,

$$
r^{\frac{1}{p}} \frac{(r-1)}{2}\binom{n-2}{k-2} \leq\left(\sum_{i=1}^{r} d_{i}^{p}\right)^{\frac{1}{p}},
$$

(because $\frac{1}{\mathrm{p}}+\frac{1}{\mathrm{q}}=1$ or $\frac{1}{\mathrm{p}}=1-\frac{1}{\mathrm{q}}$ ).
Hence,

$$
\begin{equation*}
\sum_{i=1}^{r} d_{i}^{p} \geq \frac{r(r-1)^{p}}{2^{p}}\binom{n-2}{k-2}^{p} \tag{1}
\end{equation*}
$$

For $\mathrm{r}=\mathrm{n}$, we have by the equality in Theorem 8

$$
\sum_{i=1}^{n} d_{i}=\binom{n}{2}\binom{n-2}{k-2} .
$$

So, inequality (16) now becomes

$$
\begin{equation*}
\sum_{i=1}^{n} d_{i}^{p} \geq \frac{n}{2^{p}}(n-1)^{p}\binom{n-2}{k-2}^{p} . \tag{17}
\end{equation*}
$$

Further, we show that the equality in (17) holds if and only if $d_{1}=d_{2}=$ $.=d_{n}=\mathrm{d}$, that is, if and only if the hypertournament is degree regular.
Suppose $d_{1}=d_{2}=\ldots=d_{n}=d$ in (17). Then equality holds if and only if

$$
\sum_{i=1}^{n} d_{i}^{p}=\frac{n}{2^{p}}(n-1)^{p}\binom{n-2}{k-2}^{p} .
$$

That is, if and only if

$$
n d^{p}=\frac{n}{2^{p}}(n-1)^{p}\binom{n-2}{k-2}^{p},
$$

or

$$
d^{p}=\frac{(n-1)^{p}}{2^{p}}\binom{n-2}{k-2}^{p} .
$$

That is, if and only if

$$
\begin{equation*}
d=\frac{(n-1)}{2}\binom{n-2}{k-2}, \tag{18}
\end{equation*}
$$

which clearly is the degree of a vertex in a regular k-hypertournament, verified as follows. We know by the equality in Theorem 8

$$
\sum_{i=1}^{n} d_{i}=\binom{n}{2}\binom{n-2}{k-2}
$$

Since $d_{1}=d_{2}=\ldots=d_{n}=d$.

$$
n d=\binom{n}{2}\binom{n-2}{k-2}
$$

which gives,

$$
n d=\frac{n(n-1)!}{2(n-2)!}\binom{n-2}{k-2},
$$

or

$$
\begin{equation*}
d=\frac{(n-1)}{2}\binom{n-2}{k-2} . \tag{19}
\end{equation*}
$$

Clearly (18) is same as (19).
The following result gives the conditions for the existence of a degree regular $k$-hypertournament on $n$ vertices.

Theorem 12 Let n and k be two positive integers. For $\mathrm{n}>2$ and $\mathrm{n}>\mathrm{k}>1$, there exists a degree regular $k$-hypertournament on n vertices if and only if n divides $\binom{k}{2}\binom{n}{k}$.

Proof. Suppose there exists a degree regular k-hypertournament with its degree sequence $\left[d_{1}, d_{2}, \cdots, d_{n}\right]$. Then by the inequality (16), we have

$$
\sum_{i=1}^{n} d^{2}=\frac{n}{2^{2}}(n-1)^{2}\binom{n-2}{k-2}^{2}
$$

(case of equality with $p=2$, where $d_{1}=d_{2}=\ldots=d_{n}=d$ ).
Thus,

$$
n d^{2}=\frac{n}{2^{2}}(n-1)^{2}\binom{n-2}{k-2}^{2},
$$

or

$$
d^{2}=\frac{(n-1)^{2}}{2^{2}}\binom{n-2}{k-2}^{2} .
$$

This gives,

$$
d=\frac{(n-1)}{2}\binom{n-2}{k-2},
$$

(because degree cannot be negative).
Now,

$$
2 d=(n-1)\binom{n-2}{k-2}
$$

or

$$
\frac{2 d}{k(k-1)}=\frac{(n-1)(n-2)!}{k(k-1)(k-2)!(n-k)!},
$$

or

$$
2 n d=\frac{k(k-1) n!}{k!(n-k)!},
$$

or

$$
n d=\frac{k(k-1)}{2}\binom{n}{2} .
$$

Conversely, suppose that $n$ divides $\binom{k}{2}\binom{\mathfrak{n}}{k}$.
Set for each $1 \leq \mathfrak{i} \leq n$,

$$
d_{i}=\frac{1}{n}\binom{k}{2}\binom{n}{k}=\frac{k(k-1)}{2 n}\binom{n}{k} .
$$

Then,

$$
\begin{aligned}
d_{i} & =\frac{k(k-1)}{2 n} \frac{n!}{k!(n-k)!} \\
& =\frac{k(k-1) n(n-1)(n-2)!}{2 n k(k-1)(k-2)!(n-k)!} \\
& =\frac{(n-1)}{2}\binom{n-2}{k-2} .
\end{aligned}
$$

Therefore,

$$
\sum_{i=1}^{r} d_{i}=\sum_{i=1}^{r}\left\{\frac{n-1}{2}\binom{n-2}{k-2}\right\}
$$

which implies, for $1 \leq r \leq n$

$$
\begin{aligned}
\sum_{i=1}^{r} d_{i} & =\frac{r(n-1)}{2}\binom{n-2}{k-2} \\
& \geq \frac{r(r-1)}{2}\binom{n-2}{k-2} \\
& =\frac{r(r-1)(r-2)!}{2(r-2)!}\binom{n-2}{k-2}
\end{aligned}
$$

(because $n \geq r$ implies $(n-1) \geq(r-1)$ ).
Hence,

$$
\sum_{i=1}^{r} d_{i} \geq\binom{ r}{2}\binom{n-2}{k-2}
$$

with equality when $\mathrm{r}=\mathrm{n}$.
Thus by Theorem $8, D=\left[d_{1}, d_{2}, \ldots, d_{n}\right]$ is the degree sequence of a degree regular k-hypertournament.
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#### Abstract

. The Yang-Mills fields plays important role in the strong interaction, which describes the quark gluon plasma. The non-Abelian gauge theory provides the theoretical background understanding of this topic. The real time evolution of the classical fields is derived by the Hamiltonian for $\mathrm{SU}(2)$ gauge field tensor. The microcanonical equations of motion is solved on 3 dimensional lattice and chaotic dynamics was searched by the monodromy matrix. The entropy-energy relation was presented by Kolmogorov-Sinai entropy. We used block Hessenberg reduction to compute the eigenvalues of the current matrix. While the purely CPU based algorithm can handle effectively only a small amount of values, the GPUs provide enough performance to give more computing power to solve the problem.


## 1 Introduction

In particle physics there are more fundamental questions which demand the GPU, both of theoretical and experimental point of view.
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Mathematics Subject Classification 2010: 81T25
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In the CERN NA61 collaboration one of most important research field is the quark-gluon examination. The aspects of theoretical physics includes the next current topics in the lattice field theory using GPU: strongly interacting Higgs sector, QCD hadron spectrum (eigenvalue distribution of he overlap Dirac operator).

We present a parallel algorithm, which enables to study the chaotic behaviour as Lyapunov spectrum of $\operatorname{SU}(2)$ Yang-Mills fields and the entropyenergy relation utilizing the Kolmogorov-Sinai entropy. We uses this method for large number of element of matrices to apply the CUDA platform particularly the eigenvalue of the monodromy matrix, which is an $f x \times f$ sparse matrix $(f=24 N)$.

The first step the non-Abelian gauge fields equation of motions is written by the lattice Hamiltonian $\operatorname{SU}(2)$ [2]. This system was solved by lattice process developed on the GPU [5]. The algorithm satisfies the constraint of the total energy and the unitarity, orthogonality of the suitable link variable on the 3 dimensional space.
In the next step we use the block Hessenberg reduction [11] to compute the required eigenvalues to determine the chaotic behaviour [8]. As it is described in [10] we are working with a hybrid system, that utilizes both the CPU and GPU for the most optimal performance. Thanks to this system it is possible to reach 2-3 times higher performance compared to the simple CPU based implementation of the same block Hessenberg reduction.

In the section 2 we introduce the basic concept of the non-Abelian gauge field. We describe the lattice regularization of Yang-Mills fields and $\operatorname{SU}(2)$ Hamiltonian to achieve the equations of motion in the section 3. We consider the chaotic description of the dynamics in the section 4 , which contains chaos in the Hamiltonian systems and the lattice monodromy matrix method. The Hessenberg method is introduced in the section 5 to determine the eigenvalues of the monodromy matrix. The parallel hyprid Hessenberg algorithm is investigated in the section 6 . The eigenvalue spectrum is determined by this parallel method and the numerical result is summarized in this section.

## 2 Gauge fields

The non-Abelian gauge[13] field plays important role in the theoretical particle physics. This theory based on principles of gauge invariance, which is derived from the Abelian gauge field to consider the principle of invariance under local gauge transformation.

In the electrodynamics field of charge $e$ undergoes the local gauge transformation but derivative of this field does not transform like as the field itself, therefore we must introduce a field $\boldsymbol{A}_{\mu}(x)(\mu=0,1,2,3)$ with gauge transformation property $A_{\mu}(x) \rightarrow A_{\mu}(x)+\partial_{\mu} \Lambda(x)$, with arbitrary $\Lambda(x)$ then we use it to construct a gauge invariant derivative of the original field of e , which transform just like this field. The gauge-invariant Lagrange can be constructed by these quantities. A dynamics for the gauge field is introduced by means of the Yang-Mills action:

$$
\begin{equation*}
S_{Y M}=\frac{1}{4} \int d^{4} x F_{\mu \nu}^{a} F_{\mu \nu}^{a}, \tag{1}
\end{equation*}
$$

where the $F_{\mu \nu}^{a}$ form is a component of an antisymmetric gauge field tensor in Minkowski space:

$$
\begin{equation*}
F_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}+g f^{a b c} A_{\mu}^{b} A_{v}^{c}, \tag{2}
\end{equation*}
$$

where $\mu \nu=0,1,2,3$ are space-time coordinates, the symmetry generators are labeled by $a, b, c=1,2,3$ and $g$ is the bare gauge coupling constant and $f^{a b c}$ are the structure constants of the continuous Lie group. The generators of this group fulfill the following relationship $\left[\mathrm{T}^{\mathrm{b}}, \mathrm{T}^{\mathrm{c}}\right]=\mathrm{if}^{\mathrm{bcd}} \mathrm{T}^{\mathrm{d}}$. The equation of motion can be expressed by covariant derivative in the adjoint representation:

$$
\begin{equation*}
\partial^{\mu} F_{\mu \nu}^{a}+g f^{a b c} \mathcal{A}^{b \mu} F_{\mu \nu}^{c}=0 \tag{3}
\end{equation*}
$$

The Yang-Mills action contains cubic and quartic self-interaction terms. The original article[14] was published by Yang and Mills in 1954.

## 3 Lattice Yang-Mills fields

We will describe the lattice regularization on the Euclidean continuum to the hyper-cubic lattice [9].

The shortest non-zero distance on a hyper-cubic lattice is the lattice spacing a.

These are group elements which are related to the Yang-Mills potential $\mathcal{A}_{i}^{c}$ :

$$
\begin{equation*}
\mathrm{U}_{x, i}=\exp \left(\mathrm{a} A_{\mathfrak{i}}^{\mathrm{c}}(\mathrm{x}) \mathrm{T}^{\mathrm{c}}\right), \quad \text { where } \quad \mathrm{T}^{\mathrm{c}} \text { is a group generator. } \tag{4}
\end{equation*}
$$

For $\operatorname{SU}(2)$ symmetry group these links are given by the Pauli matrices $\tau$, where $\mathrm{T}^{\mathrm{c}}=-(\mathrm{ig} / 2) \tau^{\mathrm{c}}$. The indices $x, i$ denote the link of the lattice which starts at the 3 dimensional position $x$ and pointing into the nearest neighbour in direction $\mathfrak{i}, x+\mathfrak{i}$. We consider the collection of all link variables as the lattice gauge field.

### 3.1 Wilson action

We consider the construction of a gauge invariant action for the gauge field.
The non-Abelian gauge field strength can be expressed by the oriented plaquette i.e. product of four links on an elementary box with corners ( $x, x+i$, $\boldsymbol{x}+\mathfrak{i}+\mathfrak{j}, \boldsymbol{x}+\mathfrak{j})$ :

$$
\begin{equation*}
u_{x, i j}=u_{x, i} u_{x+i, j} u_{x+i+j,-i} u_{x+j,-j}, \tag{5}
\end{equation*}
$$

where $\mathrm{U}_{x,-i}=\mathrm{U}_{x-i, i}^{\dagger}$ and we will use this notation $\mathrm{U}_{\mathrm{p}} \equiv \mathrm{U}_{x, i \mathrm{i}}$.
The Wilson action is defined for pure lattice gauge theory [4]

$$
\begin{equation*}
\mathrm{S}[\mathrm{U}]=\sum_{\mathrm{p}} \mathrm{~S}_{\mathrm{p}}\left(\mathrm{U}_{\mathrm{p}}\right) \tag{6}
\end{equation*}
$$

with the plaquette term:

$$
\begin{equation*}
S_{p}(U)=\beta\left(1-\frac{1}{N} \operatorname{ReTru}\right), \tag{7}
\end{equation*}
$$

for $\operatorname{SU}(2)$ and $\beta$ is a constant. Here the sum over all plaquettes p is meant to include every plaquette only with one orientation.

The Wilson action is gauge invariant since $\operatorname{TrU}_{p}^{\prime}=\operatorname{TrU}_{p}$ and it is real and positive.

We consider the question, in which sense Wilson action for $\operatorname{SU}(2)$ is related to the Yang-Mills action for gauge fields on the continuum. Because $A_{\mu}(x)$ a Lie algebra values vector field. The expression (4) is extended by $a$, then the Wilson action is the following:

$$
\begin{equation*}
S=-\frac{\beta}{4 N} \sum_{x} a^{4} \operatorname{TrF}_{\mu v}(x) F^{\mu v}(x)+O\left(a^{5}\right) \tag{8}
\end{equation*}
$$

Thus the leading term for small 'a' coincidences with the Yang-Mills action if we set $\beta=\frac{2 \mathrm{~N}}{\mathrm{~g}^{2}}$, where g identifies the bare coupling constant of the lattice theory.

The coupling on space-like and time-like plaquettes are no longer equal in the action:

$$
\begin{equation*}
S=\frac{2}{g^{2}} \sum_{\mathfrak{p}_{t}}\left(N-\operatorname{tr}\left(U_{p_{t}}\right)\right)-\frac{2}{g^{2}} \sum_{p_{s}}\left(N-\operatorname{tr}\left(U_{p s}\right)\right) . \tag{9}
\end{equation*}
$$

The time like plaquette is denoted by $\mathrm{U}_{\mathfrak{p}_{\mathfrak{t}}}$ and space like $\mathrm{U}_{\mathfrak{p}_{s}}$.

Consider the path is a closed contour i. e. Wilson loop, it is invariant under gauge changes and independent of the starting point. The product of such group elements along the closed line is a gauge covariant quantity, the trace over such products are invariant. Because the $\mathrm{U}_{\mathfrak{p}_{\mathfrak{t}}}$ can be series expansion by $a_{t}$ :

$$
\begin{equation*}
u_{p_{t}}=u(t) u^{\dagger}\left(t+a_{t}\right)=u u^{\dagger}+a_{t} u \dot{u}^{\dagger}+\frac{a_{t}^{2}}{2} u^{u} \ddot{u}^{\dagger}+\ldots \tag{10}
\end{equation*}
$$

$N-\operatorname{tr}\left(U_{p_{t}}\right)=-\frac{a_{t}^{2}}{2} \operatorname{tr}\left(U \ddot{U}^{\dagger}\right) \quad$ up to $O\left(a_{t}^{3}\right)$ correction, where $\quad U^{\dagger}=1$.
Therefore the homogenous non-Abelian gauge action:

$$
\begin{equation*}
\Delta S_{H}=\frac{2}{g^{2}}\left(\frac{\mathrm{a}_{\mathrm{t}}^{2}}{2} \sum_{i} \operatorname{tr}\left(\dot{\mathrm{U}}_{\mathrm{i}} \dot{\mathrm{U}}_{\mathrm{i}}^{\dagger}\right)-\sum_{\mathfrak{i j}}\left(\mathrm{N}-\operatorname{tr}\left(\mathrm{U}_{\mathrm{ij}}\right)\right)\right) \tag{11}
\end{equation*}
$$

The Scaled Hamiltonian was derived in the next form:

$$
\begin{equation*}
a_{t} H=\frac{2}{g^{2}}\left(\frac{a_{t}^{2}}{2} \sum_{i} \operatorname{tr}\left(\dot{U}_{i} \dot{U}_{i}^{\dagger}\right)+\sum_{i j}\left(N-\operatorname{tr}\left(\mathrm{U}_{i j}\right)\right)\right) \tag{12}
\end{equation*}
$$

The indices $x, i$ denotes the link of the lattice starting at the 3 dimensional position $x$ and pointing into the $i$-th direction.

### 3.2 SU(2) Hamiltonian

We study the real time classical evolution of the next Hamiltonian for $\mathrm{SU}(2)$ [3] [2]:

$$
\begin{equation*}
\mathrm{H}=\sum_{x, i}\left(\frac{1}{2}\left\langle\dot{\mathrm{U}}_{x, i}, \dot{\mathrm{U}}_{x, i}\right\rangle+\left(1-\frac{1}{4}\left\langle\mathrm{U}_{x, i}, \mathrm{~V}_{x, i}\right\rangle\right)\right) . \tag{13}
\end{equation*}
$$

The complement variable $\mathrm{V}_{x, l}(\mathrm{U})$ is constructed from triple product of links, which is complete to considere every link $x, i$ to an elementary plaquette:

$$
\begin{equation*}
\mathrm{V}_{\mathrm{x}, \mathrm{l}}=\frac{1}{4} \sum_{\substack{((\mathrm{l}, \mathrm{~s}):\{(i, j),(k, j),(-i, j),(-k, j)\}}} \mathrm{U}_{x+l, \mathrm{~s}} \mathrm{u}_{x+l+s,-l}^{\dagger} \mathrm{u}_{x+l,-l}^{\dagger}, \quad \text { where } \tag{14}
\end{equation*}
$$

$\mathfrak{i}, \mathfrak{j}, \mathfrak{k}$ note the unit vectors of three dimensional lattice. The canonical variable assigns by $\mathrm{P}_{x, i}=\dot{\mathrm{U}}_{x, i}$. We will denote the single link $\mathrm{U}_{x, i}$ with U . Quaternion representation (for one link):

$$
\mathrm{u}=\mathfrak{u}_{0}+\mathfrak{i} \tau^{\mathrm{a}} \mathfrak{u}^{\mathrm{a}} \quad \mathrm{u}=\left(\begin{array}{ll}
\mathfrak{u}_{0}+\mathfrak{i} \mathfrak{u}_{3}, & \mathfrak{i} u_{1}+\mathfrak{u}_{2}  \tag{15}\\
\mathfrak{i} \mathfrak{u}_{1}-\mathfrak{u}_{2}, & \mathfrak{u}_{0}-\mathfrak{i} \mathfrak{u}_{3}
\end{array}\right)
$$

where, $\tau^{a}$ is the Pauli matrix. The lattice equation of motion is derived by canonical variable from this Hamiltonian.

### 3.3 Lattice equations of motion

The Hamiltonian equation of motion is solved with dt discrete time steps. This algorithm satisfies the Gauss law and the constraint of total energy[1]. We will denote single link $\mathrm{U}_{\mathrm{x}, \mathrm{i}}$ in time t with $\mathrm{U}_{\mathrm{t}}$.

$$
\begin{align*}
& \mathrm{U}_{\mathrm{t}+1}-\mathrm{U}_{\mathrm{t}-1}=2 \Delta \mathrm{t}\left(\mathrm{P}_{\mathrm{t}}-\varepsilon \mathrm{U}_{\mathrm{t}}\right)  \tag{16}\\
& \mathrm{P}_{\mathrm{t}+1}-\mathrm{P}_{\mathrm{t}-1}=2 \Delta \mathrm{t}\left(\mathrm{~V}\left(\mathrm{U}_{\mathrm{t}}\right)-\mu \mathrm{U}_{\mathrm{t}}+\varepsilon \mathrm{P}_{\mathrm{t}}\right), \quad \text { where } \\
& \quad \varepsilon=\frac{\left\langle\mathrm{U}_{\mathrm{t}}, \mathrm{P}_{\mathrm{t}}\right\rangle}{\left\langle\mathrm{U}_{\mathrm{t}}, \mathrm{U}_{\mathrm{t}}\right\rangle}, \quad \mu=\frac{\left\langle\mathrm{V}\left(\mathrm{U}_{\mathrm{t}}\right), \mathrm{U}_{\mathrm{t}}\right\rangle+\left\langle\mathrm{P}_{\mathrm{t}}, \mathrm{P}_{\mathrm{t}}\right\rangle}{\left\langle\mathrm{U}_{\mathrm{t}}, \mathrm{U}_{\mathrm{t}}\right\rangle} \tag{17}
\end{align*}
$$

The $\varepsilon, \mu$ means the Lagrange multipliers and the symmetry $\operatorname{SU}(\mathrm{N})$ is fulfilled by the next expressions: $\left\langle\mathrm{U}_{\mathrm{t}}, \mathrm{U}_{\mathrm{t}}\right\rangle=1$ (unitarity) and $\left\langle\mathrm{U}_{\mathrm{t}}, \mathrm{P}_{\mathrm{t}}\right\rangle=0$ (orthogonality).

### 3.3.1 Implicit-Explicit-Endpoint algorithm

We apply these notions

$$
P^{\prime}=P_{t+1} \quad P=P_{t} .
$$

The Implicit-Explicit-Endpoint recursion algorithm:

$$
\begin{align*}
\mathrm{P}^{\prime} & =\mathrm{P}+\left(\mathrm{V}-\mu \mathrm{U}+\varepsilon \mathrm{P}^{\prime}\right)  \tag{18}\\
\mathrm{U}^{\prime} & =\mathrm{U}+\left(\mathrm{P}^{\prime}-\varepsilon \mathrm{U}\right), \tag{19}
\end{align*}
$$

where $\mu, \varepsilon$ are the Lagrange multipliers.
In the next section we study the nonlinearity of the Yang-Mills fields, which is described by the chaotic theory[12]. Instead of the classical rescaling solution we apply the monodromy matrix method, which can describe the gauge field evolution, in this case the short and long time behaviour. The question of ergodization is addressed via the Kolmogorov-Sinai entropy.

## 4 Measurement of chaos

We consider the description of dynamical systems. One of these is the Poencare map.

$$
\begin{equation*}
x_{i+1}=P\left(x_{i}\right) \quad i=0,1,2 \ldots \tag{20}
\end{equation*}
$$

where we assign a hyper-surface $\mathfrak{n}-1$ dimension in the phase space $n$ dimension and the trayectories are cutting it. The successive points of intersection can be given by this expression (20). Lyapunov exponent is defined by the next form:

$$
\begin{equation*}
\frac{d}{d t} x_{i}=F_{i}\left(x_{1} \ldots x_{n}\right) \quad i=1 \ldots N . \tag{21}
\end{equation*}
$$

Let us introduce the quantity $\delta x_{i}(t)$ :

$$
\begin{equation*}
\delta x_{i}(t)=x_{i}-\tilde{x_{i}}, \tag{22}
\end{equation*}
$$

where $\delta x_{i}(\mathrm{t})$ means the distance between the two paths. The evolution of this notion is the following:

$$
\begin{equation*}
\frac{d}{d t}\left(\delta x_{i}\right)=\sum_{i=1}^{N} \delta x_{k}(t)\left(\frac{\partial F_{i}}{\partial x_{i}}\right)_{x_{i}=\tilde{x}_{k}(t)} \tag{23}
\end{equation*}
$$

The value of the distance $\delta x_{i}(\mathrm{t})$ is calculated by this expression:

$$
\begin{equation*}
D(t)=\left(\sum_{i=1}^{N} \delta\left(x_{i}(t)\right)^{2}\right)^{\frac{1}{2}} \tag{24}
\end{equation*}
$$

This quantity indicates the changing of the track distance $\delta \tilde{x}_{i}(t)$, where the paths were near at the beginning $(t=0)$. The maximal Lyapunov exponent follows:

$$
\begin{equation*}
\mathrm{L}=\lim _{\mathrm{t} \rightarrow \infty} \lim _{\mathrm{d}(0) \rightarrow 0} \frac{1}{\mathrm{t}} \ln \frac{\mathrm{D}(\mathrm{t})}{\mathrm{D}(0)} . \tag{25}
\end{equation*}
$$

If $\mathrm{L}>0$, then the motion becomes chaoticity. We mention the rescaling method [7] briefly. Let us suppose there is a point $\mathrm{q}(0)$ in the phase space and the vectors $v_{i}, \mathfrak{i}=1 \ldots v_{\mathrm{K}}$ in the tangent space $\mathrm{T}_{\mathrm{q}(0)}$, we solve the equations of motion in phase space. We obtain $q(t)$ and $v_{i} \in T_{q(t)}$ under the parallel evolution of the paths for a small perturbation of the initial condition in the tangent
space. The Gram-Schmidt ortogonalisation is applied to determinate the tangent vector $v_{i}$ on the interval $k \tau$. The scaling vectors $s_{i}$ are obtained by this procedure to calculate the Lyapunov exponents:

$$
\begin{equation*}
L_{i}=\lim _{n \rightarrow \infty} \sum_{k=1}^{n} \frac{\ln s_{i}^{k}}{\tau}, \tag{26}
\end{equation*}
$$

where n is the number of iterations. One condition is to determine the tangent space at different points of phase space in this procedure. It is easy in the Euclidean space, but more difficult on the lattice gauge theory, because we need to perform the rescaling frequently.

The monodromy matrix method follows only one gauge field path for a long time evolution. This matrix is a linear stability matrix along a trayectory, which is solved by classical equation of motion and it provides the Lyapunov spectrum in the time evolution of field configuration on lattice.

### 4.1 Chaos in Hamiltonian system

An important part of the dynamical process is to provide the Hamiltonian function. This depends on the coordinate of space and momentum $H\left(q_{i}, p_{i}\right), \mathfrak{i}=$ $1 \ldots n$. The canonical conjugates variables are following

$$
\begin{equation*}
\dot{p_{i}}=-\frac{\partial H}{\partial q_{i}} \quad \dot{q}_{i}=\frac{\partial H}{\partial p_{i}} . \tag{27}
\end{equation*}
$$

Let us given $q_{i}+v_{i}, p_{i}+\zeta_{i}$ nearby trajectories up to the linear approximation. Then the modified Hamilton function:

$$
\begin{equation*}
H^{\prime}=H+\left(\zeta_{j} \frac{\partial H}{\partial p_{j}}+v_{j} \frac{\partial H}{\partial q_{j}}\right) . \tag{28}
\end{equation*}
$$

The canonical variables are introduced:

$$
\begin{gather*}
\dot{\zeta}_{i}=-\frac{\partial}{\partial q_{i}}\left(\zeta_{j} \frac{\partial H}{\partial p_{j}}+v_{j} \frac{\partial H}{\partial q_{j}}\right),  \tag{29}\\
\dot{v}_{i}=\frac{\partial}{\partial p_{i}}\left(\zeta_{j} \frac{H}{p_{j}}+v_{j} \frac{\partial H}{\partial q_{j}}\right) . \tag{30}
\end{gather*}
$$

The equations of motion can be written in the next form:

$$
\binom{\dot{\zeta}}{\dot{v}}=\left(\begin{array}{rr}
-\partial_{p q}^{2} H & -\partial_{q}^{2} H  \tag{31}\\
\partial_{p}^{2} H & \partial_{p q}^{2} H
\end{array}\right)\binom{\zeta}{v} .
$$

If there exist at least one positive eigenvalue of this stability matrix, then the $(\xi, v)$ distance grows exponentially and the system is chaoticity.

The Lyapunov spectrum $L_{i}$ is expressed in terms of the monodromy matrix's eigenvalues $\Lambda_{i}[6]$ :

$$
\begin{equation*}
L_{i}=\lim _{T \rightarrow \infty} \frac{\int_{0}^{T} \Lambda_{i}(t) d t}{T}, \quad i=1, \ldots, f \tag{32}
\end{equation*}
$$

where $\Lambda_{i}(t)$ are the solutions of the characteristic equation:

$$
\begin{equation*}
\operatorname{det}\left[\Lambda_{i}(\mathrm{t}) \mathbf{1}-M(\mathrm{t})\right]=0 \tag{33}
\end{equation*}
$$

at a given time t. Here $M$ is the linear stability matrix, and $f$ is the number of degrees of freedom. The discrete definition of the Lyapunov spectrum:

$$
\begin{equation*}
L_{i}^{\prime}=\left\langle\Lambda_{i}\right\rangle=\frac{1}{n} \sum_{j=1}^{n} \ln \Lambda_{i}\left(t_{j-1}\right), \quad i=1, \ldots, f \tag{34}
\end{equation*}
$$

where $t_{j}$ 's are subsequent times along an evolutionary path of the gauge field configurations. In the conservative dynamics the Liouville's theorem is fulfilled:

$$
\begin{equation*}
\sum_{i=0}^{f} L_{i}=0 \tag{35}
\end{equation*}
$$

In the Hamiltonian system due to the conservation of the energy $L_{i}=-L_{f-i+1}$ is satisfied for every $i$. The Kolmogorov-Sinai entropy is expressed by Pesins formula:

$$
\begin{equation*}
h^{\mathrm{KS}}=\sum_{i} L_{i} \Theta\left(L_{i}\right) \tag{36}
\end{equation*}
$$

where $\Theta(x)$ being 1 for positive arguments and 0 otherwise. The dimension of $h^{K S}$ is a rate ( $1 /$ time) estimating the entropy:

$$
\begin{equation*}
S=\frac{h^{\mathrm{KS}}}{\operatorname{Re}\left(\mathrm{~L}_{0}\right) \mathrm{N}^{3}} \tag{37}
\end{equation*}
$$

### 4.2 Lattice monodromy matrix

We explain the elements of the matrix in this section. The monodromy matrix is the following:

$$
M(\mathrm{t})=\left(\begin{array}{ll}
\frac{\partial \dot{U}}{\partial \underline{U}} & \frac{\partial \dot{\mathrm{U}}}{\partial \mathrm{P}}  \tag{38}\\
\frac{\partial \dot{P}}{\partial \mathrm{U}} & \frac{\partial \dot{P}}{\partial \mathrm{P}}
\end{array}\right) .
$$

The matrix's elements of the lattice Hamiltonian for $\mathrm{SU}(2)$ are expounded:

$$
\begin{gather*}
\frac{\partial \dot{u}^{a}}{\partial u^{b}}=0,  \tag{39}\\
\frac{\partial \dot{u}^{a}}{\partial P^{b}}=\delta^{a b},  \tag{40}\\
\frac{\partial \dot{p}^{a}}{\partial u^{b}}=\frac{\partial V^{a}}{\partial u^{b}}-\left(\sum_{c=1}^{N} U_{c} \frac{\partial V^{c}}{\partial u^{b}}\right) U^{a}-V^{b} u^{a}-\sum_{c=1}^{N}\left(U_{c} V^{c}+P_{c} P^{c}\right) \delta^{a b},  \tag{4}\\
\frac{\partial \dot{\dot{p}^{a}}}{\partial P^{b}}=-2 P^{b} U^{a}, \quad \text { where }  \tag{42}\\
\frac{\partial V_{k}^{\alpha q}}{\partial u^{\beta q}}=\sum_{l=1}^{\mathcal{N}} \frac{\partial V_{k}^{\alpha q}\left(u_{1}, \ldots, U_{\mathcal{N}}\right)}{\partial u_{l}^{\beta q}}, \quad \text { ahol } \mathcal{N}=12, \quad \alpha_{q}, \beta_{q}=0,1,2,3 . \tag{43}
\end{gather*}
$$

The over-dots assign the derivative with respect to the scaled time $\mathrm{t} / \mathrm{a}$. They are providing information about the stability of trajectories in the neighbourhood of any point of an orbit in the ( $\mathrm{U}, \mathrm{P}$ ) phase space. A small perturbation $(\delta \mathrm{U}, \delta \mathrm{P})$, evolves in time governed by the monodromy matrix $M$. It is written by this form:

$$
M(t)=\left(\begin{array}{cc}
0 & 1  \tag{44}\\
\frac{\partial \dot{P}}{\partial U} & \frac{\partial \dot{P}}{\partial P}
\end{array}\right) .
$$

The eigenvalues of this matrix can be classified as follows: for real and positive eigenvalues, neighbouring trajectories part exponentially and the motion is unstable. In the limit of large time we obtain the Lyapunov components from these eigenvalues to use the expression (34).

## 5 The eigenvalues of the monodromy matrix

The stability matrix is very rare and the number of element of matrix is very large. We applied the Hessenberg method [11] for the determination of the eigenvalues of the monodromy matrix, because the convergence of this method is very fast.

### 5.1 Balancing

The balancing procedure enables to take into account the sensitivity of the eigenvalues to rounding errors. The errors is proportional to the Euclidean norm of the matrix. The idea of balancing applies the similarity transformations to make corresponding rows and columns of the matrix have comparable norms, while leaving the eigenvalues unchanged. Balancing is a procedure of order $\mathrm{N}^{2}$ operations.

We used the algorithm of Osborn. This process contains a sequence of similarity transformations by diagonal matrices D . The rounding errors was investigated during the balancing method, the elements of D are restricted to the powers of the radix, which base applied for floating-point arithmetic (i.e. 2 for most machines). The output is a matrix that is balanced in the norm, which is given by summing the absolute magnitudes of the matrix elements.

### 5.2 Reduction to Hessenberg form

First we reduced the matrix to a simplified form, it is called Hessenberg form, and the we applied an iterative procedure on the simpler matrix. Such structure can be accomplished by a sequence of Householder transformations, or other method, which is similar to Gaussian elimination with pivoting. Accordingly, the actual elimination procedure used is little bit different from Gauss elimination process.

Before the $r$-th stage, the original matrix $A \equiv A_{1}$ has become $A_{r}$, which was upper Hessenberg form in its first $r-1$ rows and columns. The $r$-th stage then contained the following operations:

- Search for the element of maximum magnitude in the $r$-th column below the diagonal. If it is zero, drop the next two "bullets" and the stage is done. Otherwise, suppose the maximum element was in row $r^{\prime}$.
- The rows $r^{\prime}$ and $r+1$ are swapped (the pivoting procedure). To perform the permutation a similarity transformation, also swapped columns $r^{\prime}$ and $r+1$.
- For $\mathfrak{i}=r+2, r+3, \ldots N$ compute the multiplier

$$
n_{i, r+1} \equiv \frac{a_{i r}}{a_{r+1, r}}
$$

Subtract $n_{i, r+1}$ times row $r+1$ from row $i$. To perform the elimination of the similarity transformation, we also add $\mathfrak{n}_{\mathfrak{i}, r+1}$ times column $\mathfrak{i}$ to column $r+1$.

A total of $\mathrm{N}-2$ such stages are carried out.
When the magnitudes of the matrix elements changed by many orders, we rearranged the matrix so that the largest elements is situated in the top lefthand corner. This decreased the roundoff error (the reduction proceeds from left to right). The operation count is about $5 N^{3} / 6$ for large $N$.

### 5.3 The QR algorithm for real Hessenberg matrices

We took the following relations for the QR algorithm with shifts:

$$
\begin{equation*}
Q_{s} \cdot\left(A_{s}-k_{s} \mathbf{1}\right)=R_{s} \tag{45}
\end{equation*}
$$

where Q is orthogonal and R is upper triangular matrix, and

$$
\begin{equation*}
A_{s+1}=R_{s} \cdot Q_{s}^{\top}+k_{s} \mathbf{1}=Q_{s} \cdot A_{s} \cdot Q_{s}^{\top} . \tag{46}
\end{equation*}
$$

The QR transformation keeps the upper Hessenberg form of the original matrix $A \equiv A_{1}$ and the workload is $O\left(n^{2}\right)$ per iteration on such matrix. As $s \rightarrow \infty, A_{s}$ converges to a term, where the eigenvalues are either isolated on the diagonal elements or they are eigenvalues of $2 \times 2$ submatrix on the diagonal. This shows a rapid convergence. The basic difference in this situation is that a nonsymmetric real matrix can have complex eigenvalues. This means that the eigenvalues may be complex for a good choices of the shifts $k_{s}$.

The complex arithmetic can be used in this process. We need here states that if $B$ is a nonsingular matrix such that

$$
\begin{equation*}
B \cdot Q=Q \cdot H, \tag{47}
\end{equation*}
$$

where Q is orthogonal and H is upper Hessenberg, then Q and H are fully determined by the first column of Q .

We used two step of the QR algorithm, either with two real shifts $k_{s}$ and $k_{s+1}$, or with complex conjugate values $k_{s}$ and $k_{s+1}=k^{*}$. This gives a real matrix $A_{s+2}$, where

$$
\begin{equation*}
A_{s+2}=Q_{s+1} \cdot Q_{s} \cdot A_{s} \cdot Q_{s}^{\top} \cdot Q_{s+1}^{\top} . \tag{48}
\end{equation*}
$$

The Q's are calculated by the next expression:

$$
\begin{align*}
& A_{s}-k_{s} \mathbf{1}=Q_{s}^{\top} \cdot R_{s}  \tag{49}\\
& A_{s+1}=Q_{s} \cdot A_{s} \cdot Q_{s}^{\top} \tag{50}
\end{align*}
$$

$$
\begin{equation*}
A_{s+1}-k_{s+1} \mathbf{1}=Q_{s+1}^{\top} \cdot R_{s+1} . \tag{51}
\end{equation*}
$$

Let us used the equation (50), and the expression (51) can be written:

$$
\begin{equation*}
A_{s}-k_{s+1} \mathbf{1}=Q_{s}^{\top} \cdot Q_{s+1}^{\top} \cdot R_{s+1} \cdot Q_{s} \tag{52}
\end{equation*}
$$

Therefore, if we define

$$
\begin{equation*}
M=\left(A_{s}-k_{s+1} \mathbf{1}\right) \cdot\left(A_{s}-k_{s} \mathbf{1}\right) \tag{53}
\end{equation*}
$$

equations (49) and (52) give

$$
\begin{equation*}
\mathrm{R}=\mathrm{Q} \cdot \mathrm{M}, \tag{54}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathrm{Q}=\mathrm{Q}_{s+1} \cdot \mathrm{Q}_{s}  \tag{55}\\
\mathrm{R}=\mathrm{R}_{s+1} \cdot \mathrm{R}_{s} . \tag{56}
\end{gather*}
$$

The equation (48) can be rewritten:

$$
\begin{equation*}
A_{s} \cdot Q^{\top}=Q^{\top} \cdot A_{s+2} \tag{57}
\end{equation*}
$$

We search for an upper Hessenberg matrix H such that

$$
\begin{equation*}
\mathrm{A}_{\mathrm{s}} \cdot \overline{\mathrm{Q}}^{\mathrm{T}}=\overline{\mathrm{Q}}^{\mathrm{T}} \cdot \mathrm{H}, \tag{58}
\end{equation*}
$$

where $\overline{\mathrm{Q}}$ is orthogonal. If $\overline{\mathrm{Q}}^{\top}$ has the same first column as $\mathrm{Q}^{\top}$, then $\overline{\mathrm{Q}}=\mathrm{Q}$ and $A_{s+2}=H$.

The first row of Q is determined as follows. The equation (54) presents that $Q$ is orthogonal matrix and it triangularizes the real matrix $M$. Any real matrix can be triangularized with a sequence of Householder matrices $P_{1}, P_{2}$, $\ldots P_{n-1}$. Thus the matrix $Q$ can expressed by $Q=P_{n-1} \ldots P_{2} \cdot P_{1}$.

We need search for $\bar{Q}$, which is satisfying equation (58) whose first row is that of $P_{1}$. The Householder matrix $P_{1}$ is determined by the first column of $M$. Because $A_{s}$ is upper Hessenberg, the equation (53) presents that the first column of $M$ has the form $\left[p_{1}, q_{1}, r_{1}, 0, \ldots 0\right]^{\top}$, where

$$
\begin{align*}
& p_{1}=a_{11}^{2}-a_{11}\left(k_{s}+k_{s+1}\right)+k_{s} k_{s+1}+a_{12} a_{21} \\
& q_{1}=a_{21}\left(a_{11}+a_{22}-k_{s}-k_{s+1}\right) \\
& r_{1}=a_{21} a_{32} . \tag{59}
\end{align*}
$$

Therefore

$$
P_{1}=1-2 w_{1} \cdot w_{1}^{\top},
$$

where $w_{1}$ has only its first 3 elements nonzero. Proceeding in this way up to $P_{n-1}$, we can see that at each stage the Householder matrix $P_{r}$ has a vector $w_{r}$, which is nonzero only in elements $r, r+1$ and $r+2$. These elements are calculated by the elements $r, r+1$, and $r+2$ in the $(r-1)$-st column of the current matrix.

The result is the next

$$
P_{n-1} \cdots P_{2} \cdot P_{1} \cdot A_{s} \cdot P_{1}^{\top} \cdot P_{2}^{\top} \cdots P_{n-1}^{\top}=H,
$$

where H is upper Hessenberg matrix. Thus

$$
\bar{Q}=Q=P_{n-1} \cdots P_{2} \cdot P_{1}
$$

and

$$
A_{s+2}=H .
$$

The shifts of the beginning at each stage are formed to the eigenvalues of the $2 \times 2$ matrix in the bottom right-hand corner of the current $A_{s}$.

This gives

$$
\begin{array}{r}
k_{s}+k_{s+2}=a_{n-1, n-1}+a_{n n} \\
k_{s} k_{s+1}=a_{n-1, n-1} a_{n n}-a_{n-1, n} a_{n, n-1} . \tag{60}
\end{array}
$$

Substituting the expression (60) in the equation (59) we get

$$
\begin{align*}
p_{1} & =a_{21}\left\{\left[\left(a_{n n}-a_{11}\right)\left(a_{n-1, n-1}-a_{11}\right)-a_{n-1, n} a_{n, n-1}\right] / a_{21}+a_{12}\right\} \\
q_{1} & =a_{21}\left[a_{22}-a_{11}-\left(a_{n n}-a_{11}\right)-\left(a_{n-1, n-1}-a_{11}\right)\right] \\
r_{1} & =a_{21} a_{32} . \tag{61}
\end{align*}
$$

We reduce possible roundoff, when there are small off-diagonal elements. Finally, we perform a double QR step we constructed the Householder matrices $P_{r} r=1, \ldots n-1$.

For $P_{1}$ we applied $p_{1}, q_{1}$ and $r_{1}$, which were given by expressions (61). The remaining matrices, $p_{r}, q_{r}$ and $r_{r}$ were calculated by the ( $r, r-1$ ), $(r+1, r-1)$, and $(r+2, r-1)$ elements of the current matrix. The number of arithmetic operations can be decreased by writing the nonzero elements of the $2 w \cdot w^{\top}$ part of the Householder matrix in the form

$$
2 w \cdot w^{\top}=\left[\begin{array}{c}
(p \pm s) /( \pm s) \\
q /( \pm s) \\
r /( \pm s)
\end{array}\right] \cdot\left[\begin{array}{lll}
1 & q /( \pm s) & r /(p \pm s)
\end{array}\right]
$$

where

$$
s^{2}=p^{2}+q^{2}+r^{2}
$$

If we proceed in this way, convergence is usually very fast, which is need to control from step to step. There are two possible ways of terminating the iteration for an eigenvalue. First, if $a_{n, n-1}$ becomes 'negligible', then $a_{n n}$ is an eigenvalue. We can then delete the n-th row and column of matrix and find the next eigenvalue. Otherwise $a_{n-1, n-2}$ may become negligible. Then the eigenvalues of the $2 \times 2$ matrix in the lower right-hand corner may be taken to be eigenvalues. We delete the $n$-th and ( $n-1$ )-th rows and column of the matrix and continue the process. The operation count for the QR algorithm described here is $\sim 5 \mathrm{k}^{2}$ per iteration, where $k$ is the current size of the matrix.

In the next (6.) Section the significant question is the parallelisation of the Hessenberg method in rare matrix.

## 6 Parallel hybrid Hessenberg method

In [5] we used the CUDA platform to develop a parallel version of the YangMills algorithm for lattice calculations. Here we give the details how we have moved forward from there by applying parallelism to calculate the eigenvalues of the monodromy matrix (4.1. subsection), which helps to show the chaos in the non-Abelian gauge field theory.

### 6.1 Main idea

Examining the Hessenberg method we can easily differentiate parts that has more computational intensive tasks, while others are not so performance sensitive. Hence the Block Hessenberg Algorithm is used. In this instead of taking the whole matrix as the input of the transformation process we divide it into smaller blocks. We take these blocks and calculate the Householder vector for each column in that block and with it update the consecutive columns. When finished we use the accumulated Householder transformations to update the rest of the whole matrix. We repeat this until we update all the blocks. This way with the accumulated Householder transformations in overall less matrix multiplications will be used compared to the original Hessenberg Algorithm in which case we always have to update every column with the calculated Householder vector.

### 6.1.1 Block householder algorithm

To calculate the Householder vectors we use the following [10]:

$$
\begin{gather*}
v=\left(\frac{1}{A_{k+1, k+\sigma}}\right)  \tag{62}\\
\sigma=\operatorname{sign}\left(A_{k+1, k}\|x\|_{2}\right)  \tag{63}\\
V_{k}=\left[v_{1}, v_{2}, \ldots, v_{k}\right] \tag{64}
\end{gather*}
$$

Compact-WY representation of the k Householder transformations:

$$
\begin{align*}
& \left(I-v_{1} \nu_{1}^{\top}\right) \ldots\left(I-v_{k} \nu_{k}^{\top}\right)=I-V_{k} T_{k} V_{k}^{\top} \\
& A:=A\left(I-V_{L} T_{L} V_{L}^{\top}\right)=A-Y_{L} V_{L}^{\top} \\
& A:=\left(I-V_{L} T_{L} V_{L}^{\top}\right) A \\
& T_{k}=\left[\begin{array}{cc}
T_{k-1} & -\tau_{k} T_{k-1} V_{k-1}^{\top} v_{k} \\
0^{\top} & \tau_{k}
\end{array}\right]  \tag{65}\\
& Y_{k}=A V_{k} T_{k}=\left[\begin{array}{ll}
Y_{k-1} & \tau_{k}\left(-Y_{k-1} V_{k-1}^{\top} \gamma_{k}+A \nu_{k}\right)
\end{array}\right] \tag{66}
\end{align*}
$$

We initialize $V, T$ and $Y$ as follows:

$$
\begin{gathered}
\mathrm{V}_{1}=\left[\mathrm{V}_{1}\right] \\
\mathrm{T}_{1}=\left[\tau_{1}\right] \\
\mathrm{Y}_{1}=\left[\mathrm{A} \mathrm{~V}_{1} \mathrm{~T}_{1}\right]
\end{gathered}
$$

Update formula for one column of a block

$$
\begin{gather*}
A_{*, k}:=A_{*, k}-Y_{k}\left(\left(V_{k}\right)_{k, *}\right)^{\top}  \tag{67}\\
A_{*, k}:=\left(I-V_{k} T_{k}^{\top} V_{k}^{\top}\right) A_{*, k} \tag{68}
\end{gather*}
$$

Update formula for the rest of the matrix

$$
\begin{gather*}
A_{*, \mathrm{~L}+1: n}:=A_{*, \mathrm{~L}+1: n}-Y_{\mathrm{L}}\left(\left(\mathrm{~V}_{\mathrm{L}}\right)_{\mathrm{L}+1: n, *}\right)^{\top}  \tag{69}\\
A_{*, \mathrm{~L}+1: n}:=\left(\mathrm{I}-\mathrm{V}_{\mathrm{L}} \mathrm{~L}_{\mathrm{L}}^{\mathrm{T}} V_{\mathrm{L}}^{\mathrm{T}}\right) A_{*, \mathrm{~L}+1: n} \tag{70}
\end{gather*}
$$

With the hybrid implementation we extend the algorithm to the GPU as much as reasonably possible. The GPU will need a high amount of data to be able to achieve high utilization [15] and thus high performance, so the low on data parts of the calculation are kept on the CPU while the intensive matrix multiplications are pushed to the GPU.

Before commencing any calculations we upload the matrix into the GPUs memory, after that we follow the next steps for the $\mathrm{k}^{\text {th }}$ block: For every column (i) in the block:

1. Compute the Householder vector $(v)$, the $\mathfrak{i}^{\text {th }}$ column of $\mathrm{V}(\mathrm{CPU})$ [eq. 62,63,64]
2. Update T and Y matrices (CPU) [eq. 65,66]
3. Update the next column (CPU) [eq. 67,68]

After updating the block:
4. Update the rest of the matrix with V,Y,T (GPU) [eq. 69,70]
5. Copy over the next block to the CPU as it has been updated on the GPU
6. Continue the reduction

### 6.2 Restrictions

The monodromy matrix can become very big as we increase the N parameter of the lattice, thus requiring a lot of memory, which can go up to the TB range. Because of this right now reasonable results can be achieved only up to $\mathrm{N}=6$.

### 6.3 Implementation

For implementation and testing we have used a GeForce GTX 980M with compute capability 5.2 (Table 1) and an Intel Core i7-4710HQ CPU that does not have an IGP (Table 2).

As the starting point the original matrix for which we would like to compute the Hessenberg form will be uploaded to the GPU. After this as we compute the new Hessenberg vectors in the V matrix trough the blocks and update the T, Y matrices we are providing every element for the GPU to update our

|  | GeForce GTX 980M |
| :--- | :---: |
| Technical Specifications | Compute Capability 5.2 |
| Transistors (Million) | 5200 |
| Memory (GB) | 4 |
| Memory Bandwidth (GB/s) | 160 |
| GFLOPs | 3189 |
| TDP (watts) | 125 |

Table 1: GeForce GTX 980M technical specifications.

|  | i7-4710HQ |
| :--- | :---: |
| Transistors (Million) | 1400 |
| Connected memory (GB) | 24 |
| Memory Bandwidth (GB/s) | 25.6 |
| GFLOPs | 422 |
| TDP (watts) | 47 |

Table 2: Core i7-4170HQ technical specifications.
original matrix. We copy the $\mathrm{V}, \mathrm{T}, \mathrm{Y}$ matrices to the GPU and using matrixmatrix multiplication we do the update. After this as the matrix has been changed the next block will be copied over to the CPU side. We choose the blocks to be 32 columns wide.

For doing the matrix multiplications in parallel on the GPU we use the NVIDIA developed CUBLAS library's cublasdgemm function, while on the CPU we use LAPACK with Intel MKL BLAS.

### 6.3.1 Comparison of the theoretical performance

Here we provide a comparison between the GPU's and CPU's achievable performance based on the GFLOPS and TDP values.

If we look at the computational power of the used processors we can see that the GPU is 7.5 times higher than what the CPU can provide. The GFLOPS of the CPU was calculated using the following formula:

$$
\text { GFLOPS }=\text { cores } * \text { clock } * \frac{\text { FLOPs }}{\text { cycle }} / 1000
$$

The clock rate of a Core i7-4710HQ on full load with all 4 cores activated is
3.3 GHz and the maximum FLOPs/cycle is 32 [16], thus the maximum performance number in Table 2. If we would like to reach the GPU's performance with the actual CPU architecture, this means we will need 7.5 times more power. This means if we stay on the Haswell architecture and we will just try to increase the throughput we will reach a TDP of 352.5 watts. This leads us to the conclusion if we would like to have the same performance on the CPU that we have on the GPU will need 2.82 times more power for the CPU. This will also mean that the physical limitations will not hold back the increase of clock rate and power which can never be true, leaving the GPUs the most efficient processors.

### 6.4 Numerical results

To calculate the eigenvalues of the monodromy matrix we used the Hessenberg method. To make the process more efficient we applied the block Hessenberg model to be able to utilize parallelization.

For overall testing the following system was used (Table 3):

| CPU | GPU | OS | Compiler | CUDA <br> version |
| :---: | :---: | :---: | :---: | :---: |
| Intel Core <br> i7 4710HQ | GeForce <br> GTX 980M | Windows <br> 10 Pro | Visual <br> C+ +2013 | 7.0 |

Table 3: The used system's specification.
The numerical results fulfill the physical principle, the constraint value of the physical quantity remains constant during the time evolution of the equation of motion. The Lyapunov Spectrum (Figure 2) justifies the existence of the chaotic motion in the Yang-Mills fields.

We compared the runtime of the CPU to the GPU (Figure 1), the GPU gives substantially better results as we increase the available work. Evaluating the same lattice size the runtime on the GPU shows acceleration of a magnitude of 3 .

The Kolmogorov-Sinai entropy (Figure 3) is obtained from the evolution eigenvalues of the monodromy matrix as functions of the scaled energy. These results gives good approximation for an ideal gas (S logE).


Figure 1: Runtime on the CPU and on the GPU with $N=2,3,4,5,6$.


Figure 2: The Lyapunov spectrum on $\mathrm{N}=6$.


Figure 3: The Kolmogorov-Sinai entropy on $\mathrm{N}=6$.

## 7 Summary

As the GPUs are becoming more powerful with each new architecture it becomes easier to modify the existing applications and algorithms to be parallel. In our case the Block Hamilton algorithm was able to achieve a 3 fold speed up compared to the CPU version, while computing the eigenvalues of the monodromy matrix.

By moving from CPU to GPU the eigenvalues are the same, thus keeping the physical principles valid. Physical constant quantities remains constraint while solving the equation of motion by parallel algorithm, such as the total energy.

The performance of the GPUs make it possible to calculate eigenvalues of the monodromy matrix to evince the chaotic behaviour of Yang-Mills system.
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