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Abstract: Although the existence of higher order associations has been proved, interspecific association 
is generally treated as a pair-wise phenomenon. Its possible reason is that although pair-wise association 
is only an imperfect description of the relationships among species, its methods are simple and well 
known. Unfortunately, the complexity of vegetation can not be described by such simplex methods. This 
paper shows two methods which enable detailed analysis of higher-order associations: Juhász-Nagy’s 
information theory functions and the log-linear contingency table analysis. From mathematical point of 
view, the two methods are closely related (both methods measure the non-randomness in the multi-way 
contingency tables). On the other hand, their theoretical backgrounds are different. The log-linear 
contingency table analysis was developed by statisticians to solve general statistical problems, while 
Juhász-Nagy’s approach was developed by a biologist to solve biological problems.  
The aim of this paper is to show how these two approaches decompose the total association, to point at 
the similarities and differences between the two approaches, and by this way to facilitate the analysis of 
higher order associations. 
Keywords: associatum, diversity of species combinations, pattern analysis, 3rd-order association 

 
 
Introduction 

Positive and negative associations among species are very common phenomena in 
plant communities. Association measures the departure of frequency of species 
combinations from the random expectation [32]. The association among species may 
arise from biological interactions or different responses of species to abiotic factors 
[10], and on the other hand, it influences the possible interactions among species [8, 9], 
i.e. species can interact only where they co-occur.  

In case studies, interspecific association is generally treated as a pair-wise 
phenomenon. Showing the structure of a community as a plexus graph or table of the 
significant pair-wise associations has a long tradition [1, 14, 35, 49, 53]. In addition, the 
matrix of pair-wise associations is often used in multivariate methods (e.g. PCA and 
related ordination methods [36, 43]). 

However, there may be higher-order associations among species, i.e. the 
presence/absence of other species can affect association between a particular pair of 
species [11]. The following example with an artificial data set was developed by M. 
Kertész (personal communication): 
 plots 
species 1 2 3 4 5 6 7 8 

A 1 1 1 1 0 0 0 0 
B 1 1 0 0 1 1 0 0 <1>
C 0 0 1 1 1 1 0 0 
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In this data set all pair-wise associations are zero, but any species pair determines the 
presence/absence of the third species, i.e. the third species occurs only in the plots 
where one of the other two species occurs, thus the number of species can be only 2 or 
0. Disregarding higher order associations may yield underestimation of association 
among species or a confused network of pair-wise associations (Fig. 1). 
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Figure 1. Illogical graf structure in the 19-year-old stage of primary succession on dumps of a 

strip coal-mine (after [2]). Pairwise associations were analysed by the standard chi-squrare 

procedure at 5.8 m2 (at the area of maximum associatum). Positive associations were ploted by 

solid lines, negative association by dashed line. (a.) Erigeron canadensis and Odontites rubra 

associated negatively directly, while through Tunica prolifera and Echium vulgare they are 

associated positively. It seems to be paradoxical. The explanation of this paradox (Bartha S. 

pers. comm.), that there are three patch type (A, B, C) in the area. Erigeron lives only in A, 

Odontites lives only in B, Tunica and Echium live both in A and B, neither of them lives in C. It 

means that there are negative associations between two triplets and positive within them (b) 
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In spite of its importance, only few attempts have been made to measure these 
higher-order associations. This paper considers two approaches which seem to be 
suitable to describe the associations among species (incl. higher order associations) in 
detail. 

The log-linear contingency table analysis was developed for describing and testing 
relations among categorical variables at 1960’s [5, 6, 12, 33]. It was showed in detail in 
many books alone [19] or as a special case of GLM [15, 34]. Statistical handbooks [48, 
54] also deal with it and it is implemented by the generally used statistical programs. 
Fienberg [18] presented the theory and some possible biological application, and it is 
used by other field of biology [21]. Its application to two-dimensional contingency 
tables in the vegetation science (incl. describing spatial pattern of plant communities) 
was discussed by Feoli et collegues [17] and Orlóci [37] in detail. In spite of this fact, I 
found only one example [11] to use it for describing associations among more than two 
species, and even there only one (i.e. test of total independence hypothesis) of the 
numerous possibilities of this method was used. Its reason may be that biological 
meaning of these possibilities has not been clear yet. By other words, statistical terms 
are not connected to the biological terms [28, 29, 30]. Without this connection, neither 
mathematical method can be used in biology. 

The generally used systems of biological terms are not complex enough to describe 
the many possible relations among species (e.g. in the community with 10 species, there 
are 1024 possible species combinations and the number of possible relations are even 
higher, because there may be associations among species combinations). Juhász-Nagy 
recognised this problem in the 1960’s, and developed a model family on the 
„coexistentional structures in coenology” [23, 24, 25, 26, 27, 31]. In this model family 
he considered the possible types of associations and the relationships among them from 
biological point of view. Beyond this theoretical foundation, he proposed information 
theory functions to measure the different types of associations. Due to the theoretical 
framework, his functions are more than ad hoc indices; they are theoretically well 
established, their biological meaning and the relationships among them are clear. In 
spite of its benefits, the approach did not become widespread. 

Previously I showed that from mathematical point of view these two approaches are 
closely related [7]. In that paper I concentrated on the three main functions of Juhász-
Nagy’s family (i.e. local distinctiveness, diversity of species combinations and 
associatum), and did not consider the partitioning the overall association of community. 
This paper concentrates this topic and it aims to compare how the overall association 
(associatum) is partitioned in these two approaches and to show similarities and 
differences between them.  

I supposed that the readers are familiar with basics of information theory and log-
linear contingency table analysis. Therefore, their terminology is used here without any 
detailed explanation. However, the most important information was summarised and 
further literatures were listed in Appendices.  
 
 
Partitioning of the associatum 

In the previous paper [7] I showed that the measure of associatum (the overall 
association in the community) in Juhász-Nagy’s approach equals the half of G(A,B,...,S) 
statistic. In this section I compare how the associatum can be partitioned in the two 
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approaches. I do not follow the logic of either approach, I rather try to list the possible 
questions/problems and consider how the two approaches answer these questions. 

For simplicity, I shall restrict my consideration to a community of three species (A, 
B, C). Let us introduce some notations. Let fijk (i = 0, 1; j = 0, 1; k = 0, 1) denote cell of 
three-way contingency table, e.g. f110 is the frequency of plots where species A and B 

are present and species C is absent. Let be f fjk ijk

i

• =∑ , f fi k ijk

j

• =∑ , f fij ijk

k

• =∑ , 

f fi ijk

kj

•• = ∑∑ , f fj ijk

ki

• • = ∑∑ , f fk ijk

ji

•• = ∑∑ , and f f ijk

kji

••• = ∑∑∑ . 

 
Pair-wise association between species 

The association between species A and species B is measured by G(A,B)-G(AB) in 
the log-linear contingency table analysis, and by nI(A,B) in Juhász-Nagy’s approach. It 
can be showed that in the two-way contingency table G(A,B)=2nI(A,B) [7]. However, it 
is only the special case of the general relationship: G(A,B)-G(AB)=2nI(A,B)  (i.e. in the 
two-way contingency table G(AB)=0). 

 
Homogeneity of pair-wise associations 

Let us consider again the example in <1>. It was mentioned above that in this 
community the pair-wise association between species A and B is zero. When we 
calculate pair-wise association, we suppose that the association between species is 
homogeneous, i.e. if the community is divided into parts based on the occurence other 
species, it is the same in the two parts. Let us divide this community into two parts 
based on the occurrence of species C: 

 
 plots 
species 1 2 7 8 5 6 3 4 

A 1 1 0 0 0 0 1 1 
B 1 1 0 0 1 1 0 0 <2>
C 0 0 0 0 1 1 1 1 
 

and calculate association between A and B in the two parts of the table separately. In 
Juhász-Nagy’s approach, the two associations are ( ) 40CBA,1 ==•• If  bit* and 

( ) 41CBA,0 ==•• If  bit, respectively. ( ) ( ) ( )1CBA,0CBA,CBA, 10 =+== •••• IfIfnI  

is called association between A and B conditional to C or shortly, conditional 
association between A and B. (It should be mentioned that Juhász-Nagy [23] used 
partial association instead of conditional association. Because the partial association is 
used with different meaning in the log-linear contingency table analysis, I propose using 
conditional association to avoid confusion.) Conditional association between two 
species is higher than the association between them if the association is not 
homogeneous; i.e. it is not the same in the two parts of the community. 

                                                 
* Calculation of entropy and information in binary tables is easier with binary logarithm  than natural 
logarithm. The values calculated by different logarithms differ only in units (viz. bit and nit, 
respectively). 
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On the other hand, conditional association may be lower than pair-wise association if 
both species A and B are strongly associated to C. For example, in the following table: 

 
 plots  
species 1 2 3 4 5 6 7 8  

A 1 1 1 1 0 0 0 0  
B 1 1 1 1 0 0 0 0 <3>
C 1 1 1 1 0 0 0 0  
 
( ) ( ) ( ) 0CBA,1CBA,0CBA, 10 ===== •••• nIIfIf  bit, while nI(A,B) = 8 bit. 

 

Association of species to the community 

The association of species C to the community is called complete association of C 
[27]. Its complementary is the subassociatum of the species C, which is the associatum 
of the community if species C is disregarded. The sum of complete association and 
subassociatum of species C equals the associatum. 

The complete association of species C can be calculated by another way, by multiple 
association between C and [A,B]. Multiple association is a generalisation of pair-wise 
association. The three-way contingency table can be reduced to two-way table by 
joining two species. For example, we join species A and B and create a new four-state 
variable [A,B]. Its states are 11 (both species are present), 10 (species A is present, 
species B is absent), 01 (species A is absent, species B is present) and 00 (both species 
are absent): 

 
   [A,B]    
  11 10 01 00 Σ 
C 1 f111 f101 f011 f001 f..1 
 0 f110 f100 f010 f000 f..0 <4>
 Σ f11. f10. f01. f00. f... 

 
The multiple association between C and [A,B] (the complete association of C) is 

measured by the information content of this new two-way table [22]: 
 [ ]( ) ( ) [ ]( ) [ ]( )nI nH nH nHC, A,B C A,B C, A,B= + −  (Eq. 1) 

where: 
 ( )nH n n f fk k

k

A = − •• ••∑ln ln  (Eq. 2) 

 [ ]( ) ( )nH nH n n f fij ij

ji

A,B A,B= = − • •∑∑ln ln  (Eq. 3) 

 [ ]( ) ( )nH nH n n f fijk ijk

kji

C, A,B A,B,C= = − ∑∑∑ln ln  (Eq. 4) 

Based on (1), (2), (3), and (4): 

 [ ]( ) ( )nI n n f
f

f f
f

f

f f n
ijk

ijk

ij kkji

ijk

ijk

ij kkji

C, A,B = + =
• •• • ••

∑∑∑ ∑∑∑ln ln ln
/

 (Eq. 5) 

Since (fij..f..k)/n is the expected value of the model (AB, C),  

 [ ]( )2nI GC, A,B AB,C= ( )  (Eq. 6) 
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Third-order interaction 

First, the meaning of third-order interaction has to be clarified. Let us consider the 
following three examples: 

 
 plots  
species 1 2 3 4 5 6 7 8  

A 1 1 1 1 0 0 0 0  
B 1 1 1 1 0 0 0 0 <5>
C 1 1 1 1 0 0 0 0  

 
 plots 
species 1 2 3 4 5 6 7 8 

A 1 1 1 0 0 0 0 0 
B 0 0 0 1 1 1 0 0 <6>
C 1 1 1 1 1 1 0 0 

 
 plots 
species 1 2 3 4 5 6 7 8 

A 1 1 1 1 0 0 0 0 
B 1 1 0 0 1 1 0 0 <7>
C 0 0 1 1 1 1 0 0 

 
In table <5>, all pair-wise associations are positive, and the table can be described 

completely by any two of them, i.e. expected values in all of the model AB,AC, the 
model AB,BC, or the model AC,BC equal the observed values. Thus, the third pair-wise 
association does not have additional information; it can be regarded as redundant. 

In table <6>, the association between species A and B is negative, while species C is 
associated positively to both other species. Thus the third pair-wise association have 
additional information, it is not redundant. The association between A and C conditional 
to B is higher than their pair-wise association, because the occurrence of species B 
prevents the manifestation of the positive association between A and C, while in the 
absence of species B, the positive association is stronger than in the whole community. 
In spite of this effect, the table can be described completely by the three pair-wise 
associations, i.e. expected values of model AB,AC,BC equal to the observed values. 

In table <7>, all the pair-wise associations are zero, but any two species determine 
the occurrence of the third. The table can not be described completely by the three pair-
wise associations, i.e. expected values of model AB,AC,BC considerably differ from 
the observed values. 

In the terminology of log-linear contingency table analysis, there is third-order 
interaction only in the third case. Its measure is G(AB,AC,BC)–G(ABC) (in the case of 
three species G(ABC)=0). 

In Juhász-Nagy’s approach, third-order interaction means that the sum of pair-wise 
associations differs from the associatum. Its measure is the third-order interassociatum: 
the difference between the sum of pair-wise associations and the associatum (Juhász-
Nagy 1967a): 

 [ ]( ) ( ) ( ) ( ) [ ]( )CB,A,CB,CA,BA,CB;A; nInInInInI −++=  (Eq. 7) 
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Generally, the k-order interassociatum is obtained by the subtraction of overall 
association (k-2) times from the sum of (k-1)-way associations [26, 27]. It should be 
noted that -2nI([A;B;C]) equals  ‘RCD-interaction’ in Kullback [33], and in the case of 
three species:  

 (Eq. 8) 
[ ]( ) ( ) ( ) ( )CB,)ACB,(CA,)BCA,(BA,)CBA,(CB;A; nInInInInInInI −=−=−=  

In table <5>, the interassociatum is positive; it indicates the redundancy among the 
pair-wise associations, i.e. we try to describe the fact that the three species form 
coalition by three pair-wise associations. On the other hand, in table <6> and <7> the 
interassociatum is negative. It indicates that the pair-wise associations are not 
homogeneous. 

This different definition of third order interaction in the two approaches has 
historical reasons. Expected values in the model AB,AC,BC can not be calculated 
without iterative procedure. Although this iterative procedure was developed in 1940 
[13, cit. 18], it became widely used much later: for example, Kullback [33] did not 
mention this procedure. Instead, he applied an inappropriate method to calculate 
expected values [18]. Later, this iterative procedure became widely used, and RCD-
interaction was not applied by statisticians [19]. 

Juhász-Nagy began developing his models in the early 1960’s and he applied the 
information statistical methods of that time (e.g. he used Kullback’s [33] book). Later, 
he concentrated on the biological meaning of the models, rather than their refinement 
from mathematical point of view. 

Kullback’s [33] RCD interaction (it is analogous to the interassociatum) were 
strongly criticised [18], because it can lead to negative values for G-statistic. From 
mathematical point of view, the negative value is a mistake. However, in the analysis of 
associations among species it has meaning. Another possible drawback of 
interassociatum is that in a species-rich community there may be positive 
interassociatum among some species, while negative among others and zero in the 
whole community. This problem can be avoided if interassociatum is calculated not 
only in the whole community, but also in the sub-communities. 

 
Comparison of the two approaches 

Above I considered five topics. Two of them (pair-wise association, complete 
association of species) can be treated in both approaches and the result is the same 
(except the multiplication by two). Homogeneity of associations and the corresponding 
conditional association are very important in ecology. Although it is not part of the 
standard methodology, conditional associations can be calculated from the G-statistics, 
due to the additive relations between the information theory functions. The third-order 
interaction is defined and measured differently in the two approaches. The third-order 
interaction of log-linear contingency table analysis is a subset of third-order interaction 
of Juhász-Nagy’s approach. I think G(AB,AC,BC) /or it analogues in the case of more 
species/ should be incorporated into Juhász-Nagy’s methodological framework, because 
the distinction of two types of third-order interactions may be useful. 

In this paper I concentrate on the associations among species, therefore many 
functions from Juhász-Nagy’s model (e.g. dissociatum) are not considered here. 
However, it should be mentioned that in Juhász-Nagy’s approach not only the 
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dependencies among species (i.e. association), but also their independence can be 
measured. In the log-linear contingency table analysis, this aspect is neglected. 

 
An example for analysing higher-order associations 

Above, the meaning or properties of the functions are illustrated only with sporadic 
examples. Here I will analyse associations in an artificial community in detail. The 
community consists of three species: species A is a tree, species B is a tussock forming 
grass, and species C is an annual herb. There are only two assembly rules in this 
community: (1) Species C lives in the gaps among the tussocks of species B. (2) Both 
species B and C occur in the shadow of species A, however the tussocks of species B 
and the gaps among the tussocks become smaller here. In this simple case, the structure 
of the community seems to be clear by looking at the maps of species (Fig. 2). It is 
expected that there are significant negative association between species A and B, and 
the other associations are non-significant. However, it will be showed that the situation 
is more complex. 

 

 

a) Species A 

 

 

b) Species B 

 

 

c) Species C 

 

Figure 2. Distribution map of the species in the artificial dataset 
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The size of distribution map is 22x15 m; its resolution is 20x20 cm. Nine different 
plot sizes were used between 0.04 and 16 m2. From Juhász-Nagy’s functions the 
associatum, the pair-wise and conditional associations, the complete association of 
species, and the interassociatum were calculated. Beyond these functions, 
G(AB,AC,BC) statistic was used because it can not be calculated from Juhász-Nagy’s 
functions. To determine their significance, observed functions were compared to 
functions calculated from random references produced by random shift method [4, 38]. 
One thousand random references were used. The sign of pair-wise associations were 
determined according to Bartha and Kertész [4], i.e. the association is positive if 
(a+d)>(a0+d0), while it is negative if (a+d)<(a0+d0), where a and d are observed values 
in the 2x2 contingency table, a0 and d0 are their average in the random cases. 

As it is expected, there is a significant negative association between species B and C 
at a wide range of scales (Fig. 3c.). 
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c) association between species B and C 

Figure 3. Pairwise associations as a function of scale. Filled squares mark field data 

significantly different from random, empty squares field data not different from random. 

Direction of association are indicated at the top of figure by + or -. 

 
However, this association is significantly positive at 0.04 m2. This pattern of signs is 

inconsistent with the pattern expected by Greig-Smith [20], and Kershaw and Looney 
[32], i.e. association is negative at fine scale that changes to positive at coarse scale. On 
the other hand, it is in line with results of Bartha and Kertész [4] who suggested that at 
fine scale the positive association is the consequence of high proportion of empty cells. 
Indeed, the detailed analysis of signs (Fig. 4) shows that at the smallest plot size the 
sign of the association is determined by the difference between the observed and 
expected number of empty cells (d-d0). Thus, this positive association does not mean 
that at this scale the two species coexist more frequently than expected, but it means 
that the frequency of empty plots is higher than expected.  

The other two pair-wise associations also have significant negative values at a broad 
range of scales (Fig. 3a,b). These relations can not be predicted without detailed 
analysis, by looking at the distribution map only. Both negative associations are the 
consequence of the effect of species A to the spatial pattern of species B (i.e. size and 
density of tussocks). Due to the smaller tussocks and smaller gaps in the presence of 
species A, the frequency of both species B and C is smaller here than expected. 

Because of the relationships between pair-wise associations (Eq. 8), I consider in 
detail the homogeneity of association between species B and C only. It is selected 
because it is the highest from the three pair-wise associations at broad range of plot 
sizes (Fig. 3). At intermediate plot sizes, conditional association between species A and 
B is considerable higher than pair-wise association between them (Fig. 5). It suggests 
that the association between the two species is inhomogeneous. In the case of three 
species, the difference between the conditional and pair-wise association equals the 
interassociatum (cf. Eq. 8), which is significantly lower than the random expectation 
from 0.16 m2 to 4.84 m2 plot size (Fig. 6). It means that in this range the association 
between species B and C is inhomogeneous. The association between the two species is 
considerably lower and the maximum area of the association is smaller in the presence 
of species A than in its absence (Fig. 7). It is the consequence of smaller gaps and 
tussocks. 
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Figure 4. Factors of sign of assoctiation between species A and B. Empty square: a-a0, filled 

square: d-d0, filled triangle: (a+d)-(a0+d0). 
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Figure 5. Pairwise (filled square) and conditional (empty square) association between species 

B and C. 

 
G(AB,AC,BC) is significantly higher than expected in random situation between 

0.16 and 1 m2 plot size (Fig. 8). It indicates that at this range the structure of the 
community can not be described sufficiently by pair-wise associations. 



Botta-Dukát: Analysing associations among more than two species 
- 12 - 

APPLIED ECOLOGY AND ENVIRONMENTAL RESEARCH 4(2): 1-19. 
http://www.ecology.uni-corvinus.hu ● ISSN 1589 1623 

 2006, Penkala Bt., Budapest, Hungary 

At small and intermediate plot sizes species B has the highest complete association 
(Fig. 9). The explanation may be that on one hand, the pattern of species B is affected 
by species A, on the other hand, species B affects the pattern of species C. Thus, pattern 
of this species is strongly related to the pattern of the other two species, while the 
pattern of species A and C are not related directly, only through species B. 
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Figure 6.  Interassociatum as a function of scale. Filled squares mark field data significantly 

different from random, empty squares field data not different from random. 
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Figure 7. Association between species B and C in the shadow of species A (filled triangle) and 

in the light (empty triangle). 
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Figure 8. G(AB, AC, BC)-statistic as a function of scale. Filled squares mark field data 

significantly different from random, empty squares field data not different from random, filled 

triangles: upper and lower bound of 95% confidence interval. 

0 

20 

40 

60 

80 

100 

0.01 0.1 1 10 100 
plot size (square meter)  

Figure 9. Complete association of species A (empty square), B (filled triangle), and C (empty 

triangle). 

 
Even in this simple example, including only three species and two rules, associations 

among species can not be understood only by looking at distribution map or by 
calculating only pair-wise associations. It should be emphasised that in real 
communities the pattern is much more complex (there are more species and more rules) 
and they cannot be understood without detailed analyses. 
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Conclusion 

Although, the existence of higher order associations is theoretically justified [10], 
only few attempts have been made to reveal them. In case studies, association is 
generally treated as a pair-wise phenomenon. The possible reason is that although pair-
wise association is only an imperfect description of the relationships among species, its 
methods are simple and well known. 

Unfortunately, the complexity of vegetation can not be described by such simple 
methods. It is well known that vegetation is not in equilibrium [39, 40], homogeneity 
and stationarity criteria do not hold [9, 52], and several mechanisms (e.g. competition, 
propagule limitation, etc.) are acting together. However, the consequence of these facts, 
i.e. the complexity of vegetation, has not been generally acknowledged yet. I think the 
analysis of more complex relationships than the pair-wise associations should not be 
delayed longer. 

The study of this complex relationship is impossible without solid methodological 
basis. The aim of both approaches, considered in this paper, are the establishment of 
such methodological basis. The main difference between them is that the log-linear 
contingency table analysis was developed by statisticians to solve general statistical 
problems. It can be used in vegetation science if these general statistical problems are 
translated into the special problems of vegetation science. This translation has not been 
done yet. I know only one application in this field by Dale et collegues [11], and they 
used only one of the numerous possibilities of this method. One aim of this paper is to 
begin this translation (I considered the possible relations only in the case of three 
species), and by this way to help to use log-linear contingency table analysis in 
vegetation science. However, it should be emphasised that this research field is 
characterised by special features [7], e.g. the importance of diversity, which can not be 
handled by the standard statistical methods (including log-linear contingency table 
analysis). 

On the other hand, Juhász-Nagy’s approach was developed by a biologist to solve 
biological problems. Therefore, although both approaches use many difficult terms, in 
Juhász-Nagy’s approach, these terms come from the Central-European 
phytosociological tradition and field experiences and these terms always have biological 
meaning. By contrast, in the log-linear contingency table analysis terms come from the 
analogous statistical methods (e.g. regression analysis) and these terms have only 
statistical meaning. According to this advantage of Juhász-Nagy's framework, I propose 
to incorporate additional facilities of log-linear contingency table analysis (eg. 
calculation of G(AB,AC,BC) by iterative algorithm) into this framework, rather than 
replace this framework by loglinear contingency table analysis. 
 
Acknowledgements. Many thanks to Sándor Bartha for his valuable comments and suggestions.  
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Appendix 1.: Basics of log-linear contingency table analysis 

Log-linear contingency table analysis was developed to analyse the relationship 
among categorical variables (or by other words the structure of multidimensional 
contingency tables). Here I concentrate on the binary variables (species) and the 
corresponding binary tables only. Frequencies in the cells of such tables depend on the 
following effects: grand total of the table, frequency of species and associations among 
species. One aim of the analysis is to choose the important effects. Sets of effects are 
called models and each model corresponds to an expected contingency table. These 
expected contingency tables were calculated by an iterative procedure. The number of 
possible models is restricted by some constructional rules. For example, if the model 
contains association between species A and B, it has to contain their frequencies. 

It can be tested by G-statistic whether the expected contingency table significantly 
differs from the observed contingency table or not. Let G(X) denote the G-statistic 
calculated from the expected contingency table corresponding to model X. If value of 
G(X) does not exceed the critical value (the expected contingency table does not differ 
significantly from the observed one), the model X contains all important effects. 

Another aim of the analysis may be to measure the importance of the factor(s). The 
difference of G-statistics can be used for this purpose. The advantage of G-statistic over 
Pearson’s chi-square is that the difference between two Pearson’s chi-square statistics 
does not have chi-square distribution, while G(X1)-G(X2) has approximately chi-square 
distribution if (and only if) X1 contains all effects of X2. Thus, the importance of effects 
also has approximately chi-square distribution. 

More details can be found for example in [18, 19, 48]. 
There are not consistent notations of models in the literature. Here I use a simple 

notations, which similar to that used in the information functions. Some possible 
models, their notations and effects considered by them are listed below for the case of 3 
species (A, B, C): 

 
Models considered effect 
0 number of plots, 
A number of plots, frequency of species A 
B number of plots, frequency of species B 
C number of plots, frequency of species C 
AB number of plots, frequency of species A, frequency of species B, 

association between species A and B 
AB,C number of plots, frequency of species A, frequency of species B, 

frequency of species C, association between species A and B 
AC number of plots, frequency of species A, frequency of species C, 

association between species A and C 
AC,B number of plots, frequency of species A, frequency of species B, 

frequency of species C, association between species A and C 
BC number of plots, frequency of species B, frequency of species C, 

association between species B and C 
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BC, A number of plots, frequency of species A, frequency of species B, 
frequency of species C, association between species B and C 

AB, AC number of plots, frequency of species A, frequency of species B, 
frequency of species C, association between species A and B, association 
between species A and C 

AB, BC number of plots, frequency of species A, frequency of species B, 
frequency of species C, association between species A and B, association 
between species B and C 

AC, BC number of plots, frequency of species A, frequency of species B, 
frequency of species C, association between species A and C, association 
between species B and C 

AB, AC, BC number of plots, frequency of species A, frequency of species B, 
frequency of species C, association between species A and B, association 
between species A and C, association between species B and C 

ABC number of plots, frequency of species A, frequency of species B, 
frequency of species C, association between species A and B, association 
between species A and C, association between species B and C, third-
order interactions among species. 

 
 
Appendix 2: Entropy and mutual information 

Here I consider only the simplest case: two binary variables (species), because it is 
enough to explain the meaning of terms. Let us assume that we study the spatial 
association of two species (A and B). During the sampling the presence/absence of 
species were recorded in n plots, and the results of sampling, i.e. the observed data, 
were summarised in the well-known 2x2 contingency table: 

 
   A    
   1 0 Σ  
 B 1 a b a+b 
  0 c d c+d  

  Σ a+c b+d n  

 
Let us assume that we randomly choose one from the n plot, but before choosing we 

try to predict the properties of this plot. The entropies measure the uncertainty of our 
prediction. The entropy of species A (its symbol is H(A)) is the uncertainty of our 
prediction with respect to occurrence of species A. It is zero if species A is present in or 
absent from all plots, while it is maximal if species A is present in the half of the plots. 
The entropy of species B (its symbol is H(B)) can be defined by the same way. 

The joint entropy of the two species is the uncertainty of our prediction about the 
species composition of the chosen plot. In this case, there are four possible species 
combinations: i.e. both species are present, A is present and B is absent, A is absent and 
B is present, both species are absent. Our uncertainty (the joint entropy of the two 
species, (its symbol is H(A,B)) is zero if the species composition of all plots is the same, 
while it is maximal if the frequency of all possible species combinations are equal. 

Let us assume that we try predicting occurrence of species B when we know that 
species A is present or absent in the plot. The uncertainty of this prediction is the 
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entropy of species B conditional to species A (its symbol is H(BA)). The information 
about the occurrence of species A can decrease our uncertainty about the occurrence of 
species B, if the occurrence of two species are not independent. This decrease of the 
uncertainty is the mutual information of the two species: 

I H H H H( ) ( ) ( ( ) (A,B A A B) B BA)= − = −  

The mutual information is a symmetric measure. It is zero if the occurrence of two 
species independent from each other, and positive otherwise. It measures the strength of 
association between two species. Mutual information can be calculated from the joint 
entropy and the two entropies: 

 I(A, B) = H(A)+H(B)-H(AB) 
With some rearrangement of this equation we find that if the occurrence of two 

species are independent /I(A,B)=0/, their joint entropy equals the sum of their entropies. 
Entropies can be estimated by different entropy functions (e.g. Rényi’s family of 

entropy functions, [44]), however Shannon-function is the most commonly used [41]. 
Further information can be found in the following books and papers: Rényi’s [45] 

book is an excellent introduction to the mathematics of information theory, Shannon’s 
classical work [46, 47] explains well the logic of his entropy function, Kullback [33] 
treats the statistical aspects of the information theory in detail, Taneja [50, 51] gives a 
good overview on the properties of Shannon’s entropy and the generalized entropy 
functions, biological applications of information theory were discussed by e.g. Feoli et 
collegues [17]. 

 
Appendix 3: Computer programs 

The log-linear contingency table analysis is a standard statistical procedure; 
therefore, it is part of the widely used statistical programs (e.g. Statistica, SPSS, 
Statgraphics, etc.). There are some drawbacks of these programs:  

• computerised sampling and randomisation have to be done with another 
program,  

• the maximal number of species may be restricted,  
• sometimes, the iterative algorithm cannot handle the contingency tables with 

many empty cells.  
These problems should be overcome in the future. 
There are many different programs to calculate Juhász-Nagy’s functions [3, 16, 22, 

42]. They often perform not only the calculations but the computerised sampling and 
randomisation too. Thus, their use seems to be more convenient than use of general 
statistical packages. Unfortunately, as I mentioned above, some G-statistics (first of all 
third-order interactions) can not be calculated from Juhász-Nagy’s functions, because 
they are calculated by the iterative procedure. 
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Abstract. An approach of building phylogenetic trees is to define a distance function based on amino 

acid sequences of distinct proteins. The aim of this approach is to determine a weighted tree topology that 

approximates the entire functional similarity relations between proteins, defined by a distance function. In 

this case – according to the definition - the similarity relation has a symmetric property. However, the 

assumption of symmetry is not always appropriate, because non-symmetric similarity relations between 

proteins might have a biological significance. This notion inspired us to define a novel, compression-

based, non-symmetric dissimilarity measure and to modify the ubiquitous ‘Unweighted Pair Group 

Method with Arithmetic Mean’ (UPGMA)-based tree-building algorithm so that the new measure can be 

applied. 

Keywords: phylogenetic trees, non-symmetric dissimilarity measures, Unweighted Pair Group Method 

with Arithmetic Mean, compression–based similarity measure, hydrogenase proteins 

 

 

Introduction  

Over the past decades researchers have studied proteins in order to learn more about 

their functionality. Now work has moved on to the systematisation of proteins isolated 

from distinct species that have similar functionality, and this has become one of key 

question in phylogenetics. This methodology allows us to examine the proteins by 

comparing their AA (amino acid) sequences. There are several distance functions 

available in the literature for calculating distance values between aligned AA sequences. 

The best-known ones are the Jukes-Cantor distance function [8], and the Kimura 2-

parameter model [7]. One drawback of these models, however, is that the AA sequences 

in question first have to be aligned, which might require an algorithm that makes use of 

dynamic programming [14], [13]. 

When examining the proteins we should also ask whether a symmetric similarity 

measure (e.g. a distance function) describes protein relations in the right way. In the real 

world a similarity relation is not necessarily symmetric, as one of the proteins being 

compared might contain more information than the other. That is why we decided to 
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develop a mathematical model that employs a non-symmetric dissimilarity measure 

(NSDM) in order to learn how dissimilar these proteins are. This model might have 

interesting biological applications. 

The tree-building algorithms can usually handle only a symmetric measure. One of 

the methods used is the traditional ‘Unweighted Pair Group Method with Arithmetic 

Mean’ (UPGMA), which is a bottom-up algorithm (agglomerative). Here we extend the 

UPGMA procedure using the symmetrised NSDM for building phylogenetic tree 

structures, and we use the original asymmetric dissimilarity measure when we calculate 

the dissimilarity measures of individual nodes and leaves by UPGMA. 

The biological example used in this study is the hydrogenase enzyme group. 

Hydrogenases (H2ases) catalyze the reversible oxidation of molecular hydrogen and 

play a central role in microbial energy metabolism. Most of these enzymes are found in 

Archaea and Bacteria, but a few are present in Eucarya as well. They can be placed into 

three classes: the [Fe]-H2ases, the [NiFe]-H2ases, and the metal-free H2ases. The vast 

majority of known H2ases belong to the first two classes, and over 100 of these 

enzymes have been characterized genetically and/or biochemically. 73 sequences of 

different [NiFe] hydrogenases from various microorganisms were chosen for our study 

(tree building and classification of this enzyme family into different classes). The 

sample set of sequences were taken from [15]. 

In Section 2, we describe in detail our novel non-symmetric dissimilarity measure 

and its mathematical background. In Section 3 an extension of the UPGMA algorithm is 

presented, which calculates the distances between the nodes and leaves using NSDM 

defined in Section 2. In the next section we test our new method and present the results 

obtained in the case of the [NiFe] hydrogenase enzyme group. Finally, in Section 5, we 

summarise our findings and draw some conclusions about the practical usefulness of 

our measure. 

 

 

A compression-based novel non-symmetric dissimilarity measure 

Before introducing our compression-based non-symmetric dissimilarity measure we 

would like to clarify the relationship between the concept of distance functions, metrics 

and non-symmetric dissimilarity measures. 

 

Distance function, metric and non-symmetric dissimilarity measure 

Let us assume that there are a given set of objects (in our case protein sequences). 

Then it is necessary to define what we mean by ‘similarity’ and ‘dissimilarity’. 

Furthermore, we need to express this value in numerical terms. If we already have a 

formal definition of ‘similarity’ or ‘dissimilarity’, then the other definition could be 

calculated by carrying out a monotone decreasing transformation of the original 

definition. 

In order to define dissimilarity it is customary to apply a distance function, or a 

metric. The distance function is a function ( , )f x y  over a given set Ω  that has the 

following properties: 

a) the value of the distance function is 0, if and only if the two elements coincide 

for any ,x y∈Ω ; 

b)  the function is called symmetric when ( , ) ( , )d x y d y x=  for any ,x y∈Ω . 

Otherwise it is called non-symmetric. 
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If a distance function also satisfies the triangle inequality, it will be a metric. 

A metric and a distance function usually have symmetric properties, but we have a 

feeling that the concept of similarity and dissimilarity does not categorically determine 

a symmetric ‘relation’ between objects. Hence it is worth defining the non-symmetric 

versions of the definitions stated above, which we could obtain by abandoning the 

symmetric property requirement. Henceforth, instead of talking about a ‘non-symmetric 

distance function’ and a ‘non-symmetric dissimilarity metric’ we shall use a more 

general term, that of ‘non-symmetric dissimilarity measure’ (NSDM). 

 

Compression based non-symmetric dissimilarity measure  

When solving many problems in bioinformatics we may successfully apply an 

information theoretical similarity measure. The information theoretical distance 

functions are based on a comparison of how much information objects contain relative 

to each other [3]. Here we shall introduce a non-symmetric compression-based version 

of it. But first of all we need to review the concept of the Universal Turing Machine and 

Kolmogorov-complexity. 

The Universal Turing Machine (UTM) is roughly a mathematical model of present-

day computers [1], since it is necessary to input a word x, say, and a program M, say, 

over the same alphabet, Σ, for it to work. Then the UTM simulates the operation of the 

Turing Machine coded in the program M with the input word x. (In general it is not a 

problem if we further assume that the alphabet is binary as we can always have an 

equivalent subset of positive numbers for any set, where the numbers are represented in 

binary form.) 

The language recognised by UTM is a recursively enumerable set, but is not 

recursive; hence it is not computable ‘algorithmically’. This is an important fact in our 

approach, because the Kolmogorov-complexity of a given word x over an alphabet Σ 

means the length of the shortest program, so the UTM has to count the word x with an 

empty input [2]. In other words, the Kolmogorov-complexity of a given word is also not 

computable algorithmically, so we need to use approximation methods to determine it. 

In another approach, the Kolmogorov-complexity means that we give the shortest 

representation of a word, from which we can restore the original word without loss of 

information. That is why it seems to be worth approximating the Kolmogorov-

complexity with an efficient compressor method in the following way: given a 

compressor algorithm, we can calculate the length of the sequence after compression, 

and then assign this value to the word in question. Let C(x) denote the length of the 

sequence we get after compressing a given word x using a given compressor algorithm. 

Next, let us define the following non-symmetric dissimilarity measure:  

 

Definition: Let n(x,y) be a non-symmetric dissimilarity measure that associates a 

non-negative real number with any two sequences x,y over Σ defined by: 

 

 
( ) ( )

( , ) ,
( )

C xy C x
n x y

C xy

−
=  (Eq. 1) 

where xy is the concatenation of words x and y. 
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Phylogenetic tree building using a non-symmetric dissimilarity measure  

Phylogenetic tree-building methods usually construct a tree with a symmetric 

distance matrix, whose leaves represent proteins. By distance, we mean that the distance 

between two proteins in the tree is the sum of the weights of edges that connect the two 

proteins in a unique way. There are two sorts of phylogenetic tree-building algorithms: 

the so-called 1-stage methods, which determine the weights of edges during the tree-

building process, and the 2-stage methods, whose algorithms first build up a tree, and 

then they calculate the optimal weighting of edges based on a target function. 

The problem of phylogenetic tree-building will still be NP-complete if we consider 

only a subclass of the original problem set [11] (Maximum Parsimony Principle [10]). 

So it is necessary to use a heuristic to look for the right tree topology.  

In this section we will describe a phylogenetic tree-building method that employs a 

non-symmetric dissimilarity measure which we defined above. This is a 2-stage method, 

so it must first look for an appropriate tree topology, and it must then assign optimal 

weights to edges (between i and j in both directions) of the tree based on the least square 

procedure. 

 

Least Squares Unweighted Pair Group Method with Arithmetic Mean (LS-UPGMA) 

The UPGMA method [9] is a hierarchical agglomerative procedure. It is a bottom-up 

algorithm, so it first considers all points as subtrees, and then it iteratively joins a pair of 

subtrees which seem most appropriate for the heuristic used. 

It is straightforward to extend the UPGMA method to one which has a non-

symmetric dissimilarity measure. The method we developed determines a tree topology 

using a modified UPGMA, and then it applies a numerical algorithm to optimise the tree 

weighting. The framework of the procedure can be seen in the following: 

 

1. Algorithm: Least Square Unweighted Pair Group Method with Arithmetic Mean 

(LS-UPGMA): 

Input: D
nxn

 (non-symmetric) similarity matrix  

Output: C
(2n-1)x(2n-1)

 incidence matrix, W optimal weights of edges 

C: = MUPGMA(D) % seeking a tree topology 

W:= LS(C,D)  % determine the optimal edge weighting  

 

The Modified Unweighted Pair Group Method with Arithmetic Mean (MUPGMA) 

differs from the original one as it only determines a tree topology. The edge-weighting 

task is performed by another algorithm. Furthermore, we must not forget the fact that 

when choosing and joining sub-trees, the dissimilarity measure used is not symmetric. 

The algorithm needed for this is given below: 

 

2. Algorithm: (MUPGMA): 

Input: D
nxn

 dissimiliarity matrix  

Output: C
(2n-1)x(2n-1) 

incidence matrix 

Given a D=[dij] (non-symmetric) dissimilarity matrix between n elements. After we 

consider all the elements as different clusters, and carry out the following steps 

when it has only one cluster left (n-1 times): 

1. Find the (i,j) indices  so that max( , )ij jid d  is minimal for any cluster 

2. Create a new u cluster joining the i and j cluster 
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3. Determine the u cluster’s distance from other clusters in the following way:  

, ,

,

i k i j k j

k u

i j

n d n d
d

n n

+
=

+
 (Eq. 2)  

and 
, ,

,

i i k j j k

u k

i j

n d n d
d

n n

+
=

+
 (Eq. 3) 

where ni and nj denote the number of elements in cluster i and cluster j 

4. Delete clusters i and j 

 

After running the MUPGMA method we get a tree-topology, where each leaf 

represents a protein. We would like to calculate the optimal weighting of edges so that 

the mean squared error between the distances of leaves is found by the tree and the 

dissimilarity measure is given by the D matrix above. Actually, we can express this task 

as a constrained least squares problem, as we shall now see. 

Let us consider the tree which is built up using the MUPGMA method. The path-

edge incidence matrix P to this tree could be constructed, whose rows correspond to the 

paths between the leaves, and whose columns correspond to the edges in a fixed order. 

The element with row index (i,j) and column index k in matrix P has the value 1, if the 

edge k can be found on the path between the points i and j; otherwise it has the value 0. 

Furthermore, let v denote the vector whose distances between the leaves are given by 

the elements of the matrix D, and let y denote the vector that contains the unknown edge 

weightings, whose order are determined by columns in the matrix P. Next, we need to 

minimise the following expression for the optimal weights of edges: 

 

2 1

* arg min

. . 0

ny

y Py v

s t y

−∈
= −

≤


 (Eq. 4) 

This algorithm can be expressed in a compact way by the following: 

 

3. Algorithm: Least Square Method for Optimising the Weights of Edges : 

Input: D
nxn

 dissimilarity matrix, C
(2n-1)x(2n-1)

 incidence matrix 

Output:, W, the optimised weights of edges 

• Find the path-edge incidence matrix P using the incidence matrix C 

• Find the y
*
 optima of Eq.4 

• Generate the W matrix using y
* 
and return 

 

Based on the above extensions, the LS-UPGMA method is suitable for handling a 

non-symmetric dissimilarity measure. 

 

 

Experiments 

In the experiments 73 different [NiFe] hydrogenase sequences were used for testing 

the proposed algorithms, i.e. we built phylogenetic trees using the LS-UPGMA method 

with a specific non-symmetric dissimilarity measure. But first we will describe the 

dissimilarity measure used for testing, and then we will apply it to the evaluation 

domain- After we will discuss the results. 
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The dissimilarity measure used for testing  

In Section 2 we defined the non-symmetric dissimilarity measure concept. It was 

mentioned that we need to select a compressor algorithm to fully determine an NSDM. 

In the literature two types of compressor method are known: the statistical (Huffmann 

algorithm) one and the factorisation one (PPMZ, Lempel-Ziv algorithm [4], [5]). 

Roughly speaking, a statistical compressor first measures the frequency of each symbol 

occurring in the input, and in the output it defines shorter codes for higher frequency 

symbols. Instead of statistical information factorisation, compressors work with 

connected substrings of the string to be compressed. These methods try to find the 

substring factorisation in a quasi-optimal way. 

Our main aim here is to furnish a measure which can estimate the relative 

information content among strings. This seems to be obvious if we want to express a 

string in terms of the substring of another string. This approach is very similar to ours. 

That is why we chose the Lempel-Ziv algorithm [4], [5] - a factorisation compressor 

method - to define a non-symmetric dissimilarity measure. 

 

Evaluation domain and tests 

The calculated tree topologies are shown in Fig. 1 and Fig. 2 for the large subunit of 

73 [NiFe] hydrogenases. Since the phylogenetic trees are derived from a symmetric 

dissimilarity matrix the topology of the left and right handed trees are the same. Only 

the weights of the paths between the root and the leaves are different. Other differences 

between the right and left oriented trees will not be discussed here. 

The topology of phylogenetic tree is different from the phylogenetic trees obtained 

by different methods [12], [6] for hydrogenases but, the main characteristics of the 

[NiFe] hydrogenase family remain the same. We can also distinguish four different 

hydrogenase groups. The second group (Group-B) contains almost exclusively 

membrane bound hydrogen uptake hydrogenases (Hup). According to the classification 

made by Vignais, this corresponds to Group-1 [6]. The main difference is that 

membrane-bound Hyn hydrogenases do not belong to this group. In our algorithm these 

hydrogenases form a separate group (Group-A), together with some membrane bound 

H2 evolving hydrogenases which were previously assigned to a different group (Group-

4). Since the physiological role of these Hyn hydrogenases are not completely 

elucidated we assign this Group-A as the group of H2 evolving hydrogenases. Group-C 

is a mixed group of Group-2 and Group-3 [12]. It contains almost all HoxH 

hydrogenases as a separate subgroup, some ferredoxin reducing hydrogenases, all Hup 

hydrogenases from cyanobacteria and also the sensory hydrogenases. The subgrouping 

of these types of hydrogenases is not well established. The D Group can, however, be 

divided unequivocally into 3 separate subgroups. All bifunctional thermophylic 

hydrogenases, most of the ferredoxin reducing hydrogenases and some of the hydrogen 

evolving hydrogenases form a separate subgroup. 

It is also striking that these groups can not just be recognised by the second division 

from the root as they were classified previously [6], but the distance from the root is 

uniform within the groups. This distance is different for right and left handed trees, 

however. Moreover this tendency can be justified within the subgroups as well (see 

Group-D). These two criteria make our trees more reliable than any other previously 

described phylogenetic tree. 
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Conclusions and future work 

In this paper we presented a new tree-building methodology that is based on NSDM. 

Then we defined a compression-based NSDM on which we could build a variant of the 

modified UPGMA method. The optimal weightings for edges of the tree were obtained 

using the method of least squares. It enabled us to build a weighted directed 

phylogenetic tree. We applied this to a biological problem, namely that of protein 

sequences. We performed tests on data for 73 different [NiFe] hydrogenases. It turned 

out that our dissimilarity measure could provide relevant information for biologists, 

which could be of advantage in phylogenetic studies. The notion of a non-symmetric 

dissimilarity measure will also be examined further to learn more about its advantages 

and limitations in real applications. 

 



Busa-Fekete et al.: Phylogenetic tree building using a novel measure 

- 28 - 

APPLIED ECOLOGY AND ENVIRONMENTAL RESEARCH 4(2): 21-30. 

http://www.ecology.uni-corvinus.hu ● ISSN 1589 1623 

 2006, Penkala Bt., Budapest, Hungary 

 
 

Figure 1. The left-handed phylogenetic tree of [NiFe]-H2-ases with an outgroup. On the right 

of the picture there are the names of the hydrogenases with the group number they were 

previously classified in [9]. The shading indicates our group classification. 
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Figure 2. The right-handed phylogenetic tree of [NiFe]-H2-ases with an outgroup. On the right 

of the picture there are the names of the hydrogenases with the group number they were 

previously classified in [9]. The shading indicates our group classification. 

 

We intend to further examine the algorithm which was presented here to find out 

whether additional extensions of UPGMA are possible, and also examine other 

algorithms that use a non-symmetric dissimilarity measure. Another aggregation 

operator in the first step of MUPGMA could be used as well instead of the current one. 
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We would also like to build a number of tree topologies at the same time in order to 

cover a greater part of the solution space. 
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Abstract. The Hungarian mortality rates were analyzed by autoregressive integrated moving average 

models and seasonal time series models examined the data of acute childhood lymphoid leukaemia. The 

mortality data may be analyzed by time series methods such as autoregressive integrated moving average 

(ARIMA) modelling. This method is demonstrated by two examples: analysis of the mortality rates of 

cerebrovascular diseases and analysis of the mortality rates of cancer of cervix. The relationships between 

time series of mortality rates were studied with ARIMA models. Calculations of confidence intervals for 

autoregressive parameters by tree methods: standard normal distribution as estimation and estimation of 

the White's theory and the continuous time case estimation. We present a new approach to analyzing the 

occurrence of acute childhood lymphoid leukaemia. We decompose time series into components. The 

periodicity of acute childhood lymphoid leukaemia in Hungary was examined using seasonal 

decomposition time series method. The seasonal components of the dates of diagnosis revealed that a 

higher percent of the peaks fell within the winter months than in the other seasons. This proves the 

seasonal occurrence of the childhood leukaemia in Hungary.  

Keywords: time series analysis, autoregressive integrated moving average models, mortality rates, 

seasonal decomposition time series method, acute childhood lymphoid leukaemia 

 

 

Introduction  

Time series analysis is a well-known method for many years. Box and Jenkins 

provided a method for constructing time series models in practice [3]. Their method 

often referred to as the Box-Jenkins approach and the autoregressive integrated moving 

average models (ARIMA). This method has been applied in the beginning such fields as 

industry and economics later in medical research as well as [6, 11, 10]. 

The method of seasonal time series analysis can be used in various fields of the 

medicine. With such time series one can detect the periodic trend of the occurrence of a 

certain disease [8, 7, 2]. Among other diseases, the seasonal periodicity of the childhood 

lymphoid leukaemia was also analysed using statistical methods [4, 9]. The 

pathogenesis of the childhood lymphoid leukaemia is still uncertain, but certain 

environmental effects may provoke the manifestation of latent genes during viral 

infections, epidemics or pregnancy.  

The date of the diagnosis of patients were statistically analysed to determine the role, 

which the accumulating viral infections and other environmental effects may play 

during the conception and fatal period on the manifestation of the disease. Because the 

available data is rather limited and controversial, it seemed logical to make an in-depth 

analysis of the date of diagnosis of the acute lymphoid leukaemia in Hungarian 

children. 
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Methods  

The Hungarian mortality rates were analysed by autoregressive integrated moving 

average models. The periodicity of acute childhood lymphoid leukaemia in Hungary 

was examined using seasonal decomposition time series method. 

 

Autoregressive Moving Average Models 

The mortality data often change in the form of 'time series'. Data of frequencies of 

mortality rates are usually collected in fixed intervals for several age groups and sexes 

of the population. Let the value of the mortality rates zt, zt-1, zt-2, … in the years  

t, t-1, t-2, … . For simplicity we assume that the mean value of zt is zero, otherwise the 

zt may be considered as deviations from their mean. Denote at, at-1, at-2, … a sequence of 

identically distributed uncorrelated random variables with mean 0 and variance σa
2
. The 

at are called white noise.  

The autoregressive moving average model of order p, q (ARMA(p, q)) can be 

represent with the following expression [3, 5]:  

 zt=φ1zt-1+ … +φpzt-p+at+θ1at-1+…+θqat-q . (Eq. 1) 

Where φ1, φ2, … , φp and θ1, θ2, … , θq are parameters, p means the p order of 

autoregressive process and q denotes the q order of moving average process.  

The time series that has a constant mean, variance, and covariance structure, which 

depends only on the difference between two time points, is called stationary. Many time 

series are not stationary. It has been found that the series of first differences is often 

stationary. Let wt the series of first differences, zt the original time series, than  

 wt=zt-zt-1=∇zt . (Eq. 2)  

The Box-Jenkins modelling may be used for stationary time series [3, 5]. The 

dependence structure of a stationary time series zt is described by the autocorrelation 

function: ρk=correlation(zt;zt+k); k is called the time lag. This function determines the 

correlation between zt and zt+k. To identify an ARIMA model Box and Jenkins have 

suggested an iterative procedure [3]:  

• for provisional model may be chosen by looking at the autocorrelation function 

and partial autocorrelation function 

• parameters of the model are estimated  

• the fitted model is checked 

• if the model does not fit the data adequately one goes back to the start and 

chooses an improved model. 

Among different models, which represent the data equally well, one chooses the 

simplest one, the model with fewest parameters [3, 5]. The relation between two time 

series zt and yt can be give by the cross correlation function (ρzy(k)); 

ρzy(k)=correlation(zt;yt+k); where k=0, ±1, ±2, … . The cross correlation function 

determines the correlation between the time series as a function of the time lag k [3].  

 

Estimations for Confidence Intervals 

For estimation the parameter of first order autoregressive model two methods are 

well known: apply the standard normal distribution as estimation and the White method 

[1]. These methods cannot be applied in non-stationary case. Little known for 

estimation of the parameter of first order autoregressive parameter is the application of 
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estimation for continuous time case processes [1]. This method can be applied in each 

case properly. 

 

Seasonal Time Series 

The time series usually consist of three components: the trend, the periodicity and the 

random effects. The trend is a long-term movement representing the main direction of 

changes. The periodicity marks cyclic fluctuations within the time series. The 

irregularity of the peaks and drops form a more-or-less constant pattern around the trend 

line. Due this stability the length and the amplitude of the seasonal changes is constant 

or changes very slowly. If the periodic fluctuation pattern is stable, it is called a constant 

periodic fluctuation. When the pattern changes slowly and regularly over the time, we 

speak of a changing periodicity. The third component of the time series is the random 

error causing irregular, unpredictable, non-systematic fluctuations in the data 

independent from the trend line.  

An important part of the time series analysis is the identification and isolation of the 

time series components. One might ask how these components come together and how 

can we define the connection between the time series and its components with a 

mathematical formula. The relationship between the components of a time series can be 

described either with an additive or a multiplicative model.  

Let yi,j (i=1, … , n; j=1, … , m) marks the observed value of the time series. The 

index i stands for the time interval (i.e. a year), the j stands for a particular period in the 

time interval (i.e. a month of the year). By breaking down the time series based on the 

time intervals and the periods we get a matrix-like table. In the rows of the matrix are 

the values from the various periods of the same time interval; while in the columns are 

the values from the same periods over various time intervals. 

 y1,1; y1,2; …; y1,m; 

 y2,1; y2,2; …; y2,m; 

 y3;1; y3,2; …; y3,m; 

 … 

 yn,1; yn,2; …; yn,m .  (Eq. 3) 

Let di,j (i=1,2, … , n; j=1,2, … , m) mark the trend of the time series,  

si,j (i=1,2, … , n; j=1,2, … , m), the periodic fluctuation and  

εi,j (i=1,2, … , n; j=1,2, … , m), the random error. Using these denotations the additive 

seasonal model can be defined as  

 yi,j=di,j+si,j+εi,j, (i=1,2, … , n; j=1,2, … , m) . (Eq. 4) 

the multiplicative model as 

 yi,j=di,j*si,j*εi,j; (i=1,2, … , n; j=1,2, … , m) . (Eq. 5) 

The trend of a time series can easily be computed with moving averages or analytic 

trend calculation. Moving averaging generates the trend as the dynamic average of the 

time series. Analytic trend calculation approximates the long-term movement in the 

time series with a simple curve (linear, parabolic or exponential curve) and estimates its 

parameters. The indices of the periodic fluctuation are called seasonal differences  

(in the additive model) or seasonal ratios (in the multiplicative model). These indices 

represent the absolute difference from the average of the time interval using the additive 

model or the percentile difference using the multiplicative model. Seasonal adjustment 

is done by subtracting the j seasonal difference from the j data value of each i season 

(additive model) or by dividing the j data value of each i season by the j seasonal ratio 
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(multiplicative model). The seasonally adjusted data reflect only the effect of the trend 

and the random error. 

 

 

Results 

The SPSS program-package was used for analysing. ARIMA models were identified 

for some mortality rates. The results are demonstrated two cases from Hungarian 

mortality rates.  

 

Analysing the Mortality Rates 

The mortality rates of cerebrovascular disease over age 65 for male and female were 

examined. The autocorrelation functions decay for both data series. The partial 

autocorrelation functions have a significance value at k=1 lag. The first order 

autoregressive model can be acceptable on the basis of autocorrelation and partial 

autocorrelation functions. So the stochastic equation over age 65 years of male:  

 zt=0,792zt-1+εt . (Eq. 6) 

The model over age 65 of female is the following:  

 zt=0,809zt-1+εt .  (Eq. 7) 

When the fitted model is adequate then the autocorrelation of residuals have χ2
 

distribution with (K-p-q) degree of freedom [3]. On the basis of test the selected models 

were adequate because  

 χ2
male=1,7478; χ2

female=3,886; χ2
0,05;5=11,07. (Eq. 8) 

The cross correlation function before fitting model and after fitting model were 

examined. The function has more significance values before fitting model. The cross 

correlation function for the residuals has one significance values after fitting model. 

From behaviour of residuals we may be conclude that between examined time series is  

“synchronisation”. In that years when the mortality rates for male increased the 

mortality rates for female increased as well.  

The change in the mortality rates of cancer of cervix between age class 0-64 years 

and over age class 65 years were examined as well. The stochastic equation for the 

mortality rates for younger age class:  

 zt=0,576zt-1+εt .  (Eq. 9) 

for older age class:  

 zt=0,7032zt-1+εt .  (Eq. 10) 

On the basis of the χ2
 test the selected models were adequate; because  

 χ2
0-64=1,956; χ2

over 65=2,304; χ2
0,05=11,07 . (Eq. 11) 

The cross correlation function for residuals has not significance value at k=0 lag on 

95% significance level. It may be concluded that there is not “synchronisation” between 

time series.  

The confidence intervals were carried out by three mentioned methods. For the 

calculations of the confidence limits we used the tables of the known exact distribution 

of the maximum-likelihood estimator of the damping parameter of an autoregressive 

process [1]. The confidence intervals for different significance levels for the first order 

autoregressive parameter of stochastic equation for male of cerebrovascular diseases can 

be seen in Table 1.  
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Table 1. Confidence intervals for different significance levels for the first order 

autoregressive parameter of stochastic equation for male of cerebrovascular diseases. 
 

φ≈0,792 (male)  p=0,1 p=0,05 p=0,01 

Normal distribution  (0,5956;0,9884) (0,5523;1,0317) (0,4736;1,1104) 

White method  (0,5993;0,9847) (0,5596;1,0244) (0,4791;1,1105) 

Continuous time process  (0,6949;0,9424) (0,6649;0,9723) (0,6116;0,9978) 

 

Analysing the Periodicity of Acute Childhood Lymphoid Leukaemia 

The databank of the Hungarian Paediatric Oncology Workgroup contains the data of 

all the patients with lymphoid leukaemia diagnosed between 1988 and 2000. In this 

time interval a total of 814 children were registered (of which 467 were boys). The 

patients were 0-18 years old, with a mean age of 6,4 years and a median of 5,4 years. 

The components of the time series can be identified and isolated using statistical 

program packages. The analysis of the seasonal periodicity of the acute childhood 

lymphoid leukaemia was done with the SPSS statistical program package. 

The analysis of the periodicity of acute childhood lymphoid leukaemia was 

performed on the basis of the date of the diagnosis (year + month) of the disease. We 

analysed three data series. The first data series contained the number of all the patients 

diagnosed monthly, the second contained the number of those patients younger than the 

value of the median, the third contained the number those older than the value of the 

median.  

The seasonal components of all patients revealed 9 peaks. 6 of these peaks fell within 

the winter months, 1 in the autumn period, 1 in the summer months, 1 in the spring 

months (Fig. 1). The seasonal components of the younger age group showed 7 peaks in 

the winter, 1 in the spring and 1 in the summer months. The seasonal components of the 

older age group showed 7 peaks in the winter, 1 in the spring, 1 in the autumn and 4 in 

the summer months.  
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Figure 1.  Seasonal components of all patients of acute lymphoid leukaemia diagnosed 

monthly in the observed period. 
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Discussion 

The Box-Jenkins models may be useful for analysing epidemiological time series. 

The method described the relationships between time series of mortality rates. It reveals 

strong synchronised behaviour of cerebrovascular diseases between the sexes. For time 

series of mortality data for cancer of cervix no such synchronisation is found between 

subgroups.  

From the analysis of the first order autoregressive parameters it may be seen that by 

applying the normal distribution as estimation and White method the confidence 

intervals are near equal. For the upper estimations of confidence limits we can get larger 

than one applying these methods. Applying the continuous time process for the 

estimation of the confidence intervals they are much smaller and it can be used in each 

case [1].  

Analysis of the seasonality of childhood lymphoid leukaemia in Hungary was 

performed both on the total number of patients and on the data series divided at the 

median. A certain periodicity was found in the dates of the diagnosis in patients with 

leukaemia. Although there was some difference in the patterns of the seasonal 

components peaks of the three time series, the majority of the peaks fell within the 

winter months in all three-time series. This was more significant in the group of all the 

patients and in the younger age group. The results of the analyses proved the seasonal 

occurrence of the childhood lymphoid leukaemia. Some studies reported similar 

seasonality [13], while other studies denied any kind such periodicity [12]. Our results 

prove the seasonal occurrence of the childhood lymphoid leukaemia in Hungary. Due to 

the controversial nature of the available international data, further studies should be 

carried out. 
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Abstract. In order to replace the rather complicated physico-chemical method, a mathematical technique 
related to the binding of phosphate ions was elaborated to determine the labile, and thus plant-available 
phosphate content of the soil. 
The technique is based on the analysis of the quantity of phosphate bound to the soil in the equilibrium 
state when soil samples are suspended in solutions containing various concentrations of phosphate. The 
majority of soils contain a certain amount of adsorbed phosphate, so negative adsorption is observed if 
the analysis is carried out with solutions containing little or no phosphate. The isotherm models generally 
used to describe adsorption processes do not assume the presence of any material originally bound on the 
adsorbent surface, so their starting point is a state with a zero quantity of adsorbed material on the 
adsorbent in a solution with an initial equilibrium concentration of zero. In the case of soil phosphate 
adsorption, however, different results are obtained, as the soil already contains adsorbed phosphate in its 
original state. For this reason the isotherm model was modified. 
The modified isotherm model was fitted to the measurement data using non-linear regression. The 
quantity of phosphate originally adsorbed on the soil can be calculated using a model parameter. The 
phosphate quantity calculated in this way exhibits a close correlation both with the isotopically 
exchangeable phosphate content, and with the results obtained with the best chemical extraction methods. 
Keywords: soil, phosphate, adsorption, model 

 
 

Introduction  

Many characteristics of the soil phosphate cycle, such as the maximum adsorbable 
phosphate quantity, the equilibrium quantity of phosphate, the various binding energies 
and, of course, the phosphate buffering capacity of the soil, can all be calculated with 
the help of phosphate adsorption isotherms. In general, the two-term Langmuir isotherm 
and the Freundlich isotherm models give the best fit to measured data [2, 8, 10]. The 
quantity of phosphate originally adsorbed on the soil (Q) must be known before either 
of these isotherms can be fitted [2, 3, 4]. The most accurate way of calculating this is to 
determine the quantity of isotopically exchangeable phosphate (E) [2, 8, 9], but this 
calculation is extremely complicated. For this reason, many authors have attempted to 
find a simpler way of determining the quantity of phosphate originally adsorbed on the 
soil, for instance by using the quantity of phosphate extractable in NaHCO3 solution 
(Olsen-P) [1]. 

The value of Q can also be calculated by extrapolating the adsorption curve to 0 
equilibrium concentration [6]. However, the Q value determined in this way is greatly 
influenced by the model applied [4]. 
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The Freundlich and Langmuir isotherm models previously applied do not always 
give a satisfactory fit, so increasingly complicated models with a larger number of 
parameters have been elaborated, such as the two-term Langmuir isotherm [8, 10], the 
BET isotherm [11]. 

Although physico-chemical explanations were given for the parameters, the 
goodness of fit could really be attributed to the flexibility gained by the increase in the 
number of parameters. However, the real values of the parameters is to provide 
information on the properties of the soil. This possibility decreases as the number of 
parameters increases, as the individual parameters cannot be estimated independently of 
each other. This problem is particularly obvious in the case of samples from the same 
soil given different treatments [12]. It could be expected that some of the parameters 
would be constant characteristics of the soil, while others would vary depending on the 
treatment. However, experience shows that the parameters of multifactorial models do 
not meet this criterion. 

The theoretical problem involved in the independent estimation of coefficients is 
further aggravated by the practical problem that the fitting of the models is carried out 
by means of non-linear regression, i.e. by iteration. Most earlier attempts to "linearise" 
these models also contained errors [12]. The possibility of using a modified Freundlich 
isotherm (Eq. 1.) with a constant exponent to solve this problem was also examined: 

 

 QckP n
ads −∗=

1

 (Eq. 1.) 

 
When investigating the adsorption of phosphate on acidic Hawaiian soils, Davis [5] 

found that the correlation between the phosphate adsorbed on the soil and the 
concentration of the equilibrium solution could be expressed by a simple radical 
function. Among the whole root exponents examined (n = 1, 2, 3, 4), the best fit was 
obtained at a value of n = 3, i.e. an index of 1/3. This model was confirmed and applied 
by the present authors in previous work [12]. Barrow [4] found a value of n = 2.5 to be 
the most suitable. 

Hartikainen [7] used phosphate solutions with extremely low concentrations (0–0.5 
mg*dm–3) to calculate the sorption isotherm. In this narrow range the isotherm could be 
taken as a straight line to a good approximation, i.e. the value of the root exponent was 
n = 1. 

The present paper demonstrates that the problem can also be solved in a less 
restricted manner using a combination of linear and non-linear regression. These 
relationship help to determine the originally sorbed phosphate content of soil. 

 

 

Materials and methods 

Phosphate adsorption was examined on three Hungarian soils (Table 1). 
As the purpose of this work was determine the quantity of phosphate originally 

present in the sorbed state by the help of a model, the soils were first treated with 
phosphate to achieve various levels of originally adsorbed phosphate. In general these 
treatments involved 0, 10, 20, 40, 80, 160, 320 and 640 mg P/kg soil, achieved by 
mixing KH2PO4 into the soil. The treated samples were then incubated at room 
temperature at constant moisture content for 18 months. 
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Table 1.  The main characteristics of soils 

 
Soil No. Soil type Tex-

ture 

pH 

(KCl ) 

CaCO3 

% 

OM 

% 

Olsen-P 

mg.kg-1 

E 

mg.kg-1 

Orosháza Chernozem, 
solonetz in the 
deeper layers 

loam 7.1 1.7 3.72 8,2 17,2 

Hajdú-
böszörmény 

Meadow 
solonetz 

clay-
loam 

5.7 - 7.73 8,8 27,3 

Őrbottyán Calcareous sand sand 7.4 3.3 1.03 8,1 15,5 

 
The phosphate quantities adsorbed on the soil samples after the preliminary 

treatments were determined using two methods, including the measurement of 
isotopically exchangeable phosphate (E) and the quantity of phosphate extractable with 
NaHCO3 solution (Olsen-P) (Table 1). 

Phosphate adsorption analysis was carried out on the treated samples. In general, the 
initial concentrations used for adsorption were again 0, 10, 20, 40, 80, 160, 320 and 640 
mg P/kg soil. 

All the regression calculations and figures were carried out using the Windows Excel 
program. The linear regression was carried out with the worksheet function, while the 
one-parameter non-linear regression combined with this was carried out with a macro 
written in Visual Basic.  

 
 

Results and discussion 

The eight levels of originally adsorbed phosphate (Q) achieved on each of the three 
soils by means of preliminary treatment were determined by fitting adsorption 
isotherms. The modified Freundlich isotherm (Eq. 1.) model used for the calculations, 
was linearised using the Eq. 2 equation. For a specific value of n, the model is thus 
converted to the following linear function (Eq. 3.): 

 

 ncx

1

=  (Eq. 2.) 
 
 QxkPads −∗=  (Eq. 3.) 

 
where k gives the steepness of the slope, and Q the intersection, the absolute value of 

which gives the quantity of adsorbed phosphate associated with 0 equilibrium 
concentration, i.e. the quantity of phosphate originally adsorbed on the soil sample. 

For a given value of n the linear regression clearly reveals the k, Q parameter pair 
belonging to the closest fitting model, i.e. that with the minimum value for the sum of 
squares (SQ) between the measured and calculated values. 

Using various values of n, the sum of squares between measured and calculated 
values (SQ) was calculated using the models evolved with the k and Q parameters 
obtained from linear regression. Depending on the n values, the values of the sum of 
squares (SQ) could be plotted on a curve containing a minimum. The search for this 
single-parameter minimum was carried out using a simple technique, involving a macro 



Füleky – Tolner: Determination of the phosphate content by fitting an adsorption isotherm model 
- 42 - 

APPLIED ECOLOGY AND ENVIRONMENTAL RESEARCH 4(2): 39-45. 
http://www.ecology.uni-corvinus.hu ● ISSN 1589 1623 

 2006, Penkala Bt., Budapest, Hungary 

that finds the optimum n value with the desired precision using the regression 
parameters and sums of squares (SQ) automatically generated by the Excel program. 

The following adsorption curves were fitted to the data of samples adjusted to the 
eight different levels of originally adsorbed phosphate by means of preliminary 
treatment on soil from Orosháza (Fig. 1). 

 

 
 

Figure 1. Adsorption isotherms of the pretreated Orosháza soil. 

 
The optimum parameters and the corresponding values of the sum of squares (SQ) 

are presented in Table 2. 
 
Table 2. The parameters of the model on Orosháza soil 

 
Preliminary treatments 

mg P/kg soil 
n k Q SQ 

0 2.53 67.27 20.92 93.25 
10 2.50 65.71 23.96 60.80 
20 2.61 72.92 32.19 98.99 
40 2.19 58.88 28.81 53.69 
80 2.79 79.26 64.60 27.01 

160 2.69 72.17 91.55 92.64 
320 5.07 206.90 308.37 13.05 
640 2.22 48.89 243.83 353.45 
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The Q values obtained were compared with the E values representing the isotopically 
exchangeable quantities of adsorbed phosphate. The correlation was linear (Fig. 2). 

 

 
 

Figure 2. Correlation of Q and E values of Orosháza soil. 

 
The linear function between Q and E values (Eq. 4.): 
 
 QbaE ∗+=  (Eq. 4.) 

 
The parameters of linear function and determination coefficients (R2) characteristic 

of the correlation between Q and E values are presented for all three soils in Table 3. 
 
Table 3. Parameters of linear correlation between Q and E values  

 
Soil  No. a b R2 

Orosháza 14.97 1.103 0.6419 
Hajdúböszörmény -5.23 0.908 0.7698 

Őrbottyán 1745,9 99,117 0,0918 

 
The Q values did not increase as unambiguously as the E values as the result of 

preliminary treatment, so the correlation between them was not very close. It can be 
seen from the k and n values (Table 2) obtained during fitting that these values differed 
considerably for the same soil in different treatments. The deviations were greatest in 
cases where there were also anomalies in the Q values. 
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In order to solve this problem, it was assumed that the n values did not differ for 
different treatments on the same soil, and the Excel worksheets were modified 
accordingly, the same n value being applied for the linearisation of all eight treated 
samples of each individual soil. The best common n value was determined as described 
above, by iteration using an Excel macro, except that the value of the sum of squares 
characteristic of the goodness of fit was formed by summing the values obtained for the 
eight samples. The parameters and determination coefficients (R2) characterising the 
correlation between the Q and E values are given for all three soils in the following 
table (Table 4). 

 
Table 4. Parameters of linear correlation between Q and E values using common n  

 
Soil  No. a b R2 

Orosháza 3,56 0.950 0.9970 
Hajdúböszörmény 14.67 0.943 0.9993 

Őrbottyán -17.16 2.185 0.8959 

 
The Q values obtained in this way exhibited closer correlation with the E values, as 

is clearly seen for the Orosháza soil on the following figure (Fig. 3). 
 

 
 

Figure 3. Correlation of Q and E values of Orosháza soil using common n. 
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Table 5. The parameters of the model using common n  

 
Preliminary 

treatments 

Orosháza 

n=2.53 

Hajdúböszörmény 

n=3.61 

Őrbottyán 

n=4.13 

mg P/kg soil k Q k Q k Q 

0 66,96 20,65 79,70 41,50 81,63 47,73 

10 66,84 24,93 77,00 44,46 80,26 50,40 

20 68,96 28,69 75,06 45,46 77,15 51,80 

40 75,97 44,74 76,18 55,30 70,00 52,57 

80 66,64 51,66 79,49 77,12 75,12 75,87 

160 64,01 82,15 80,00 115,84 68,15 99,94 

320 59,69 135,88 82,01 189,30 53,13 131,48 

640 66,45 272,05 92,71 347,07 145,67 535,76 

 
The k values (Table 5) obtained during the calculations were also nearly constant 

within each soil, indicating that the k and n parameters of the Freundlich isotherm are 
constants characteristic of the soil, irrespective of the preliminary treatments, while the 
Q values are clearly indicative of the phosphate amount sorbed on the soil as the result 
of the preliminary treatments. 
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Abstract. A number of C3 temperate dry grassland species and winter wheat plants were grown in open 

top chambers either at 365 µmol mol-1 (AC) or at 700 µmol mol-1 (EC) air CO2 concentrations. Gas 

exchange measurements were made at several air CO2 concentrations. When measured at higher CO2 

concentrations, net photosynthetic rate was higher in plants grown at EC than at AC. The widely accepted 

Farquhar net photosynthesis model was parameterized and tested using several observed data. After 

parameterization the test results corresponded satisfactorily with observed values under several 

environmental conditions. 

Keywords: temperate grasses, winter wheat, photosynthesis, modelling 

 

 

Introduction 

Many authors use simulation models, in addition to experimental work, to describe 

plant development and plant production responses to several environmental factors such 

as higher temperature, drought stress and elevated air CO2 concentrations (EC). 

Simulation models describing carbon balance of leaves, whole plants, and ecosystems 

use a biochemical model of the net photosynthetic rate (PN). The most popular model is 

the biochemical model of Farquhar et al. (1980), Farquhar and Caemmerer (1982), and 

their modified versions [9, 4]. In general, the parameterization of a simulation model is 

not an easy task. Most plants respond to their environment in different ways. As a 

result, parameter values may differ depending on the plant species and possibly even the 

plant variety being used. Simulation models are important for describing the effects of 

EC on photosynthesis. They allow PN to be predicted without having to carry out 

measurements. 

 

Abbreviations: AC = ambient [CO2]; [CO2] = air CO2 concentration; Ci = partial 

pressure of CO2 in the intercellular space; EC = elevated [CO2]; M = average deviation; 

OTC = open top chamber; PN = net photosynthetic rate; r
2
 = determination coefficient. 
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Materials and methods 

Plants and CO2 fumigation 

The experiments were carried out in perspex open top chambers (OTC) (130 cm in 

diameter and 100 cm in height) at the Global Climate Change and Plant Research 

Station in Gödöllő, Hungary. The climate of the region is temperate-continental with 

hot, dry summers. The annual mean temperature is 11 °C and the annual precipitation is 

500 mm. [CO2] was kept at the present-day concentration, AC (365 µmol mol
-1

) for the 

control and at 700 µmol mol
-1

 for the EC treatment. The plants were occasionally 

irrigated as needed and weed control was carried out mechanically. 

 

Winter wheat 

Seeds of winter wheat (Triticum aestivum L.) were sown in OTC in two different 

years with two cultivars (cv. Emma in the first and cv. Martonvásári 15, MV-15) in the 

second experiment) [5, 11]. The seed spacing was 13.0×1.5 cm. The soil was a light 

moderately calcareous sandy soil. N,P and K fertilisers were applied at rates of 10, 5 

and 5 g m-2 (100, 50, and 50 kg ha-1), respectively before sowing. 

 

Grassland 

The studied vegetation was a xeric temperate loess steppe situated on the edge of the 

Hungarian Great Plain [8]. The parent rock was sandy loess or loess with thick humus 

and a nutrient-rich A horizon. The original grassland was made up of more than 90 

species. Monoliths (size: 50x50x30 cm in depth) were removed from the grassland and 

transplanted into the open top chambers with four monoliths to a chamber. The soil in 

the chambers was removed and replaced by soil from the profiles the monoliths had 

been collected from. Four weeks after transplantation the grass was cut. Following a 

two-month adaptation period, the monoliths in the EC chambers were gradually 

exposed, over a 4-week period, to 700 µmol mol
-1

 [CO2]. The species studied during the 

3-year exposure to EC and AC were the monocot Festuca rupicola Heuff. and the dicot 

Filipendula vulgaris Mönch. F. rupicola, the dominant species of the grassland, has 

sclerenchymatous erect leaves with a waxy surface, while F. vulgaris has soft, large 

incised leaves. Both species are perennial and have C3 photosynthesis.  

 

Measurements 

The Ci dependence of light-saturated PN (PN/Ci curves) was measured in the flag 

leaves of winter wheat at the beginning of flowering and on the grassland species F. 

rupicola and F. vulgaris two and 36 months after the beginning of exposition. 

Measurements were made using an LCA2-type IRGA system (ADC, Hoddesdon, UK), 

operated in differential mode and a Parkinson LC-N leaf chamber with an airflow of 5 

cm
3
 s

-1
. [CO2] values of 30, 100, 200, 330, 540, 730 and 900 µmol mol

-1
 were produced 

using a gas diluter (GD 600, ADC, Hoddesdon, UK). The photosynthetically active 

radiation (PAR) and the leaf surface temperature were kept constant at 1 000±100 µmol 

m
-2 

s
-1

 and 20.5±1.5 °C for winter wheat cv. Emma, 800±100 µmol m
-2 

s
-1

 and 20±1 °C 

for winter wheat cv. MV-15  and 1 200 µmol m
-2 

s
-1

 and 23±1.5 °C for grassland.  
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Farquhar model 

The gas exchange measurements were used to set the parameters and validate the 

biochemical model described by Farquhar et al. (1980) and Farquhar and Caemmerer 

(1982), and the modified version elaborated by Sharkey (1985) and Harley and Sharkey 

(1991) (referred to as the Farquhar model in this work).  

PN can be expressed by the Farquhar model (for detailed description, see Appendix): 

 

day

i

i
cdayocN )

5.0
1(5.0 R

C

O
VRVVP −

⋅
−=−−=
τ

,             (Eq. 1) 

where the rate of carboxylation, Vc, is assumed to be limited by one of three factors: 

the activation state and kinetic properties of Rubisco, the regeneration of RuBP in the 

Calvin cycle, or the rate of phosphate release during triose phosphate utilization (starch 

and sucrose production). The micrometeorological variables included temperature, 

irradiance and [CO2], which were measured and calculated with the IRGA equipment. 

Determination coefficients (r
2
) were calculated to compare and analyze the relationship 

between observed and simulated PN, and average deviation (M) to calculate the 

difference between observed and simulated PN.  

 

 

Results 

The parameterization of the Farquhar model was performed on winter wheat cv. 

Emma, using PN measurements on flag leaves at seven different air CO2 concentrations 

at the beginning of flowering for plants grown at AC or EC. After parameterization, the 

Farquhar model gave a good estimation of the PN of winter wheat cv. Emma in both 

treatments (Fig. 1 A). The determination coefficients and average deviation between 

observed and simulated net photosynthetic rates were r
2 
= 0.9, M=0.98 for plants grown 

at AC and r
2 
= 0.98, M=0.34 for plants grown at EC. The simulation results were not 

affected by irradiation because of the light saturated conditions. In both treatments PN 

was limited by the rate of phosphate release during triose phosphate utilization at higher 

[CO2]. The CO2 saturation concentration and the saturated PN were smaller for AC 

plants than at EC. 

To validate the model the data set from the other experiment was used. Using the 

same parameter values as in the first experiment the model simulated PN accurately, as 

shown by the r
2 
and M values in Fig. 1 B. 
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Figure 1.  Measured and simulated net photosynthetic rate of flag leaves of winter wheat (c. 

Emma A, MV-15 B) grown from germination at ambient, AC (control), or enhanced, EC CO2 

concentration. r2 denotes determination coefficient and M denotes average deviation between 

observed and simulated values. 

 

The acclimation of PN to EC varied both between species and over the course of the 

period of exposure. After two months of exposure upward acclimation was exhibited by 

all EC plants, the degree of which was greater in the dicot species. After 36 months of 

exposure the monocot species F. rupicola showed a downward acclimation in Rubisco 

capacity and its PN/Ci curve did not reach saturation. The dicot species F. vulgaris 

showed upregulation for both Rubisco capacity and RuBP regeneration capacity.  

Simulations were done for both grassland species studied. The parameter values used 

in the model were set the same after two and 36 months of CO2 exposure but differed in 

the two species. The model simulated PN accurately in all cases when the plants were 

grown at AC (for both species and after both exposure times). After two months of 

exposure the model did not adequately simulate PN when the plants were grown at EC, 

but after 36 months the simulation results were accurate.  
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Figure 2.  Measured and simulated net photosynthetic rate of leaves of F. rupicola grown at AC 

or at EC after two (A) or 36 (B) months of exposure. r2 denotes determination coefficient and M 

denotes average deviation between observed and simulated values. 
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Figure 3.  Measured and simulated net photosynthetic rate of leaves of F. vulgaris grown at AC 

or at EC after two (A) or 36 (B) months of exposure. r2 denotes determination coefficient and M 

denotes average deviation between observed and simulated values. 

 

 

Discussion 

The aim of the experiment was to obtain information on how the model of Farquhar 

et al. (1980) and Farquhar and Caemmerer (1982) modified by Sharkey (1985) and 

Harley and Sharkey (1991), described the PN of Hungarian winter wheat cultivars and 

grassland species. The results of PN measurements revealed two important facts: first, 

there was a large increase in PN as a result of EC, and second, gas exchange acclimation 

responses were influenced by the length of exposure to EC.  

The study also supports the use of the model for describing the PN of various C3 

plants under several types of environmental conditions. Separate parameterization and 

validation for individual plant species is essential, but the results show that the same 

parameterization can be used for two different Hungarian winter wheat cultivars grown 

in different years. 

In conclusion, the Farquhar model is able to describe the PN of different plant species 

under various environmental conditions (irradiance, temperature, CO2), but 

parameterization has to be done very carefully in all cases, especially for long-term 

examinations. Hence, the Farquhar model should be included in various plant growth 

simulation models. 
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Appendix 

 

Symbols and units: 

 

RuBP: ribulose-1,5-bisphosphate 

RuBPCO: RuBP carboxylase/oxygenase 

PN [µmol m
-2 

s
-1

]: net photosynthetic rate of leaf 

Vc [µmol m
-2 

s
-1

]: rate of carboxylation at RuBPCO 

Vo [µmol m
-2 

s
-1

]: rate of oxygenation at RuBPCO 

τ: specifity factor for RuBPCO [7] 

Ci [Pa]: partial pressure of CO2 in the intercellular space 

Oi [kPa]: partial pressure of O2 in the intercellular space (Oi = 30 kPa) 

Rday [µmol m
-2 

s
-1

]: day respiration rate (excluding photorespiration) [1] 

Wc [µmol m
-2 

s
-1

]: RuBPCO (amount, activation state and kinetic properties) limited 

carboxylation rate 

Wj [µmol m
-2 

s
-1

]: RuBP regeneration-limited carboxylation rate 

T [µmol m
-2 

s
-1

]: rate of phosphate release in triose phosphate utilisation (starch and 

sucrose production) 

Wp [µmol m
-2 

s
-1

]: T-limited carboxylation rate [4; 9] 

Vcmax [µmol m
-2 

s
-1

]: maximum rate of carboxylation 
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Kc [µmol m
-2 

s
-1

]: Michaelis constant of Ci for carboxylation 

Ko [µmol m
-2 

s
-1

]: Michaelis constant of Oi for oxygenation 

J [µmol m
-2 

s
-1

]: potential rate of electron transport [10] 

I [µmol m
-2 

s
-1

]: quantum flux density absorbed by the leaf 

α: efficiency of light energy conversion on an incident irradiance basis [mol(electron) 

mol
-1

(photon)] 

Jmax [µmol m
-2 

s
-1

]: radiation saturated rate of electron transport 

 

PN can be expressed by Farquhar model: 
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where the rate of carboxylation, Vc, is assumed to be limited by one of three factors: 
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In the Wj formula above, it is assumed that four electrons generate sufficient STP and 

NADPH for the regeneration of RuBP in the Calvin cycle [2]. The radiation dependency 

in the model is on electron transport [10]: 
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[6], where c is a scaling constant, ∆Ha is an activation energy, R is the gas constant (R = 

0.00831 kJ  K
-1 

mol
-1

), Tk is leaf temperature [K]. τ is a declining function of 

temperature whose activation energy is negative. ∆Hd is the energy of deactivation, and 

∆S is an entropy term. 
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Abstract. The aim of the present work was to determine the applicability of the AFRCWHEAT2 wheat 

growth model under Hungarian conditions. The Farquhar model, which, when properly calibrated, gives a 

satisfactory description of the net photosynthesis of Hungarian winter wheat varieties at various 

atmospheric CO2 concentrations, temperatures and light conditions, was incorporated into the model. 

Both the original AFRCWHEAT2 model and the modified AF2MOD model were tested on long-term 

yield and climatic data series from Győr-Moson-Sopron County. 

It was observed that the average yield over the period 1980-1990 was well simulated by both models, 

but the AF2MOD simulated the annual fluctuations much better: the determination coefficients describing 

the correlation between the actual wheat yield in Győr-Moson-Sopron county over the whole period and 

the values generated using the models were r² = 0.32 for the AFRCWHEAT2 model and r² = 0.86 for 

AF2MOD.  

A comparison of the results simulated using the AFRCWHEAT2 and AF2MOD models demonstrated 

that detailed physiological submodels are required for the mathematical description of plant growth if 

yields are to be accurately estimated and the effects of environmental changes adequately described. A 

good example of this is the description of the effect of atmospheric CO2 concentration on simulated yield 

figures, which depended on the climate of the given year in the AF2MOD model, but was described by a 

simple linear function in the AFRCWHEAT2 model. 

Keywords: winter wheat, modelling, calibration, elevated CO2 concentration 

 

 

Introduction 

Plant growth models with various degrees of complexity have been elaborated for the 

use of plant growers and breeders, ranging from simple statistical regression models to 

models with a complicated mechanism, capable of simulating anything from a simple 

process to the behaviour of the whole plant. In addition to experimental research, many 

scientists also use simulation models to gain a better understanding and description of 

environmental stress effects, such as high temperature, drought stress, and their effects 

on the development and yield of plants grown at elevated atmospheric CO2 

concentration. 

In recent decades more than 70 wheat models have been published internationally, 

including AFRCWHEAT2, Ceres-Wheat and SIRIUS [9]. These models require 

detailed weather data, soil characteristics and agronomic descriptions (variety, sowing 

date, mineral fertilization, irrigation, etc.), which are often not available. 

Before the models can be applied, they must be adapted to and calibrated for the 

given environment and plant variety. 

The aim of the present work was to determine the applicability of the 

AFRCWHEAT2 wheat growth model under Hungarian conditions. The Farquhar 
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model, which, when properly calibrated, gives a satisfactory description of the net 

photosynthesis of Hungarian winter wheat varieties at various atmospheric CO2 

concentrations, temperatures and light conditions, was incorporated into the model. 

Both the original AFRCWHEAT2 model and the modified AF2MOD model were tested 

on long-term yield and climatic data series from Győr-Moson-Sopron County. 

 

Abbreviations: EC = elevated air CO2 concentration; M = average deviation; r
2
 = 

determination coefficient. 

 

 

Materials and methods 

Models 

AFRCWHEAT2 is a complex model of wheat growth and development, describing 

the phenological development, dry matter production and dry matter distribution 

between the organs for various environmental parameters on a daily time scale [12, 13, 

17]. The model includes a description of plant transpiration and soil evaporation, water 

and nitrogen movement in the soil, and their uptake by the plant in the course of growth. 

Description of net photosynthesis: The photosynthetically active radiation (PAR) 

reaching the plant stand is calculated from the daily incoming short-wave radiation. 

This and the leaf area index (LAI) are used to calculate the incoming PAR at each leaf 

canopy level, using the method reported by Charles-Edwards (1978). The extent of 

photosynthesis, Ps [mg (CO2) m
–2

 s
–1

] is described using a quadratic equation fitted to 

the photosynthesis–light response curve [11], after subtracting the photorespiration [17]. 

Direct effect of elevated atmospheric CO2 concentration (EC): EC causes a linear 

increase in the maximum net CO2 assimilation [17] and the rate of electron transport. 

In the course of the present work, the photosynthesis section of the AFRCWHEAT2 

model was replaced by the Farquhar model [2, 3, 5, 14], thus creating the AF2MOD 

model. This alteration was possible because the AFRCWHEAT2 model is written in 

Fortran, and the full code is freely available for scientific purposes. 

In order to incorporate the Farquhar model, new parameters had to be defined in the 

AFRCWHEAT2 model, and these were edited into the initialization data file. This 

required changes in the parameter-loading program (init.for), the parameter file and the 

program section describing photosynthesis (phosyn.for). 

 

Data 

Wheat yield and weather data from Győr-Moson-Sopron County were used for the 

analysis. In order to test the reliability of the models, climatic and mean yield data for 

the 1961–1990 period were employed. As there was a significant improvement in the 

cultivation techniques and average yield during this period, these effects were 

eliminated with the help of a logistic function, so that the yield figures applied would 

only reflect variations in the weather [8, 6]. The logistic function was as follows: 

)(

12
1

31
)(

tc
e

cc
cty −+

−
+= α                (Eq. 1) 

 

where c1 and c2 were the lower and higher saturation values, c3 the point of 

inflection, indicating the year when the growth rate was most rapid, α the parameter 
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representing the growth rate and t the time in years. The magnitude of the deviation 

from the mean was corrected using a linear function taking into account the greater 

deviation of higher values. 
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Figure 1. Average wheat yields recorded in Győr-Moson-Sopron County in 1962–1990 ( ), the 

y(t) logistic function, the average yield over the last 10 years (horizontal line) and the yield 

quantity used in the models (♦) 

 

Daily weather data are available for the period examined. These include daily 

maximum (Tmax) and minimum (Tmin) temperatures, rainfall sums (P), the number of 

sunshine hours (n) and the relative humidity (RH). As the selected simulation models 

also require other climatic data, these were calculated using the relevant equations. 

These data were the wet (Twet) and dry (Tdry) temperatures and the global radiation (Rg). 

 

 
3

)2/12(
sin)( minmaxmin +

+−⋅Π
⋅−+=

N

Nh
TTTTdry   (Eq. 2) 

 

 

where N is the number of astronomically possible sunshine hours, and h the hour of 

the day for which the Tdry values were calculated. 

Twet = Tdry + Y, where 

Y = [–0.05833 + (–0.00333·Tdry)] ·RH + [5.833 + (0.333·Tdry)] 

(4; Kempenaar 1997, personal communication). 

),(max
N

n
baRRg ⋅+⋅=                (Eq. 3) 

 

 

where N is the number of astronomically possible sunshine hours, n the number of 

actual sunshine hours, Rmax the maximum possible global radiation on the given area, 

and a and b empirically determined constants which, based on the data of Takács 
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(1967), had values of a = 0.41 and b = 0.46 in the summer half-year and a = 0.35 and b 

= 0.694 in the winter half-year in Hungary [16]. It should be noted here that during the 

given period the number of sunshine hours was often recorded subjectively, so in many 

cases the accuracy of these data leaves much to be desired. 

In both models parameter values given by Porter (1993) were used, and in the 

AF2MOD model the parameterization of the Farquhar photosynthesis model was based 

on experiments. Mineral fertilizer supplies were set at 90 %, so nitrogen limitation was 

also taken into account in the calculations. In the course of modelling the damage 

caused by pests, diseases and weeds was ignored. The mean plant density per square 

metre was taken as 300 and the sowing date as October 10th. For the choice of variety, 

the data of the wheat variety Martonvásári 8, which is widely grown in Hungary, were 

used [10]. 

 

 

Results 

It was observed that the average yield over the whole experimental period was well 

simulated by the models (Table 1), but not the annual fluctuations: the determination 

coefficients describing the correlation between the actual wheat yield in Győr-Moson-

Sopron county over the whole period and the values generated using the models were r² 

= 0.28 for the AFRCWHEAT2 model and r² = 0.37 for AF2MOD (Fig. 2). 

 
Table 1. Measured and simulated regional yields in Győr-Moson-Sopron County over the 

average of 28 years (1962–1990) and their deviations 

 

 Measured AFRCWHEAT2 AF2MOD 

    

Yield average [t ha
–1

] 5.08 4.97 4.99 

Deviation 0.43 0.43 0.34 

 

The AF2MOD model gave an extremely good approximation to the yields of the last 

10 years (r² = 0.86), while the mean deviation between data pairs was also acceptably 

low (MAF2MOD = 0.16). This can be attributed to the fact that due to the advanced 

technologies and intensive varieties introduced in the 1980s the yield potential was so 

stable that the yield depended only on the weather conditions. When testing the 

AF2MOD model it was found that over the first 20 years of the tested period the 

variability in the wheat yield was influenced not only by the weather, but also by annual 

changes in the technology and varieties. This means that the elimination of cultivation 

techniques and variety effects with the help of a mathematical function is not 

necessarily the best method to use for model testing. Instead it is advisable to select a 

period like the 1980s in the present case, when the applied technology and choice of 

variety remained constant from year to year. 

Testing indicated that the AF2MOD model gave a better simulation of historical 

yield data than the original AFRCWHEAT2 model, so it could be assumed that the 

AF2MOD model would also provide a more reliable simulation of the probable effects 

of climate change. 
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The purpose of model testing was to analyze the effect of climate change, one of the 

main causes of which is elevated CO2 concentration (EC). For this reason, it was 

important to determine the efficiency with which the AFRCWHEAT2 and AF2MOD 

models simulated the effect of EC. Both models were thus run on the original climatic 

data for Győr-Moson-Sopron County applying CO2 concentrations of 350 and 515 µmol 

mol
–1

. The differences between the results, presented in Fig. 3, were investigated for 

both models. It is clear from the Fig. 3 that the yield-increasing effect of EC did not 

depend on the climatic data in the case of AFRCWHEAT2, while for AF2MOD a lower 

yield increase was predicted as the result of EC and the yield increase was a function of 

the climatic conditions in the given year. 
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Figure 2. Measured yields and the regional yield quantities simulated each year for Győr-

Moson-Sopron County using the AFRCWHEAT2 and AF2MOD  models in the period  

1961–1990. 
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Figure 3. Wheat yield simulation achieved for Győr-Moson-Sopron County using the 

AFRCWHEAT2 and AF2MOD models with weather data series for 1962–1990 at two CO2 

concentrations. The simulations were run at concentrations of 350 µmol mol-1 and  

515 µmol mol-1 CO2. The figure illustrates differences in the yields. 

 

 

Discussion 

Earlier results suggested that the Farquhar model was suitable for the description of 

the net photosynthesis of winter wheat under various environmental conditions 

(radiation, temperature, atmospheric CO2 concentration) and could thus be usefully 

incorporated into wheat growth simulation models [7]. In the course of the present work 

the Farquhar model was thus incorporated into the module of the AFRCWHEAT2 

model that describes net CO2 assimilation, thus developing the AF2MOD model. 

A comparison of the results simulated using the AFRCWHEAT2 and AF2MOD 

models demonstrated that detailed physiological submodels are required for the 

mathematical description of plant growth if yields are to be accurately estimated and the 

effects of environmental changes adequately described. A good example of this is the 

description of the effect of atmospheric CO2 concentration on simulated yield figures, 

which depended on the climate of the given year in the AF2MOD model, but was 

described by a simple linear function in the AFRCWHEAT2 model. 

In the course of validation it was observed that the yield averages recorded in the 

first half of the tested period were well simulated by the models, by not the annual 

figures. By contrast, the yield obtained in Győr-Moson-Sopron County over the last 10–

15 years was far better approximated by the AF2MOD model than that of earlier years. 

This could be explained by the fact that in the 1980s, when advanced technologies and 

intensive varieties were introduced, the yield potential became so stable that where the 

yield depended almost entirely on the climatic conditions. It is thus recommended that 

models should be tested on periods when the technology applied and the varieties 

chosen remained constant from year to year, such as the 1980s in the present case [6]. 
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Abstract. In high-dimensional spaces classification methods could be more effective using various 
feature selection methods. The training procedure could be speeded up by decreasing the dimension of the 
feature space, and the classification method could be improved by removing noisy or irrelevant features. 
In this paper we present a new method which weights the features according to their importance instead 
of removing the negligible ones via kernel functions. It could be applied to a range of real-world 
problems. We tested it on several biological datasets like a small part of the UCI Learning Repository and 
SCOP and the Leukaemia AML-ALL databases, and obtained a significantly better classification 
performance than that using the usual unweighted method. 
Keywords: Support Vector Machines (SVMs), classification, kernel functions, feature ranking algorithms 
 
 
Introduction  

Biological databases like those generated by a DNA microarray consist of some 
thousands of features (i.e. components) that are not equally important. During 
classification, some features may be considered crucial while others can be safely 
ignored. It is obvious that the various features should have different weights in the 
classification procedure, i.e. the features should be weighted according to their 
importance. One such method is the Fisher Correlation Coefficients which assigns the 
following weighting value to the ith feature: 

22
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where +
iµ , −

iµ , +
iσ , −

iσ  are the mean and standard deviations of the ith feature value 

for the positive and negative examples, resepectively [4]. 
In this paper we give a feature weighting method that is based on feature ranking. To 

rank the features here several methods are used and the corresponding weight 
calculation is based on this rank. A sample vector which is weighted by the given  
weights is computed via a kernel function. We carried out several experiments on a 
DNA microarray database and a part of the Astral databases of the SCOP protein 
sequence databases. We employed Support Vector Machines (SVM) with kernel 
functions as the classification method to obtain the experimental results. 

The article is organised as follows. In Section 2 we discuss SVMs, feature 
weightings via kernels. In Section 3 we provide a summary of widely-used feature 
ranking methods. Section 4 describes the results of our method on  real-world databases 
then, in Section 5, we discuss these results and their implications. 
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SVM and kernels 

SVM is a supervised binary classifier first introduced by Vapnik et al [1]. Let 
{ }{ }1,1,:),( −∈ℜ∈= yxyxD n

, where x  is a n-dimensional training vector and y  is 

the class label of x . 
nℜ  is called the input space and D is referred to as the training 

database. Training an SVM amounts to solving an optimisation problem that determines 

a linear classification rule 
bxwxf += ,)(

. A test example z  is classified as positive 

(or negative) if 0)( >zf  (or 0)( <zf ). Such a classification rule determines a linear 

hyperplane decision boundary with normal vector w  and bias term b that separates 
positive and negative classes. 

The key part of SVM is the inner product ji xx ,  of two vectors ji xx ,  over nℜ , 

which is used for the classification of samples. Given a feature map Φ  from an input 
space to a (possibly infinite dimensional) dot product space (referred to as the kernel 
feature space), we obtain a inner product )(),( yx ΦΦ . If a function ),( yxκ  is 

symmetric, continuous and positive definite, which is called the kernel function, then 
exist a Φ  mapping so that )(),(),( yxyx ΦΦ=κ . We can directly and efficiently 

compute the kernel values ),( yxκ  without explicitly representing the feature vectors. 

The inner product ji xx ,  in SVM when replaced by ),( yxκ  leads to a linear 

hyperplane in the kernel feature space and a nonlinear one in the original input space. 
This gives us a tremendous computational advantage for high-dimensional feature 
spaces. 

 Let )( nK ℜ  denote the class of kernel functions for the mapping nn ℜ×ℜ  to ℜ . 

This class is not empty, because yxyx T=),(κ  is a trivial kernel function. The 
following proposition provides a way for generating additional kernels from an existing 
kernel.  

Proposition 1 )( nK ℜ  is closed under addition, multiplication, composition of a 
continuous function, and addition and multiplication with a positive scalar, i.e. if 

)(, 21
nK ℜ∈κκ , )(0

mK ℜ∈κ  and mn ℜ→ℜ:ϕ  is continuous, then the following five 

functions again belong to )( nK ℜ . 

i) ),(),(),( 21 yxyxyx κκκ += , 

ii) ),(),(),( 21 yxyxyx κκκ ⋅= , 

iii) δκκ += ),(),( 1 yxyx  for any positive +ℜ∈δ , 

iv) δκκ ⋅= ),(),( 1 yxyx  for any positive  +ℜ∈δ . 

v) ))(),((),( 0 yxyx ϕϕκκ = .■ 

For further reading and details of kernel function properties see [3]. 
Now, we will list the most well-known and useful kernels used in classification tasks 

in the following table. 
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Table 1. Some well-known kernels 

 

Gaussian RBF kernel: 
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Polynomial kernel: qT yxyx )(),( σκ += , where ∈ℜ∈ q,σ N 

Rational quadratic kernel: 
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Inverse multi-quadratic kernel: 
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Cosine polynomial kernel: 
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Weighted kernel functions 

When the inner product is computed, one might weight the features such that more 

important features are given higher weightings than the less important ones. Let 
nℜ  be 

an n-dimensional feature space, and nwww ,,, 21 K  the weights where iw  corresponds to 

the ith feature. Afterwards the weighted inner product of two vectors 
nyx ℜ∈,  is 

evaluated in the following way. Let ),,( 21 nwwwdiagU K=  be a diagonal matrix 

constructed from weights nwww ,,, 21 K . Then UyxT

 is the weighted inner product of 
vectors x and y. 

This idea is also applicable to kernel functions. If κ  is a kernel, then ),( UyUxκ  will 
be a weighted kernel. The following proposition states this in a more general way. 

Proposition 2 Let U be a nm×  matrix and 
nyx ℜ∈,  be two vectors.  If  

)(0
nK ℜ∈κ  is a kernel, then ),(),( 0 UyUxkyxk =  is also a kernel function and belongs 

to )( mK ℜ . 

Proof.  Let the function 
mn ℜ→ℜ:ϕ  be defined by Uxx =)(ϕ . This function is 

continuous and, because )(0
nK ℜ∈κ , ),())(),((),( 00 UyUxyxyx κϕϕκκ ==  is again a 

valid kernel. This follows from v) of Proposition 1. 
 
 

Feature ranking methods 

Here we describe the feature ranking methods which are used in experiments to rank 
the features, so that if a feature is more important or less important in a classification 
then it is ranked accordingly. Most of these methods are traditionally known as feature 
selection methods because they retain only a small number of features from the top of 
the ranked list. With this trick, classification will hopefully be speeded up and be more 
accurate.  
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Table 2. Feature ranking methods used in experiments 

 
Method name Description 

Std. dev. The standard deviation method computes the deviation along the direction of 
the basis vectors. Then it ranks the features according to their values.  

Fisher The Fisher Correlation Coefficient [4] is described in the introduction of this 
article.   

R2W2 This method is based on a minimising generalisation bound through gradient 
descent and is feasible computationally via SVMs. This allows several new 
possibilities: one can speed up time-critical applications and one can perform 
feature selection. This method scales the input parameters with a real-valued 
vector σ , larger values of iσ  indicating more useful features [6]. For 

further details see [5]. 
RFE Recursive Feature Elimination (RFE) is a recently proposed feature selection 

method described in [7]. The method, given that one wishes to have only 
nr < input dimensions in the final decision rule, attempts to find the best 

subset r. The method seeks to choose the ‘best’ r features that lead to the 
largest margin of class separation using an SVM classifier. For each iteration 
of the training, this combinatorial problem is solved in a greedy fashion by 
removing those input features that decrease the margin the least until just r 
input features remain. This is known as backward selection [6].  

L0 Zero-Norm feature selection can be expressed as the following minimisation 
problem: 

rwbxwy

w

ii

pw n

≤≥+⋅
ℜ∈

0
and1)(:subject to

min
 

where { }2,1=p  and r is the desired number of features. This method can be 

approximated by minimizing the zero norm using the 2l -AROM or 1l -

AROM methods, halting the step-wise minimisation when the constraint 

rw ≤
0

 is met [6]. One can then re-train a p-norm classifier on those 

features corresponding to the nonzero elements of w. In this way one is free 
to choose the parameter r which dictates how many features the classifier 
will see. This method is based on SVM. 

FSV In the Feature Selection via the concaVe minimisation (FSV) [8] approach, a 
separating plane is generated by minimising the weighted sum of distances 
of misclassified points to two parallel planes that bound the set, and which 
determine the separating plane midway between them. The number of 
dimensions of the space is used to determine how the plane is minimised. 
SVM is used in this method. 

Entropy The basic concept of entropy in information theory, first introduced by 
Shannon, has to do with how much randomness there is in a signal or in a 
random event. Let )(log)(log)( 222121 ppppfH i −−=  be the entropy 

for the  ith feature, where 21 , pp  is the rate of the positive and negative 

examples in the ith feature, respectively. The feature ranking is based on 
these entropy values.  
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Experimental Results 

We tried out our feature weighting methods on three selected databases, namely two 
biological datasets of the UCI Machine Learning Repository, the AML/ALL leukaemia 
dataset at http://lara.enm.bris.ac.uk/colin and the Structural Classification of Proteins 
(SCOP) database.  

We made use of SVM Light as a classification algorithm, and most of the feature 
ranking methods which are part of SpiderSVM. These algorithms are also available at  
http://www.kernel-machines.org/software.html and http://www.kyb.tuebingen.mpg.de 
/bs/people/spider/index.html, respectively. The Standard Deviation and Entropy 
weighting methods were implemented by us. 

To weight the features, the features are first ranked by each ranking method 
mentioned in the previous section. Afterwards, the ranked features are weighted by the 

iig −= 2)(  monotonic decrease function, i.e. the ith feature of the ranked list is assigned 

a weight of i−2  except in the Fisher method. With the latter, it has its own feature 
weighting procedure. The given weights corresponding to features are stored in a 
diagonal matrix, and it is used for weighting the kernel in the way described above. 

In order to measure the performance of these weighted kernel methods we applied an 
accuracy analysis followed by a receiver operating characteristic (ROC) analysis [11]. 
The accuracy for a method is simply the fraction of the true predictions of the total 
number of predictions. The ROC score is the normalized area under a curve that plots 
sensitivity as a function of specificity for varying classification thresholds. A perfect 
classifier that puts all the positives at the top of the ranked list will receive an ROC 
score of 1, while a random classifier will receive an ROC score of 0.5. 

Ranking a lot of features naturally requires a lot of time. Hence we apply a 
dimensionality reduction method called Locally Linear Embedding (LLE) [15]. This is 
an unsupervised learning method that computes low dimensional, neighbourhood 
preserving embeddings of high dimensional data. We used this on high dimensional 
datasets like the leukaemia dataset and SCOP [14]. Details of this method and the 
Matlab code of the LLE are available at http://www.cs.toronto.edu/~roweis/lle/. 
Because the LLE preserves the neighbourhoods, the SVM classification does not 
change significantly because it is based on the inner product of two vectors.  

The methods were implemented in Matlab and were run on an IBM PC machine with 
a 3GHz Intel Pentium IV processor, 4Gbyte RAM  and a Windows XP operating 
system. 

 
Feature weighting and SVM parameters 

For the SVM classification we chose the Gaussian RBF kernel function with a σ  
parameter defined as the median Euclidean distance in the input space from any positive 
training example to the nearest negative example. The parameter c of SVM was set to 1, 
and a 2-norm with value 0.01 was used. 

 
Tests on the AML/ ALL database 

The challenge here is to distinguish acute myeloid leukaemia (AML) from acute 
lymphoblastic leukaemia (ALL). The databases consist of 47 and 25 bone marrow or 
peripherial blood samples taken from 72 patients of type ALL and AML respectively, 
with 7129 features per sample, also available at http://lara.enm.bris.ac.uk/colin [9]. 
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These samples were produced by AFFymetrix high-density oligonucleotid microarrays 
[10]. 

First of all, we reduced the features from 7129 to 10 using LLE. The training set and 
the test set contained 39 and 34 samples respectively. The results are given in the 
following table and figures. 

 
Table 3. Results for the Leukeamia AML-ALL database  

 
 Unweighted Std. dev. Fisher R

2
W

2
 RFE L0 FSV Entropy 

Accuracy 0.67 0.74 0.73 0.88 0.88 0.88 0.59 0.94 

ROC score 0.93 0.98 0.97 0.99 1.00 0.99 0.45 0.99 
Time(s) 0.06 0.03 0.04 0.08 0.03 0.08 0.05 0.05 

Result for leukeamia dataset grouped by methods
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In this database the feature weighting methods perform significantly better than the 
usual unweighted method. As can be seen, the best accuracy results are given by the 
feature weighting algorithm based on entropy. We also significantly improved the ROC 
scores by using a feature weighting method that achieved an ROC score of 1. 

 
Tests on the SCOP databases 

The SCOP databases designed by Jakkoola et al. [13] for the remote protein 
homology are simulated by retaining all members of a target SCOP family from a given 
superfamily [2]. The sequences were selected using the Astral databases 
(http://astral.stanford.edu) [14]. Here, positive training examples are chosen from the 
remaining families in the same superfamily, and negative test and training examples are 
chosen from disjoint sets of folds outside the target family’s fold [12]. Details of the 
datasets are available at http://www.soe.ucsc.edu/research/compbio/discriminative. The 
dataset can also be found at http://cs.columbia.edu/compbio/svm-pairvise. In the 
following Table 4 we summarise the main details of the dataset used. 
 

Table 4. Description of the SCOP datasets 
 

ID Family name 

Positiv 

train 

Negativ 

train 

Positiv 

test 

Negative 

test 

Dimension 

numbers 

SCOP 2.1.1.5 E set domains 94 194 27 39 270 
SCOP 2.44.1.2 Eukaryotic proteases 11 14 140 183 25 

SCOP 3.32.1.13 
Extended AAA-ATPase  
domain 

43 184 8 32 227 

SCOP 7.41.5.1 Rubredoxin 10 112 9 98 112 
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A numerical database was obtained from this protein sequence database in the 
following way. A protein sequence A is represented by a vector nA aaaF ,,, 21 K= , 

where n is the number of training proteins, and ia  is the similarity score of A and Ai 

proteins by Smith- Watermann algorithm, as implemented on the BioXLP hardware 
accelerator (www.cgen.com). 

Before we carried out the classification procedure, every high-dimensional dataset 
was reduced to an 8-dimensional input space, except for the SCOP 2.44.1.2 dataset 
because its dimensionality was low. 
 

Table 5. Results for the SCOP datasets 

 
 Unweighted Std. dev. Fisher R

2
W

2
 RFE L0 FSV Entropy 

 SCOP 2.1.1.5 

Accuracy 0.66 0.68 0.75 0.67 0.67 0.67 0.68 0.67 
ROC score 0.79 0.89 0.88 0.85 0.84 0.84 0.86 0.85 
Time(s) 7.2 7.9 7.9 8.0 8.0 7.8 6.3 8.4 

 SCOP 2.44.1.2 

Accuracy 0.59 0.48 0.52 0.54 0.54 0.54 0.51 0.49 
ROC score 0.35 0.14 0.72 0.47 0.47 0.47 0.70 0.59 
Time(s) 0.13 0.13 0.13 0.14 0.13 0.14 014 0.13 
 SCOP 3.32.1.13 

Accuracy 0.86 0.86 0.81 0.89 0.89 0.89 0.86 0.86 
ROC score 0.85 0.92 0.85 0.93 0.93 0.93 0.87 0.81 
Time(s) 3.0 2.8 2.0 2.5 2.6 2.5 2.4 1.9 
 SCOP 7.41.5.1 

Accuracy 0.92 0.92 0.92 0.92 0.92 0.92 0.92 0.92 
ROC score 0.61 0.80 0.84 0.75 0.75 0.75 0.74 0.73 
Time(s) 0.53 0.64 0.64 0.66 0.66 0.64 0.58 0.43 

 
With these datasets better results were indeed obtained by applying feature weighting 
methods. The ROC scores achieved by using weighted feature methods were 
significantly better than those for the usual unweighted case. The accuracy scores using 
the weighted methods were also better than the baseline but no significant improvement 
was obtained. This may be because there were too many dimensions and too few 
training and test examples for a learning method to work effectively. 
 
Tests on the UCI Machine Learning Repository 

The UCI Machine Learning Repository is a database that contains millions of records 
and thousands of field types widely used in business, medicine, engineering, and the 
sciences. This datasets is available at http://www.ics.uci.edu/~mlearn. We chose the 
Heart and Hepatitis biological and medical databases, which are listed in Table 6. These 
databases were not divided into train and test sets originally, so we used 10-fold cross 
validation for testing.  
 

Table 6. Description of the heart and Hepatitis UCI datasets 

 
Dataset name # Features #Instances Class #1 name Class #2 name 

Heart 13 270 
Absence of 

heart disease 
Presence of 

heart disease 
Hepatitis 19 155 Die Live 
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The performance of the feature weighting methods on each of these datasets is 
presented in the table below. In these experiments the baseline unweighted methods 
provided the best results. A reason for this might be because all of these features were 
equally important or that another weighting function should be applied here. 

 
Table 7. Results for the UCI datasets 

  
 Unweighted Std. dev. Fisher R

2
W

2
 RFE L0 FSV Entropy 

 HEART 

Accuracy 0.84 0.79 0.82 0.76 0.76 0.76 0.81 0.77 
ROC score 0.91 0.85 0.88 0.85 0.85 0.85 0.89 0.85 
Time(s) 23.0 6.7 7.5 8.5 8.0 8.0 8.9 6.7 

 HEPATITIS 

Accuracy 0.83 0.79 0.81 0.76 0.76 0.76 0.80 0.80 
ROC score 0.92 0.85 0.89 0.82 0.82 0.82 0.83 0.86 
Time(s) 4.9 1.6 1.2 3.3 3.2 3.3 2.0 3.1 

 
 
Conclusions and further work 

Here we introduced a feature weighting method for SVMs that is based on a feature 
ranking methodology. To enable us to do this, several feature ranking procedures were 
applied, and then the weights were assigned to these ranked features. In some real-world 
biological classification experiments we showed that we could obtain more accurate 
predictions using this method, and in a very short time. 

In this paper we focused on feature rankings using the weighting function iig −= 2)( . 
This, of course, is unsuitable in high dimensional features spaces which may be of order 
ten/hundred/thousand, because most of the features are assigned almost zero weights. 
On the other hand, the importance of certain features could not be represented exactly 
by this weighting function as the importance of ranked features did not, for instance, 
decrease in quite the same way as the weighting function. Further study is needed to 
learn the effect of our approach on special databases and to find out whether other good 
methods exist that allow us to determine the weights for each ranked feature. 
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Abstract. There is an increased interest in the use of spatial explicit modelling techniques in ecological 
research. One of the strength of this technique is the possibility to explicitly study the effect of 
environmental heterogeneity on the dynamics of populations or whole communities. Most of these studies 
focused on aspects of spatial heterogeneity, and studies focusing on environmental change employed 
other modelling techniques. Only recently were these two aspects of heterogeneity coupled within the 
same framework. The paper aims to review algorithms for generating spatially and temporarily 
heterogeneous landscapes that can be used in studies of population dynamics. These models have the 
potential to give new insight into the dynamics of populations living in a fragmented and changing 
environment. 
Keywords: Cellular automata, percolation map, heterogeneous landscape, dynamic landscape, habitat 

fragmentation 
 
 

Introduction 

Recently the number of ecological studies investigating the effects of environmental 
heterogeneity is increasing. Both experimental and modeling techniques are advanced 
enough to cope with the added complexity of heterogeneity. Spatially explicit models 
[1] are convenient tools for investigating the effect of environmental heterogeneity on 
the dynamics of populations or whole communities. However, until recently even if a 
lattice model considered environmental heterogeneity, it included only spatial aspects of 
it and the landscape was otherwise static. Even if there was a change in the landscape it 
was disturbance, meaning that populations or individuals were unselectively removed 
from part of the landscape [2, 3, 4, 5]. Fires, hailstorms, herbivory or windfall can cause 
such effect [6]. 

Here I define temporal change as a process that rearranges the distribution of 
resources, but which does not affect the static characteristic of the landscape, i.e. the 
characteristics (indices) that can be measures on a one-time snapshot of the landscape. 
For example With and Crist [7] studied habitat destruction with the continuous removal 
of habitat patches. While this study employed a spatially explicit technique and the 
resource (habitat) pattern changed over time, the dynamics led to a homogeneous 
landscape (one where all habitats were removed). This kind of environmental change is 
not considered here. Unless we wish to study habitat degradation or climatic change we 
should employ an algorithm which do not remove heterogeneity from the landscape, 
and preferably do not affect the overall measures of the spatial pattern. 
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In order to introduce heterogeneous landscape into a model of population dynamics 
an algorithm generating the landscape is required. In the following I will present a 
number of algorithms for generating heterogeneous landscapes. The main focus of the 
present paper is to demonstrate that most of the commonly used algorithm can 
accommodate temporal heterogeneity as well. This paper offers, for the first time, 
methods that extend the capabilities of these landscapes to accommodate temporal 
changes. Furthermore the Ising model known in statistical physics [8] is proposed here 
as a novel landscape generating method. 

The landscapes used as illustration throughout the paper are generated by the 
HETEROLAND landscape generating program developed by the author. 

 
 

Components of heterogeneity 

Please note that I do not attempt to define heterogeneity in a general sense, only 
pertaining to spatially explicit lattice models (e.g. cellular automata), even thought these 
descriptors have been or could be defined also for a general heterogeneous landscape. 
The definitions utilize the fact that a lattice is a regular grid of sites (cells), and thus 
space is discreticized. While it can be objected that the natural environment is not 
divided into lattice cells, but this kind of discretization is deeply ingrained in the 
methodology. For example landscape analysis using GIS data (aerial or space-photos) 
are discretized as the pixels form a grid. Thus studies using such data employ the lattice 
representation. Furthermore in most of the green-house experiments, where 
heterogeneous environment were created it was achieved by separating the experimental 
box into smaller parts, and assigning a quality (for example watered and not watered) to 
each of the parts. Again the lattice representation is there. Finally in cellular automata – 
and in other lattice models as well – the lattice is an integral part of the method. 

Source of heterogeneity: Heterogeneity can be defined as the uneven distribution of 
biotic or abiotic resources or conditions in time and space. The first descriptor of 
heterogeneity is the statement of which resource or condition has a heterogeneous 
distribution. Most experiments and models focuses on heterogeneous distribution of a 
resource (e.g. light, mineral nutrients, water, preys, etc.), but studies on other factors are 
not unknown (e.g. cover, competitors, pathogen, etc.). 

 
Component of spatial heterogeneity 

Spatial grain/Elementary scale/Cell size: Traditionally spatial grain is defined as the 
smallest scale at which the organism can still sense the heterogeneity of the 
environment [9]. While it is exceedingly important to define heterogeneity from the 
point of view of the studied / modeled organism, but the determination of grain 
according to the above definition is often difficult and cumbersome. In landscape 
ecology spatial grain is defined as the finest resolution of the dataset [10]. In models 
this corresponds to the size of one cell, which I term elementary scale here. 

Spatial extent: The definition of extent as relating to an organism is the largest scale 
of heterogeneity to which the organism can still react [9]. The same is defined in 
landscape ecology as the physical size of the study area [10]. In models this corresponds 
to the lattice size (N, usually an L×L array of cells). 

Quality of the resource patches: Let us assume that the quality of an arbitrary 
resource patch can be classified into a finite number of discrete types. In the simplest 
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case a patch is assumed to be either good (favourable, resource rich) or bad 
(unfavourable, resource poor). Naturally, more than two quality classes can be 
considered.  

Patch size ( s ): The smallest scale at which the environment is heterogeneous. This 
scale can be larger than the elementary scale. Thus on a rectangular grid a patch is 
defined as an s s× area, and each of those patches are assigned a resource status (usually 
good or bad). 

Frequency of resource quality classes (p): The vector p gives for each distinguished 

resource quality class the percentage of the whole habitat having the given quality. If 
there are only good and bad sites, then let p be the percentage of the habitat covered by 
good sites, and consequently 1q p= − is the percentage cover of the bad sites. In this 
case the frequency of the good sites measures the average resource richness of the 
habitat. 

Contrast (m): The vector m  gives the difference between the succeeding quality 
classes, and also defines an absolute value for one of the classes, so that the difference 
can be applied to obtain an absolute value. In models contrast can measure differences 
in reproductive rates, survival or competitive ability. The actual definition of this 
parameter is closely linked with effect of the heterogeneous environment on the 
performance of the modeled populations. 

Spatial aggregation: Spatial aggregation can be measured in a number of different 
ways. The easiest index is pair correlation, i.e. the conditional probability that a patch 
with the same quality is found next to a given patch. This probability is 0 in a totally 
overdispersed pattern. In a random environment the value of pair correlation is equal to 
the probability of encountering a patch with the given resource quality ( p ). 
Furthermore, in an aggregated pattern pair correlation has a value higher than p . 

 
Components of temporal heterogeneity 

Temporal heterogeneity can be characterized with the same parameters as in the case 
of spatial heterogeneity. Naturally, here they refer to changes and differences in time, 
instead of space [11]. 

Temporal grain: In the case of a dynamics landscape temporal grain can be defined 
as the time interval between samples, or the time steps used in the simulation of the 
population dynamics. With respect to an organism temporal grain is determined by its 
response [11]. 

Temporal extent: In a modeling context it is defined as the length of a simulation. 
With respect to an organism, its lifespan determines its temporal extent [11]. 

Severity/Degree of the change (temporal contrast): This component defines the 
degree of the change in quality. If there are only two patch types then temporal contrast 
and spatial contrast are the same. 

Expected lifespan of a patch (temporal patch size): This parameter gives the time 
interval in which there would be no change in the quality of a patch. Having a low 
frequency of environmental change causes the patch to remain in the same resource 
quality class for a longer time, thus having a higher temporal patch size. 

Temporal aggregation of change events: This parameter gives the frequency of 
environmental changes in the quality of a patch. The expected lifespan of a patch is the 
inverse of the frequency of quality changes. An environment is termed positively 
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autocorrelated in time if the probability of changing the patch quality is less than 0.5, 
otherwise it is negatively autocorrelated in time. 

 
 

Landscape generating methods 

Checkerboard landscape 

The simplest landscape is the checkerboard landscape, which is a periodic pattern of 
good and bad patches, where each good patch is surrounded by bad patches and vice 

versa. The good and bad patches are maximally over-dispersed, a pattern that are 
absolutely unlikely to be found in nature. Nevertheless such landscapes are used in 
experimental plant ecology [12, 13, 14], because they can be easily set up, and the 
pattern can be faithfully reproduced as there is no stochasticity involved in the 
generation of the landscape. 

As the checkerboard landscape is the simplest landscape it is nice to point out that 
two of the spatial heterogeneity elements: patch size (Fig. 1) and contrast can be varied. 
The ratio of good and bad patches is always 1:1, and thus the frequency of them cannot 
be changed; nor can the patch types be raised above two, as then the fully over-
dispersed pattern cannot be realized. 

Temporal change can only be defined as the total inversion of the patter, meaning 
that every good patch turns into a bad patch, and at the same time every bad patch turns 
into a good patch. The frequency of environmental change ( f ) gives the probability of 
the change described above. 

Such landscape was used for example in the study of Rácz and Karsai [15]. 
 

 
 

Figure 1. Checkerboard landscape with different patch sizes.  
From left to right, s = 4, 10 and 20. 

 
Percolation map 

In a percolation map [16] patches are randomly arranged. If we distinguish only good 
and bad patches, then a patch is chosen to be good with probability p , and bad 
otherwise (with probability 1 p− ). The frequency of good sites ( p ), patch size ( s ) and 
contrast ( m ) can be varied (Fig. 2). The generated pattern is random at the scale of the 
patch size, thus spatial aggregation cannot be varied. 

Percolation maps got its name from percolation theory in physics [17]. For such 
maps, with each site being either habitable (good) or non-habitable (bad), it is known 
that there exists a critical fraction of habitable sites ( 0.5923cp =  for the four-neighbor 

case), below which the landscape consists of isolated habitat clusters [17]. Thus a 
critical transition occurs from a continuous habitat to a fragmented habitat as the overall 
habitat density is reduced [18, 19, 20]. Furthermore models based on percolation maps 
have also proved useful in studies on the effects of habitat heterogeneity on the 
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dynamics of spatially distributed populations [7, 18, 21-33]. It is interesting to note that 
percolation maps have been realized even in experimental studies [34-37]. 
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Figure 2. Percolation maps. Dark colour denotes good quality sites, light colour denotes bad 

sites. Compared to the reference panels in the middle column (p = 0.5; s = 4; m = maximal) the 

frequency of the good sites can be higher (p = 0.8) or lower (p = 0.2); patch size can be bigger 

(s = 10) or smaller (s = 1); and contrast can be decreased (m = intermediate). 

 
The inclusion of temporal change is straightforward. If the site is good, then its 

quality is changed to bad with probability 1½ f p−⋅ ⋅ ; if the focal site is bad, then a 

change to good occurs with probability ( ) 1
½ 1f p

−⋅ ⋅ − . This transition rule ensures that 

the fraction of habitable sites in the whole area converges to p , while the distribution 
of habitable sites remains spatially uncorrelated. The rule also means that the frequency 
at which a site’s quality changes, averaged across the whole landscape, is f . Because, 
in order to conserve p , for every good site turned to bad an equal number of bad sites 
has to be turned into good sites f , cannot take an arbitrary values. The inequalities 

2f p≤  and ( )2 1f p≤ −  has to be obeyed. 

Percolation maps can be generalized to include more than two patch quality types. 
The frequency of resource quality classes ( p ) vector unambiguously partitions the 0-1 

interval. Thus by generating an evenly distributed random number on the interval 0-1 
for each site the quality of the sites can be determined. In the multiple patch types 
percolation maps the probability of a site with the ith quality changing is if d p⋅ , 

where d  is the number of distinct quality classes. If a site changes its quality it is turned 
into one of the other possible qualities with equal probabilities. Please note that – as 
above - not all values of f  are possible for a given p quality frequency vector. Plotnick 

and Gardner [38] used a static multiple patch types percolation map to study the effect 
of landscape heterogeneity on community patterns. 

 
Hierarchical random landscapes 

Real landscape are heterogeneous on multiple scales [9], thus it was natural to 
develop landscape generating algorithm that can generate such a landscape. 
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First the number of hierarchical levels ( L ) has to be specified. Then for each 
hierarchical level the frequency of good sites ( 1 2, ,..., Lp p p ) and the patch sizes 

( 1 2, ,..., Ls s s ) are specified. Beginning from the highest hierarchical level (coarsest scale) 

a percolation map is generated with 1p  and 1s . At the second scale a percolation map is 

generated with 2p  and 2s , within the good patches of the highest scale. In this 

landscape, the availability of good sites at coarser scales constraint the availability of 
good sites at finer scales. The landscape generation is continued with the finer scales, 
and at each scale a percolation map is generated within the good patches of the scale 
one level up. In the final landscape (Fig. 3) the frequency of good sites is 

1

L

overall i

i

p p
=

=∏ . 

All parameters that can be varied in a percolation map can be varied in a hierarchical 
random landscape (i.e. frequency of good sites, contrast and patch size). Furthermore 
the autocorrelation of the good sites will not be random at the finest scale. The 
introduction of temporal variation is similar to the one described previously for the 
percolation map. At the coarsest scale a good patch is turned into a bad patch with the 
probability 1

1 1½ f p −⋅ ⋅ ; and if the focal patch is bad then a change to good occurs with 

the probability ( ) 1

1 1½ 1f p
−⋅ ⋅ − . If a new good patch is formed then its finer scale 

structure has to be generated as above. If a good patch does not change its state then its 
finer structure can change. At each lower scale if  percentage of the sites are changed, 

but only in places that are considered good patch at a scale one level higher. While this 
method is straightforward, the resulting pattern of changes can be quite abrupt as large 
patches can disappear and new ones formed.  

Hierarchical random landscapes can be generalized to include more than two types of 
patches [39]. First we assign patch types at the coarsest scale according to a frequency 
vector (

1
p ). Then each patch is subdivided according to the patch size ( 2s ) of the next 

scale, and each of those patches are assigned a type according a frequency matrix (
2

p ), 

where the row is chosen randomly and the column depends on the patch type assigned 
for the previous scale. This kind of assignment is then repeated for each specified lower 
scales. 

Hierarchical random landscape was employed for example to investigate the effect of 
seed dispersal and seed dormancy on the competition of two annual plants [3]. 

 
a b ca b c

 
 

Figure 3. Hierarchical random landscapes. In each of the presented 3 landscape the overall 

frequency of good sites (black) is p = 0.4; and s1 = 20, s2 = 5 and s3 = 1.  

a. p1 = 0.80; p2 = 0.90; p3 = 0.56; b. p1 = 0.90; p2 = 0.75; p3 = 0.60; 

 c. p1 = 0.90; p2 = 0.90; p3 = 0.49. 
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Pair correlation landscape 

The simples landscape where the aggregation of patches can be directly varied is 
presented here according to Hiebler [23, 40]. Spatial aggregation of patches with similar 
quality is measured as the conditional probability ( GGp ) of finding a good patch next to 

a good patch. Please note that if GGp p=  then we get a percolation map. Similarly, if 

GGp p<  then the resulting landscape is overdispersed, and if GGp p>  then the resource 

pattern is aggregated. 
The landscape is generated by an iterative procedure. First a percolation map is 

generated whit a predefined frequency of good sites ( p ). Then the conditional 
probability of having a good site next to another good site is computed for every 
possible site-pair. Then a good and a bad site are chosen randomly. If exchanging these 
two sites brings the landscape closer to the defined pattern, i.e. the ,GG actualp  value of the 

resulting landscape is closer to the desired ,GG desiredp  value, and then we accept the 

exchange. Otherwise the exchange is accepted with the probability 

( ), ,GG actual GG desiredExp p pλ− − , where λ  is chosen so that such exchanges are accepted 

sometimes, but not too often. This ensured that an exchange is accepted with a small 
probability even if do not improve ,GG actualp , but is might help to reach the ,GG desiredp , 

and avoid being having a landscape where ,GG actualp  cannot be improved. Continue 

selecting sites and exchanging them until the difference between the desired and the 
actual probabilities are less than some predefined tolerance 

( , ,GG actual GG desiredD p p ε= − ≤ ) or some specified number of iterations has been 

performed. Figure 4 shows examples of the generated landscape with different 
agregateddness. 

The generating algorithm offers a way to introduce temporal change. Simply try to 
exchange patches according to the above rules till the predetermined fraction of sites 
( f ) have been changed (the quality of a site should not be changed more than once in 
one time step). Assigning a relatively lower value to λ results in a higher number of 
exchanges being accepted, but ,GG actualp  will still remain close to ,GG desiredp . 

 

 
 

Figure 4. Pair correlation landscapes. The frequency of good sites (black) is p = 0.5.The ratio 

GGp p  is 0.9; 1.0; 1.1; 1.2 and 1.35 from left to right. In the first landscape the patches are 

overdispersed, in the second they are randomly distributed, the remaining landscapes show 

aggregated pattern. 
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Ising landscape 

The so called Ising model is used in statistical mechanics to describe ferromagnetism 
[8]. Here I will use it to generate a heterogeneous landscape consisting of good and bad 
sites. The landscape derived from the Ising model has varying degree of autocorrelation 
between sites of the same quality. Here I present the algorithm without describing the 
Ising model, albeit I will use the symbols traditionally used in statistical physics. 

Let us have a lattice, where each cell of the lattice can be either good (+1) or bad (-
1). A site’s quality depends on the qualities of the neighbouring sites via the parameter 
J . If 0J >  then neighbouring sites are more likely to have the same quality. On the 
other hand a landscape generated with 0J <  is overdispersed with regard to the patch 
types. The landscape is generated by the so-called Metropolis algorithm, where a state is 
changed (1) if it lowers the energy of the system (thus it gets closer to some desired 
state), or (2) with a probability less than 1 if the energy would rise. This probability 
function has the form Ee−∆ , where E∆  is the change in energy (in a landscape context is 
measures the difference between the actual state and the desired state, c.f. the previous 
landscape generating algorithm). The energy of a state is given by 

, 1

N

i j i

i j i

E J s s H s
< > =

= − −∑ ∑ ,  

where J  is the interaction parameter; H  is the outside magnetic field; is  is the state 

of the ith site and ,i j  are neighbouring sites. The probability that the quality ( is ) of 

the ith site is changed is 
1

1 2
i

i j

j

P

Exp s J s Hβ
=

  
+ +     

∑
, 

where js  is the quality of a site neighbouring site i and β  is proportional to 

temperature. Actually 
1

Bk T
β = , where T  is the absolute temperature and Bk  is the 

Boltzman constant. 
Let assume that 1J = + , and then the properties of the landscape is determined by β  

and H . It is know that in some parameter range the Ising model results in a 

homogeneous landscape, thus the inequality ( )0,5ln 2 1 0,44069Jβ < − − ≈  has to be 

observed. The Metropolis algorithm can be started from a percolation map. 
If 0H =  then half of the sites will be good and the other half of the sites will be bad, 

accordingly 0.5p = . The frequency of the good sites ( p ) can be varied by varying H . 
Unfortunately changes in H  will also affect the aggregatedness of the landscape, thus 
the two parameter cannot be changed independently. Here the aggregatedness of the 
landscape is measured with the correlation length (ξ ), which gives the average radius 
of the clusters of good patches. In order to compute correlation length we have to 
compute for each site the fraction of sites at distance r  that have the same quality. Note 
that in a percolation map p  portion of the sites are good independent of the distance 
from a good site. In the Ising landscape the percentage of good sites at distance r  from 
a good site is an exponentially decreasing function of r , and tends toward the average 
frequency of good sites ( p ) in the landscape. Correlation length is then the exponent of 
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this decreasing function ( )( )Exp /p a r ξ+ − . Figure 5 shows Ising landscapes with 

different correlation lengths. 
 

 
 

Figure 5. Ising landscape. Correlation lengths (ξ) are from left to right 0.75; 1.01; 1.80; 2.02 

and 3.74. For each landscape s = 1 and p = 0.5. 

 
To my knowledge, there isn’t any mathematical formula that describes the 

relationship between H , β  and ξ , p . I have simulated the Ising dynamics on a 512 × 
512 lattice. For a number of parameter combination I have made 21 repetitions. An 
empirical graph showing the relationship between the parameter of the Ising model and 
the heterogeneity parameters is shown in Figure 6. It can be seen that the relationship is 
quite complex, but it is symmetrical around 0H =  (in the case of p , the absolute value 
of the difference from 0.5p =  is symmetrical). 

Temporal change can be included in a similar way as in the pair correlation 
landscape. The Metropolis algorithm is continued until the desired amount of state 
change occurs. 
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Figure 6. Heterogeneity parameters as functions of Ising parameters.  
a. Frequency of good patches. b. Correlation length. 

 
 

Summary 

Here I presented five algorithms to generate heterogeneous landscapes for spatially 
explicit simulations of population dynamics. Table 1 summarizes the heterogeneity 
components that can be varied in these landscapes. Furthermore the possibility to have 
more than two kinds of patch qualities is also included. In the table I have included 
fractal landscapes, that are employed in studies of population dynamics [30, 31, 33, 38, 
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41, 42]. However I was unable to devise a method for the generated pattern to be 
changed and, at the same time, retain its fractal nature. Thus fractal landscapes were 
excluded from this study. One of the strength of the fractal landscape is the possibility 
to vary the autocorrelation of patch qualities. The most frequently employed percolation 
map while exhibits an interesting phenomenon (percolation [17]), that makes it ideal for 
studies of habitat fragmentation, produces a rather unrealistic random distribution of 
resource patches. However, both the pair correlation landscapes and the Ising 
landscapes can accommodate aggregated or overdispersed pattern of resource 
distribution, and unlike the fractal landscape this pattern can be rearranged without 
changing other aspects of the pattern. Thus both of these algorithms have a great 
potential for studied of population dynamics. 

A common feature of the discussed landscapes is the possibility to model temporal 
heterogeneity. This is a major methodological step forward in spatially explicit 
modeling as – for example - there is a novel interest of studying the effects of habitat 
fragmentation and disturbance or climate change. 

 
Table 1. Summary of landscape generating algorithms 

 
Can be varied? Landscape 

p m s f aggregation 

multiple patch type 

Checkerboard no yes yes yes no no 
Percolation map yes yes yes yes no yes 
Hierarchical random landscapes yes yes yes yes no yes 
Pair correlation landscape yes yes yes yes yes no 
Ising landscape yes yes yes yes yes no 
Fractal landscape yes yes yes no yes yes 
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Abstract. Climate change affects on insect populations in many ways: it can cause a shift in geographical 
spread, abundance, or diversity, it can change the location, the timing and the magnitude of outbreaks of 
pests and it can define the phenological or even the genetic properties of the species. Long-time 
investigations of special insect populations, simulation models and scenario studies give us very 
important information about the response of the insects far away and near to our century. Getting to know 
the potential responses of insect populations to climate change makes us possible to evaluate the 
adaptation of pest management alternatives as well as to formulate our future management policy. In this 
paper we apply two simple models, in order to introduce a complex case study for a Sycamore lace bug 
population. We test how the model works in case the whether conditions are very different from those in 
our days. Thus, besides we can understand the processes that happen in present, we can analyze the 
effects of a possible climate change, as well. 
Keywords: climate change, insects, pest management, simulation, agriculture 

 
 
Introduction and Aims 

Simulation is the ultimate tool for forecasting the effect of climate and other 
environmental factors on the ecosystem, since the real circumstances of future cannot be 
examined empirically. However, it may take several years to reach the stage when these 
forecasts will be usable in the agriculture since the longer climate forecasts are not yet 
good enough [18], [15], [39]. There have been made several projects in Hungary with 
simulation model applications and with valuable results about the effects of climate 
change on the yield of arable crops [16], [17], [29], [27], [30], [31], [32], but there are 
very rare references on plant – pest populations. 

In our paper we refer to one of our earlier population dynamical food web biomass 
model together with a phenology model based on the food web model [33], [34]. In the 
food web model the seasonal weather aspects, the nutrient content of soil and the biotic 
interactions are considered. To simulate the interactions, a discrete difference equation 
system was used. The general equation of the model is based on three terms: the first 
one is to express the activity of the individual depending on the temperature, the second 
one is to describe the effect of the quality and the quantity of the nutrient of the 
populations and the third one is to display the effect of the predators.  

Besides quantitative (biomass) changes, however, there are also seasonal qualitative 
changes during the evolution of the entities. These changes are described by phenology. 
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It is obvious to ask, how the number of entities can be derived from a given amount of 
biomass. More exactly, if the phenological phases of the population, together with their 
biological properties, are known, how can one define the number of the entities of each 
phenophase at a given point of time? Our phenology model is to solve this problem. 

In what follows, we apply the above two models in a drastically simplified form, in 
order to introduce a complex case study for a Sycamore lace bug (Corythuca ciliata) 
population. 

In addition to the foregoing, we found it very useful to ask, how the model works in 
case the whether conditions are very different from those in our days. Thus, besides we 
can understand the processes that happen in present, we can analyze the effects of a 
possible climate change, as well.  

Sycamore lace bug can be an excellent indicator for the climate researchers as it has 
much less biotic interactions comparing with other native species or with species having 
native host. Sycamore lace bug has other advantages, too, namely, that it is 
monophagous in Europe and it can quite easily be monitored, due to its way of life [55], 
[44].  

Obviously, our contemporary knowledge does not make us possible to predict the 
future, even for the quite well known Corythuca ciliata - Sycamore tree (Platanus 

hybrida) populations. A reasonable aim can be, however, to find out, what is predicted 
by our model for simulated weather data with different parameters for different 
assumptions. This aim corresponds to the aims of VAHAVA project of the Hungarian 
Academy of Sciences, as well as to those of international climate change projects [4, 5, 
20, 21, 35, 54]. 

To explore the possible effects of an unknown climate change in future, we need not 
real but realistic alternative climate scenarios. First, we define the concept of climate 
scenario.  

Climate scenarios are possible future climates in a set. Each of them is made 
consistently by applying scientific principles; however any of them has a fixed 
(calculable) possibility. A climate scenario is one of the possible climates and it is by no 
means a prediction [3, 21]. 

After having recognized the ecological consequences of climate change, together 
with UNEP, WMO (World Meteorological Organization) has established IPCC 
(Intergovernmental Panel on Climate Change) with the task of giving unbiased and 
detailed information about climate change and its expected effects. 

During our research, we applied the principles defined by IPCC and we used some of 
the most commonly accepted scenarios presented in international reports. The most 
serious scenarios, themselves, are results of simulation models. For generating scenarios 
the so-called GCMs are generally used (General Circulation Model or Global Climate 
Model). GCMs have been successfully used to estimate the climate change on arable 
crops yield in Hungary in a 15- and a 30-year scenario [26].  

In our research we applied six different scenarios, such as: 
• - Scenario BASE is a simulated weather data series with the same conditions as 

we have at present. 
• Scenarios GFDL2535 and GFDL5564 have been created by Geophysical Fluid 

Dynamics Laboratory (U.S.A.) with the assumption that CO2 concentration 
doubles in atmosphere. The difference between the scenarios is their resolution 
level. (The later has higher resolution.) 
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• Three very different scenarios have been worked out by United Kingdom 
Meteorological Office (UKMO), namely UKHI (high-resolution equilibrium 
climate change experiment), UKLO (low-resolution equilibrium climate 
change experiment) and UKTR (high-resolution transient climate change 
experiment). The first two scenarios of UKMO (UKHI, UKLO) are so-called 
equilibrium models, that is to say, assumed that CO2-concentration doubles in 
atmosphere, GCM runs until an equilibrium state with stable surface 
temperature. The third scenario of UKMO (UKTR) is a transient model that 
describes the gradually changing climate assuming a gradually increasing CO2 
content of atmosphere [4, 24].  

 
Note that the results of GCMs should be scaled on the examined region with the help 

of empirical statistical methods [5]. In our paper, we present the results of the 15th year 
of each 30-year period scenario concerning the years around 2050. The scaling of the 
scenarios for the region of Hungary was made in the frame of CLIVARA project 
(Climate Change, Climatic Variability and Agriculture in Europe). The database and the 
references were made available for us by professor Zs. Harnos, the Hungarian leader of 
the project. 

 
To sum it up, in this paper we followed two main aims: 

• To create a complex population dynamical model with phenology responses for 
Sycamore lace bug based on an earlier field-work [44]. 

• To introduce a case study for the above model applied for some widely 
accepted climate-change scenarios. 

 
 
Review of literature 

In our century increasing societal, environmental, and economic pressures force us to 
develop new agricultural pest management strategies. Interdisciplinary approaches have 
the aim to find the way, how the environmental degradation caused by the use of 
chemicals can be decreased, how the productivity can be increased by reducing insect 
and disease damage to cultivated plants, and how the competition with weeds can be 
reduced. Crop and forestry population system models are useful tools to examine the 
interrelationships among plants, pests and the environment. With simulation models we 
can find optimal strategies that meet individual and societal goals.  

Improved techniques for managing pests require weather and insect data from 
thoroughly maintained monitoring as well as climate information and forecast to 
determine their suitability. Climatic change, including global warming and increased 
variability require improved analyses that can be used to assess the risk of the existing 
and the newly developed pest management strategies and techniques, and to define the 
impact of these techniques on environment, productivity and profitability. Each 
technique has to be evaluated whether and how it is suitable in the farming system 
where they are to be applied.  

Nowadays, several studies are investigating the impact of climatic change on insect 
populations. Some of the effects can be discovered in laboratories, only (e.g. the effect 
of humidity [6]), some of them need field observations maintenance. The impact of 
climate change, moreover, alters from region to region, from species to species. Quite a 
lot of new methods from different disciplines are used to detect the most important 
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effects. Therefore, the studies of climate change effects are considering different 
aspects, such as palaeontological, agricultural, medical, geological, biological as well as 
the aspects of forestry management. This widespread research work requires 
interdisciplinary cooperation of researchers from several fields [53]. We give a short 
review of the main approaches. 
 

The aspect of palaeontology 

One of the most important ways to find out what climate change can bring us is to 
look back into the very past. A few thousand years ago some regions were characterized 
by such kind of vegetations that existed within warming thermal conditions analogous 
to those today. For example, the transition from parkland vegetation and insects to the 
one of coniferous forest of south-western Ontario region indicates that the climate 
continued gradually warm through the mid-Holocene [48]. 

The Lateglacial-Holocen transition is characterized by major changes in the insect 
fauna, too, reflecting an extremely rapid climate change in South-Sweden, as well as in 
Swiss-Alps. In these regions the cold-adapted species assemblage was immediately 
replaced by temperate species [36], [37]. During the same time period most of 
temperate species of Chihuahuan Desert (Texas) were replaced either by desert species 
or more cosmopolitan taxa [12]. The above studies pointed out the dependency of the 
changes in climate and fauna. The question of how these kinds of responses proceed 
was studied by Amman [1]. 
 

The approaches with models, simulations and scenarios 

Developing ecological and simulation models is a very useful tool to find out the 
response of a system to an event or a series of events. Ecological or meteorological 
models describe biological or climate properties mathematically, while simulations 
make a computer based models system supplied with a great amount of empirical data.  

To reach his above mentioned palaeontological results in Swiss-Alps, Lemdahl [37] 
applied a so-called climatic reconstruction (MCR) method that simulates realistic 
climate data in the past. Simulated weather data, however, are most commonly used to 
examine the potential future effects. These approaches are called scenario studies.  

The main problems that have to precede scenario studies are, nevertheless, the 
evaluation, the validation and verification of the applied models. Though several models 
have been developed e.g. for the carbon budget of boreal forests, enormous problems 
remain in incorporating pest effects in these models. These problems have their origins, 
partly in scaling. The common problems of verification and validation of model results 
are particularly troublesome in projecting future productivity [56]. 

A main point of scenario studies is, therefore, how the applied model should be 
scaled. Hanson [19] noticed that although early model predictions of climate change 
impacts suggested extensive forest dieback and species migration, more recent analyses 
suggest that catastrophic dieback will be a local phenomenon, and changes in forest 
composition will be a relatively gradual process. Better climate predictions at regional 
scales, with a higher temporal resolution (months to days), coupled with carefully 
designed, field-based experiments that incorporate multiple driving variables (e.g. 
temperature and CO2); will advance our ability to predict the response to climate 
change. 

Time-dependent models developed at fine spatial resolution of experimental studies 
are widely used to forecast how plant - insect populations will react over large spatial 
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extents. Usually the best data available for constructing such models comes from 
intensive, detailed field studies. Models are then scaled-up to coarser resolution for 
management decision-making. Scaling-up, however, can affect model predictions and 
dynamical behaviour which can result misinterpretation of model output. The potential 
negative consequences of scaling-up deserve consideration whenever data measured at 
different spatial resolutions are integrated during model development, as often happens 
in climate change research [13]. 

Chen [7] investigates the integrated effects of insect infections, management 
practices, carbon cycle and climatic factors both at regional and global scales. 

To see that there can be great difference between the responses of even similar 
species, we refer to Conrad et al [8]. They examined the garden tiger moth (Arctia caja) 
that was widespread and common in the UK in the last century, but its abundance fell 
rapidly and suddenly after 1984. The most UK butterflies are expected to increase under 
UK climate change scenarios of global warming. Contrary to them, garden tiger is 
predicted to decrease further because of warm wet winters and springs, to which it is 
very sensitive [38].  

 
Ecological models serving climate change studies 

We give a short list of the most widely applied ecological models focused to insect 
populations. 

The Forest Vegetation Simulator (FVS) is a distance-independent, geographic region 
dependent individual-tree forest growth model that has been widely used in the United 
States for about 30 years to support management decision making. It has been 
continuously extended, improved and adapted to further management tasks like 
prediction of climate change effects. Component models predict the growth and 
mortality of individual trees, and extensions to the base model represent disturbance 
agents including insects, pathogens, and fire. The geographic regions are represented by 
regionally specific model variants. The differences are due to data availability and the 
applicability of existing models. The model supports specification of management rules 
in the input [10], [11]. 

The Phenology and PopulatIoN SIM (INSIM) is an age - structured model that needs 
biological information on the insect species and gives calculations on the number of 
individuals and the development of the population. It involves a complex pest – natural 
enemies model, as well [41], [42]. 

Agro – ECOsystem ManagemenT and OPtimization Model (ECOTOPE) is a typical 
simulation model, which describes processes of an agricultural ecosystem for crop 
growth, nitrogen dynamics in soil and pest population. It is used to derive optimum 
management strategies [49], [50], [51]. 

Boundary LAYER Model (BLAYER) simulates atmospheric flows and it has been 
adapted to forecast the timing and location of insect pest migrations into the United 
States corn belt. It is very useful to study the possible changes in pest populations like 
migration or dispersal patterns resulted by climate change [45]. 

Boll Weevil DISPersal Model (BWDISP) is a stochastic simulation model that 
predicts the spread of boll weevil populations on cotton. Because the development and 
dispersal of this insect is sensitive to temperature, it is important to understand how this 
insect will potentially respond to climate change. In addition, without proper 
management of this pest, other secondary pests may attack the crop [40]. 
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Northern Corn ROOTWORM Model (ROOTWORM) is a process – oriented 
simulation model that examines the population dynamics of corn – rootworm in the 
northern United States. The rootworm attacks both the roots and tassels of corn, 
decreasing yields. The model examines how planting date affects the population 
dynamics of the insects. It gives information on phenology and the number of 
individuals in each growth state of corn. The model can analyze global change impact 
on the population levels and distribution of the insects, as well as the potential economic 
impacts [43]. 
 

The potential responses of insects to climate change 

Climate and weather can substantially influence the development and distribution of 
insects. Current estimates of changes in climate indicate an increase in global mean 
annual temperatures of 1°C by 2025 and 3°C by the end of the next century. Such 
increases in temperature have a number of implications for temperature-dependent 
insects, especially in the region of Middle - Europe. Changes in climate may result 
changes in geographical distribution, increased overwintering, changes in population 
growth rates, increases in the number of generations, extension of the development 
season, changes in crop-pest synchrony of phenology, changes in interspecific 
interactions and increased risk of invasion by migrant pests.  

Under the climatic changes projected by the Goddard Institute for Space Studies 
general circulation model, northward shifts in the potential distribution of the European 
corn borer of up to 1220 km are estimated to occur, with an additional generation found 
in nearly all regions where it is currently known to occur [46]. 

Several results on the effect of climate change on insects were published in the field 
of forestry sciences, since insects cause considerable loss of wood that has an adverse 
effect on the balance of carbon sequestered by forests. Volney and Fleming [56] state 
that pests are major, but consistently overlooked forest ecosystem components that have 
manifold consequences to the structure and functions of future forests. Global change 
will have demonstrable changes in the frequency and intensity of pest outbreaks, 
particularly at the margins of host ranges.  

Ayres and Lombardero [2] have shown that climate change has  
• direct effects on the development and survival of herbivores and pathogens;  
• physiological changes in tree defenses; and  
• indirect effects from changes in the abundance of natural enemies (e.g. 

parasitoids of insect herbivores), mutualists (e.g. insect vectors of tree 
pathogens), and competitors.  

Because of the short life cycles of insects, mobility, reproductive potential, and 
physiological sensitivity to temperature, even modest climate change will have rapid 
impacts on the distribution and abundance of many kinds of insects. To consider 
scenario studies, some of them predict negative, but many forecast positive effects on 
insects. E.g. global warming accelerates insect development rate and facilitate range 
expansions of pests, moreover, climate change tends to increase the vulnerability of 
plants to herbivores. One alarming scenario is that climate warming may increase insect 
outbreaks in boreal forests, which would tend to increase forest fires and exacerbate 
further climate warming by releasing carbon stores from boreal ecosystems [2].  

Hanson and Weltzin [19] studied especially the drought disturbances caused by 
climate change. They showed that severe or prolonged drought may render trees more 
susceptible to insects.  
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Climate variability at decadal scales influences the timing and severity of insect 
outbreaks that may alter species distributions. Coops and al. [9] have presented a spatial 
modelling technique to infer how a sustained change in climate might alter the 
geographic distribution of the species. Using simulations they produced a series of maps 
that display predicted shifts of zones where the species they examined might expand its 
range if modelled climatic conditions at annual and decadal intervals were sustained.  

The connection between temperature tolerance and phenology of insects was 
investigated by Klok and Chown [25]. They defined how current climate change like 
increased temperature and decreased rainfall affect on physiological regulation and 
susceptibility. 

Powell and Logan [47] have reviewed the mathematical relationship between 
environmental temperatures and developmental timing and analyzed circle maps from 
yearly oviposition dates and temperatures to oviposition dates for subsequent 
generations. Applying scenarios for global warming they proved that adaptive 
seasonality may break down with little warning with constantly increasing (and also 
decreasing) temperature. 

Forecasted increases in atmospheric CO2 and global mean temperature are likely to 
influence insect – plant interactions. Plant traits important to insect herbivores, such as 
nitrogen content, may be directly affected by elevated CO2 and temperature, while 
insect herbivores are likely to be directly affected only by temperature. Flynn et al. [14] 
stated that insect populations did not change significantly under elevated CO2, but 
tended to increase slightly. Average weight decreased at high temperatures. Plant height 
and biomass were not significantly affected by the CO2 treatment, but growth rates 
before infestation were enhanced by elevated CO2. These results indicate that the 
combined effects of both elevated CO2 and temperature may exacerbate pest damage to 
certain plants, particularly to plants which respond weakly to increases in atmospheric 
CO2. 

Up to this time, as we have seen, mainly two climatic factors – temperature and 
humidity have been investigated. Though, it is possible that some parts of solar 
radiation have at least the same importance in controlling insect populations [6]. 

Last, but not least, changes in climate increases the likelihood of insect transport 
from regions to regions, as well [22, 23, 55, 57]. 
 

The special agricultural aspects of climate change effect on insects 

Global climate change impact on plant - pest populations depends on the combined 
effects of climate (temperature, precipitation, humidity) and other components like soil 
moisture, atmospheric CO2 and tropospheric ozone (O3). Changes in agricultural 
productivity can be the result of direct effects of these factors at the plant level, or 
indirect effects at the system level, for instance, through shifts in insect pest occurrence. 
With respect to crops, the data suggest that elevated CO2 may have many positive 
effects, including yield stimulation, improved resource - use efficiency, more successful 
competition with weeds, reduced O3-toxicity, and in some cases better pest and disease 
resistance. However, many of these beneficial effects may be lost - at least to some 
extent - in a warmer climate. Warming accelerates plant development and reduces 
grain-fill, reduces nutrient-use efficiency, increases crop water consumption, and 
favours weeds over crops. Also, the rate of development of insects may be increased. A 
major effect of climate warming in the temperate zone could be a change in winter 
survival of insect pests, whereas at more northern latitudes shifts in phenology in terms 
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of growth and reproduction, may be of special importance. However, climate warming 
disturbs the synchrony between temperature and photoperiod; because insect and host 
plant species show individualistic responses to temperature, CO2 and photoperiod, it is 
expected that climate change will affect the temporal and spatial association between 
species interacting at different trophic levels. Although predictions are difficult, it seems 
reasonable to assume that agro - ecosystem responses will be dominated by those 
caused directly or indirectly by shifts in climate, associated with altered weather 
patterns, and not by elevated CO2 per se. Overall, intensive agriculture may have the 
potential to adapt to changing conditions, in contrast to extensive agricultural systems or 
low - input systems which may be affected more seriously [18]. 

Crop protection in Europe became strongly chemically oriented in the middle of the 
last century. An excellent climate for fast reproduction of pests and diseases demanded 
high spray frequencies and, thus, resulted in quick development of resistance against 
pesticides. This initiated a search for alternatives of chemical pesticides, like natural 
enemies for control of pests. A change from chemical control to very advanced 
integrated pest management programs (IPM) in European greenhouses took place at the 
end of the last century [38]. For the main greenhouse vegetable crops in northern 
Europe, most insect problems can now be solved without the use of insecticides. IPM 
without conventional chemical pesticides is a goal that will be realized for most of the 
important vegetables in Europe, not limited to greenhouse vegetables. At the same time, 
however, climate change affects the distribution, the phenology, the susceptibility and 
the interrelationship of insects drastically, which emphasize the risk of sustainable crop 
protection by loosing the control on pests - natural enemies’ populations.  
 
 
Materials and Methods 

The methods of modelling  

In a former work [33] we have introduced a food web population dynamical model 
that describes the biomass change of the members of a food web with a cultivated plant 
and two kinds of weed, monophagous and polyphagous pests and a predator. In what 
follows, we apply this model for our Corythuca ciliata – Sycamore tree population with 
three purposes: 

• we show, how the model works in practise 
• we find out the model-parameters for a Corythuca ciliata – Sycamore tree 

population and  
• with the help of the food web population dynamical model, we try to get 

information out of weather parameters for plant protection purposes. 
The examined Corythuca ciliata – Sycamore tree population shows a very simple 

case of the general food web seasonal population dynamical model: 
• Though there exist several natural enemies of Sycamore lace bug, under natural 

circumstances they do not appear at all in Hungary, or they are playing no 
limiting role in reproduction. Thus, we consider Sycamore lace bug in the 
model, as a pest of Sycamore tree having no predator. 

• Though the rate of Sycamore lace bug infection can be quite high in Hungary, 
the size of the population has never been limited by the Sycamore tree 
population. Thus, we assume in the model, that there is no nutrient limitation of 
Sycamore lace bug. 
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• Sycamore lace bug is monophagous and nowadays it is the most important pest 
of Sycamore trees. 

To simulate the population of Sycamore lace bug, we used a model with discrete-
time (with daily scale), deterministic and weather-dependent difference equations. 

The model has a format of MS Excel so that it can widely be applied. The parameters 
of the model were fitted to the empirical data with the help of MS Excel Solver. The 
empirical data were gathered between 1989 and 1999 in public parks of Budapest, 
Hungary [44]. 
 
 
Results 

General biomass model 

Our drastically simplified food web biomass seasonal population dynamical model 
applied for the examined Corythuca ciliata – Sycamore tree population is generally as 
follows: 

ttt RMM ⋅=+1  

where  
the amounts of the biomass of Sycamore lace bug population at the ( 1+t )th and at 

the tth points of time are denoted by 1+tM  and tM , respectively 

the activity term of the entities of M is denoted by tR  is depending on the daily 

average temperature T . 
In what follows the terms of the general equation are introduced. 
 
The activity term tR  and the cumulated activity 

Ph

t
tt

Rcum
s≥

 

Activity term tR  expresses that the agro-ecological process – that was represented by 

the general biomass model above – is depending on the daily average temperature; 
nevertheless, the effect of the same temperature on the entities can be different in 
different phenological phases (Table 1 and 2). 

Let us denote by st  the so-called ‘first spring day of the population’ and by wt  the 

‘first winter day of it’. We say, that the vegetation period of a population lies between 

st  and wt . 

The cumulated activity is defined by 
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Cumulated activity Ph

t
tt

Rcum
s≥

 cumulates the values of activity terms tR  of Sycamore 

lace bug from a starting point of time, st   (from ‘the first spring day of Sycamore lace 

bug’), in the case phase Ph holds. Ph denotes one of ijL  (for the jth larva state of the ith 

generation, i=1, 2, j=1, 2, ... ,5) and Ii (for the imago state of the ith generation i=1, 2, 3).  
Cumulated activity Ph

t
tt

Rcum
s≥

 of Sycamore lace bug is calculated with the help of a 

characteristic function Ph
tSW : 
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where 
Ph

mT   denotes the minimum of cumulated activity of Sycamore lace bug Ph

t
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Rcum
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 that 

is necessary to enter phase Ph 

and relation  PhPh >  means that „for all phases later  than phase Ph  ”. 

For a fixed point of time t and a phenophase Ph,  Ph
tSW  shows, whether the phase Ph 

holds at a point of time t, that is to say: 
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(Figures 1, 2, 3 and 4) 
 
 
Table 1. The values of activity term tR  of the daily average temperature T. Activity term 

expresses that the agro-ecological process ttt RMM ⋅=+1  is depending on the daily 

average temperature differently in different phenophases. 

 

 Conditions tR  

Earlier than the first spring day stt <  0.90 

3322 3
1 << −

I

t
t

Rcum  0.90 
In the third Imago phase 

333
1 >−

I

t
t

Rcum  1 

5<T  0.98 

105 <≤ T  0.99 

1510 <≤ T  1.06 

2115 <≤ T  1.08 

2621 <≤ T  1.04 

Else 

T≤26  0.80 
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Figure 1. The graphs of cumulated activities 
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t
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 for Ph = I1, L11, L12 , L13,, L14,, L15 as 

well as for Ph = I2, L21, L22 , L23 , L24 , L25, I3.. 
Ph

t
tt

Rcum
s≥

 cumulates the values of activity terms 

tR  of Sycamore lace bug from a starting point of time, st . 

Note that though the graphs of 
Ph

t
tt

Rcum
Ms ,≥

 seem to be straight lines, it is not the fact.  
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Figure 2. The graphs of cumulated activities 
Ph

t
tt

Rcum
Ms ,≥

 seem to be straight lines, it is not the 

fact. Their lines brake several times. 

 
First, we assume that the phenophases of the population are disjunctive, that is to say 

each entity of the population belongs to an only phase Ph. (Later we omit this 
condition.) Function Ph

tSW  equals to 1 if and only if the Sycamore lace bug population 

has more than zero number of entities in phase Ph at a given point of time t, and equals 
to 0, else. The change of the values of function Ph

tSW   

• from 0 to 1 is caused by the fact cumulated activity Ph

t
tt

Rcum
s≥

 has reached the 

minimum that is necessary for the entities to enter phase Ph +1, that is to say 
Ph

m

Ph

t
tt

TRcum
s

>
≥

. 

• from 1 to 0 is caused by the fact the next phase has been entered.  
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Figure 3. The graphs of characteristic functions  

Ph

tSW  for Ph = I1, L11, L12, L13, L14, L15, and I2 
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Figure 4. The graphs of characteristic functions 

Ph

tSW  for Ph = I2, L21, L22, L23, L24, L25, and I3 

 

The smoothed characteristic function Ph
tSSW  

Our main aim is to define the current number of the entities if we know the current 
biomass of Sycamore lace bug. On the way to our goal we have to keep in mind that 
there is a point of time a phase is entered first, and there is another one at which the 
process of metamorphosis is finished for the whole population. This means that there 
can usually appear more than one phenological phases at the same time (as opposed to 
our earlier assumption). Thus, function Ph

tSW  that ’switches’ on/off the phases has to 

be ‘smoothed’ in order to get the number of entities later more exactly. The smoothed 
characteristic function Ph

tSSW  is defined as follows: 

At 0=t , we have 11 =I
tSSW  and 0=Ph

tSSW  for all phases 1IPh > . (At the 

beginning of spring there are entities in the first Imago phase, only.) At the point of time 
the minimal value of cumulated activity 1−Ph

t
t

Rcum , that is necessary to enter phase Ph 

(denoted by 1−Ph
mT , see Table 2), has been exceeded ( 1−Ph

t
t

Rcum > 1−Ph
mT ), the entities of 

phase Ph – 1 are starting to enter phase Ph. (We say, that at the point of time t, when 
1−Ph

t
t

Rcum > 1−Ph
mT  first, phase Ph is entered first.) During the time of metamorphosis 



Ladányi – Hufnagel: Simulating climate change effect on a Corythuca ciliata population 
- 97 - 

APPLIED ECOLOGY AND ENVIRONMENTAL RESEARCH 4(2): 85-112. 
http://www.ecology.uni-corvinus.hu ● ISSN 1589 1623 

 2006, Penkala Bt., Budapest, Hungary 

from Ph – 1 to Ph, the value of Ph
tSSW  is growing from zero to 1 (though, it is not 

necessary that Ph
tSSW  reaches 1, indeed. We can say only that 10 ≤≤ Ph

tSSW ). The 

value of Ph
tSSW  reaches its potential maximum ( 1max =Ph

tSSWpot ), if 
1−Ph

t
t

Rcum > 1−Ph

MT  and if Ph

t
t

Rcum < Ph

mT , that is to say, the metamorphosis to the next 

phase, Ph + 1  has still not began. (At this point of time the process of metamorphosis 
from Ph – 1 to Ph is finished for the whole population.) In the case the minimal value of 
cumulated activity Ph

t
t

Rcum , that is necessary to enter phase Ph + 1 (denoted by Ph
mT ), 

has been exceeded ( Ph
t

t
Rcum > Ph

mT ), then Ph
tSSW  starts to decrease monotonously to 

zero.  
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Figure 5. The way of evaluation of function Ph

tSSW . Considering that the metamorphosis from 

phase Ph to phase Ph + 1 is a continuous process, characteristic function Ph
tSW  that ’switches’ 

on/off the phases has to be smoothed in order to get the number of entities later more exactly. 

(For Ph=I1 we say that 01 =−Ph
tSSW  for each t.) 
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At the point of time at which the whole process of metamorphosis from Ph to Ph + 1 
is finished, namely, when Ph

t
t

Rcum > Ph
MT , the value of Ph

tSSW  becomes to be equal to, 

and keeps to be, zero (Figures 5, 6 and 7). 
It is easy to see that ∑ =

Ph

Ph
tSSW

phasesallfor

1 . 

 
Table 2. The values of Ph

mT  and Ph
MT . At the point of time t, when 

1−Ph

t
t

Rcum > 1−Ph
mT  first, 

phase Ph is entered first. At the point of time 1−Ph
t

t
Rcum > 1−Ph

MT  first, the process of 

metamorphosis from Ph – 1 to Ph is finished. 

 

Phase 1I  11L  12L  13L  14L  15L  2I  21L 22L 23L  24L  25L

Ph
mT  52 7 7 7 7 7 7 7 7 7 7 7 
Ph

MT  67 27 32 37 37 37 37 37 42 42 42 42 
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Figure 6. The graphs of smoothed characteristic functions Ph

tSSW  for Ph = I1, L11, L12, L13, 

L14, L15, and I2  
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Figure 7. The graphs of smoothed characteristic functions Ph

tSSW  for Ph =I2, L21, L22, L23, L24, 

L25, and I3 
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The number of entities of Sycamore lace bug (
Ph

tNoI ) 

Finally, the numbers of entities of Sycamore lace bug in all phenophases will be 
calculated as follows. Set out from an estimated value of the number of entities of phase 

1I  at the point of time 00 =t :  

1

1 0
0 I

I

m

M
NoI =  

where 
1I

m  denotes the average mass of an only entity of Sycamore lace bug in 
phenophase 1I . 

The number of entities of Sycamore lace bug for a phenophase Ph) at a point of time 
0>t  is obtained as: 

{ }










==⋅

=≠







⋅⋅

=

−

−

−∈
−

)2,1(

)2,1(max,min

1

1

1
1

1
1

iLPhifSSW
m

M

iLPhifNoIkSSW
m

M

NoI

i

Ph

tPh

t

t

i

Ph

t
Pht

PhPh

tPh

t

t

Ph

t  

where Ph
tm  denotes the current average mass of an only entity of Sycamore lace bug 

in the phenophase Ph at a point of time t: 

Ph

t

tPh

t
NoI

M
m =  

{ }1−∈ Pht  means: “for all t for which 01 >−Ph
tSSW ”, 

and the multiplier term Phk  expresses the standard mortality during the 
metamorphosis from phase 1−Ph  to phase Ph  (See Figures 8 and 9). 

 

Predicted numbers of entities, Budapest, 1999
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Figure 8. The numbers of Sycamore lace bug entities  Ph

tNoI  in Budapest, between the 120th 

and 200th days of year 1999, predicted by the model for  Ph = I1, L11, L12, L13, L14, L15 and I2 
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Predicted numbers of entities, Budapest, 1999
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Figure 9. The numbers of Sycamore lace bug entities  Ph

tNoI  in Budapest, between the 200th 

and 260th days of year 1999, predicted by the model for Ph = L21, L22, L23, L24, L25, and I3 

 
The properties of the function Ph

tNoI  of the number of entities (of day t): 

1. The sum of the numbers of entities does not increase in any phase except if 

1iLPh =  ( 2,1=i ), that is to say there is no reproduction except in phases 1I  

and 2I . 
2. During the metamorphosis from a phase Ph  into the next one (denoted by 

1+Ph ), the number of entities in phase Ph  is decreasing tending to 0, while 
the number of entities in phase 1+Ph  is increasing. 

3. During the metamorphoses there is a given rate of mortality. 
4. The change of the biomass of Sycamore lace bug of phenophase Ph  can be 

caused by two facts: 
a. the entities are losing/putting on their weights 
b. the entities of the population is changing their phase (reproduction or 

mortality during the metamorphosis) 
5. The number of entities does not change in the first case, while in the second 

one it is decreasing for phenophase Ph  and increasing for phenophase 1+Ph . 
 
The predictions of the model for the daily number of entities of each phenological 

phase can be seen in Figures 8 and 9. In order to compare the predictions with the 
empirical data we displayed the average numbers of entities referred to a leaf (Figure 

10). It can be seen that the model follows the empirical data quite well. Its advantage is, 
however, that it gives such information about each single phenophase that has not been 
measured.  
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Numbers of entities/leaf  (empirical data, Budapest, 1999)
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Numbers of entities/leaf  (model prediction for Budapest, 1999)
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Figure 10. The numbers of Sycamore lace bug imagos and larvae per leaf in Budapest, between 

the 100th and the 300th days of year 1999 

Upper figure: empirical data; Lower figure: model prediction 
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Figure 11. Daily average temperature data of year 1999 and of the 15th years of the scenarios. 

Note that the scale of axis y of UKLO and UKHI is different because of the essentially higher 

values. 
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Figure 12. Activity terms tR  of the 15th years of the scenarios. In order to see the effect of the 

climate better, we displayed the activity terms of Corythuca ciliata as well as the ones of 

Sycamore trees. 
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Smoothed characteristic functions, GFDL2534
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Smoothed characteristic functions, GFDL5564
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Smoothed characteristic functions, GFDL5564
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Smoothed characteristic functions, UKLO
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Smoothed characteristic functions, UKTR
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Figure 13. The graphs of smoothed characteristic functions Ph

tSSW  for each phenophase, 

predicted by the model for Budapest, for 1999 and for the 15th years of the scenarios. 

 

Numbers of entities, Budapest, 1999

0

50

100

150

200

250

300

120 140 160 180 200

Days

NoI
I1

L11

L12

L13

L14

L15

I2

 

Numbers of entities, Budapest, 1999

0

200

400

600

800

1000

1200

1400

200 210 220 230 240 250 260

Days

NoI
I2

L21

L22

L23

L24

L25

I3

 



Ladányi – Hufnagel: Simulating climate change effect on a Corythuca ciliata population 
- 106 - 

APPLIED ECOLOGY AND ENVIRONMENTAL RESEARCH 4(2): 85-112. 
http://www.ecology.uni-corvinus.hu ● ISSN 1589 1623 

 2006, Penkala Bt., Budapest, Hungary 

Numbers of entities, BASE

0

50

100

150

200

250

300

350

400

120 140 160 180 200

Days

NoI
I1

L11

L12

L13

L14

L15

I2

 

Numbers of entities, BASE

0

1000

2000

3000

4000

5000

6000

7000

200 210 220 230 240 250 260

Days

NoI
I2

L21

L22

L23

L24

L25

I3

 
Numbers of entities, GFDL2534

0

50

100

150

200

250

300

350

400

120 140 160 180 200

Days

NoI
I1

L11

L12

L13

L14

L15

I2

 

Numbers of entities, GFDL2534

0

1000

2000

3000

4000

5000

6000

200 210 220 230 240 250 260

Days

NoI
I2

L21

L22

L23

L24

L25

I3

 
Numbers of entities, GFDL5564

0

50

100

150

200

250

300

350

400

120 140 160 180 200

Days

NoI
I1

L11

L12

L13

L14

L15

I2

 

Numbers of entities, GFDL5564

0

1000

2000

3000

4000

5000

6000

200 210 220 230 240 250 260

Days

NoI
I2

L21

L22

L23

L24

L25

I3

 
Numbers of entities, UKHI

0

50

100

150

200

250

300

120 140 160 180 200

Days

NoI
I1

L11

L12

L13

L14

L15

I2

 

Numbers of entities, UKLO

0

50

100

150

200

250

300

120 140 160 180 200

Days

NoI
I1

L11

L12

L13

L14

L15

I2

 



Ladányi – Hufnagel: Simulating climate change effect on a Corythuca ciliata population 
- 107 - 

APPLIED ECOLOGY AND ENVIRONMENTAL RESEARCH 4(2): 85-112. 
http://www.ecology.uni-corvinus.hu ● ISSN 1589 1623 

 2006, Penkala Bt., Budapest, Hungary 

Numbers of entities, UKTR

0

50

100

150

200

250

300

350

400

120 140 160 180 200

Days

NoI
I1

L11

L12

L13

L14

L15

I2

 

Numbers of entities, UKTR

0

1000

2000

3000

4000

5000

6000

7000

200 210 220 230 240 250 260

Days

NoI
I2

L21

L22

L23

L24

L25

I3

 
Figure 14. The numbers of Sycamore lace bug entities in each phenophase 

Ph

tNoI , predicted 

by the model for Budapest, for 1999 and for the 15th years of the scenarios. 

 
Phenological pattern of Sycamore lace bug and climate change scenarios 

In order to compare the predictions of the model related to the different climate 
scenarios we have checked the model behaviour for the data of all the 30 years of each 
scenario. In what follows, we display the results of the 15th year of each scenario, 
together with the ones of year 1999. First, we give the temperature data (Figure 11), 
then the values of activity terms tR  (Figure 12), the smoothed characteristic functions 

Ph
tSSW  (Figure 13), the numbers of entities Ph

tNoI  (Figure 14), and finally the 

numbers of imagos and larvae per leaf (Figure 15). 
 

 

Discussion 

Activity term tR   

The activity terms of scenarios Base, GFDL2535 and GFDL5564 are very similar to 
the one of the empirical data of Budapest, 1999. Moreover, they do not even have 
extremely low values as the one of year 1999 (caused by some extremely hot days in the 
middle of summer). Thus, we expect the results of these scenarios quite similar to the 
one of year 1999. The weather data of scenarios UKHI and UKLO are such extreme 
that even at the beginning of spring it is unbearable for both Corythuca ciliata and 
Sycamore tree populations, that is to say the values of the activity the terms are very 
low in long periods of the vegetation. The activity term of scenario UKTR is similar to 
the one of year 1999, except at the end of August. Then, there is a short period with 
extreme weather conditions. For both population it is very hard to get over, though they 
are not threatened by extinction. 
 

Smoothed characteristic function Ph
tSSW  

As it was expected, the smoothed characteristic functions of scenarios Base, 
GFDL2535, GFDL5564 and UKTR are very similar to the one of the empirical data of 
Budapest, 1999. The smoothed characteristic functions of scenarios UKHI and UKLO 
are not very different in case of the first generation. The curves of Ph

tSSW  of the 

phenophases of the second generation are fatter and sluggish, the metamorphosis takes 
longer. (For scenario UKLO it is true for a greater extent.) Note, that the effect of the 
smoothed characteristic function can be detected only if the population survives.  
 



Ladányi – Hufnagel: Simulating climate change effect on a Corythuca ciliata population 
- 108 - 

APPLIED ECOLOGY AND ENVIRONMENTAL RESEARCH 4(2): 85-112. 
http://www.ecology.uni-corvinus.hu ● ISSN 1589 1623 

 2006, Penkala Bt., Budapest, Hungary 
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Figure 15. The numbers of Sycamore lace bug imagos and larvae per leaf, measured in 

Budapest, 1999 (uppermost figure), predicted by the model for Budapest, for 1999 (second 

figure) and for the 15th years of the scenarios. 
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The number of entities 
Ph

tNoI  

The shapes of the characteristic curves of the functions Ph

tNoI  are quite similar for 

scenarios Base, GFDL2535 and GFDL5564. The number of entities of the first 
generation increases 15-20% (compared with its value of 1999), while the one of the 
second generation increases about 500%. The date of the first appearance of the 
phenophases are shifted 2-5 days earlier. The balance does not tip yet. 

Considering curve of the number of entities for scenarios UKLO and UKHI we can 
observe that the entities of first generation practically extinct in their L14 – L15 phase. 
We can assume that some entities can survive till their I2 phase, but there is no chance 
for the second generation. This can be explained by the extreme weather. 
The phenophases in the years of scenario UKTR begin slightly earlier. The effect of the 
extreme weather in August can be seen on the curves, a lot of entities die. Just after that, 
a balancing process can be observed.  
 

The numbers of imagos and larvae per leaf 

The numbers of the imagos of the first generation for scenarios Base, GFDL2535 and 
GFDL5564 are very similar to the one of the empirical data of Budapest, 1999, 
however, the numbers of the second generation are higher. The third generation appears 
a little later with a very speedy increase. Thus, the number of the third generation 
reaches its maximum 5-7 days earlier and the value of the maximum is about five times 
higher than the one of year 1999. These entities are going to winter. 

The numbers of the larvae of the first generation for scenarios Base, GFDL2535 and 
GFDL5564 do not differ essentially from the one of the empirical data of Budapest, 
1999, but the second generation appears about 7 days earlier, the increase in number is 
quicker, the maximum is five times higher. 

The larvae of the first generation for scenarios UKLO and UKHI extinct in their 
L14 – L15 phase, as we have seen before. 

The shapes of the characteristic curves of the numbers of the imagos and larvae per 
leaf for scenario UKTR is similar to the ones of scenarios Base, GFDL2535 and 
GFDL5564. The effect of the extreme weather in August can be seen on the curves. Just 
after that, a balancing process can be observed.  
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Abstract. The growth requirements of Trichoderma fungi that are wide spread saprotrophic soil micro-
organisms, are quite similar, therefore it is essential to define the environmental factor(s) along which 
they divide the available ecological niches. For this reason, we determined chemical and physical proper-
ties of 24 soil samples from different localities of Hungary, the presence of Trichoderma species and the 
relationships between two groups of data were analyzed with different statistical methods. The coexis-
tence of 13 identified Trichoderma spp. proved to be a general phenomenon, which provided a good 
opportunity to explore the dividing environmental factors. Only redundancy analysis gave a reasonable 
model from 26 abiotic soil parameters. However, the number of variables was two times higher than that 
of species, thus the model was built in step-by-step process during which the explanation power of 
parameters was assessed with Monte Carlo permutation test. The best possible model of 13 soil properties 
explained 66.19 % of variance in the occurrence of Trichoderma species. Their positions in the triplots 
showed the separation of their niches along some of the investigated abiotic environmental variables. The 
available Zn-content had the highest explaining power however the in vitro zinc tolerance test did not 
justify its importance. 
Keywords: Trichoderma spp., coexistence, edaphic parameters, redundancy analysis, niche separation 

 

 

Introduction 

Trichoderma species are worldwide spread common soil microorganisms and have a 
potential in biological control of plant pathogenic fungi [1]. In spite of their abundance 
and importance as litter decomposers as well as biocontrol tools, their ecology is not 
well understood considering their occurrence and coexistence. Although these species 
are often isolated from various samples containing organic materials [8], difficulties of 
their exact taxonomic identification have slowed the development of their ecology. The 
morphologically and physiologically similar Trichodermas are often represented by 
more than one species in the same habitat [24, 25, 26]. This phenomenon raises the need 
for detailed study, how they avoid the competitive exclusion [11]. The possibilities for 
niche separations are the differences in exploited microhabitat, utilized substrates and/or 
period of activity [21]. Advances on the coexistence of Trichoderma spp. were 
restricted to the clarification of the role of temperature. It was established that the 
sympatric species might share their available ecological space along the fluctuating 
temperature through seasons: the cold adapted ones like T. polysporum and T. viride 
proliferated from autumn to spring, whereas the other species having higher growth 
temperature optima (like T. harzianum and T. koningii) were more active during 
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summer [26]. To our knowledge, no further abiotic environmental parameters were 
investigated in details to explain the coexistence of Trichoderma spp.  

The aims of this study were to clarify the possible role of several abiotic soil 
characteristics on the occurrence of Trichoderma spp. in various soil types and to reveal 
whether the expected niche separation can be observed along those environmental 
parameters. 

 
 

Materials and methods 

Soil samples 

Soil samples were collected late Spring at 24 localities to represent each main soil 
types occurring in Hungary. All of sampling sites were arable fields of various 
cultivation history with exception of site Sopron where the sample was collected from a 
beech forest. After removing plant debris from the surface, about 10 kg soil of A-
horizon was taken in plastic bag from 1 m2, and was left opened to preserve aerobic 
conditions. Soil samples were stored at a dry cool place until using within two weeks. 

 
Physico-chemical analysis of soil samples 

Each sample was thoroughly homogenized and subsample of 1 kg was taken to 
determine the following 24 physico-chemical properties of soil: pH(KCl), compaction 
(according to Arany), CaCO3 content, total water soluble salt content, amount of 
organic carbon as humus content; KCl-soluble Mg, nitrite+nitrate nitrogen, and 
ammonium content; EDTA+KCl soluble Cu, Zn, Mn content; ammonium-lactate 
soluble K2O, Na, and P2O5 content; granulometric composition: pebble (>5 mm), gravel 
(2-5 mm), total sand (0.02-2 mm) separated to coarse sand (0.5-2 mm), medium sand 
(0.2-0.5 mm), small sand (0.1-0.2 mm), fine sand (0.05-0.1 mm), very fine sand (0.02-
0.05 mm), silt (0.002-0.02 mm), clay (<0.002 mm). The measurement of the above 
parameters was made by Hajdú-Bihar County Station of Plant Protection and Soil 
Preservation Department (Debrecen) according to the Hungarian Standards. 

 
Isolation and identification of Trichoderma fungi 

A modified washing and plating method [20] was used to check the presence of 
Trichoderma fungi in soil. Subsample of 200 g soil was blended for 30 s with 350 cm3 
sterile tap water and sieved through 0.1 mm mesh. The remained material were placed 
in the apparatus and washed with continuous flow of sterile tap water (0.3 dm3min-1) to 
obtain particles that are colonized by growing hyphae. After 20 min washing during 
which the apparatus was gently shaken on orbital shaker (20 rev min-1), 50 randomly 
chosen particles of 1-2 mm fraction were plated in Trichoderma-selective medium [2] 
containing Petri dishes (120 mm diam.) in five replicates. Plates were than incubated for 
10 days at 22 ºC under continuous fluorescent light. Pure culture of each developing 
colonies were prepared by transferring of hyphal inoculum on PDA (Oxoid) slants. For 
identification, the macroscopic features of pure grown colonies were observed on 
oatmeal agar, potato-dextrose agar, or malt-extract agar, and the microscopic ones were 
surveyed with lactophenol cotton-blue staining. Trichoderma isolates were 
taxonomically identified [22, 3, 4, 5, 6]. 
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Measurement of zinc tolerance of T. harzianum strains 

The zinc content proved to the most effective explanatory factor for variance of 
Trichoderma spp. therefore we assessed their reaction to the zinc concentration 
measured in the particular soils, and determined the minimum inhibitory concentration 
that cause total lack of spore germination. T. harzianum strains were used because this 
species occurred in 22 of 24 soil samples. Spore suspensions were prepared from 5 days 
old cultures and 1-15 mM concentration series of ZnSO4 solution made in 2 % pepton 
water was inoculated in microtiter plates with three replications. Lack of germination 
was registred after 48 hours of incubation at 25 ºC. 

 
Statistical analysis 

Although the population density of Trichoderma spp. was counted as number of 
colony developing soil particles, the presence data (+ or -) of particular species were 
used for statistical analysis because some unmeasured environmental factors (such as 
season history of soil temperature and water content) might greatly influence the 
population size of particular species. The incidence of species was summarized in a co-
occurrence matrix that showed the numbers of soils, from which two particular species 
could have been isolated. The theoretical probability of coexistence was calculated with 
multiplication of their observed incidence rates (number of incidence divided with 24, 
the number of soil samples). The observed probability was obtained with division of 
coexistence cases and the number of soil samples (24). Pearsons’s non-parametric 
correlation analysis was performed to reveal the relationships between the occurrence of 
particular Trichoderma species and each of soil parameters as single factors. Before 
analysis, the data of 24 soil properties were classified into four groups according to 
quartiles. The soil type as complex parameter and the vegetation of collection site were 
also tested with codes listed in Table 1. The presence of Trichoderma species was 
introduced as presence-absence value of 1 or 0. Because of insignificant result of 
correlation analyses, redundancy analyses were performed to quantify the extent to 
which the occurrence of Trichoderma spp. can be explained by combinations of soil 
properties. The number of environmental variables was too high to introduce all of them 
in one analysis because it might not be higher than 13, the number of Trichoderma 
species. Therefore, a forward selection of variables was achieved, in tandem with 
Monte Carlo Permutation test. The randomization was performed as similar as McCune 
[18] did it. Shuffle of the environmental matrix (variables on the right) by rows 
preserved the species matrix and the structures of correlations among soil parameters 
but it destroyed the relationship between species and environmental data. One hundred 
randomizations of 576 possible different permutations were used for each analysis. 
Those ordinations were accounted to be significant, of which total explained species 
matrix variation were higher than that of at least 95 randomizations. The RDA process 
was carried out with SYNTAX 2000 [1]. 

 
 

Results 

Occurrence of Trichoderma fungi in various soil types 

Trichoderma fungi were present in all of 24 soil samples.The number of species 
inhabiting the same soil ranged from 1 to 5. No conspicues relationship could be found 
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between the soil type and the species composition. Three species hosting soils were 
found most commonly, in 7 of 24 cases. It was followed by single and two species 
hosting soils (5-5 samples). Four species were found in four samples, five species were 
isolated from three ones. Soils hosting single species had some extreme properties: high 
salt content in solonchak-solonetz (Sample 16), solonchak (Sample 17), high organic 
matter content in peat soil (Sample 24), raw texture in alluvial soil (Sample 22). 
However, one of two pseudomycelier chernozem soils (Sample 4) that had neither 
extreme property hosted also only one species. In contrast, three species could be 
isolated from the other sample of this soil type (Sample 5). In four of five cases, T. 

harzianum was found in these soils, and T. viride was isolated from one single species 
hosting soil. The five species hosting soils belonged also to different main soil types: 
meadow chernozem with salt accumulation in the deeper layers (Sample 8), rust-colored 
forest soil (Sample 13), and solonetzic meadow soil (Sample 21). Their species 
composition differed greatly; no common species were detected. 

 
Coexistence of Trichoderma spp. 

Trichoderma spp. associated with different ranges of other species (not shown) 
suggesting some associability. There was no species, which would associate with all the 
other 12 species or with no other species. Although T. harzianum was detected in 20 of 
24 soil samples, and it coexisted with 10 of 12 other species. T. harzianum never 
coupled with T. koningii or T. hamatum raising the possibility of their competitive 
exclusion by T. harzianum. However, it coupled frequently with T. virens: in 13 soil 
samples of possible 14 cases, which gave higher observed probability (p = 0.542) than 
the theoretical one (p = 0.486) for common occurrence. Similar tendency was found for 
the relationship of T. harzianum to T. atroviride. The theoretical probability of 
coexistence of T. harzianum with T. viride was the same as the observed one, thus, their 
coexistence seemed to be rather a random phenomenon. In contrast, the difference 
between the observed and the theoretical frequency of common existence of T. 

harzianum with T. tomentosum was considerably (by 9.7 %) lower, suggesting some 
competence between them. The case was similar for the occurrence of T. tomentosum 
with T. virens, which was not a surprise considering the common occurrence of T. 

harzianum and T. virens. The rare species (T. koningii, T. hamatum, T. longipilis, T. 

polysporum, T. strigosum, and T. strictipilis,) that have only one representative, never 
coupled with one another, with the exception of the first two species that were found in 
the same soil sample. 

 
Table 1. Collection site, soil type, vegetation and occurring Trichoderma fungi of applied 

soil samples in Hungary. 

 
No. Origin Soil type (code) Vegetation 

(code) 

Trichoderma species 

1 Gödöllő humous sandy soil (1) tomato 81) T. harzianum, T. virens 

2 Mélykút chernozem-type sandy soil (1) wheat (2) T. harzianum, T. virens 

3 Izsák calcareous blown sand (1) rye (2) T. harzianum, T. virens 

4 Nagyigmánd pseudomycelier chernozem (2) corn (1) T. harzianum 

5 Érd pseudomycelier chernozem (2) corn (1) T. harzianum, T. virens, T. viride 

6 Martonvásár chernozem brown forest soil 
(2) 

wheat (2) T. atroviride, T. harzianum, T. 

virens, T. viride,  
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No. Origin Soil type (code) Vegetation 

(code) 

Trichoderma species 

7 Kondoros lowland chernozem (2) wheat (2) T. harzianum, T. virens, T. viride, 

T. minutisporum 

8 Nagyszénás lowland chernozem with salt 
accumulation in the deeper 
layers (2) 

corn (1) T. atroviride, T. harzianum, T. 

virens, T. longipilis, T. tomento-

sum,  

9 Csanádapáca meadow chernozem (2) wheat (2) T. harzianum, T. virens, T. viride, 

T. polysporum 

10 Székkutas meadow chernozem with salt 
accumulation in the deep (2) 

sunflower 
(1) 

T. harzianum, T. virens 

11 Kapoly brown earth (3) potato (1) T. tomentosum, T. minutisporum  

12 Sopron brown forest soil (3) beach forest 
(3) 

T. atroviride, T. harzianum, T. 

viride, T. tomentosum 

13 Máriabesnyő rust-coloured forest soil (3) wheat (2) T. viride, T. tomentosum, T. 

hamatum, T. koningii, T. spirale 

14 Nagyrécse brown forest soil with clay 
illuviation (3) 

corn (1) T. harzianum, T. virens, T. viride 

15 Lenti pseudogley (3) corn (1) T. harzianum, T. virens, T. spirale 

16 Kunszentmik-
lós 

solonchak-solonetz (4) rape (2) T. harzianum 

17 Apaj solonchak (4) sunflower 
(1) 

T. viride 

18 Mezőtúr meadow solonetz turning into 
steppe formation (4) 

corn (1) T. harzianum, T. strigosum, T. 

viride 

19 Szentes meadow solonetz (4) sunflower 
(1) 

T. harzianum, T. virens, T. viride 

20 Szászberek meadow soil (5) alfalfa (3) T. atroviride, T. harzianum, T. 

virens, 

21 Szarvas solonetzic meadow soil (5) corn (1) T. atroviride, T. harzianum, T. 

strictipilis, T. virens, T. viride 

22 Vág alluvial soil (6) alfalfa (3) T. harzianum  

23 Pörböly alluvial soil with high humus 
content (6) 

corn (1) T. atroviride, T. harzianum, T. 

viride 

24 Nádasdladány partly decomposed peat (7) sunflower 
(1) 

T. harzianum 

 
 

Selection of important environmental variables with redundancy analysis 

Redundancy analyses were performed to find significant relationships between soil 
parameters and the presence of Trichoderma fungi, because the correlation analysis 
between did not reveal any noteworthy relationship. There was a problem during the 
redundancy analyses (RDA): the number of soil parameters two fold exceeded the 
maximum testable number of environmental variables that may not be higher than 
number of species. Thus, selections were carried out among the parameters in two 
groups of 13 chemical properties and the other 13 ones (11 physical properties, soil 
main type and the vegetation of collection site as categories) and. At first, the weight of 
soil parameters (as explaining environmental variables on the right side) was assessed 
with exclusion of one at a time. Those variables were used as first one in model 
building of which exclusion resulted in the highest decrease of eigenvalue of axis 1 
(having the highest explaining power for variance of species data). RDA of physical 
properties without pebble and that of chemical ones without zinc content had the least 
explaining power, thus, these two parameters were used for model building with 
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stepwise selection. For this process, all of the soil properties (with exception of starting 
ones) were used. They were tried to introduce one by one, RDA was carried out, and the 
sum of eigenvalues of axis 1 and 2 was calculated. In each step, that variable was built 
in, which caused the highest increase in summed eigenvalue. All new ordinations were 
tested for significance with Monte Carlo Method as described in Materials and methods. 
The model based on the pebble content proved not to be significant when the zinc 
content was not introduced, thus, we finished the model building only with zinc content 
based one. The introduction order of further variables was as follows: clay, K2O, P2O5, 
Cu, CaCO3, Mn content, rate of silt, NH4 content, vegetation, rate of coarse sand, total 
sand rate, and pH(KCl). The ordination remained statistically significant until the 
introduction of the thirteenth variable. Moreover, further variables seemed to be 
introducible, when they were changed with the last one, however, they should have 
been omitted because of reaching of the maximum number of the model. 
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Figure 1. The most effective ordination of 24 soil samples as objects, 13 Trichoderma species as 

variables on the left, and 13 soil parameters as variables on the right. Soil samples as objects 

are marked with rectangles and numbers (Table 1). Trichoderma species are marked with 

circles and abbreviations in italic as follows: ATR – T. atroviride, HAM – T. hamatum, HAR – 

T. harzianum, KON – T.koningii, LON – T. longipilis, MIN – T. minutisporum, POL – T. 

polysporum, SPI – T. spirale, SPS– T. strictipilis, STR – T. strigosum, TOM – T. tomentosum, 

VIE – T. virens, VIR – T. viride. Soil parameters are marked with triangles.  

 
 
The abovementioned environmental variables of the best ordination (Fig. 1) 

explained total 66.18 % of variance in the species data. The eigenvalues of Axis 1 and 2 
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were 3.17 and 1.99, respectively, and these axes together explained 39.71 % of species 
data variance. According to the high explaining power, they correlated closely (r = 
0.957 and 0.937, respectively) with the occurrence of Trichoderma species. As the 
arrows show, the introduced environmental variables influenced the occurrence of 
Trichoderma spp. differently both in direction and the extent. According to the previous 
selection of the environmental variable, Axis 1, which is the most important in the 
evaluation of ordinations, was predominantly determined by the extractable Zn content 
of soil with r = -0.786 value (Table 2). Axis 2 was determined by more variables: 
extractable K2O, Mn content, rate of clay, and pH(KCl). 

 
Table 2. Correlation of environmental variables with ordination axes obtained with 

redundancy analyzis and showed on Fig. 1. 
 

 Correlation with 

Environmental variables Axis 1 Axis 2 
Zn content (available) -0.786 0.354 
Clay content 0.443 0.574 
K2O content (available) 0.426 0.669 
P2O5 content (available) 0.325 0.301 
Cu content (available) 0.365 0.129 
CaCO3 content -0.181 -0.138 
Mn content (available) 0.26 0.549 
Silt content 0.239 0.202 
NH4 content (available) 0.247 0.057 
Vegetation of collection site 0.028 0.229 
Coarse sand content -0.288 -0.038 
Total sand content -0.304 -0.41 
pH(KCl) 0.1 -0.506 

 
The species were rather scattered in the triplot, however, some associations also 

seemed to be present. The proximity of T. harzianum and T. virens supported their 
associability suspected from the coexistence matrix. The other frequent species (T. 

viride and T. atroviride) having representatives in at least 25 % of the soil samples were 
clearly separated from them. The close position of T. hamatum and T. koningii, or T. 

strictipilis and T. strigosum might be only random phenomenon, because they have only 
one representative pro species. 

 
Measurement of zinc tolerance of Trichoderma fungi 

The growth of the tested T. harzianum strains did not change significantly due to the 
zinc level measured in the originating soil samples. The minimum inhibitory 
concentration (MIC) that cause total lack of spore germination was always above the 
zinc content of given soil samples and differed by strains in the range 5-14.3 mM. No 
marked correlation could be revealed between available zinc content of soil and the 
MIC value of T.harzianum strain isolated from the particular soil sample (Fig. 2). 
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Figure 2. The difference between available zinc content of soil samples and the minimum 

inhibitory concentration (MIC) of T. harzianum strains from the particular soil samples. 

 

Discussion 

Trichoderma species were present in all of the 24 investigated soil samples even in 
the raw textured soil types, which allowed a detailed analysis of the influence of soil 
characteristics. There are only a few similar works dealing with detailed analysis of 
Trichoderma population of soils. In the most comparable work [23] the analysis of the 
Trichoderma population of 12 soil samples collected from apple orchards at various 
sites of Wisconsin was performed and the data about co-occurrence of Trichoderma 
species was also investigated and reported. Although the tested range of soil texture was 
wider in our investigation, we found a similar species co-occurrence. They found that 
the number of species occurring in any one soil varied from two to five. The rates of the 
soils hosting a particular number of Trichoderma species were similar. Also in the 
Wisconsin soils, the three species hosting soils were the most frequent. T. harzianum 
was found to be the most frequent species. The occurrence of T. virens was somewhat 
lower in Wisconsin (50 %) than in Hungary (58 %). A further disagreement that T. 

viride was rarer (25 % comparing to our 50 % data),  
The common occurrence of Trichoderma spp. coupling with moderate number of 

species of the genus (compared to that of similarly common Penicillium) gave an 
excellent opportunity to test the influence of abiotic soil characteristics on their 
incidence. In redundancy analyzis (RDA), available zinc content of soil proved to be the 
most effective soil parameter as explanative environmental variable for the variance in 
the occurrence of Trichoderma species. Without it no significant ordination could be 
computed from those soil parameters (pH, organic matter or humus content, rate of 
sand, silt and clay) that were determined and published in the most soil microbiological 
and biocontrol studies. No other researchers observed that the amount of zinc exert so 
strong influence on the incidence of any soil fungus. Although there are numerous 
works dealing with impact of heavy metals among them zinc, on the growth and activity 
of Trichoderma fungi [10, 13, 14, 15, 16], no characteristic difference in the reaction to 
zinc was found among Trichoderma species. Our data on the zinc reaction of T. 

harzianum species agree with that statement. We assumed that the available zinc 
content lower than the minimum inhibitory concentration influences the growth and the 
survival indirectly through physiological processes in which this metal ion is involved. 
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Further investigations are needed to clarify the fine differences between the studied 
species in the zinc requirement for survival in soil. 

In earlier investigations, not all soil parameters that were combined with zinc content 
during redundancy analysis had been prove to exert more or less influence on the 
activity or population size of indigenous or applied Trichoderma fungi. The results of 
our work partly supported the findings of Duffy et al. [9]. The impact of percent clay, 
copper content, soil pH and available phosphorous content was strengthened, but not 
that of nitrate-nitrogen and soluble magnesium, which were omitted during our 
ordination analysis because of their less explanative value. Significant partial 
correlations between Trichoderma population size and calcium, magnesium, or 
manganese content of soil were found[7], but not for potassium content, agreeing with 
Duffy et al. [9]. Contrary, we found the extractable potassium content to be the third 
most important environmental variable (see Table 2). Beyond litter quality, organic 
matter, pH, KCl-extractable ammonium and phosphate were responsible for the 
differences in fungal communities of different birch stand sites [17]. All of these soil 
characteristics were among the thirteen most effective environmental variables in our 
investigation. Earlier it was concluded that the abiotic characteristics of soil are of less 
importance on the population size of Trichoderma species [23, 26]. In our investigation, 
however, the combinations of the abiotic soil parameters explained 66.19 % of variation 
of species occurrence, and further soil parameters seemed to have influence, but their 
introduction was not allowed because of number restriction of explanative variables in 
RDA. 

The niche separation of Trichoderma spp. was supported by our work: the species 
were widely scattered trough the triplot (Fig. 1). In accordance with many works, it was 
found that their co-occurrence is a common phenomenon, which had to be accounted 
for type of niche separation [11]. It was summarized that the possibilities of separation 
in three types: exploited microhabitat, utilized substrates, time of activity [21]. The 
seasonal fluctuation of the soil water content and the temperature might be among of the 
abiotic environmental variables along which the sympatric Trihoderma spp. shared their 
microhabitat [26]. These findings were demonstrated under laboratory conditions, too 
[25]. To our knowledge, however, there were no studies carried out that would give 
evidence for niche separation along other abiotic soil characteristics. The relative 
position of the detected species are quite fare from one another with exception of T. 
harzianum and T. virens suggesting that they share the ecological niche along the 
studied soil parameters. These two species may do it along other, not investigated 
environmental parameter(s). Thus, the often-used soil parameters such as organic matter 
content, pH, sand-silt-clay ratio appeared to be good predictors, but not the best for the 
occurrence of Trichoderma spp, because the combination of zinc, clay, copper, 
potassium and phosphorous content explained considerably higher part of variance in 
species occurrence data. The often-isolated species seemed to have fairly separated 
niches that might explain their co-occurrence. 
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Abstract: Inhibitory effect of 21 commercial and 6 experimental fungicides was assessed in model 
experiments against pearl millet downy mildew disease. Chemicals differed strongly by their anti-mildew 
activity, however neither the pathogen nor the host plant showed complete tolerance to any of compounds 
tested. Nevertheless, the plants outgrew depressant effect of compounds observed in germling stage and 
this activity did not significantly influence the yield. There was a significant correlation between yield 
performance and disease inhibitory effects assessed either in vitro or in vivo tests. The response of 
pathogen to investigated compounds varied during ontogeny, where zoosporangium formation was found 
to be the most sensitive ontogenetic event. When comparing responses of pathogen and host with 
fungicides by means of principal component analysis, the presence of two independent components has 
been demonstrated accounting for 86% of the total variation to which responses of host and pathogen 
contributed differently.  
The antisporulant activity of compounds evaluated on detached leaf segments and their positive effect on 
yield significantly correlated allowing to predict the expectable grain yield significantly (p>0.05). Beside 
acylanilides andoprim, drazoxolon and efosit offered efficacy on the level requested. Metalaxyl and 
tridemorph as well as andoprim and cymoxanil acted synergistically against S. graminicola. 
Keywords: ontogeny, fungicide screening, yield performance, synergy 

 

 

Introduction  

Pear millet (Pennisetum glaucum (L.) R. Br.), a crop of international importance, is 
indigenous to areas in North Africa [2]. Today, its production is centred in semiarid-
tropical zone [49] but it is a reliable double-crop after wheat for some regions of 
Holarctic.zone, particularly at the southern altitudes 50° in Europe and 40° in USA [16]. 
This plant has good drought tolerance, so it could withstand some of the late summer 
droughts in the marked area. The vegetation period of highly productive pearl millet 
varieties and hybrids is short; it is possible to harvest a mature crop 60 to 65 days after 
plantation. Many diseases of pearl millet have been described worldwide [65], however, 
catastrophic fungal diseases had not been known before Indian pandemic caused by 
downy mildew in 1985. The disease was known in most of the pearl millet growing 
areas but it remained sporadic until introduction of high yielding hybrids with 
susceptible parent line [49]. The causative agent Sclerospora graminicola (Sacc.) 
Schroet., originally described from Europe [44], was probably introduced into new 
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areas in infected seeds various weeds contaminating grains [61]. Pearl millet downy 
mildew recently is distributed worldwide and one of the most important diseases 
causing losses up to 60% of grain yield [32].  

 
 

Review of literature 

S. graminicola, like other oomycetes, has a complex life cycle where developmental 
forms differ essentially in their anatomy and physiology, as well as having different 
impacts host/parasite interactions, survival and distribution in space and time. 
Zoosporangia produced during the night, and at over 70 percent relative humidity [60], 
germinate directly either by germ-tubes, or by releasing 1 to 12 zoospores, which encyst 
and germinate by a germ-tube.  Sexual oospores are produced in colonised plant tissue 
and can survive to several years. Asexual spores spread the disease between plants, 
whilst within plants the pathogen spreads intercellularily. Sexual oospores can travel 
large distances and can survive several seasons [26, 47, 49]. Progenies of the same 
oospore could be classified into several distinct pathotype groups [55] indicating that it 
shows high natural variation in agressivity [7]. One could expect the similar variation in 
sensitivity to chemical control measures as well. Widespread and regular cultivation of 
susceptible F1 hybrids led to accumulation of oospore inoculum in the soil that resulted 
in epidemics in 1971-72. Since than PDMD epidemics cause considerable economic 
losses in India [3, 43, 49]. Epidemics have also been reported from Asia and Africa [65] 
and this disease has been the major biotic factor affecting grain yield for the last 
decades [51, 53]. The pathogen can be transmitted to new areas by wind and infected 
seeds [53]. 

S. graminicola can be controlled efficiently with systemic fungicide metalaxyl [14, 
31, 63]. Seed dressing with Apron 35SD (6 kg/t seeds) in pearl millet growing regions 
of India and foliar application of Ridomil MZ72 (2 kg/ha) for seed crop were 
recommended [50]. Possibilities of biocontrol measures [57] and enhancement of plant 
resistance with chemical treatment [46] has also been explored. 

Resistance to PMDM in some pearl millet cultivars was found [54, 56] which have 
been cultivated widely [3, 47].  However, the vulnerability of their resistance to the 
disease has been a major cause of concern, as even 10 % disease incidence cause 
economic loss. New pathogenic races may overcome the genetic resistance. In the 
populations of phylogenetically related pathogens (Bremia [12, 62], Peronosprora [29], 
Plasmopara [40, 59] and Phytophthora [36]) resistance to metalaxyl has observed 
demonstrating the necessity to have alternative fungicides for PMDM control as well. 

Responses of S. graminicola to various fungicides have been repeatedly tested, 
however there were difficulties to compare data obtained by different authors because of 
alterations in screening methods, moreover, the tests were limited in most of cases to 
screening only one of ontogenetic developmental stages. For this reason, anti-mildew 
efficacy of 21 commercial and 6 experimental compounds, with known and diverse 
mode of action, were compared in a highly standardized model experiment. Spectrum of 
activity on various developmental forms of S. graminicola was investigated, the 
responses of subsequent ontogenetic stages were compared and the effects on host plant 
as well as on the yield performance were evaluated.  
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Materials and Methods 

Host-parasites system 

The downy mildew pathogen S. graminicola (pathotype 1) was isolated from 
naturally infested plants (hybrid HB3) in Bogadi village of Mysore district (Karnataka 
state, India) during 1970 by Shetty. The strain was maintained on greenhouse grown 
plants before being used as inoculum for the experiments. The pearl millet hybrid HB3 - 
highly susceptible to downy mildew - was used throughout the experiments. The plants 
for in vitro studies were grown on in 4 kg pots (20 plant per pot) filled with a mixture of 
soil, sand and manure (1:1:1) in green-house. 

Preparation of inoculum. Leaves were collected from systemically infected 21 day-
old plants in the evening.  Previously formed zoosporangia were eliminated from the 
surface by washing in tap water and the exess of water was removed. Then leaves were 
incubated in a moist chamber at 25±2 oC overnight (12-14 hours). Zoosporangia were 
collected by washing them off with sterile distilled water, and the resulting suspension 
incubated for 15 min to release zoospores. The concentration of  zoospores was adjusted 
by adding sterile distilled water to 4×104 cells/ml using haemocytometer, and this 
suspension was used for inoculation of the plants at first true leaf stage. The method 
was described in detail by Safeulla [42]. 
 
Chemicals 

The compounds tested are listed in Table 1. Stock solutions (0.2 M) were prepared 
and the dilutions of the same were used for all the experiments. 
 
Biological activity studies 

Developmental stage dependent responses of the pathogen and reactions of the host 
plant to chemicals were studied both in vitro and in vivo. The activity of compounds 
determined according to appropriate scale was transformed into percent inhibiton at the 
given dose. The dose response lines were fitted using log probit function and the 
biological activities expressed as EC50 values. The protective effect of compounds 
(percent disease control) was measured both in greenhouse and field conditions at 
maximum dose tolerated by the host plant. 

The effect of fungicides on host-dependent (HD) stages of S. graminicola was 
determined by following methods: 
Sporulation (zoosporangiogenesis): Leaves with disease symptoms were collected from 
infected plants and washed in distilled water, exess water was then removed. The leaves 
were cut into ≈1 cm2 pieces which were subsequently smeared with solution of test 
compound of appropriate concentration (10 µL of 0.01, 0.25, 0.5, 1.0 and 2.0 µM for a 
single piece). Treated pieces were incubated in moist chambers (plastic trays lined with 
wet filter paper) at 22 oC in the dark. To determine the intensity of sporulation, a 0-4 
scale was used where the proportion of leaf area covered by zoosporangia was graded as 
follows: 0, no sporulation; 1-4, sporulation appearing on < 25, 25-75, 75-<100 % and 
total area, respectively. 

Production of zoospores: Zoosporangia were collected from leaf segments in each 
treatment (1 mL sterile distilled water per piece). The sporangial suspension was 
incubated for 15 min, than centrifuged at 20-40 g for 10 min. The number of zoospores 
released was counted in the supernatant using a haemocytometer.  
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To assess the effect of fungicides on host-independent (HI) stages in the fungal life-

cycle, the effects on zoospore release and zoospore motility were recorded. Both events 
were observed microscopically in suspensions of spores mixed in 1:1 ratio (v/v) with 
fungicide solutions of appropriate concentrations to achieve a final spore number at 10-
50 ×104 cell per ml as well as 0.1, 0.5, 1.0, 2.0 and 4.0 mM concentration of test 
chemicals. After 15 min the proportion of empty sporangia was determined 
microscopically. 

Zoospore motility: Released zoospores were separated from the zoosporangium 
suspension prepared as above by centrifugation at 20-40 g. The resulting supernant was 
adjusted with distilled water to 5×104 zoospores per ml.  This suspension was treated 
with the test chemicals as above, and intensity of motion assessed after 15 min 
incubation.  

Phytotoxicity limits for test compounds were determined by examining their effects 
on seed germination and seedling vigour. Pearl millet seeds were soaked in solutions of 
test compounds at appropriate concentrations (1 g per 2 ml for 6 hours).  After treatment 
the seeds were used for further experiments. Seeds treated with sterile distilled water by 
the same manner served as control. Effects on seed germination in vitro were 
determined according to rules of ISTA [4] counting the number of germinated seeds 
after 4 days of incubation. The ratio of inhibiton was expressed as a percentage related 
to the watery control. The vigour index was calculated according to following formule 
[1]; 

Seedling vigour (SV) = (RL + SL) × SG where RL and SL = average length of roots 
and shoot of seedlings after seven days, SG = percentage ratio of germinated seeds in 
the given Petri dish (n=25 per set). 

Preventive anti-mildew activity of test compounds was evaluated both in greenhouse 
and field experiments. The pearl millet seeds treated at maximum tolerated 
concentration of chemical were sowed into soil and the seedlings artificially infected 
with S. graminicola. All plants lacking visible symptoms (sporulation, yellowing, 
stunted growth and malformed ear-heads) were taken as healthy. The activity of each 
compound was calculated as percent decrease in disease incidence as compared to water 
control. Field trials were conducted in experimental station of Mysore University 
(N12°18', E76°39', 733 m altitude, red loam soil) during the rainy seasons Monsoon. 

Greenhouse grown two-day-old seedlings were inoculated at whorl region with 
zoospore suspension (4×104 cell/ml) and maintained in daylight regime. Disease 
incidence was recorded after 10th days. The field screening was conducted in the downy 
mildew nursery plot by adopting the procedures of Williams [64]. The treated seeds 
were sown in a randomised block design with four replicates. Normal agronomic 
practices were followed. The disease incidence was evaluated at 60 days after sowing. 
The ratio of diseased vs. healthy plants was calculated as compared to the water control 
in both cases. 

Assessment for pearl millet grain yield. The treated seeds with untreated checks were 
sown in subplots (12 m2 of each) consisting of four 4 m rows 75 cm apart. Plants were 
about 15 cm apart with in the rows. Four replicates were maintained for each treatment 
in a randomised split plot design. The grain yield was collected from the central 3.8 m 
of the two central rows (net plot size 5.7 m2), measured and the result provided into 
kg/ha.  



 

 

Table 1. List of chemicals tested 
 

No. Common name Chemical Name Log P
f
 Trade name Producer 

1b Metalaxyl methyl N-(2-methoxyacetyl)-N-(2,6-xylyl)-DL-alaninate 1.86 Ridomil 25 wp Ciba-Geigy, Swiss 

2c CGA29212 methyl N-(2,6-dimethylphenyl)-N-chloroacetyl-DL-alaninate 2.11 experimental Ciba-Geigy 

3c RE-26745 N-(2,6-dimethylphenyl)-2-methoxy-N-(2-oxo-tetrahydro-furan-3-yl)-

acetamide 

1.47 experimental Chevron, USA 

4b Ofurace α-2-chloro-N-2,6-xylylacetamido-γ-butyrolactone 1.80 Milfuram 50 wp Chevron 

5b Furalaxyl methyl-N-(2,6-xylyl)-N-(2-furanylcarbonyl)-DL-alaninate 3.64 Fongarid 25 wp Ciba Geigy 

6a LAB14202F 2-[(2,6-dimethyl-phenyl)-(oxazole-5-carbonyl)-ami-no]-propionic acid 

methylester 

2.41 experimental BASF AG, BRD 

7b Benalaxyl methyl-N-phenylacetyl-N-2,6-xylyl-DL-alaninate 3.09 Galben 25 wp Montedison, Italy 

8c Cyprofuram (±)-α-[N-(3-chloro-phenyl) cyclopropanecarboxamido]-γ-butyrolactone 1.95 Vinicur 50 wp Schering AG 

9a Oxadixyl methoxy-N-(2-oxo-1,3-oxazolidin-3-yl)acet-2',6'-xylidide 1.47 Sandofan Sandoz AG, BRD 

10a Dimethomorph 4-[3-(4-chlorophenyl)-3-(3,4-dimethoxyphenyl)acryloyl]morpholine 4.06 Acrobat 50 wp ICI, UK 

11a Andoprim 4,6-dimethyl-pirimidin-2-yl)-(4-methoxyphenyl)-amine 2.55 experimental Fahlberglist, BRD 

12a Cymoxanil 1-(2-cyano-2-methoxyiminoacetyl)-3-ethylurea 1.53 Curzate 50 wp Du Pont, USA 

13d Propamocarbe propyl (3-dimethylamino-propyl)-carbamic acid propyl ester 0.37 Previcur N 70 LS Schering AG 

14a Prothiocarb (3-dimethylamino-propyl)-thiocarbamic acid S-propyl ester 1.50 Previcur Schering AG 

15b TMTD tetramethylthiuram disulfide 2.37 Perthiram 500 SC Bayer, BRD 

16b Drazoxolon (4-(2-chlorophenylhydraxono)-3-methyl-1,2-oxazol-5(4H)-one 2.43 Mil-Col 300 ICI 

17d Efosite ethyl hydrogen phosphonate 0.41 Aliette 80 wp Rhone Poulenc Agro, 

France 
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No. Common name Chemical Name Log P
f
 Trade name Producer 

18a BKF-3e propyl hydrogen phosphonate 1.49 experimental BorsodChem, HU 

19d Thiomersal ethyl-(2--mercaptobenzoato-S)mercury sodium salt 3.52 experimental Sigma-Aldrich 

20c Ziram zincbis(dimethyldithiocarbamate) 2.04   

21c Zn(PDC)2 zincbis(pirrolidine-1-carbodithioate) 4.58 experimental 

22b Dodemorph-cis 4-cyclodedecyl-2,6-dimethylmorpholine 6.10 Meltatox 75 ec BASF 

23b Dodemorph-trans 4-cyclodedecyl-2,6-dimethylmorpholine 6.10 Meltatox 75 ec 

24b Tridemorph-cis 2,6-dimethyl-4-tridecylmopholine 6.54 Calixin 75 ec BASF 

25b Tridemorph-trans 2,6-dimethyl-4-tridecylmopholine 6.54 Calixin 75 ec 

26b Fenpropimorph cis-4-[3-tert-butylphenyl)-2-methylpropyl-2,6-dimethylmorpholine 4.54 Corbel 75 ec BASF 

27a Dodine dodecylguanidinium acetate 4.42 Efuzin 500 FW Agrokemia, HU 

 

Stock solutions of compounds 12, 15, 16, 20 and 21 were prepared  in acetone,  while those of 13, 14 and 19 in water and all others in 
methanole.  
a = supplied by manufacturer, b = extracted from marketed product, c = synthesised in PPI HAS by known manner, d = purchased,  e= 
commercial preparation was used, f= Log P values were calculated by Interactive Analysis LogP and LogW (water solubility) predictor 
website [6]. 
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Table 2. Activity of fungicides against various developmental stages of Sclerospora graminicola.  

 

 Developmental stages 

Compounds Abiotrophic (HID) Biotrophic (HD) 

No Name EC50  m  EC50  m  EC50  m  EC50  m  

1 Metalaxyl 236 a 2.841 a 305 a,b 2.747 a 36.2 a,b 1.953 a,b 234 d 4.16 d,e 

2 CGA29212 277 a,b 2.783 a 277 a,b 2.783 a 46.4 b 1.815 a,b 202 d 3.85 c,d 

3 RE26745 277 a 2.783 a 132 a 2.350 a 15.5 a 1.614 a 72.4 b,c 2.29 b 

4 Ofurace 277 a 2.783 a 201 a 2.375 a 46.4 b 1.815 a,b 86.1 c 2.45 b 

5 Furalaxyl 252 a 2.380 a 592 b,c 4.500 b 21.6 a,b 1.681 a,b 8.4 a 1.51 a,b 

6 LAB149202F 236 a 2.841 a 277 a,b 2.783 a 46.4 b 1.815 a,b 40.3 b 2.03 b 

7 Benalaxyl 236 a 2.841 a 132 a 2.350 a 46.4 b 1.815 a,b 81.4 c 2.38 b 

8 Cyprofuram 236 a 2.841 a 277 a,b 2.783 a 46.4 b 1.815 a,b 46.6 a 2.09 b 

9 Oxadixyl 613 a,b 4.424 b 548 b,c 4.402 b 166 b,c 2.936 c,d 100 c 2.57 b,c 

10 Dimethomorph 236 a 2.841 a 277 a,b 2.783 a 36.2 a,b 1.953 a,b 65.3 b,c 2.33 b 

11 Andoprim 548 a,b 4.402 b 567 b,c 4.523 b 25.8 a 2.182 a,b,c 31.6 a,b 2.55 b 

12 Cymoxanil 2783 d 5.093 b,c 1496 d 6.860 d 1121 d,e 3.139 d 979 f 4.29 d 

13 Propamocarb 1337 c 6.860 c 2938 c,d 6.644 c,d 2520 f 5.531 e,f 1735 f,g 2.16 a,b 

14 Prothiocarb 2095 d 11.062 d 1414 d 7.082 d 585 d 4.670 d,e,f 794 f 7.44 e 

15 TMTD 519 a,b 4.832 b 735 c,d 4.072 b 519 c,d 4.832 e,f 258 d 3.48 c 
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 Developmental stages 

Compounds Abiotrophic (HID) Biotrophic (HD) 

No Name EC50  m  EC50  m  EC50  m  EC50  m  

16 Drazoxolon 955 b,c 11.062 d 1337 d 6.860 d 36.2 a,b 1.953 a,b 9.45 a 1.77 b 

17 Efosit 644 b 4.870 b,c 669 b,c 4.160 b 134 b,c 2.916 c,d 214 d 3.63 c 

18 BKF-3 562 a,b 4.869 b 1337 d 6.860 d 514 c,d 5.084 e,f 241 d,e 3.82 c 

19 Ziram 519 a,b 4.832 b 1337 d 6.860 d 186 c 2.890 b,c,d 86.4 c 2.42 b 

20 Zn(PDC)2 1337 c 6.860 c 1414 d 7.082 d 519 c,d 4.832 e,f 243 d 3.39 c 

21 Thiomersal 1496 c 6.860 c 2477 c,d 4.587 b,c 1469 e,f 6.644 f 1518 f,g 2.39 a,b 

22 Dodemorph-cis 1337 c 6.860 c 1496 d 6.860 d 519 c,d 4.832 e,f 36.6 b 2.42 b 

23 Dodemorph-trans 1337 
c 

6.860 
c 

2719 
d,e 

6.644 
b,c,

d 
585 

d 
4.670 

d,e,f 
287 

d,e 
3.35 

b,c 

24 Tridemorph-cis 1337 c 6.860 c 2938 d,e 6.644 c,d 2520 f 5.531 e,f 1127 f 1.26 a,b 

25 Tridemorph-trans 1337 c 6.860 c 1479 d 7.270 d 1360 d,e 6.644 f 351 e 1.16 a 

26 Fenpropimorph-cis 1337 c 6.860 c 2477 d,e 4.587 b,c 2520 f 5.531 e,f 2248 f 1.54 a,b 

27 Dodine 669 b 4.160 b 1414 d 7.082 d 398 c,d 5.546 e,f 198 c,d 3.96 c,d 

 

Sensitivity to fungicides (inhibition) is expressed as EC50 value in micromol, m = slope of dose response line at log/probit scale. 
 Values labelled by the same letter are not significantly different at P=5% level. 
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Data analysis 

All tests were carried out at least in triplicate. Reliability of assessments was 
evaluated by analysing variation coefficients (C.V.%= 100×[stdev/mean]) using 
statistical functions of Excel 6 (Microsoft, Redmondton, USA). Disease inhibitory 
effects were analysed by MANOVA. Averages of grain yield were compared by 
Student's t-test. 

In vitro efficacy of each chemical tested was characterised by EC50 value and slope 
of dose response line, the latter relates to specific activity of compounds. Both values 
were calculated from basic data expressed as a percentage, using a curve-fitting method 
based on log/probit function. Therapeutic value of tested chemicals was calculated by 
following formula (Eq.1): 

 
 Therapeutic index (TI) = MTChost/MICparasite  (Eq.1) 
 

where MTChost=maximum tolerated concentration by germinating seeds of pearl 
millet and MICparasite=minimum inhibitory concentration determined on germinating 
zoosporangia of S. graminicola have been replaced with EC01 and EC99 values, both 
expressed in molar concentrations.  

The experimental data were also analysed by employing bivariate linear regression, 
multiple correlation, multivariate linear regression and principal component analyses to 
disclose differences in developmental stage dependent responses.  Excel97 statistical 
functions (Microsoft, Redmondton, USA) and Statistica5 program (StatSoft, Tusla, 
USA) were used for calculations and graphic presentation of data. 
 

 

Results 

Reliability of assessments 

The coefficient of variation of the parallel measurements ranged from 0 to 6 % in 
most of cases. It exceeded 10 % just in 77 of 4023 cases mostly in the range of 
maximum tolerated concentrations when screening inhibitory effects against asexual 
spores, which verifies the reliability of the measurements. The correlation coefficient of 
dose/response lines was over 0.707 (r2=0.50) in all cases, and it was lower than 0.775 
(r0.001=0.597) only in 10 cases. The major variation in curve fitting was found for 
screening activities against zoospores (Fig 1). The goodness of fitting of the activities of 
acylanilides was lower than that of other compounds. Nevertheless all lines could be fit 
at P<5 % level verifying the reliability of toxicological parameters; EC50 and slope 
(specific activity).  
 

Responses of the pathogen 

The responses of various developmental stages of S. graminicola to the tested 
compounds are shown in Table 2. Fungicides inhibited the two types (HI and HD) of 
ontogenetic development differently. Zoosporangium germination (ZG) was more 
sensitive to systemic acylanilides (1-9) and dimethomorph (EC50 < 500 µM) than to the 
other compounds (EC50=500-2500 µM). Free moving zoospores (ZM) responded 
similarly. The organo-metallic compounds (17-21), as well as dimethyl-morpholine 
derivatives (22-26) contrary to expectations, were not most active against asexual spores 
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of S. graminicola. These molecules exhibited high efficacy against P. infestans and P. 

halstedii zoospores [35], which were much less sensitive to acylanilides [37].  
Treatments on established thallus of S. graminicola inhibited the intensity of 

sporulation (SP) within large limits (EC50=15-2500 µM). In addition to acylanilides (1-
9) andoprim, dimethomorph and drazoxolon proved to be highly active (EC50=15-50 
µM). The remaining compounds were two or three order of magnitude less effective in 
this respect (EC50=100-2500 µM). The number of zoospores (PZ) arising from 
zoosporangia originated from the exposed leaf areas was also decreased by various 
degrees. Furalaxyl and drazoxolon separate from others with particularly high (EC50 < 
10 µM) while propamocarb, thiomersal and fenpropimorph with low activity (EC50 > 
1500 µM) on zoospore production.  

When evaluating similarity of responses of various developmental stages to 
fungicides on the base of EC50 values  (Table 5) the correlation did not deviated 
significantly from the linear one (P=0.1-5 %). The similarity in spectrum of sensitivity 
was significant (r0.001=0.597 < rSP,PZ= 0.816 < rZG,ZM=0.871 < R[ZG+ZM],[SP+PZ]= 0.901) 
between HD and HID stages. Differences in the slope of dose response lines indicate 
qualitative dissimilarities in reaction of the parasite to test compounds in dependence of 
its ontogenetic stage. In general, the differences in steepness of dose response lines for 
activities against asexual spores (HID) were smaller for acylanilides than for other 
compounds (Table 2). The spectrum of sensitivity in HD stages as evaluated by specific 
activities differed greatly (rSP,PZ= 0.051 < r0.001=0.597 < rZG,ZM=0.729). 
 
Responses of the host plant 

Phytotoxity of tests compounds varied within large limits (EC50=0.5-280 mM), and 
the systemic anti-oomycete fungicides were less toxic than the other ones (Table 3). 
Pearl millet did not tolerated well (EC50 < 10 mM) the thiocarbamate derivatives (15, 
19, 20), thiomersal, tridemorph isomers (24, 25) and fenpropimorph. Cymoxanil and 
drazoxolon proved to be also surprisingly toxic. Variations in the structure of 
acylanilide derivatives  greatly influenced their phytotoxicity; replacement of 
methoxyacetyl group to chloroacetyl one (2, 4) increased, while coupling methylester 
moiety into butyrolactone ring (3, 4) decreased this activity. The cationic tenside type 
dodemorph isomers (22, 23) and dodine as well as the phosphonic acid salts (17, 18) 
were also well tolerated by pearl millet germlings. With few exceptions (1, 13, 15, 17 
and 20) the retardant effect of fungicides (EC50 mM) applied as seed dressing was 
slightly increased during first steps of seedling growth (EC50 for SG=1-115 mM > EC50 

for SV=0.5-42 mM, tSG,SV=2.90 > t0.01=2.80).  
The slope of dose response lines showed great variations (SG=1.29-5.45 and 

SV=1.28-6.88 probits in both cases), and except compounds 1, 5, 7, 13 and 24 either 
decreased or increased (14 and 8 cases, respectively) by development of seedlings. 
Nevertheless pear millet plants outgrew the depressant effect of fungicides. None of 
compounds exhibited phytotoxic effects when applied on leaf surface (2 mM).  
 
Activity against downy mildew disease 

Only acylanilide derivatives exhibited adequate protective effect (<95%) against 
downy mildew of pearl millet (Table 4). Although the activity of oxadixyl was slightly 
lower than other members of this group of fungicides, there were not significant 
differences in their efficacy. Among the other test compounds andoprim, drazoxolon 
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and salts of phosphonic acid (17, 18) exhibited some disease control (>30%) while all 
others proved to be ineffective. The field activity of fungicides with few exceptions (10, 
11, 17, 18) was lower than the greenhouse one but this difference was not significant 
(∆GH,F=(1-10)% < LSD0.05=12%). Otherwise the field activity of compounds was 
closely related to their greenhouse effect (Fregr=927.6, p<0.001).  

The therapeutic index of compounds (Table 3) varied between 0.02-29. Differences 
in the structure of acylanilides characteristically influenced this parameter; the presence 
of chloroacetyl group (2, 4) decreased their therapeutic value. Changes in structure 
increasing the hydrophobicity of molecules (2, 4, 7, 18 and 21) lead to increase in 
phytotocity and a reduction of the therapeutic value.  

Seed treatments influenced radically the grain yield of pearl millet (Table 4). With 
exception of cationic surfactant type molecules 24-26 all compounds increased the 
yield. The acylanilide derivatives (1-9) were the most effective increasing yield by more 
than 60%.  Significant correlation was revealed between antimildew efficacy of 
compounds and their effect on the yield with special regard to disease inhibition as 
evaluated either in greenhouse or in provocation field (FY,GH=927,7; FY, F=118.5 > 
F0.001=13.8). Contrarily, reverse correlation was revealed between the yield of plants 
treated on the level of maximum tolerated concentrations of conpounds and their 
depressant on host plant effect (rY, [SG+SV]= -0.747; Fregr=15.12 > F0.05=3.40).  

The effect of treatments correlated significantly (rlg(TI),Y=0.728 > r0.001=0.59) with 
therapeutic value of fungicides: Y= [4.369±0.108] + [0.873±0.159]*X (Fregr=30.27 > 
F0.001=13.61, ta=38.83, tm=5.502 > t0.001=3.73); where Y= yield increase in percent 
(probits) related to the untreated control, X = logarithm of therapeutic index). The 
compound with higher therapeutic index tends to influence more beneficially onto the 
grain yield of downy mildewed pearl millet than those of lower index (p <0.001).  

The synergetic action of combined preparations containing systemic fungicides 
metalaxyl+tridemorph as well as andoprim+cymoxanyl has been demonstrated against 
oomycetes [18, 58]. In our model experiments the joint action of these fungicides 
against S. graminicola proved to be also synergetic (Table 6). 

The compounds for present investigations were selected on the basis of studies with 
other oomycetes [34, 59, 62] that made possible to compare sensitivity spectra of 
various genera. There were significant differences between responses: asexual spores of 
S. graminicola were more sensitive to acylanilides than the analogous cells of P. 

halstedii or P. infestans while the cationic surfactant type molecules (23-26) exhibited 
much less activity to S. graminicola.  The sensitivity of the biotrophic S. graminicola to 
acylanilides was non selective contrary to P. halstedii [62] and Phytophthora species 
[59]. Cymoxanil exhibited good activity against SDM [62] and poorly inhibited the 
PMDM while drazoxolon acted oppositely. The sunflower tolerated all compounds 
better than pearl millet. The rank order of therapeutic values for PMDM shows few 
similarities with that established for sunflower downy mildew (ρPMDM,SDM=0.517, 
Fregr=4.36, P=5-10%). Nevertheless, some similarities occurred; the replacement of 
methoxylacetyl group for chloroacetyl one decreased the therapeutic value for SDM as 
well [62].  
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Table 3. Phytotoxic effect of various fungicides on pearl millet 
 

Compounds Inhibition of Therapeutic 

  Seed germination Seedling vigour Index 

No. Name EC50 
 m  EC50 

 m  SG/SP 

1 Metalaxyl 69.7 h 1.697 a,b,c 26.3 f 1.391 a 5.23 

2 CGA29212 17.5 e 1.768 b 12.8 e 3.346 c,d 0.945 

3 RE26745 64.1 g,h 3.305 c,d,e 87.9 i 1.276 a 29.4 

4 Ofurace 38.2 f 1.974 b,c 20.6 e,f 3.870 c,d,e 2.83 

5 Furalaxyl 80.7 h,i 1.641 a,b 32.4 g,h 1.445 a 5.84 

6 LAB149202F 113.4 i 1.286 a 33.3 g,h 1.778 a,b,c 1.97 

7 Benalaxyl 41.5 f,g 1.857 a,b,c 28.9 g,h 1.636 a,b 2.59 

8 Cyprofuram 56.4 f,g 1.519 a,b 20.3 e,f 2.776 b,c,d 1.85 

9 Oxadixyl 93.9 i 1.334 a 28.8 f,g 1.648 a,b 1.63 

10 Dimethomorph 65.2 g,h 1.394 a,b 27.6 f,g 1.574 a 2.46 

11 Andoprim 69.7 h 1.697 a,b,c 26.9 f,g 5.282 e,f 9.79 

12 Cymoxanil 14.2 d,e 1.994 b,c 7.22 d 2.144 b 0.156 

13 Propamocarb 69.3 h 1.378 a 41.9 h,i 1.396 a 0.212 

14 Prothiocarb 22.4 e,f 5.448 e 17.8 e 2.454 b,c 4.53 

15 TMTD 2.56 b 5.081 e 1.68 b 3.895 d 0.566 

16 Drazoxolon 14.2 d,e 1.994 b,c 13.9 d,e 3.270 c,d 1.71 

17 Efosit 29.1 e,f 2.133 b,c 19.2 e,f 6.876 f 2.79 

18 BKF-3 44.8 f,g 1.585 a,b 21.5 e,f 5.614 e,f 1.03 

19 Ziram 12.2 d 2.227 c 9.24 d,e 2.916 c 0.923 

20 Zn(PDC)2 4.01 c 3.988 e 4.99 c 4.916 e 0.663 

21 Thiomersal 2.53 b 4.947 e 1.83 b 3.626 d 0.260 

22 Dodemorph-cis 30.2 e,f 2.395 c,d 11.1 e 1.807 b,c 2.04 

23 Dodemorph-trans 26.1 f 4.701 e 18.9 e,f 1.605 a,b 4.52 

24 Tridemorph-cis 1.09 a 2.993 d 0.874 a 2.962 c 0.0273 

25 Tridemorph-trans 1.08 a 4.971 e 1.09 a,b 3.829 d,e 0.120 

26 Fenpropimorph 1.31 a 4.527 e 0.574 a 3.102 c,d 0.0603 

27 Dodine 15.2 d,e 1.750 b 14.7 d,e 2.310 b,c 0.675 

 
Sensitivity to fungicides (inhibition) is expressed as ED50 value in millimol, m = 

slope of dose response line at log/probit scale. Values labelled  by the same letter are 
not significantly different at P=5% level. Therapeutic index = the ratio (EC01 for seed 
germination)/(EC99 for intensity of sporulation). 
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Table 4. Antimildew activity of  compounds and their effect on the grain yield of pearl millet 
 

  Conc.
a
 Activity (%)

b
 in the Yield

c
 Increase

d
 

No. Compound (mM) Glasshouse Field kg/ha kg/ha 

1 Metalaxyl 10 98.0 97.9 1864±88 728f 

2 CGA29212 5 98.4 98.7 1864±96 728f 

3 RE26745 10 99.3 98.8 1875±94 739f 

4 Ofurace 10 97.3 97.5 1856±96 720f 

5 Furalaxyl 10 98.6 98.7 1906±94 770f 

6 LAB149202F 10 97.0 98.0 1838±90 702ef 

7 Benalaxyl 10 97.9 97.9 1864±88 728f 

8 Cyprofuram 10 99.1 98.7 1872±96 736f 

9 Oxadixyl 10 95.8 94.4 1842±102 706f 

10 Dimethomorph 10 12.8 26.0 1427±64 291c 

11 Andoprim 10 35.9 46.7 1474±69 338d 

12 Cymoxanyl 10 14.7 3.9 1272±64 136bc 

13 Propamocarb 10 12.2 9.5 1346±70 210bc 

14 Prothiocarb 10 20.1 13.4 1400±64 264c 

15 TMTD 1 27.3 26.4 1456±72 320c 

16 Drazoxazolon 10 32.9 28.5 1600±80 464d 

17 Efosit 10 32.4 40.0 1496±72 360cd 

18 BKF-3 10 44.4 50.4 1384±64 248bc 

19 Ziram 1 13.1 14.7 1288±64 152bc 

20 Zn-PDC 1 16.5 22.4 1288±67 152bc 

21 Thiomersal 1 13.7 18.1 1256±58 120ab 

22 Dodemorph-cis 10 13.0 14.8 1360±56 224c 

23 Dodemorph-trans 10 8.3 8.8 1288±64 152bc 

24 Tridemorph-cis 0.2 3.1 4.3 1139±53 3a 

25 Tridemorph-trans 0.5 6.6 12.4 1192±64 56a 

26 Fenpropimorph 0.5 9.6 3.5 1208±64 72ab 

27 Dodine 10 9.0 8.7 1256±64 120ab 
 

a= Maximum tolerated doses by pearl millet. Preventive seed treatments were made in 
each case (see Materials and Methods). 
b= For efficacy of compounds in different locations LSD5%= 11.9 (Fexp= 43.9 < 
F5%=1.26). 
c= Yield of the untreated control was 1136±56 kh/ha. d= as compared to untreated 
control plots. The values marked by the same letter are not significantly different at 
P=5% level. 
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Table 5. Correlation in sensitivity to fungicides between different developmental of 

Sclerospora graminicola and pearl millet basen on their responses to fungicides 
 

  Matrix A (FG=27)  

 Inhibition of 

 Zoospore Zoospore Seed Seedling

Matrix B (FG=27) Release Motility 
Sporulation

production germination vigour 

Inhibition of 1 2 3 4 5 6 

1. Zoospore release 1.0 0.872 0.793 0.630 -0.600 -0.579 

2. Zoospore motility 0.7296 1.0 0.872 0.653 -0.597 -0.607 

3. Sporulation 0.5670 0.6734 1.0 0.854 -0.644 -0.649 

4. Zoospore production 0.2167 0.1725 0.0513 1.0 -0.571 -0.523 

5. Seed  germination 0.5520 0.3069 0.6257 0.2027 1.0 0.933 

6. Seedling vigour 0.1547 0.1517 0.1987 0.0962 0.1496 1.0 

 
Matrix A  = Pearson's correlation coefficients calculated on the base of  log EC50 values.  
Matrix B  = Pearson's correlation coefficients calculated on the base of slope values of  
dose respose lines. (r0.001=0.597) 
The underlined coefficient indicates significant relationship between the activities of 
compounds evaluated by the given parameter (100×R2 > 50). 

 

 

Table 6. Joint action of systemic fungicides against Sclerospora graminicola 

 

Treatments     Efficacy (mgl
-1

) 

No. Compounds EC99   Co.T.I.
a
 

1 Metalaxyl (M) 72.9  

2 Tridemorph (T) 640.7  

 1M+4Tb 62.3 3.36 

3 Andoprim (A) 117.8  

4 Cymoxanil (C) 1788.9  

 3A+7Cb 105.4 3.43 

 
a=Co.T.I. = Comparative toxicity index according to Sun [52]. The inhibition of 
sporulation was determined on detached leaf segments (see Materials and methods). 
b= Weight parts. 
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Table 7. Principal components of the Spearman's correlation matrix between responses of 

downy mildew fungus and pearl millet to fungicides 

 
 Evaluated events

a
 Principal component

b
 

No. (variable)    1   2 

1 Zoosporangium germination (ZG) 0.822 0.314 

2 Zoospore motion (ZM) 0.892 0.299 

3 Intensity of sporulation (SP) 0.859 0.382 

4 Production of zoospores (PZ) 0.695 0.354 

5 Seed germination (SG) -0.368 -0.911 

6 Seedling vigour (SV) -0.351 -0.916 

7 Disease inhibition in vitro (GH) 0.856 0.301 

8 Disease inhibition in vivo  (F) 0.892 0.335 

9 Yield increase (Y) 0.859 0.414 

 Eigenvalue 5.215 2.504 

 Percentage of variation 57.9 27.8 

 Cumulative percentage 57.9 85.7 

 
a= Events correspond to those given in Tables 2, 3 and 4. 
b= The Varimax rotated principal components are shown in order of the amount of 
variation they represent; eigenvalues having percentage variation less than 5 are 
omitted. 
 
 

Table 8. Variations in the efficacy of seed dressings against pearl millet downy mildew in 

various regions of India 

 

  Geographic Disease Incidence (%)
b
 Disease 

Location
a
 coordinates Untreated Apron 35SD Inhibition 

No. Name N E Control 3 kg/t Rate (%)
c
 

1 Jaipur 26°55'0" 75°49'0" 24.3 4.3 82 

2 Gwalior 25°55'60" 78°28'0" 81.8 62.4 24 

3 Jamnogar 22°28'0" 70°4'0" 85.5 82.2 4 

4 Anand 22°13'0" 71°10'0" 82.2 91.2 1 

5 Aurangabad 19°52'60" 75°19'60" 85.3 9.8 89 

6 Patancheru 17°31'60" 78°16'0" 9.0 5.0 44 

7 Mysore 12°18'0" 76°39'0" 27.0 7.7 71 

8 Coimbatore 11°0'0" 76°58'0" 82.0 14.0 83 
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In accordance to official reports [5] and multitudinous observations cited the 
standard metalaxyl treatment (2 kg/t) showed in earlier times excellent protective effect 
in all plots inhibiting the PMDM at rate >95%.  
aThe trials were conducted in ICAR-AICPMIP research stations [5]. 
bDisease incidence was recorded at tillering, LSD0.05= 10.2 (F=231.7, p<0.001).  
cThe disease inhibition rate was calculated following formula DIR=100*(C-T)/C, where 
C and T are disease incidences in control and treated variants, respectively. 
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Figure 1. Evaluation of the goodness of curve fitting of dose response lines for characterising 

activity of test compounds screened by different methods. 

The graph was built up based on median (central point), second and third quartiles (box) and 

extremum values (whiskers) of determination coefficients of log/probit function used for 

calculation of dose response lines (Tables 2, 3 and 4). Evaluated events are SG = seed 

germination, SV = seedling vigour, ZG = zoosporangium germination, ZM = zoospore motility, 

SP = intensity of sporulation, PZ = zoospore production. Responses of pathogen to the 

chemicals tested are grouped as follows; AA = acylanilides, OO = other antioomycete 

compounds, MO = metallo-organics, CS = cationic type surfactants. 
 

Multivariate analysis 

The responses of parasite and host plant to fungicides evaluated by different manners 
were compared and subjected as variates to PCA (Table 7). The first PC accounted for 
58 % of the total variation comprising all events where the pathogen was presented with 
positive weights and plant responses with negative ones. The second PC accounted for 
less of the variation (28 %) and related mainly to host plant which was less sensitive to 
test compounds than the parasite. The two organisms have been presented in both cases 
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with opposite signs that relates to the reverse relationship between groups of variates; 
observations for pathogens and for host plant.  

The multivariate regression analysis revealed positive correlation of different power 
between disease inhibitory effect on the field (F) and the capacity of compounds to 
inhibit host independent and host dependent developmental form of S. graminicola as 
well as their phytotoxicity;  RF,[ZG+ZM]=0.884 > RF,[SP+PZ]=0.815 > r0.001=0.652 > 
RF,[SG+SV]=0.614   > r0.05=0.427. All these are in accordance to the result of bivariate 
regression and PC analyses (see Tables 5 and 7). When omitting from calculation 
observations for disease inhibitory actions determined in greenhouse (G) and field (F) as 
well as yield increase (Y) the resulted PC-s are derived only from in vitro activity data. 
The first PC in this case accounted 74.5 % of variation of the correlation matrix of EC50 
values (reduced Table 5). Plotting effects of treatments on the yield of pearl millet 
versus variables of this first PC (Fig 2) revealed significant linear correlation (p < 
0.001).  

The comparative analysis of multivariate determination coefficients showed that the 
number of parameters in screening might be decreased, and involvement of two, 
correctly selected variables was satisfactory for prediction of the effect on the yield of 
pearl millet (ρY,[SP+SG]=0.84, p<0.01). All the above indicates the possibility of limiting 
the number of parameters for selection of compounds in primary screening against 
PMDM.  
 

 

Discussion 

The tested fungicides exerted different impacts on S. graminicola at different stages 
in its life cycle, where the zoosporangiogenesis was more sensitive than other events. 
Inhibition of asexual spores of S. graminicola is important, because these provide the 
greatest opportunity for rapid built up in the number of infective propagules and 
subsequently, the high potential for infection of new plants. Therefore, any chemical 
that significantly suppresses the zoosporangium formation reduces the ability of disease 
expansion as well. Indeed, there was a significant correlation between the inhibition of 
this event and the effect of a single seed treatment on the grain yield (rSP,Y=0.83 > 
rP=0.1%=0.54). The sensitive response of asexual spores to acylanilides is particularly 
interesting property of S. graminicola. These chemicals are thought to inhibit a single 
enzyme system, the α-amanitine RNA polymerase [15]. The inhibition of this receptor 
site leading to stop of protein synthesis and consequently to discoupling of the life cycle 
dominates over other metabolic effects. There was demonstrated that transcription in 
Peronospora tabacina started before the differentiation of sporangia [25] and that 
mRNA continued to be synthesised during HD stages. Similarly, this pause occurred 
also with Bremia lactucae sporangia [13]. Although the zoosporangium formation of S. 

graminicola was found to be more sensitive to the tested set of chemicals than other 
ontogenetic events, the developmental stage dependent variations in its response were 
less pronounced than in the case of Plasmopara or Phytophthora. Contrary to the latter 
species the ontogenetic forms of S. graminicola had many commons in their sensitivity 
to fungicides. The high activity of acylanilides against PMDM is likely to involve active 
transcription and translation (protein synthesis) in parasiting thallus, while the 
sensitivity of asexual spores indicates that both ratio and intensity of the above steps in 
protein synthesis would occur at the previous level during host independent stages. 
However, the selective inhibition of mitochondrial respiration by phenylamide  
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Figure 2. Relationship between the effect of fungicides on the yield of pearl millet and their 

antimildew activity measured in vitro. 

Arabic numerals represent compounds and correspond to those given in Table 1. Chemical 

groups of acylanilides and other antioomycete fungicides are marked with filled and opened 

circles while metallo-organics and cationic tensides with filled and opened squares, 

respectively.   The trend line was drawn according to the equation y=b+mx as follows: 

Yield increase (%) = [4.4289±0.0806]+[0.7039±0.0821]×PC1;  (Fregr=73.51 > F0.1= 13.74, 

R2
adj= 0.7361, ta=54.98, tb=8.57) 

where Y= Yield increase in percent (probits) related to the untreated control (Derived from 

data of Table 4), X = Principal component (PC1) of Spearman's correlation matrix calculated 

from in vitro response data (Tables 2-3). E = 99.5 % normal bivariate confidence ellipse. 
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Figure 3. Relationship between observed and predicted effects of fungicides on the yield of 

downy mildewed pearl millet. 

Arabic numerals represent compounds and correspond to those given in Table 1. Chemical 

groups of acylanilides and other antioomycete fungicides are marked with filled and opened 

circles while metallo-organics and cationic tensides with filled and opened squares, 

respectively. E = 99.5 % normal bivariate confidence ellipse. The trend line was drawn 

according to the equation y=b+mx as follows: 

Y= [1.0961±0.3384] + [0.7525±0.0863]*X;  (Fregr=76.02 > F0.001=13.61, R2
adjusted=0.7426,  

tb=2.82, tm=8.72 > t0.01=2.80)  where X= Yield increase in percent (probits) related to the 

untreated control (derived from data of Table 4), Y = the predicted yield increase calculated 

from activities against SP and SG stages. 
 
 
fungicides [41] might also be the factor of sensitivity of asexual spores of S. 

graminicola. The extent of lipophilic properties of different phenylamide fungicides 
varies; this is probably the reason why the most lipophilic member of this group 
(benalaxyl) is active also against zoospores of Phytophthora and Plasmopara [11, 24, 
62]. Although the importance of zoospores in sustaining of disease cycle of PMDM is 
reduced because of dual character of zoosporangia, the high tolerance of S. graminicola 
spores to cationic type surfactants is very interesting, with special regard of its cell wall 
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less zoospores, that might be related to alterations in membrane structure as compared 
to other peronosporas.  

None of the compounds tested was tolerated completely by HB3 hybrid, however the 
depression observed on germinating seeds was soon overcome; the negative effect on 
the grain yield was seemingly unimportant. Nevertheless, an antimildew compound to 
be used in the control of pearl millet should provide better therapeutic properties than 
majority of acylanilides (Table 3). The influence of the host plant on the performance of 
biological activity of any compound can be determinative in the case of biotrophic 
endoparasites. By this reason it is very important to study the effects on the host plant. 
The risk of application of compounds shown to prove satisfactory control of other 
Peronosporas can be high when applied against PMDM because of different therapeutic 
indices. The ratio of non-effective dose on host and lethal dose on parasite is an 
important measure (T.I.). If it is high, than the pesticide is relatively safe. This means 
that there is a big difference between these parameters of the compound affecting two 
partners at the same time. The anilopyrimidine derivative (andoprim) and the 
dimethomorph being highly active in other relations [21, 28, 45, 56] exerted, in our 
experiments, good activity against S. graminicola in vitro. Nevertheless, they can't be 
recommended for controlling PMDM because of their low T.I. Similar studies on 
metalaxyl have been reported wherein, the higher concentrations, which offered higher 
protection but had effect on seed quality parameters [48]. The other compounds 
exhibited good sporocidal and antisporulant activity against taxonomically related 
pathogens [11, 20, 22, 30, 63], however, for controlling S. graminicola these 
compounds were not efficacious at the requested level.  

Among systemically active antimildew compounds only the acylanilides were 
efficient at economically acceptable levels (Table 4). Regrettably, apart of their high 
efficacy these compounds (1-9) possess some unfavourable properties when using them 
against PMDM. Metalaxyl has low therapeutic value because of the sensitivity of pearl 
millet [53]. Although modifications in molecule of metalaxyl advantageously affected 
the therapeutic value (Table 3), the cross-tolerance has been complete for these 
analogues [19, 59]. Consequently new compounds with different mode of action should 
be developed for resolution of this problem. In populations of phylogenetically related 
to S. graminicola pathogens this type of tolerance was reported with probability 
between 10-6–10-7 in model experiments [59, 62]. Although in the case of PMDM has 
not been reported yet, one can expect the appearance of strains of S. graminicola 

acquired tolerance to acylanilides in near future. Significant shift of PMDM incidence 
was in the recent vegetation recorded [5] in some plantations treated with metalaxyl 
(Table 8). There is, therefore, a need to find new systemic fungicides with activity 
against S. graminicola. The high variation in genetic background of S. graminicola [8, 
27, 47, 55] also impress on searching new possibilities. 

The screening activity against an obligate endoparasite is complicated. The 
comprehensive analysis of the effect against S. graminicola involve, in our opinion, 
evaluation effects both on host and parasite (zoosporangiogenesis, zoosporogenesis), 
disease syndrome and grain yield. Measurements on intact plants are time and work 
consuming. Moreover, the costs are also higher than studying responses of spores and 
germinating seeds or assessments of detached leaf segments. Similarities in the response 
of various developmental forms of S. graminicola to diverse chemicals as well as the 
close relationship between predicted activities and experimental values indicate the 
possibility of reduction of parameters for characterising the effect of compounds for use 
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against PMDM. The results of calculations showed that characterisation of biological 
activity by two parameters (SP and SG) gave possibility (p < 0.01) to discriminate 
between compounds with acceptable or negligible antimildew effect (Fig 3).  

The yield loss due to PMDM disease is attributed to loss of diseased plants during 
early developmental stages, poor tillering, and ear-head malformation [63]. Singh 
(1983) has made observation on grain yield increase upon seed treatment with metalaxyl 
[28]. It was shown that greatest yield increase was occurred in PMDM susceptible 
varieties. The present study also demonstrated the dominant effect of disease inhibition 
by fungicides, as it was indicated by a positive relation between efficacy of downy 
mildew control and yield enhancement (Table 4). The compounds with efficacy over 
30% against PMDM in vitro may be useful for protecting pearl millet as seed 
applicants, while the compounds with disease inhibitory activity less than 25 % at 
maximum tolerated dose by pearl millet are considered useless as protectants. 
Therefore, the compounds with ED50 values more than 50 µM (about 10-20 mgL-1) in 
test for sporulation are ineffective to prevent economic loss caused by S. graminicola. 

Basing on our results the use of some acylanilides (furalaxyl, RE26745) is proposed 
for controlling PMDM.  The chemicals with different mode of action that offered 
protection to considerable extent were andoprim (45%), efosit (39%), BKF-3 (49%) and 
drazoxolon (27%). The possible exploitation of them in the form of combinations with 
other fungicides would be promising for preventing the risk of resistance development 
in pathogen populations to fungicides.  However, there are no such preparations 
available in the control of pearl millet downy mildew pathogen, by our results (Table 6) 
the effect of synergetic mixtures was reassuring. The value of these combinations for 
PMDM control should be rectified. 
 

 

Conclusions 

The present control technologies of downy mildews disrupt infection cycles either by 
killing asexual spores or by inhibition of growth of the parasite within its host. The 
infection of germlings and basal tillers of pearl millet is detrimental, while infection of 
secondary tillers does not contribute greatly to yield [63]. In our experiments both 
incidence and severity of PMDM were dramatically decreased by a single seed 
treatment, protecting germlings from seed and early soil borne infections. The 
phenological phase related susceptibility of pearl millet [50] was revealed with 
maximum in germling stage, which finding supports the importance of seed treatment as 
well. Consequently, the primary screening in the case of PMDM should concentrate on 
prevention of soil- and seed-borne infections as well as early air-borne infections of 
seedlings, because the control of diseases of primary tillers is fundamental in the 
production of pearl millet. On our opinion the effects on zoosporangiogenesis, 
zoosporogenesis, disease syndrome, seed germination and grain yield should be studied 
for screening compounds to be included into PMDM management. However, the 
expected yield performance can be roughly estimated (P<1%) evaluating effects on seed 
germination and sporulation on detached leaf segments that can short-circuit the process 
for decision from 70 days to 4 days in pesticide development.  

Seed treatment is the only feasible method to this disease [63]. This technology 
easiest to transfer to the farmers to promote sustained millet production [33], because it 
requests minimum participation and collaboration of farmers as well as the performance 
of the effect and impact of results do not depend essentially on participants in 
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production. Moreover, the contamination with residual amounts of fungicide is also 
negligible [39] and the exposition of beneficial soil microflora associated to pearl millet 
[29] remains at low level. In arid climate and poor nutritional conditions the beneficial 
microflora associated to plants is extremely important [23, 38] so the use of compounds 
with broad spectrum of activity against soil borne pathogens should be excluded. 
Although the downy mildew tolerance of pearl millet can be enhanced by diverse 
methods [17, 66] the use of selective antimildew compounds with systemic activity can 
not be evaded. 
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Abstract. The statistical analysis monthly Hungarian (1967-2001) and Austrian (1989-2003) rabies and 
Hungarian bovine tuberculosis (1950-1979) cases were statistically analyzed. There were eradication 
campaigns against both diseases, which gave us the unique opportunity to observe how the statistical 
properties of the time series changed due to the eradication program. The fluctuations around the trend 
were got by removing the 12 month moving averages from the time series.  

In order to characterize the structure of the contacts among the individuals exposed to the diseases and 
the underlying processes governing the behavior of the epidemics, the fluctuations were analyzed before 
and after eradication separately. It turned out that the tails of the complementary cumulative distribution 
functions differ in the rabies cases, and do not differ in the case of tuberculosis. In each case the tail of the 
distribution follows an Inverse Power Law (IPL) function and describes the distribution of extreme 
events. It is possible to make conclusions about the dimensions of the processes from the fitted exponents. 
These dimensions are not related necessarily to the spatial dimensions, but to the possible connections. 
The knowledge about the distributions give us the opportunity to asses the risk of epidemic outbreaks. 
Keywords: epidemiology,  immunization, rabies, time series analysis, IPL distribution 
 
 
Introduction  

Instead of using the usual statistical models, Rhodes and Anderson [1][2] [3], [4] 
proposed a new stochastic model, the so called Invers Power Law function (IPL), or 
otherwise Pareto model for describing time series of the epidemic sizes from small and 
large vaccinated human populations. Trottier and Philippe [5] applied this model for 
measles, rubella, pertussis and mumps outbreaks in Canada. IPL is a function with no 
characteristic scale and self-similar upon rescaling (scale invariance), and it may fit to 
the extreme values of the distribution (power law tail). The IPL function is self-similar 
against rescaling (scale invariance), that means that several scales are hiararchically 
embedded in each other, and this feature can explain the co-existence of small and very 
large epidemics. Large outbreaks are expected from this type of distributions [6]. One 
possible explanation of the existence of the IPL interactions assume that the system of 
the contacts among the individuals (contact network) is not random (Erdős-Rényi type). 
In scale-free networks, a few node have several connections (supernodes), but for the 
most only a few have (Fig. 1). 

One can draw conclusions about the topolgy of the contact network where the 
epidemic spread from the distribution of the epidemic sizes [5] or can reveal the 



Harnos et al.: Scaling properties of epidemiological time series 
- 152 - 

APPLIED ECOLOGY AND ENVIRONMENTAL RESEARCH 4(2): 151-158. 
http://www.ecology.uni-corvinus.hu ● ISSN 1589 1623 

 2006, Penkala Bt., Budapest, Hungary 

underlying mechanisms [7]. The interactive network of the contacts can explain the 
temporal and spatial pattern of the epidemic.  

 

 

 
Figure 1. Exponencial and scale invariant contact network 

 

 

Our goal is to prove the hypothesis that like in the case of human epidemics [5], in 
the cases under investigation, the distribution of the epidemic sizes of animals follows 
also an IPL function. 
 
 
Modeling 

The method of fitting an IPL function is called scaling analysis [1][2][3] and it 

consists of fitting the 
b

c allF =)(  function to the epidemic size distribution  via fitting a 

linear function on the logarithmic scale lbalFc loglog)(log += , where l is the 
epidemic size (in our case normalized with the moving average), a and b (a negative 
number) are estimable parameters of the epidemic size distribution. 

 
The epidemics 

Rabies 

Rabies is a lethal viral zoonosis that can spread to humans and other animals through 
biting. During the last century, rabies has spread throughout parts of Central and 
Western Europe. Foxes have been the main hosts, but many other animals have also 
been infected, particularly dogs and cats. The incidence of endemic, fox-adapted rabies 
in Central and Western Europe has fallen dramatically. This has been largely due to the 
vaccination of wild and domestic animals. 

In Austria and Hungary only the urban type of rabies – spread by dogs – existed until 
1954. The sylvatic type rabies – spread by foxes – appeared in 1954 coming from the 
North-East. The epidemic propagated at a speed of 50-60 km/year until rabies became 
an endemic disease in 1970 [8]. 
In 1992, an immunization campaign started in both countries.  
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In Hungary the oral vaccination campaign of the red foxes had several steps. In 1996 
the whole western part was covered by the program. The eastern part of the country was 
not eradicated until 2001. 

It is convenient to handle separately the western and eastern parts of Hungary 
because they are separated by the river Danube, a natural barrier for the spread of 
infection in Hungary, as it is quite unlikely for the foxes to pass through.  

 
Bovine tuberculosis 

 

Bovine tuberculosis is a significant zoonosis that can spread to humans through 
aerosols and by ingestion of raw milk. In developed countries, eradication efforts have 
significantly reduced the prevalence of this disease, but reservoirs in wildlife make 
complete eradication difficult. Bovine tuberculosis is still common in less developed 
countries, and economic losses can occur in cattle from deaths, chronic disease, and 
trade restrictions. Infections may also be a serious threat to endangered species [9][11] 

Bovine tuberculosis results from infection by Mycobacterium bovis, a Gram positive, 
acid–fast bacterium. 
In Hungary the eradication program against Bovine tuberculosis started in 1962 and it 
was finished by 1980. 
 

 
Materials and methods 

Data 

The Hungarian rabies data have been collected from the rabies case registry of the 
Animal Health and Food Control Department of the Hungarian Ministry of Agriculture. 
The resulting data base contains data of all documented rabies cases for the period of 
1990-2001, including the location and date of occurrences as well as the species 
affected. In addition to this detailed data base, we have monthly count data for the 
period of 1967-1990 for every county. 

The bovine tuberculosis data also have been collected from the Animal Health and 
Food Control Department of the Hungarian Ministry of Agriculture. In this case we 
have half monthly count data for the whole country (1950-1978). 

The Austrian data have been got from the Bundesanastalt für Tierseuchen-
bekämpfung in Mödling and the data were processed by the Biometeorology and 
Mathematical Epidemiology Group Department of Natural Sciences, University of 
Veterinary Medicine Vienna. 

 We constructed monthly summarized time series from the Hungarian rabies dataset 
(1967-2001) for the western (Transdanubia), and for the eastern part (Eastern Hungary) 
of the country. In Fig. 2 we show these two time series. 
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Figure 2. Monthly number of rabies cases in Transdanubia and in Eastern Hungary 

 (1967-2001) 

 
 
In the Austrian case we have summarized count data for the whole country (1989-

2001). The constructed time series can be seen on Fig. 3. 

 

Figure 3. Monthly number of rabies cases in Austria (1989-2001) 
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In the case of bovine tuberculosis Fig. 4 shows the time series. 

 
 

Figure 4. Half-monthly number of tuberculosis cases (1950-1978) 

 

 
 Software 

The data base was developed using the Microsoft Office XP Professional Edition 
Microsoft Access software. We performed the analysis with Microsoft Excel XP, R and 
Gnuplot programs. 
 
 
 Analysis of extreme fluctuations 

To analyze the large fluctuations, first we had to identify the trend in the time series. 
To calculate the moving averages as the trend is a good method if the average of the 
time series changes rapidly. In such cases it is useful to calculate the fluctuations around 
the moving average over a preceding period. In our case the external conditions have a 
12-month periodicity, so it is natural to consider a 12-month moving average and values 

relative to the moving average ( )12/)(/)()(
12

1
∑
=

−=
j

jififil , where )(if  is the 

number of cases in the ith month in the series. These are the fluctuations, that we analyse 
further. It turned out that in each case the fluctuation time series are stationary.    

The best way to study the statistics of the extremely large outbreaks is to consider the 
complementary probability distribution })({Pr)( liloblFc >= , which gives the 

probability that the relative fluctuation is larger than l . By a scaling analysis – fitting 
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lines to the tails on double logarithmic plots - it can be shown that this distribution 
develops an inverse power law tail  

In Fig. 5-7 we show the complementary cumulative distribution for the data series 
with and without the eradicated parts for rabies in Transdanubia and Austria and for 
tuberculosis. 

 

 
Figure 5. The complementary cumulative distribution of the fluctuations relative to the 12 

months moving average for the Transdanubia data with and without immunization on a doubly 

logarithmic plot. The straight lines represent the fitted power law tails with  

exponent b= -2 and b=-1.5.. 

 

 
Figure 6. The complementary cumulative distribution of the fluctuations relative to the 12 

months moving average for the Austrian data with and without immunization on a doubly 

logarithmic plot. The straight lines represent the fitted power law tails with  

exponent b= -2 and b=-3.. 
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Figure 7. The complementary cumulative distribution of the fluctuations relative to the 12 

months moving average for the tuberculosis data with and without eradication on a doubly 

logarithmic plot. The straight lines represent the fitted power law tails with 

exponent b= -2.7 and b=-2.6 

 

 

In the Transdanubia case the main effect of immunization on the statistics of large 
outbreaks is the change of the scaling exponent b of the IPL from about -1.5 before 
immunization to 2.0 after immunization.  

In the austrian case the main effect of immunization on the statistics of large 
outbreaks is the change of the scaling exponent b of the IPL from about -3 before 
immunization to -2 after immunization.  

In the tuberculosis case there can not be seen significant change in the slopes. 
 
 

Discussion 

Rabies has always been given due respect both in human and veterinary medicine 
because it is an incurable disease. Most rabies cases in Europe are still diagnosed in red 
foxes (Vulpes vulpes) because red fox is the reservoir and primary perpetrator of the 
disease.  

Bovine tuberculosis is also a zoonosis that can infect humans seriously. 
In this paper we concentrated on extreme fluctuations in the time series constructed 

by calculating the fluctuations around the trends. Extreme fluctuations are low-
probability, high-consequence events [12] representing the majority of total losses. 
Understanding the size distribution of extreme events makes it possible to assess the 
risks of outbreaks. 

We determined the distributions of extreme fluctuations which is a scale invariant 
power law distribution for the time series investigated.  

Interesting to see that in the rabies cases the exponents (slopes on double logarithmic 
plots) definitely changed due to the eradication, this is different in the case of bovine 
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tuberculosis. Possible explanation is that the contact network of the population did not 
change in this case, because cattles are domestic animals, and the location of the 
settlements where they are kept remained the same. 

Due to the fact that the exponent of the power law is related to the dimensionality of 
the process [7] - that is not by all means spatial dimension - we could show how 
immunization changed the structure of the problem.  

The importance of the IPL distribution of the extreme fluctuations (outbreaks of the 
epidemics) is that from this kind of epidemic spreading contact networks large 
outbreaks are expectable. As the pathogens of the diseases still exsist in the populations 
on a very low level, these pathogens may couse serious outbreaks in the future. 

This kind of analysis can help to estimate the effects of eradication programs and to 
asses the risk of epidemic outbreaks.  
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Abstract. Colour vision is a physiological phenomenon, and rays are not coloured (Newton, Wright). 
While counting hues of solar spectrum is a solved problem, the exact number of colours is unknown. 
Existing colour systems do not provide automatically colour census methods. 
This work addressed only to the 24 bit RGB-colour system. This complete colour space itself is 
countable. Discovering principles for ordering colours is a prerequisite of any efficient census algorithm. 
Colours (r, g, b) we define, as a partition of total n = r + g + b amount of intensity into 3 parts also with 
r/g and g/b ratios fixed. Partition spectra are the lexicographically sorted list of these partitions. Such and 
also geometrically defined sub-domains of RGB-cube can be transformed into 1D colour spectra by 
reshuffling according to their HSV-hue-angles in order to bring similar colours into close neighbourhood. 
These we call pseudo-solar colour spectra. Our estimation for subjectively discriminated RGB-colours is 
no more than 200000.  
Keywords: partition-colour-spectra, RGB-cube, HSV-space, ordering colours , reshuffling by hues. 

 
 

Introduction  

To distinguish numerous colours is an ancient experience. The number of hues in 
rainbow is one of the first related knowledge, associated with Aristotle and Newton [1]. 
Colour sensation is physiologically founded. No physical arguments for segregation of 
zones inside the visible electromagnetic continuum exist. Rainbow only appear to be 
divided. Thus colour is a permanent illusion of normal human subjects. Rays are not 
coloured (Newton,Wright, [2]). Thus census of colours is finally a human experimental 
issue. However, preparation of enumerations, that is our actual purpose, should and can 
be supported with mathematical tools  

In any artificial representations, colours are arranged by some regular way in a 
bounded domain of 1, 2 or 3 dimensions. Inside, points are usually described with 1, 2 
or 3 parameters. Such colour-spaces are based on some colour theory. Geometrically, 
that spaces are either linear spectra, circles, wheels, triangles, cubes, cones, pyramids, 
cylinders, matrices (charts) or more sophisticated manifolds. Nearly hundred of such 
historical colour-systems have been constructed. Handbooks like [3] and [4] give good 
surveys. An incomplete, arbitrary selection may include names from Aristotle to 
Munsell. While the most important modern colour systems are CIE1931, RGB, HSV [5] 
and CMYK (see Glossary). 
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Neither of colour-systems offers perfect solution for the precise counting of colours 
or hues we can discriminate. However, all ones provide significant help to approach the 
answer.  

Present considerations are restricted to RGB and partly deals with to HSV system 
[5]. 

The RGB model is used to describe colours of computer monitor emissions in a 
digital fashion. An RGB-colour is a (red, green, blue) vector. Components are either 
between 0 and 1 or integers between 0 and 255. RGB-system is in close connection with 
the very consolidated tristimulus colour-vision theory of Young - Helmholtz - Maxwell 
for human. It is based on 3 cones with maximal sensitivity at 564, 534 and 420 nm 
supplemented with brightness channel of rods. Different facts hold to other animals. In 
monitors RGB system describes screen emission of 3 primary colour components 
through 24 bits per pixel information. Further colours are derived by additive colour 
mixing. 

Intensive use of monitors keeps alive the misbelief that we might distinguish all the 
224 = 16777216 distinct colours simply because the screen display them.  

Counting of hues is different from that of colours and it is easier. Here we accept, as 
the 1st definition of hue that one-hue = one-wavelength. Numerous less precise 
definitions of hue like dominant wavelength, colour-quality, name are not always useful 
or even misleading. Set of hues becomes finite and countable if perceivable ranges are 
determined. The estimate for the count of discriminable, almost-monochromatic spectral 
colours, the hues, arises from psychophysical studies of wavelength discrimination-
threshold curves [6, 7, 8, 9]. In 400-800 nm λ−range usually more than 1, often 2, 3, 
sometimes 6-8 nm ∆λ−shift is required  (in average 3.1-3.3 nm) to perceive a different 
hue. Averaging available ∆λ/λ  curves of Wright and Pitt [6]. approximately 100-120 
narrow, i.e. quasi-monochromatic spectral light-ranges ( = practical hues) we can 
encounter or distinguish.   

In HSV-systems [5], colours are specified through properties like hue, saturation, and 
lightness (or value). HSV system provides a 2nd

 definition of hue as a computed quantity 
from parameters of other colour systems. In RGB - system, magnitudes of r, g and b, the 
so called primary components hide values of brightness and saturation and hue. Several 
conversion formulas between RGB and HSV are available [5]. In HSV, circular hue–
spectra is applied., essentially a solar spectrum., closed into a circle.  

Further colour-counts are based upon colour charts, collections, catalogues, atlas for 
painters, printers or recently for web-sites or monitors. Nemcsics [3] and Lukács [4] 
provide large list of historically important tables of colour - collections. The number of 
colour in these various catalogues lays between 94 and 25000. Such a list appeared 
already 450 years ago. 

In the CIE1931 diagram, discrimination or MacAdam ellipses or tolerance - spheres 
serve to separate equivalence classes of colours [10, 3, 4]. 

It is not the main problem is how to harmonize 7 rainbow-colours, 120 spectral hues, 
100 - 25000 catalogue items or 16777216 colours of RGB system. The true problem is 
the suitable order of colours. However, colour identification is rendered more difficult 
by additional factors. 
 

• (1#)Various colour-gamuts are different and are roughly in the following 
relationship: 
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CIE1931  ⊂   RGB  ⊂ CMYK  ⊂ SpectralHues ( = rainbow) 

 

Thus in principle colours may exist which are not inside  RGB-cube but are 
present in CIE1931 - space. If an extra RGB - colour was distinguished by a 
human observer from any monitor-colour, this will enhance reduced RGB - 
space. Attribute reduced would mean a restriction of RGB to pairwise and 
subjectively discriminated colours. It is paradoxical that monitors display rich 
CIE-diagrams rather well. 

• (2#)Several colour illusions point to contexts which induce perceptual 
difference of two, physically identical colour stimuli: Bezold-effect, 
simultaneous or successive chromatic contrast illusion, Mach-bands, spreading, 
assimilation or shift of colours etc. The related illusions or conditions may be 
so intensive that are not neutral in definition of colours, hues or colour 
constancy.  

• (3#)Objectively different RGB-colours may appear to be identical. This is 
mainly a threshold problem. However, discrimination threshold may depend on 
sophisticated conditions. E.g. additive inverses of undistinguished colours can 
be discriminated. 
Colour counting is here approached in RGB-cube. Piecewise experimental 
comparisons of all pairs of n = 224 colours is impossible since involves 247 
steps. So tricks for easier mass-comparison. should be elaborated. Colour 
ordering principle are needed and are possible through various mathematical 
considerations. 

 
 
Methods 

Image manipulation, coloured spectra and numerical data beyond were generated by 
own program-codes written in WolframMathematica-5.   
 

Sets of 1D or 2D transitional spectra. 3D colour domains of RGB cube 

In any colour-system ordered colour sets are defined. Most often, the solar spectrum 
is used by closed into colour circles or wheels. In true solar spectrum the control 
principle is the wavelength. Transitions between colours are mostly determined by the 
rainbow. In colour charts, homogenous groups of colours are tabulated, often by ad hoc 
principles. Inside groups brightness, or saturation usually change. Complete account of 
all colours is not guaranted. 

It seems an economic way to walk through the RGB - cube or on its surface in the 
hope to compress the whole into a smaller body of the subjectively distinct RGB-
colours. 

Interesting 1D colour-transitions arise between 2 saturated primary colours, or 
between a colour and its additive complement, or between a primary and a secondary 
colour or between two arbitrary colours A and B which are not necessarily neighbors in 
solar spectrum or in cube. Examples are given in Figure 1. All of these 1D or 2D 
transitional spectra can be in principle compressed by eliminating undistinguished cases 
of RGB colours. 
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Figure 1. Spectral 1D- transitions between 2 RGB colours. Examples 
 

Various 1D, 2D or 3D wandering strategies over the RGB-cube can be chosen. The 
colour - points are 3D vectors in a unit-cube or discrete lattice points in a cube with 
side-length = 255 integer, withthe big grey diagonal between {0,0,0,} and {255, 255, 
255} points. Minings or scans inside cube can be based either on geometrical or even 
combinatorial principles.. 

A sensitive point is that close points in Euclidean sense may be close or distant as 
subjective colours. To get an impression see the 6 sides of this colour cube in Fig. 2. 

 

 
 

Figure 2. The 6 sides of the RGB colour cube. Skin of RGB-cube with homogenous zones. Each 

plane corresponds to a 2D-spectrum, reducible to 1D spectra . Surface contains more than 

390000 colours. Only a few hundred subjectively distinguished. 

 

 
 

Figure 3. Matrix of all possible 1D transitions  spectra between primary and secondary RGB 

colours. 64 edges and diagonals between 8 corners of RGB cube. Largest cube-diagonal is the 

grey-scale. Diagonal of matrix includes the 8 constant corner-colours . 
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A great number of possible 3D-stratagies of wandering are useful. E.g. cut seemingly 
colour – uniform subsets like {(r ± ε , g ± ε, b ± ε)} even with several thousands of 
formally different RGB-points, but with only one or a few subjectively monochromous 
set of pixels. 
 

RGB colours as partitions 

This sorting of RGB-colours is radically different from solar spectral transitions as 
mostly applied previously. RGB-colours are 3D vectors of integer coordinates between 
0 and 255. Their linear (=1D) arrangement is possible only in lexicographic manner 
violating continuum inside the cube. Listing sorted partitions means a reshuffling of 
geometrical neighbourhoods. 
 

Formal combinatorial background or model 

Distribute n cards between three persons, each one receives 0,1,…,n cards. If persons 
are not distinguished then the solution is the set of partitions of n into 1,2 or three parts. 
For n=10 we get the following 14 distributions: 
{{10,0,0},{9,1,0},{8,2,0},{8,1,1},{7,3,0},{7,2,1},{6,4,0},{6,3,1},{6,2,2}, 
{5,5,0},{5,4,1},{5,3,2},{4,4,2},{4,3,3}} 

The number of solutions p(n) is well known and it is a non-trivial integer [11]: 
p(n)= {1,2,3,4,5,7,8,10,12,14,16,19,21,24,27,30,33,37,40,44,48,52,56,61,65, 
70,75,80,85,91,96,102}. 

As soon as persons are distinguished, more cases arise. If n=10, the 66 ordered 
partitions  
(called also as compositions) are as follows: 
{0,0,10},{0,1,9},{0,2,8},{0,3,7},{0,4,6},{0,5,5},{0,6,4},{0,7,3},{0,8,2},{0,9,1}, 
{0,10,0},{1,0,9},{1,1,8},{1,2,7},{1,3,6},{1,4,5},{1,5,4},{1,6,3},{1,7,2},{1,8,1}, 
{1,9,0},{2,0,8},{2,1,7},{2,2,6},{2,3,5},{2,4,4},{2,5,3},{2,6,2},{2,7,1},{2,8,0}, 
{3,0,7},{3,1,6},{3,2,5},{3,3,4},{3,4,3},{3,5,2},{3,6,1},{3,7,0},{4,0,6},{4,1,5}, 
{4,2,4},{4,3,3},{4,4,2},{4,5,1},{4,6,0},{5,0,5},{5,1,4},{5,2,3},{5,3,2},{5,4,1}, 
{5,5,0},{6,0,4},{6,1,3},{6,2,2},{6,3,1},{6,4,0},{7,0,3},{7,1,2},{7,2,1},{7,3,0}, 
{8,0,2},{8,1,1},{8,2,0},{9,0,1},{9,1,0},{10,0,0} 

The number of such partitions corresponds to the well-known triangular numbers 
[12]: 
P(n) ={1,3,6,10,15,21,28,36,45,55,66,78,91,105,120,136,153,171,190,210, 
231,253,276,300,325,351,378,406,435,465,496,528,561,….,32896,…,286146},  
from n = 0,1, …, 255,….,755 

If n cards are divided into 3 persons then the number of such partitions is: 
 
 P(n) = (n + 2)(n + 1) / 2 = C(n+1, 2) (Eq. 1) 
 
 
Applications triangular partitions to describe RGB colour vectors 

Partitions as RGB colours are possible for n < 255+255+255=765. At n > 255, formula 
of P(n) given in (Eq. 1.) requires corrections. Colours satisfying r+g+b = n are in planes 
of RGB-cube with identical brightness and all colours in this plane are different because 
r/g and g/b color ratios are different. Corrected number of colours is R(n) =P(n) - w(n), 
where w(n), the number of impossible RGB-partitions  which increases rapidly with n: 
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w(n)=0 for n<256, R(n) = 0 if n > 765. Number of colours is maximal in the r + g+ b = 
383 plane and it is 49152. E.g. (170,150,190) is a legitimate, while (300,10,200) is an 
invalid RGB-partition of sum-total = 510 because individual coordinates in cube do not 
exceed 255. Sequence [13] is involved. 
 
 

 
Figure 4. (a) is the number of valid RGB partitions or different colours, (b) the number of 

invalid partitions in the 766 luminosity layers of RGB – cube orthogonal to and around the big 

grey diagonal axis. Plotted against n = r + g + b. 

 

In a valid RGB partition all components are ≤ 255. Partition of n means luminosity = 
n. Among the R(n) RGB-solutions for r +g + b = n, pair of ratios {k1=r/g, k2=r/b} are all 
different and characterizes colours. Physically these ratios describe emission ratios for a 
given coloured pixel. Per analogiam, in retina the three cones were activated – or absorb 
energy or quanta according to analogous characteristic ratios. These two interpretations 
obviously require further corrections and harmonisation by application of precise 
emission and absorption spectra of monitor or cones respectively. 

• Example 1: n=255; initial colour = (85,111,59), is a relatively dark olive-green. 
The brightest integer version is (170,222,118).  

• Example 2: n=6; initial colour = (3,2,1) is an almost black with invisibly weak 
reddish/violet shade. Max [{3,2,1}] = 3, thus 255/3=85 colour-shades with 
invariant r/g, g/b ratios are generated. Spectra are displayed in (Fig. 5) 
Terminal colour is (255,85,170). In the examples ratios are kept invariant, 
lightness are increases.  

 

 
Figure 5. See in text above.  Example 1 and 2 

 
 
Partitional spectra 

Given r + g + b = n. in RGB-space. It is a plane with constant brightness and 
orthogonal to the big grey diagonal of RGB-cube. When (r, g, b) vectors run through all 
partitions of n and the partitions are lexicographically sorted, then we get a partition 

spectrum (p-spectrum) with resolution 1/n or with lightness n. If n is small, then all 
generated colours are shaded, darkish. If n ≤ 255, the length of a p-spectrum, i.e. its 
number of colours is (n + 2)(n +1)/2. At n = {0,1,2,4,8,16,32,64,128,255} these lengths 
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are {1,3,6,15,45,153,561,2145,8385,33153} respectively. Inside these spectra at least 
one of the ratios of {r/g, r/b} and consequently g/b change with particular partitions 
from (0, 0, n), … to (n, 0, 0) i.e. with individual colours as we define here. The 
spectrum starts with RGB primary blue and terminates with primary red. In order to get 
brighter spectral colours, all channel coefficients were further divided by the maximum 
of {r, g, b} components. Consequently, constancy of brightness disappears, while 
colour-character and ratios remain invariant. In each colour vector at least one 
coefficient will have the magnitude 1 (or 255). Therefore colours are projected onto the 
lighter half-surface of RGB-cube.  

These partition spectra show remarkable properties. 1#. - With increasing n, partition 
- spectrum includes n colour bands. 2#. - Inside a band and also along consecutive 
bands, regular transitions are observable, bands shorten. 3#. - First half or so bluish - 
greenish alternation is visible. In the second half, orange-red becomes overwhelming. 
4#. At n=1 and at n=3 only the well-known RGB primary and nearly secondary colours 
(red, green, blue, yellow, magenta, turquoise) emerge. 5#. Colours proximal to white 
appear in the first series of (1,x,y) colours, while black shades arise among inverted 
(0,x,y) ones (Fig. 6b, Fig. 6b1).  

Partition spectra list all distinct colours with 1/n upper bound for deviation of colour-
coefficient-ratios. It sorts but did not bring close enough subjectively close colours. 
Further transformation should be introduced in order to classify colours (not hues!). 
This better rearrangement was carried out by their computed hues as an HSV-parameter. 
Results see in (a1), (b1) of (Fig. 6.) 
 

 
 

Figure 6. (a) = Partition spectra with increasing resolutions n = 1, 2, … ,64;  max[r,g,b] = 1. 

(b) = Spectra of (a) are inverted, min[r,g,b]=0. In each spectrum number of colour is 

(m+2)(m+1)/2. Spectrum (a1) and (b1) rearranged of  (a) and (b) according to magnitude of 

their computed HSV hues-angles 
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A few details of various partition spectra 

Partition spectra at different values of n (Fig. 6) are similar to each other. Each starts 
with BTG (blue, turquoise, green) bands. It lasts to 30-40% of the total length. Medial 
20% zone keeps green with viola and white. In 3rd zone the bands are composed of lilac-
magenta-yellow while green disappears. Finally the bands are dominated with red - 
orange - yellow. (See Fig. 7.) To reach significant colour-number-reduction, 
comparative psychophysical test of the bands seem here fruitful but are still difficult. 
Only the completeness of partition-colours is sure. 

 

 
 

Figure 7. Single partition spectrum with resolution n = 64. It consists 2145 RGB colours. 

Observe regular metamorphoses of the 64 bands. 
 

 

Hues along partition spectra. Conversions to HSV colour system 

Several conversion formula from RGBcolours to HSV colour-representation exist. 
HSV colour - space [5] describes a colour as a (hue, saturation, value) = (H, S, V) 
vector. For a given RGB- point, the parameter V is either the maximun or arithmetical 
mean of RGB coordinates. Saturation S, is either (max - min)/max or standard deviation 
of RGB coordinates. To compute component H of HSV the most often used formula is 
applied here: 
 

 H = b+60(c1 – c2)/(max – min)   (Eq. 2) 
 
 

Here c1-c2 is G - B, B - R, R - G or b = 0, 2, 4 if  max {R,G,B} = R, G, or B 
respectively. The result is a hue expressed by an angle in degree between 0 and 360, 
where red = 0, green = 120, blue = 240. It is hard to believe that this concept of hue 
corresponds to wavelengths with  one nm accuracy.It is a 2nd definition of hue.  
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Figure 8. Hues  in degrees of HSV - system plotted against 2145 RGB -colours sorted as 

partitions of 64. Upper: partition spectrum. Lower pseudo solar spectrum is obtained by 

reshuffling partition - colours by their computed hues. 

 

 

Conclusions 

The aim was here to get closer to the number of colours distinguished by a normal 
human observer. Long history [14] and branches of colour science [15, 16] all suggest 
that despite of advanced technics available, the most incoherent, diverse solutions are 
still proposed. Answer is more diversified than it was justified. One possible cause of 
this uncertainity is the lack of suitable arrangement of colours which would permit the 
complete and repetition-free survey of a color-space. Here, various geometrical and 
combinatorial ordering strategies based on sophisticated subsets of RGB-cube were 
proposed.. E.g. linear arrangement by partitions i.e. also by intensity ratios of RGB-
primary channels may achive a regularity, brings closer subjectively similar colours. 
Only construction of further order algorithms makes worthy to start psychophysical 
testing identity and difference of colour species. 

RGB partition-lists give colour spectra with regularly but still capriciously dispersed 
colours, albeit these lists are complete with respect of ratios or other aspect. When 
formal HSV-hues are computed for a given partition sequence or set of other RGB-
colours, then this sequences can be simultanously reshuffled by HSV-hues computed 
with help of (Eq. 2). What we obtain, it is a complete or partial  pseudo-solar spectrum 
of colours (not that of hues!) . In Fig. 8, the lower spectrum was computed and 
rearranged from the upper partition spectrum. Also in Fig. 6a1 and 6b1 the satellite 
pseudo-solar spectra are obtained from various partition spectra. 

Such a rearrangement can be done with an arbitrary initial colour–list as follows: 
(1#) - determine (r, g, b) for each colour. (2#) - Compute h = η[r, g, b] sizes of hue-
angles. (3#) - Arrange h values by their magnitude. List the original and corresponding 
RGB-colour arguments vectors by this new order of their hues. (4#) – Compute and 
display the new colour-spectrum.  
Close colours get physically closer. Now you can start counting colours or you can 
discriminate with real hope and with efficiency. In pseudo-solar-spectra the similare 
colours are physically closer along the new 1D arrangement as they were before. 
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We emphasize that any colour census is at last a psychophysiological task but 
impossible to carry out without such preparatory transformations. This work has been 
initiated. 

The more conservative way to reduce colour cube is to generate seemingly uniform 
RGB colour fields. Count number of its distinct colours. By this way local reduction 
factors can be collected. E.g. very often in domains with 1000-5000 distinct RGB-
colours 1 2 or 3 colours can be subjectively distinguished. 

Obviously, several issues are out of our scope. We did not deal with standardization 
problems related to RGB-cube or monitors, neither with color vision or color blindness. 
The aim and results are in direct relationships only with and are restricted to those 
conceptual frameworks which make easier at all any efficient colour census. Better and 
computerizable colour mining methods inside a colour space chosen for analysis may 
diminishes gap between 25000 and 250000 our actual rough guesses.  
 
 
Glossary 

CIE1931 = Comission International d’Eclarage from 1931. 
RGB = Red - Green  - Blue colour system for monitor 
HSV  = Hue, Saturation, Value or Lightness 
CMYK = Cyan - Magenta -Yellow - Black  for printers 
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Abstract. This paper focuses on regression with binomial response data. In these cases logit regression is 
the most used model. An example is a retrospective biomedical problem, where multicollinearity occurs, 
thus the variances of the estimated parameters are large. 
In this paper we propose to apply the ridge method to the maximum likelihood estimation of the logit 
model parameters. 
The efficiency of the proposed technique was investigated using a biomedical data set. A random 
sampling technique was used to study the effect of sample size on the ML and the logistic ML estimation. 
Keywords: logit, multicollinearity, bootstrap, restless legs 

 
 

Introduction  

Logit regression is a widely used method for categorical response data. A typical 
area of application is biomedical studies, but there are other areas like the prediction of 
loan returning behaviour of bank clients. A good example is the investigation of the 
occurrence of a disease (yes/no) as related to different characteristics of the patients. 

With logit regression the binary response (yi) at the i-th setting of independent 
(regressor) variables is considered as a binomial (Bernoulli) random variable with pi 
parameter.  

 
 ( )i iy Binomial p  (Eq. 1.) 

 
The logit is the link function to the linear predictor [1]. 
 

 0 1 1

( )
logit[ ( )] log

1 ( )
i i

i i i h ih

i i

p
p β β x ... β x

p
= = + + +

−
x

x
x

 , (Eq. 2.) 

 
where xij is the value of the j-th independent variable (j=1…h) at the i-th 

measurement point, and βj is the coefficient of the j-th independent variable. From Eq. 
2. the following model relates the probability of occurrence with the regressor variables 
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 (Eq. 3.) 

 
where 
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 0 1 1i i h ihβ β x ... β x= + + +x β  (Eq. 4.) 

 

pi is the probability of one of the two specific outcomes at the i-th setting of 
independent (regressor) variables. 

When the number of observations at each xi is not small weighted least squares 
estimation method can be used [2]. In case of small sample sizes or ungrouped data 
(ni=1 for each i) maximum likelihood estimation is applied. This paper focuses only on 
the latter case. 

 
 

Maximum likelihood estimation to logit model 

Maximum likelihood estimators are obtained by maximizing the logarithm of the 
likelihood function [1]: 

 

1 1

log( ( )) ( ) log( ) (1 ) log(1 ) max( )
= =

= = + − − →∑ ∑
n n

i i i i

i i

L , l , y p y pX β X β β  (Eq. 5.) 

 
where n is the number of observations and X is an n×m matrix of the independent 

variable. The estimator is asymptotically unbiased. 
Differentiating Eq. 5. with respect to β  we obtain [3]: 
 

 
( )

( )Tl ,
-

∂
=

∂
X β

X Y p
β

 (Eq. 6.) 

 
where Y is an n×1 vector of observable dependent variables. The maximum 

likelihood estimator of β  is obtained by setting the right hand side of these equations 

equal to zero and then solving them simultaneously and iteratively. Since pY ˆˆ = , Eq. 6. 
will satisfy 

 

 ˆ 0=T
X (Y -Y)  (Eq. 7.) 

 
Eq. 7. is generally solved using the Newton-Raphson method. Iterative estimates of 

β  are obtained as: 
 

 ( ) 1ˆ T T
−

=β X WX X WZ  (Eq. 8.) 

 
where Z is an n×1 column vector with elements: 
 

 
ˆ

ˆlogit[ ( )]
ˆ ˆ(1 )

i i
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y p
z p

p p

−
= +

−
x  (Eq. 9.) 

and the weight matrix is: 
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 [ ]ˆ ˆdiag (1 )i ip p= −W  (Eq. 10.) 

 

The covariance matrix of β̂  [1]: 
 

 [ ]{ } 1ˆ( ) diag (1 )T

i iVar p p
−

= −β X X  (Eq. 11.) 

 

 

Ridge regression to least squares estimation of linear models 

The purpose of the parameter estimation is to find parameters as close to the true 
ones as possible. The most used parameter estimation methods lead to unbiased or 
asymptotically unbiased estimators. It means that the expected value of estimate is the 
true value of the parameter. However in some cases (e.g. when multicollinearity occurs) 
the unbiased estimators may have large variance which increases the probability of 
obtaining estimated parameters largely deviating from the true ones. 

The goodness of an estimator is properly quantified by the mean square error 
function, which is defined for a scalar parameter as [4]: 

 

 ( ) ( )2
ˆ ˆMSE E  = −  
β β β  (Eq. 12.) 

 
It is easy to show that MSE algebraically may be split into two parts: 
 

 ( ) ( ) 2
ˆ ˆMSE Var biasβ β = +    (Eq. 13.) 

 
where 
 

 ( ) ( )ˆ ˆbias E= −β β β  (Eq. 14.) 

 
In multivariate case when β  is a parameter vector, the mean square error function is 

defined as (in order to keep it scalar the trace of the covariance matrix is used): 
 

 ( ) ( ) ( )ˆ ˆ ˆMSE Tr Var bias bias
T

     = +     β β β  (Eq. 15.) 

 
In this sense a slightly biased estimator with smaller variance may be more 

advantageous than an unbiased estimator having large variance. Considering this Hoerl 
and Kennard (1970) have modified the least squares (LS) estimation for linear models 
and proposed a biased estimation method, called ridge regression [5]. 

Let us consider a linear model: 
 
 0 1 1 2 2 ...i i i h ih iy x x xβ β β β ε= + + + + +  (Eq. 16.) 

 
where εi is the measurement error at the i-th point. 
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In matrix notation 
 
 = +Y Xβ ε  (Eq. 17.) 
 
where Y is an n×1 vector of observable dependent variables, ε  is an n×1 vector of 

random errors. 
The ordinary least squares (OLS) estimator is obtained by minimizing the following 

objective function: 
 

 ( ) ( ) ( ) ( )T 2

0 1 1 2 2
1

ˆ ˆ ˆ ˆ ˆ ˆ ˆ...
n

i i i h hi

i

y x x xφ β β β β
=

= − − = − − − − −∑β Y Xβ Y Xβ  (Eq. 18.) 

 
The estimated parameter vector is expressed as [6]: 

 ( )T Tˆ −
=

1

β X X X Y  (Eq. 19.) 

 

The covariance matrix of β̂  
 

 ( ) ( ) 12ˆVar Tσ
−

=β X X  (Eq. 20.) 

 
Thus with Eq. 15. 
 

 ( ) 12 2

1

MSE Tr 1
h

T

j

j

σ σ λ
−

=

 = =   ∑X X  (Eq. 21.) 

 
where λj is the j-th eigenvalue of the T

X X  matrix. 
If any of  the λj eigenvalues is relatively small (it occurs when they differ in great 

extent) the value of MSE increases. It means that estimated parameters may be far from 
the true ones. Using ridge regression a small positive number is added to the diagonal 

elements of the T
X X  matrix: 

 

 ( ) 1ˆ T Tk
−

= +*β X X I X Y , (Eq. 22.) 

 
which may be also obtained by minimising the following objective function: 
 

 ( ) ( ) ( )ˆ ˆ ˆ ˆ ˆ
T

Tkφ = − − +* * * * *β Y Xβ Y Xβ β β  (Eq. 23.) 

 

β̂  refers to ML and ridge estimators will be denoted by *β̂ . The ridge technique 
enlarges the small eigenvalue(s), thus decreases MSE. It is obvious that with k=0 the 

OLS estimator is recovered, while at k→∞ all *ˆ
jβ  estimators go to zero. 

The ridge estimator is proved to lead to smaller MSE than that obtained by the 
ordinary least squares method, if small enough positive value is chosen for k, that is  
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( ) ( )MSE OLS >MSE ridge . 

 
While the existence of the minimum MSE is proved, the k value to which this 

optimum belongs to may not be calculated. Hoerl and Kennard (1970) proposed to use 
the ridge trace for deciding on k. The ridge trace is the plot of the estimated parameter 

values as function of k. When the *ˆ
jβ  values cease to change strongly, the proper k is 

found. 
The method is thoroughly discussed and applied in the literature [7-10], simulation 

studies were also performed. 
 
 

Ridge method to logit regression 

The MSE of asymptotically unbiased β̂  estimate with ML estimation from Eq. 11.:  
 

 [ ]{ } 1

1

ˆMSE Tr[Var( )] Tr diag (1 ) 1
h

T

i i j

j

p p
−

=

 = = − = λ   ∑β X X  (Eq. 24.) 

 
where λj is the j-th eigenvalue of the [ ]diag (1 )T

i ip p−X X  matrix. 

This is analogous to the variance of LS estimation (Eq. 20.). It is known that the 
eigenvalues of XT

X differ in great extent if the columns of X matrix are correlated [2] 
(multicollinearity). This occurs when evaluating retrospective biomedical studies, where 
the regressor variables may not be set properly but may change in almost a random way. 
In Eq. 24. the estimated covariance matrix related to not simply XT

X but XT
WX, where 

weights depend on X matrix. Thus even with orthogonal X matrix the eigenvalues of the 
[ ]diag (1 )T

i ip p−X X  matrix may differ. Ridge method is a remedial measure to treat 

multicollinearity with linear regression, and it can also be applied to the ML estimation 
as it was proposed by Schaefer [11]. A small positive number is added to the diagonal 
elements of the covariance matrix given by Eq. 11.: 

 

 [ ]{ } 1*ˆVar( ) diag (1 )T

i i in p p k
−

= − +β X X I  (Eq. 25.) 

 
Thus the objective function has the form: 
 

 * *T * *

1 1

ˆ ˆ ˆ ˆ( ) log( ) (1 ) log(1 ) max( )
n n

i i i i

i i

y p y p kφ
= =

= + − − − →∑ ∑β β β β  (Eq. 26.) 

 
the iterative estimate of parameter vector is obtained as: 
 

 ( )ˆ T Tk
−

= +
1

β X WX I X WZ  (Eq. 27.) 

 
Elements of Z are defined by Eq. 9. 
Barker and Brown [12] have compared ridge logit regression to principal component 

logistic regression and standard logistic regression by simulation studies. In [13] Cessie 
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and Houwelingen applied the ridge logistic estimation to a biomedical problem. In this 
paper we apply the proposed technique both to continuous and discrete regressors, and 
investigate the effect of extent of correlation between regressors to the estimation error. 

 

 

Example 

We have analysed the data of Molnár M.Z. and co-workers [14]. In a part of their 
study they investigate the probability of occurrence of restless legs syndrome (RLS) for 
kidney-transplanted patients. We have fitted a logistic model to their data. The 
dependent variable is the prevalence of RLS, the covariates (three binomial and three 
continouos) are: diabetes, sex, modality (its value is 1 for the kidney-transplanted 
patients, and 0 for the waitlisted dialysis patients), age, albumin and haemoglobin 
(HGB) level. In this retrospective study the HGB level and modality are strongly 
correlated, thus the use of ridge regression seems to be recommended. The data set 
consists of data on 882 patients. (In the original study 992 patients were contained, parts 
of data for some of them missing. As our aim is to investigate the efficiency of logistic 
ridge estimators, and the problem of missing data analysis is not the scope of this paper, 
the cases with missing data were left out from the analysis.) 

We have scaled the independent variable. The scaled variables change between 1 and 
0. The aim of this transformation was twofold.  

• The effect of the j-th covariate (on the dependent variable) depends on the 
range in which j jx β  changes: ,max ,min( ) ( ) ( )j j j j j jeffect x range x β x x β= = − . If 

( )jrange x  is equal for each j, the value of jβ  indicates the importance of the j-

th covariate.  
• - The model estimates the effect of the j-th covariate. The error of this estimated 

effect is related to ( )
jj βrange x s , where 

jβ
s  is the standard deviation of jβ . If 

( )jrange x  is equal for each j, 
jβ

s measures the error of the effect of the j-th 

covariate. In the following only the scaled xj covariates and the jβ  scaled 

model parameters will be used. 
 
Using the data of the 882 patients the β  parameter vector was estimated both with 

ML- and with ridge logistic regression. The obtained estimated model parameters do not 
differ in great extent for the two estimation procedures. Using the bootstrap method [3] 
a 95% bootstrap interval was calculated for each jβ . The results are shown on Fig. 1. 
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Figure 1. 95% bootstrap intervals for the estimated model parameters with ML and with ridge 

estimation for the full (882 patients) data set (shorter whiskers belongs to the ridge estimation) 

 
 

It can be seen from the figure that 1) the variance of the ridge estimation is smaller 
than that of the ML estimation, but they are approximately of the same order of 
magnitude; 2) the means of the parameters estimated by the two regression methods 
differ considerably, the ridge estimators are shrunken toward 0. In this case the use of 
ridge regression is not reasonable, because the smaller variance of the ridge estimator 
do not compensate its bias. Due to the large sample size the variance of ML estimator is 
relatively small, the use of ridge estimation is not justified. The advantages of using the 
ridge regression in case of smaller sample sizes may still be a relevant question. This is 
the scope of this study. 

As the full data set is large enough, the ML estimated model parameters from it are 
close enough to the true model parameters, thus they will be considered as such. These 
parameters are used to evaluate MSE in further calculations. 
We have obtained samples of size n, with replacement, from the original (N=882) 
dataset. (n:100, 110, 120, 125, 130, 140, 180, 200, 300, 400, 600) Having the sample 
size fixed, mn samples were obtained (e.g. for n=100, m100 =800 sample were taken, 
each of size n). We have fitted the logistic model for each sample both with ML and 

with ridge regression. The estimation error ( MSE ) is calculated using Eq 28. for each n 
for both estimation procedures. 
 

 


( )2

,
1 1

ˆ

ˆMSE( )

nm h

j i j

i j

n

nm

β β
= =

−
=
∑∑

β  (Eq. 28.) 

The results are show in Fig. 2. 
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Figure 2. Error of estimated model parameters with ML and ridge estimation, respectively 

versus sample size 

 
 

The error of the parameter vector ( ˆMSE( )β ) of ML estimators is exponentially 
increasing as the sample size is decreasing. The error of ridge estimator changes 
similarly (Fig. 2), but its variation is by orders of magnitude smaller. The use of ridge 
estimation seems to be useful if the sample size is low, for this example if it is less than 
about 300.  
 

 

Conclusions 

We have compared the effectiveness of logistic ridge and ML regression using 
clinical data of kidney-transplanted patients. The use of ridge regression is not 
recommended for large samples. In these cases the variance of ML estimation is 
relatively small, thus the variance reduction achieved with ridge estimation dos not 
compensate the bias of the method. For smaller sample sizes the variance of ML 
estimator increases strongly as the sample size decreasing, while the variance of ridge 
estimation hardly changes. Thus for smaller samples the use of ridge method proved to 
be more effective then the ML estimation.  
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Abstract. An agro-ecosystem is directed by the interactions among the populations living in it and 
depending on many abiotic factors. It is needed to investigate as many factors as possible. People are 
also interested in the effects of predicted climate change, experienced climate variability and frequently 
present extremal weather conditions nowadays. Elements of the system have direct and indirect influence 
on each other. Indirect or hidden types of interactions can not be expressed as different kinds of material 
flow. It would be also nice to combine the optimalisation of the proficiency and environmental protection 
together with the forecast risk, damages and profit. When extending the already existing models, they 
become more complex and immense, so simulation and monitoring are not enough for examining and 
describing the whole interaction process. Application of graph theory - using well known graph theory 
theorems and having the help of computers - is especially powerful for controlling huge systems that are 
difficult to survey by other existing methods. Using informatics and electronics agricultural production 
can be controlled through a complex system, which integrates biological, technological and economical 
factors. 
Keywords: agriculture, climate, ecosystem, food web, graph, model 

 

Introduction  

An agro-ecosystem is a highly complex system of nature, several different models 
have already been introduced to investigate it. In ecological research we can distinguish 
three main trends [14]: describing synbiological patterns and trying to explore their 
background patterns [22][32][37][38][40][41]; focusing on some alternative hyphoteses 
of a hyphoteses system through firmly controlled experiments [4][35][36]; and 
theoretical modelling by mathematical description, when only a fragment of the 
available knowledge is used [15][26]. These approaches have many advantages, but one 
of their disadvantage is that it limits the systems complexity.  

The interactions in a food web and the structure of a food web have already been 
studied [15][16][17]. Systems of soil-plant-weather models were also constructed 
[8][24][26], they were examined empirically, as well [5].  To analyse  how the 
examined agro-ecosystem is functioning, correct simulation models of the complex food 
web system and continuous monitoring of the processes [1][6][7] were needed. During 
the simulation there were examined also extremal events [13]. When extending the 
model, it integrates biological, technological and economical factors and joins the 
natural circumstances, so it becomes very complex. Agricultural production meeting 
several requirements such as „precision and sustainability” became more and more in 
focus. Nowadays investigation of influences explained by climate change and climate 
variability is of interest and needed, too [33]. Simulation and monitoring are not 
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enough. We need to ask for the help of other methods. As in the literature there are 
plenty of excellent models which describe certain parts of processes quite exactly 
[9][23][27], our aim was to create a model which describes the whole interaction 
process: tracking and tracing the effect of an element in an agro-ecosystem. It is also 
useful in case detailed data are missing, or when extending the model in case more 
complex data are available. These days discrete mathematics, algorithms and graph 
theory are very often used in different areas of mathematics, physics, chemistry, 
molecular biology, economy and other sciences. [3][18][25] and even in ecology 
[29][42][43]. Informatics and electronics are more and more often applied in different 
branches of sciences and in agriculture, as well [17][39]. We show that for investigation 
of several indirect or hidden types of interactions that can not be directly expressed, 
well known graph theory theorems can be used. There are several softwares for 
designing and testing networks: e.g. PIGALE (Public Implementation of a Graph 
Algorithm Library and Editor), Algorithmic Solutions Problem GmbH: LEDA [10], a 
program dealing with different kinds of e.g. travelling salesman problems [11], an open 
source project LEMON: Library of Efficient Models and Optimization in Networks 
[12], which does combinatorial optimization for problems working with graphs and 
networks using graph theory algorithms in available routines and having a possibility in 
it of writing programs for a given problem. We only need to translate our question into a 
mathematical language and use algorithms describing the situation and finding the 
solution of the given problem. Graph theory can provide us a powerful tool to model 
several indirect or hidden interactions. These interactions that we integrate in our model 
are not contained in most existing models or not considered together in the same model. 
Multidisciplinary sciences are unfurtunately not very popular, but very much needed in 
future research. 
 
The Effect-Graph 

First, we construct the graph of our agro-ecosystem. The vertices of the graph are the 
elements of the agro-ecosystem. For example in a very simple food web the cultivated 
plant is our central element, and the others can be its weeds, different types of pests and 
their predators. Elements of our extended system can also be soil, weather conditions 
like temperature or precipitation, agrotechniques (watering, fertilization). For describing 
the interactions between the elements of the system we use the edges of the graph. We 
put an edge between two elements if there is a relationship between them. We direct the 
edges form an element to the other one if the certain element has an effect on the other 
element. We allow to have edges between two elements in both directions. Every edge 
will get a weight showing how strongly the elements effect one another. The weight is a 
number that expresses the influence of one element to the other one and it is positive or 
negative depending on whether this effect acts positively or negatively on the element. 
On the graph theory language this way we obtain a weighted directed graph. This graph 
is called the effect graph of our agro-ecosystem [16][17]. We can extend our graphs, 
influence-diagrams to encode the whole agro-ecosystem into it, labelling  the vertices  
by the quantities  of the elements. This graph we call the extended effect graph of our 
system. It is also possible to set the effective start date and the effective end date (which 
show when are the relations activated or deactivated). If we are interested in more 
precise details, the elements of our graph can be considered as subgraphs of the effect-
graph with the similar structure. Our center element, the cultivated plant as a subgraph 
can consist of the elements representing the relative water holding capacity, the 
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evapotranspiration of the plant, the biomass growth, etc. The soil element as a subgraph 
can consist of e.g. water content of soil, different nutrient content of it, temperature of 
different layers of the soil, the water run-off in it, the evaporation or the water holding 
capacity of soil. In the same way variables as temperature, percipitation and others can 
also be included. This way we can get a very complex structure of the agro-ecosystem.  

 
Connections in effect-systems using graph theory 

The (extended) effect graph can be analysed from different points of view, like 
climate change, plant protection and others. In these investigations the most important 
(centre) element is the cultivated plant, and in the other vertices there are its weeds, 
pests, needs and many other biotic and abiotic factors.  

We would like to examine how the agro-ecosystem takes up a new structure with the 
quantity change of some elements, turning our attention to the ‘centre’, the cultivated 
plant. With the help of the graph we can analyse how the quantities of other elements of 
the system change from time to time or how some elements compete for „food” with 
each other, as well.  

The starting values, input data of our model can be simply measured (temperature, 
precipitation, watering,  fertilization, global radiation) or obtained by estimation or 
fitting (constants related to the plant, soil, ionic nutrient, speeds of bioprocesses) easily. 
For other kinds of data such as the daily growth of biomass, organic substances 
developed in soil we can use the outputs of other food web models [30]. For the 
quantity analysis we can use the effect graph itself. For every ecosystem we can 

construct a vector 0v  where the coordinates of 0v  are  the weights of the vertices in one 
point of time. In the next point of time the weight of a vertex is changing according to 
the weights of the elements that have effect on it. For the representation of the graph we 
can use a matrix which have information about the set of components and relationships 

between them. Let A denote  the matrix such that the ija
 entry of the matrix is  the 

weight between the vertices i and j. We call it the weighted adjacency matrix of the 
agro-ecosystem. After the first step (i.e. day) their weights of the vertices – the available 
quantities of the elements of the system – are given by the coordinates of the vector 

01 vAv = , so after the 
thn  step 0vAv n

n = . In the
stn )1( +  step we have to raise matrix A 

to the power of (n+1), which is an easy mathematical excersise. If we write 0v  as a 

linear combination of the eigenvalues ∑= iiij ava λ0:
, then i

n

in av ∑= λ
. For some 

practical reasoning the eigenvalues of this matrix are of absolute values at most 1.   
For other problems we shall use the extended effect graph of the system. Without 

extensive precise mathematical definition several times we modify the labelling of the 
edges.  

 
Examples of problems with their possible solution 

• What happens if one of the factors is eliminated from the system? (ie. because 
of no precipitation, the watering prohibition or other conditions). One would 
think that in this case we have to assign a 0 to the appropriate coordinate of the 
weight vector. Unfortunately this is not enough. Indeed, the effects of other 
vertices can result nonzero  entries to this element at later points of time, hence 
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we have to  change the weights of  its edges (interactions) to 0. This will result 
a  full 0 row and coloumn  in the matrix. Eliminating this row and coloumn we 
obtain a smaller matrix and we can use this for our model. In matrix calculus 
this is the same as multiplying our matrix by a projection. 

• What happens, if suddenly, unexpectedly the amount of an element of the 
system undesiredly increases (ie. very high temperature) such that its effect is 
harmful to our centre? Then,  of course we would like to eliminate the effect of 
this item to our plant. Time to time  it happens that we have no direct access to 
this element. Then we have to examine, how  we can alter the indirect 
interaction  between these items. In our graph this can be  implemented  by 
examining all the paths from one vertex to the other and try to  terminate the 
flow of effects on all these paths. In graph theory language we have to 
disconnect the two vertices. To achieve the shortest or fastest or cheapest way 
one can use the Menger or Ford-Fulkerson type mincut-maxflow theorems 
[2][20][28] with the help of  e.g. lp_maxflow in Lemon [12]. 

• In case of an expected drought an earlier harvest  might be decided. How to 
find the cheapest and fastest possible way of increasing the yield in the 
remaining period of time. In our effect system this requires to find the fastest 
way to increase the yield with our leftover sources. In graph theory language it 
means finding the shortest paths with largest weights that can be done with e.g. 
Floyd’s algorithm [20]. Here we modify the labelling. The weights will 
represent the quotient of the effect and the expenses of the desired interactions. 

• It would be desired to control or predict all the effects in our system. How can 
it be done if we have access to the monitoring of a few elements of the system? 
We would like to choose as few elements as possible to keep a close watch on. 
In the graph theory language this is equivalent to find a smallest covering set of 
elements and we can apply Gallai’s theorem [2][20][28] to achieve it. 

• The reverse procedure, monitoring the effects to control the elements can be a 
real requirement, as well. The dual of the previous method is a straight 
application of König’s theorem about the independent sets of edges. 
[2][20][28]  

 

Discussion 

In order to understand how an ecological system operates, a matrix or a food web 
graph is suitable either for description or for analysation of the relations. Based on the 
problems and their solutions mentioned above, we see that this method is very likely 
suitable to solve many other ones. Analysing the effecting factors standing behind 
ecological patterns can be of interest of human society, too. It is very important in 
planning the future: controlling the vulnerability helps the mitigation and the adaptation 
for the new circumstances. Graph theory helps us to model and follow the changes of 
the number of the individuals and the quality of the elements of the complex system. 
Nowadays apart from environment protection and public health issues the expenses of 
the agrotechnical methods has to be considered, as well. We do not only have to analyse 
if the given problem has solution, but we have to examine and decide which of the 
possible solutions is the most effective one. Application of graph theory in other 
sciences is a rapidly developing area of mathematics. It is especially powerful for 
controlling huge systems that are difficult to survey by the existing (manual) methods. 
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Today’s computers can carry out the necessary calculations in a reasonable amount of 
time. The complexity of the algorithms we used in our paper are all “easy”. The 
methods offer new possibilities in investigating agro-ecosystems, we presented only a 
few examples to demonstrate the power of graph theory in this application. Predictions 
can be given to alternative climate change situations not experienced before. This is 
important in finding the sensitive points and the role of different creatures in the 
stability of the system. It is a possibility of decreasing the risks caused by effects of 
some elements in the system. Our research is still under development and 
generalization. 
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Abstract. Some phenomenons are modelled most naturally by two probabilities, because use of a single 
combined measure would result in an undesirable loss of information. E.g. diagnostic tests are 
obligatorily characterized by their sensitivity and specificity, risk of disease is often reported for two 
subpopulations e.g. males and females rather than for the whole population, etc. Here we present a 
statistical test and a related method to construct simultaneous two-dimensional confidence sets for two 
probabilities estimated from independent samples. We also describe a computer algorithm for these 
calculations. 
Keywords: diagnostic test, confidence, statistics 
 

 

Introduction 

Suppose we have observed two binomial variables on two independent samples and 
we want to carry out a statistical test for the binomial parameters (probabilities) with 
H0: p1=p1(hypot) , p2=p2(hypot). Also, we want to give a simultaneous confidence set.  

This problem may come up in situations when a phenomenon cannot be reasonable 
modelled by a single probability. This is the case e.g. if sensitivity and specificity of a 
diagnostic test are to be estimated, for sensitivity is calculated from a sample of people 
having a disease, while specificity is calculated from a sample of people not having the 
disease. Another example is when risk of a disease is needed separately for males and 
females, or urban and rural people, etc. If these two risks were combined to have a 
single measure (e.g. risk for the whole population), then it would be impossible to 
control for differences in sex ratio or urban/rural ratio between different populations or 
over time.  

Concerning hypothesis testing, a typical question may be whether both sensitivity 
and specificity of a new diagnostic test exceeds those of a standard test with known 
sensitivity and specificity, say Se = 92% (p1(hypot)) and Sp = 87% (p2(hypot)), or 
whether a certain public health measure reduced the risks compared to the preceeding 
period of time in both parts of the population.  

The solution is based on the method suggested by Sterne [5] for the one-dimensional 
case. The acceptance region is constructed taking the points of the two-dimensional 
sample-space in descending order of their probabilities (first the one with highest 
probability, then the one with second highest, etc.) until the probability of the 
acceptance region reaches the desired level, e.g. 95%. The acceptance region defined 
this way has a minimal area (it contains the fewest points among all possible regions at 
the same level). The confidence set can be constructed by inverting the test [4]. This 
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means that the confidence set will contain all parameter pairs, for which the observed 
outcome is in the acceptance region at the level of interest.  

The test and confidence region can be used to create exact tests and confidence 
intervals for functions of the two parameters like e.g. difference of proportions, relative 
risk, or odds ratio. Exact solutions for these problems are not always readily available 
[1][3]. 

The first idea of the computerized solution is to evaluate the whole parameter-space, 
i.e. [0,1]x[0,1] with a step size providing the desired precision. It needs a lot of 
computing time, because we have to construct acceptance regions for several pairs of 
parameters. Our paper describes the possible optimizations of the algorithm and 
introduces the first version of the program.  

 
 

The problem 

We have two independent samples of size n1 and n2 (each should be less than 300 in 
the present version of the program) with observed numbers of successes k1 and k2, 
respectively. What could be the probabilities p1 and p2? 

The confidence interval will be created using loops. Given the step size (ss), the 
program calculates the acceptance region for the probabilities p1 and p2, where p1=i/ss 
(i=0,1,…,ss) and for every p1 value p2=j/ss (j=0,1,…,ss). Those (p1, p2) pairs are 
regarded to belong to the confidence region, for which the acceptance region contains 
the pair (k1, k2). During this process, functions of p1 and p2 are also calculated in order 
to create confidence intervals for them. 

It’s clear that (ss+1)2 acceptance regions must be computed. For each of them, we 
have to calculate the appropriate two-dimensional probability mass function (n1·n2 
calculations), order the probabilities, and select them until we reach the desired level. 

Of course it is easy to write a program to do this, but as we increase the sample sizes 
and the step size, the computing time will make the program inapplicable. That’s why 
we have to optimize the program code.  

 
 

Optimisation 

There are several ways to optimize an algorithm and/or the corresponding program 
code. We used more memory to store temporary results, which were needed several 
times. We also simplified calculations using theoretical knowledge on the problem.  

Important part of optimisation is to eliminate unrelevant points from calculations. 
For example we have to calculate the acceptance region (ss+1)2 times. Of course it is 
very important to do it as fast as possible. 

With given n1 and n2, the number of possible pairs of outcomes is (n1+1)·(n2+1), 
that is, the size of the sample space is proportional to the square of the sample size. 
Calculation of the probability mass function for each pair slows down the program 
considerably. But we can recognize that, as the sample size increases, the acceptance 
region will contain just a few percent of the possible pairs. Examining the probability 
mass function it is not surprising, most probabilities are very close to zero. Selecting a 
good algorithm, we don’t need to calculate the probability mass function for the whole 
parameter space, it’s enough to calculate the highest probabilities to get the acceptance 
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region. In this case, we need to know, where we can find higher probabilities without 
calculating all of them. 

Another way of speeding up the program is to recognize that we don’t need the 
whole acceptance region. If we have reached the observed k1 and k2, we can stop. 

 
 

The program 

Our algorithm is using the above ‘tricks’ to work as fast as possible. We have used 
the Borland Delphi 2.0 Desktop programming environment to compile a working 
version, but the algorithm itself is language and platform independent and can be 
implemented in any programming environment. 

After optimization, the computing time is 20 seconds on a 2.6GHz P4 computer for 
n1=n2=100, stepsize=1000. The maximum value of sample sizes is 300, the maximum 
of step size is 100000.  

The result is written into a space separated text file with a name generated from input 
data to make it easier to find a result later. 

The output of the program consists of four windows. The log window summarizes 
the results: it shows the file name, input parameters and processing time. The results 
window displays the results from the results file. The drawing window displays a plot of 
the acceptance or confidence region denoting points belonging to the region by ‘X’ and 
others by ‘.’. It demonstrates that the confidence interval is generally not convex. It can 
have both holes and disjoint areas. The main reason for this is the discreteness of the 
binomial distribution. For practical purposes one can reasonably use the convex hull of 
the computed confidence set. The last window shows the confidence intervals for some 
functions of the parameters. 

The program is able to give some partial results: 
 

Probability mass function 

For given n1, n2, p1, p2 the program calculates the two dimensional binomial 
probability mass function. As we have shown above, it first calculates the arrays of 
binomial coefficients, the powers of pi, (1-pi), then calculates the probability of each 
(k1, k2) pairs. 

We were able to save time here by avoiding use of the built-in power function and 
simply multiplying the previous element in the array with the base of the power to get 
the next one in a cycle. 

 
Acceptance region 

For given n1, n2, p1, p2 the program calculates the acceptance region. The 
construction is the following: the program calculates the probability mass function, sorts 
the probabilities of the different (k1, k2) pairs in descending order, and adds these pairs 
to the region until the sum of the probabilities is under the pre-specified level. If several 
pairs have the same probability, all of them are added to the area together. It is 
necessary because the acceptance region must be well-defined and there is no other 
reasonable rule about which pair should be included in the acceptance region from those 
having the same probability. 

The acceptance region defines a statistical test for H0: (p1 = p1(hypot) , p2 = 
p2(hypot)). If the observed (k1, k2) pair is not in the area, H0 is rejected. The p-value 
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belonging to a certain (k1, k2) pair can be calculated stopping the process when it adds 
the pair to the acceptance region: then p = 1- sum of the probabilites of pairs in the area. 

The algorithm doesn’t calculate the probability of each sample point. First it 
determines a starting point: the sample point having the highest probability. It is 
([n1·p1],[ n2·p2]) or one of its neighbors, where [x] represents the biggest whole 
number, which is not greater than x. It means 9 pairs, their probabilities will be 
calculated and they will be added to the array of neighbors, nei. Then the following 
general step is repeated: The program looks for the maximum probability in nei, adds 
the points that have this probability to the acceptance region, deletes them from nei, and 
adds all their neighbors to nei. This step is repeated until the stop condition will be true: 
the program reaches either the pre-specified level or the observed (k1, k2) pair. 

The two-dimensional binomial distribution is strictly monotonically decreasing in 
each direction away from its peak, so the above algorithm will really produce the 
acceptance region, because the biggest probability not in the area must be a neighbor of 
the area. The acceptance region looks like an ellipse, and nei will contain plots as the 
outline of the ellipse. 

 
Confidence region 

For given n1, n2, k1, k2, pv, ss the program calculates the confidence set, which 
consist of those (p1, p2) pairs, for which (k1, k2) is in the pv-level acceptance area 
belonging to (p1, p2) at a step size of ss.  

Figure 1 shows the structure of the confidence region for n1=n2=20, k1=k2=1, 
pv=0.95, stepsize=250. The top left corner of the picture is (p1, p2)=(0, 0) and the 
bottom right corner is (p1, p2)=(0.292, 0.288). Holes are visible in the figure. 
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Figure 1. Shape of the confidence set 
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In the general case the program has to determine the acceptance region for p1 and p2 
pairs, where p1=i/ss (i=0,1,…,ss) and p2=j/ss (j=0,1,…,ss), so the previously described 
process should run (ss+1)2 times. It needs a lot of calculation, and most pairs won’t 
belong to the confidence set. That’s why the program first scans one row and one 
column only, where the area is possibly the widest. The optimal places are 
appriximately at k1/n1 and k2/n2. Unfortunately, the confidence set is not convex and 
may have holes and disjoint parts. If ki is close to zero or to ni, it is very hard to 
estimate, which row and column is best to scan; this part of the algorithm should still be 
refined. 

During those scans the program stores the minimum and maximum value of pi 
belonging to the confidence region, called pi1 and pi2. If we were sure, these were the 
most extreme points of the region, it would be enough to check the [p11 , p12]x[p21 , 
p22] area. Unfortunately it is not true, so the rectangle has been expanded by ss/40 in 
every direction. This amount is enough to surely discover the whole confidence set, but 
the program checks a lot of irrelevant pairs as well. This part of the algorithm should be 
refined too. 

During the calculation of the confidence set, it is possible to compute confidence 
intervals for p1, p2, p1-p2, p1/p2 and odds(p1)/odds(p2). The program stores their 
minimum and maximum values during the process, and replaces them, if it is 
necessarily. Finally the variables contain the global minimum and maximum of these 
functions of the probabilities together with the points of the parameter space where 
these values were taken. 

 
Application 

The method was applied to construct a two-dimensional confidence set for sensitivity 
and specificity of transrectal ultrasonography for pregnancy testing in ewes on 25 to 30 
days of gestation [2]. Samples consisted of 34 pregnant and 50 non-pregnant ewes, in 
which the number of correct diagnosis was 11 and 46, respectively. This results in the 
estimates Se = 32.3%, Sp = 92.0%. 

Figure 2 shows the structure of the confidence region for n1=34, n2=50, k1=11, 
k2=46, pv=0.95, stepsize=150. The top left corner of the picture is (p1, p2)=(0.14, 0.76) 
and the bottom right corner is (p1, p2)=(0.547, 0.987).  

.............................................................. 

.............................................................. 

.............................................................. 

.............................................................. 

........................XXXXXXXXX............................. 

....................XXXXXXXXXXXXXXXXXX........................ 

.................XXXXXXXXXXXXXXXXXXXXXXXXX.................... 

...............XXXXXXXXXXXXXXXXXXXXXXXXXXXXXX................. 

.............XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX............... 

...........XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX.............. 

..........XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX............ 

.........XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX........... 

........XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX......... 

........XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX........ 

.......XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX....... 

......XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX...... 

.....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX..... 

.....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX..... 

.....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX.... 

.....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX.... 

....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX... 

....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX... 

....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX... 

....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX... 

....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX... 

....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX... 

.....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX.... 

.....XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX..... 

......XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX...... 

.......XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX........ 

..........XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX........... 

............XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX.............. 

..................XXXXXXXXXXXXXXXXXXXXXXX..................... 

.............................................................. 

.............................................................. 

Figure 2. Shape of the confidence set in this application 

Discussion 

As we decribed, we have developed an algorithm and a computer program, which is 
able to make a simultaneous statistical test for the binomial parameters (probabilities) 
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where (H0: p1 = p1(hypot) , p2 = p2(hypot)), and to give a simultaneous confidence set 
from observed values of two independent samples. 

Based on several optimization steps, the program is now fast enough to produce 
useful results for sample sizes up to 300 and with a precision of 0.00001. The program 
is available on the first autor’s home page (www.univet.hu/users/atzs). 
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Abstract. In our days attention has been focused on the analysis of the effects of electromagnetic fields 
both in human and veterinary medicine. The significance of analyses has been underlined by both 
therapeutic and noxions effects of magnetic field therapies to the living organism. Due to the fact that 
modern technical devices are widely used, the phenomena and data observed in connection with their use 
urge exact evaluation and analysis. 
The exact effect mechanism of electromagnetic field therapies is not quite clear. The oxygen uptake of 
cells is supposedly increased by the induced magnetic field [18]. Electromagnetic field therapies in 
human and veterinary medicine are primarily used for treating soft tissue lesions [8], and bone and joint 
disorders [9]. There are some new investigations trying to explain the effects of the treatments for positive 
and negative stress sensibility. In the first part of our study the therapeutic and noxious effects observed 
in human and veterinary biology are summarised without aiming at completeness. In the second part the 
effect of magnetic field therapy in horses is thoroughly examined. The local effects of electromagnetic 
field treatments as well as the biological effects of electromagnetic therapy using magnetic blanket on 
blood gas and biochemical parameters are tested. Paired t-test was applied in the course of biometric 
evaluations. 
The description of blood gas and acid-base parameters may it possible to apply magnetic field therapies 
for healing purpose as well as prevent stress-related diseases in race horses. The results of our 
investigation might lead to the conclusion that they are adaptable in human medicine as well. 
Keywords: magnetic protection of the environment magnetic field therapy, electrosmog, blood gas 
parameters, paired t-test, error of first kind. 
 
 
Introduction 

The investigation of magnetic field effects goes back to a long history. There are 
records about the use of magnetic bars for therapeutic purposes in the territory of 
today’s Turkey as early as 1000 B.C. [7]. There were written documents about the 
effects of magnetic field treatments in human medicine as early as the XVth century. 
The analysis of magnetic field effects and therapy has been in the forefront of 
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investigations first in human then in veterinary medicine since the 1990-es [2]. It has 
been proved unambiguously that certain magnetic field therapies have healing, some 
others noxious effects on the living organism. When we use modern technical devices 
today, such questions are naturally raised: Do the single devices have deleterious effects 
on the environment and the living organism? How should we use these devices 
adequately? It is also a fact that in several cases it is not easy to demonstrate explicitly 
the deleterious effect of certain magnetic field on the environment, and we can conclude 
only from representative statistical figures that the diseases occuring significantly more 
frequently might be attributed to some magnetic field effect in the background [3]. 

It is reasonable to examine the electromagnetic protection of the environment from 
two aspects. We should focus partly on the biological effects, partly on electromagnetic 
compatibility. Electromagnetic compatibility means the ability of a device to operate 
adequately in an electromagnetic environment without causing intolerable 
inconveniences in the operation of another device [22]. In other words, its potential 
jamming-stability is sufficiently large- its jamming-emission is tolerably small. 
Concerning electromagnetic field effects, the jamming may originate from external and 
internal sources. An internal source means that the device jams itself. The external 
source of jamming may be artificial (e.g.: caused by human) or natural (e.g.: cosmic 
radiation, lightning). The jamming caused by humans may be directed (e.g.: 
radiofrequency radiation) or non-directed resulting from the side effect of an operating 
device (e.g.: neon tube). The time aspects of the jamming may be permanent/continuous 
or temporary. In case of permanent/continuous jamming the frequency spectrum is 
given, which may be periodic and non-periodic. With directed permanent/continuous 
periodic jamming we speak about linear-, with non-periodic jamming 
permanent/continuous Fourier spectrum. The frequency ranges of electromagnetic 
radiation are shown in Fig. 1, those of electromagnetic inconveniences in Fig. 2. 

 
 

Figure 1. Frequency range of electromagnetic radiation [22] 
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Figure 2. Frequency range of electromagnetic inconveniences [22] 

 
 

Electromagnetic inconveniences may spread via radiation, wires, coupling or other 
ways. The most significant factor in the defence against the inconvenient 
electromagnetic effects is the recognition in time of the noxious effect and then the 
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There are several observations reporting on the noxious and therapeutic effects on 
the living organism of electromagnetic fields. Thus it is comprehensible that 
electromagnetic protection of the environment as a new problem has been added to the 
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Human-related noxious effects of electromagnetic fields 
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pronouncedly electrosensible people to electrosmog. Observations confirm that the 
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arthralgia, frequent spasms in the hands and feet, gastralgia, faeces irregularity 
(diarrhea, constipation) [19]. 

 
Effects influencing blood circulation 

Unsteady blood pressure (fluctuations), rapidly developing high blood pressure, 
tachycardia, high pulse rate, disorder of the heart rhythm, ECG alterations, and blood 
picture alterations[20]. 

 
Effects influencing the nervous system 

Sleep disorders, nervousness, EEG alterations, and disorder of the central nervous 
system, tinnitus, head-noises, and complete nervous breakdown [19]. 
Beside this, gradual progress in the impairment of the immune system is observable as a 
result of electrosmog. 
 
Human-related therapeutic effects of electromagnetic fields 

Electromagnetic effects of adequate intensity are widely used in therapeutics. The 
latest applications: microwave ballon therapy for dilating sclerotic bloodvessels and 
coronary arteries; microwave thermography for discovering tumors and blood 
circulation disorders; microwave hyperthermia for destroying cancerous tissues 
combined with medicinal treatment; rapid warming-up treatment: it is based on the 
thermis effect of microwave radiation, e.g.: refrigerated blood, warming-up of organs 
coming from the organ-bank prior to transplantation; etc [10], [12]. 
 
Deleterious effects of electromagnetic field in veterinary medicine 

It is easy to understand that there are fewer noxious effects of electromagnetic field 
observed in veterinary science but there, too, are some striking examples. Calves born in 
the vicinity of a TV transmission tower had frequent physical deformities [20]. Newborn 
calves: two thoracic legs tilted backwards at the hooves (unability to walk); born with 
two heads (non-viable); born with six legs (on the back +two legs). The cattle-shed was 
within a radius of 150 meters in each case [4], [20]. 

An experiment was conducted with hen’s eggs during the embryonic development. A 
treated and a control group were selected at random from an identical population. The 
treated group was radiated with electromagnetic field of 1 kHz modulated between 0,9 
mW/cm2 – 1,25 GHz. The hatched chickens showed signs of abnormal deformities. 
Spastic toes, double beak, typical deformities on the legs and eyes (limited eyesight, 
inability to walk) [5], [20]. 

Telstra (an Australian Telephone Company) irradiated 100 mice with a mobile phone 
in operation 2X30 minutes daily over a period of 18 months and compared them with a 
control group of 100 untreated mice. The occurence of lymphadenoma was significantly 
higher (twice as much) in the treated group [17], [20]. 

 
Therapeutic effects of electromegnetic field observed in veterinary medicine 

The number of applied healing therapy with electromagnetic field is low but 
increasing in number. In an experiment a control and a treated group of aged male rats 
were selected at random from a population of the same age. The testis of the rats in the 
treated group was irradiated with infrared lamp for some time. The rats of the treated 
group turned out to show significantly higher (p < 0,001) sexual activity. 
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Hazards of modern technical devices and their appropriate use 

Nowadays nearly all households use TVs, microwave ovens, monitors (joined to 
computers), night current, radio-alarm clocks, magnetic door opener, and mobile phones 
as means of personal communication. Their use is not without dangers. The use of a 
device results in the appearance of a so-called „radiating field” [20]. The appearing 
electrosmog decreases with the distance from the device growing. Thus, adequate 
environmental protection may lead to the termination or significant decrease in the 
noxiousness. A few practical instructions to the adequate use of the devices: 
 

● An operating TV should be watched from a distance seven times the length of 
the screen diameter. 

• You should be standing at least one meter away from the operating microwave 
oven and definitely not look into the oven (it might cause cataract formation in 
the eye) [5]. 

• Computer monitors emit electromagnetic and electrostatic radiation noxious to 
health. The top legible line of the screen should be at eye level so that the lower 
parts of the body get a lower amount of radiation. When it is used over a long 
period it is recommended to make 5-10 minute pauses to rest the eyes. Never 
keep your head too close to the screen. Statistical figures show that three out of 
ten monitors irradiate over the permissible limit [12], [22]. 

• The radio-alarm clock should be kept at a distance of at least 1.5 meters from the 
head. 

• The mobile phone should be kept in the bag rather than in the pocket close to the 
body. It definitely weakens the immune system and might promote the 
development of thymus cancer and lymphadenoma [1], [20]! 

• The magnetic door opener should not be keep next to the mobile phone. The 
battery of the mobile phone will go flat in a short time. 

• The bed should be place far from the halogen lamp converter and the night 
current receiver [15]. 

 
 
Materials and methods 

Effects of electromagnetic field therapy on horses 

 
Testing local effects of electromagnetic therapy in horses 

The following experiment was performed with 10 horses. Magnetic wraps were 
placed on tarsal and metatarsal region of right and left hind limbs of the horses and they 
were exposed to magnetic field therapy. Blood was withdrawn from each horse five 
times from v. saphena and a. metatarsalis: 

 
• Sample 1: control (state prior to treatment) 
• Sample 2: Thermic T0 (placement of magnetic wraps for 16 minutes without 

applying magnetic field treatment) 
• Sample 3: Magnetic T0 (Magnetic wraps were taken off, followed by a 15-

minute pause, the magnetic wraps were placed back and magnetic field 
treatment was applied for 16 minutes and finally blood was with drawn) 
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• Sample 4: Magnetic T1 (Magnetic wraps were taken off, blood was withdrawn 
15 minutes later) 

• Sample 5: Magnetic T2 (blood was withdrawn again 30 minutes after the 
magnetic field treatment) 

 
The body temperature of animals as well as the blood gas and acid-base parameters (pH, 
pCO2, pO2, HCO3, TCO2, ABE, SBE, SBC, SAT) of the with drawn arterial and 
venous blood were measured [3]. Paired sample t-test was used to specify the significant 
deviations between the treated and control groups. 
 
Testing the effects of electromagnetic blanket in horses 

Healthy horses of different sexes and ages (n=11) were investigated with regard to 
the effects of magnetic blanket on the physical and blood gas and acid-base parameters 
of the horses. Cannula was inserted in the arteria facialis of the horses and blood was 
withdrawn from each of them at 8 predetermined points of time. 

 
• Sample 1: Control (state prior to treatment). 
• Sample 2: 20 minutes later the horses got in a state of stress (excitation, pinching 

about). 
• Sample 3: Right after 5 minutes’ trotting blood was withdrawn. 
• Sample 4: Following a 15-minute rest blood was withdrawn again 
• Sample 5: The magnetic blanket was placed on for 16 minutes but the electric 

source was not turned on. 
• Sample 6: The blanket was taken off and 15 minutes later blood was withdrawn. 
• Sample 7: The blanket was placed on again, and was made to operate with full 

intensity for 16 minutes. Right after this blood was withdrawn. 
• Sample 8: The blanket was taken off, the horses had a 15-minute rest, and then 

blood was withdrawn. 
 
The horses’ pulse rate, respiration rate and temperature values as well as the blood gas 
and acid-base parameters (pH, pCO2, pO2, HCO3, SAT) were determined in each case. 
The change in the horses’state of stress in relation to the control and certain stress 
phases was tested using paired t-test. To be exact, the following samples were involved 
in the comparison: 
 

• I.  1 - 2 control and state of stress 
• II. 1 - 3 control and trotting following the stress 
• III. 2 – 3 stress and trotting 
• IV. 3 – 4 trotting and rest 
• V. 4 – 5 rest and magnetic blanket on without electric source 
• VI. 5 – 6 magnetic blanket on without electric source turned on and rest 
• VII. 6 – 7 before and after turning on the magnetic blanket 
• VIII. 7 – 8 magnetic field treatment and rest following it 

 
Effect of electromagnetic blanket on the biochemical parameters 

We conducted an experiment on 11 horses for 5 days in order to get data about LDH, 
AST and CK biochemical parameters by providing 16-minute treatments after putting 
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on the magnetic blanket and withdrawn blood right before and after the treatment. Our 
observations were evaluated by paired sample t-test. 

 
 

Results and analyses 

Local effects of electromagnetic field therapy in horses 

The results have been summarised in Table 1. Table 1 demonstrates that the results 
of arterial and venous tests differ from one another. The state right after the magnetic 
field therapy (Magnetic T0) shows significant deviation compared to the control group 
in almost all the parameters (except for pO2 and SAT). Evaluating arterial and venous 
tests we can conclude that the test results of arterial blood reflected the effects of the 
treatment more sensibly. The question is: What can be the explanation of it? In Table 1 
it is also observable that ABE, SBE and SBC parameters show significant deviation, as 
compared to the control, 15 minutes after the magnetic field therapy, and so do pCO2, 
pO2, HCO3 és TCO2 parameters after another 15 minutes. The probable conclusion 
from it is that magnetic field therapies have protracted effects and thus the changes of 
certain parameters get manifested somewhat later. 

 
Table 1. Results of the local effects of electromagnetic field therapy in horses based on 
the comparison between the control and treated groups, where ns=non significant and 
tend=tendency. 
 
Test Arterial (p<) 

 Temp. pH pCO2 pO2 HCO3 TCO2 ABE SBE SBC SAT

Thermic T0 ns ns 0,01 ns tend 0,05 0,05 0,01 tend ns 
Magnetic T0 tend ns 0,01 0,01 0,01 0,01 0,05 0,05 0,05 0,05 
Magnetic T1 ns ns ns ns tend tend 0,05 0,05 0,05 ns 
Magnetic T2 ns ns 0,05 0,01 0,05 0,01 0,01 0,01 0,05 0,01 
Test Venous (p<) 

 Temp. pH pCO2 pO2 HCO3 TCO2 ABE SBE SBC SAT
Thermic T0 ns ns ns 0,05 ns ns ns ns ns 0,05
Magnetic T0 tend ns 0,05 ns 0,01 0,01 0,01 0,01 0,01 ns
Magnetic T1 ns 0,05 ns 0,05 ns ns ns ns ns ns
Magnetic T2 ns  ns 0,05 ns ns ns ns ns ns
 
 
Test results of the effects of electromagnetic therapy in horses using magnetic blanket 

It is reasonable to raise the question whether significant changes can be detected 
between two treatments or between the control and the treatment. Which are the 
temporary changes to which horses respond really sensibly? This is the reason why we 
applied paired t-test. The results are summed up in Table 2. The results show that no 
significant changes can be detected with the use of magnetic blanket as far as the tested 
blood parameters are concerned. Blood and SAT reflect the change of the state of horses 
under stress. It is worth noting that horses give significant responses in their physical 
parameters (pulse, SAT) to such events as placing on and taking off the magnetic 
blanket or drastic stress. 
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Table 2. Test results of the effects of electromagnetic therapy in horses based on 
comparison between control and treated as well as treated and treated groups, where 
ns=non significant and tend=tendency. 
 

 I. II. III. IV. V. VI. VII. VIII. 

Pulse ns 0,05 ns 0,01 ns 0,05 ns ns 
Resp. ns ns tend tend ns ns ns ns 
Temp. ns ns ns ns ns ns ns ns 
pH 0,01 tend 0,01 ns ns tend ns ns 
pO2 tend ns 0,05 ns ns ns ns ns 
pCO2 ns ns ns ns ns ns ns ns 
HCO3 ns ns ns ns tend ns ns ns 
Saturation ns 0,05 0,05 ns ns 0,05 ns ns 
 

 

Results of the effects of electromagnetic therapy on the biochemical parameters using 

magnetic blanket 

Table 3 contains the results of paired t-test before and after electromagnetic field 
treatments. It is obvious from the table that the biochemical parameters show significant 
deviations on day 1, day 2 and day 5. There is no change on day 4. 

 
Table 3. Results of the effects of electromagnetic therapy on the biochemical 
parameters LDH, AST and CK, where ns=non significant and tend=tendency. 
 
 Day 1 Day 2 Day 3 Day 4 Day 5 

LDH ns 0,01 0,05 ns ns 
AST 0,05 0,001 ns ns 0,05 
CK 0,05 ns ns ns 0,05 
 

We might suppose that magnetic therapy affects the immune system of animals. On 
the first two days of magnetic field therapy the organism gives a natural response to the 
electromagnetic field therapy and the tested parameters show significant deviations. In 
the meantime, the organism attempts to compensate the magnetic field effect and on day 
4 it protects itself from the inconvenient external effect. From day 5 the inconvenient 
external effect appears again, which the immune system attempts to compensate 
periodically or in some other way. Longer period (months) would be required to justify 
our hypothesis. Namely, that protracted, consequently carried out electromagnetic field 
therapy would lead to the impairment of the immune system. 

We note that when one is applying paired t-test and making several pairwise 
comparisons, the error of first kind may be increased. We plan a detailed analysis of 
experiments on representative samples, one- and two-way (repeated measures) analysis 
of variance models. 
 
 
Conclusion 

Comparing human and veterinary biological results we can state that the effects of 
electromagnetic field are expressed latently, but have significant biological effects and 
consequencies. Special attention should be paid to the electromagnetic protection of the 
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environment. It is an urgent task to learn about the effect mechanism of electromagnetic 
radiation having noxious or therapeutic effect in the field of both human and veterinary 
biology. 
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Mankind has been remarkably successful at surviving and succeeding throughout the 
world. However, there have been disasters and calamities as well as successful 
civilizations. Men have often destroyed the very environment which nurtured them, 
whether through over-hunting, or over-grazing. And now, at a time when hurricanes, 
floods, and droughts, have increased in intensity, one seeks information and insight as to 
the possible causes and for consequences for human society, not just for natural events, 
but regarding human activity as well. Professor Jared Diamond has written a serious 
book to examine such phenomena concerning their social and environmental impacts. 
He uses detailed information from diverse sources on many societies which have 
undergone - indeed often caused - important environmental degradation with the result 
(often) of total disaster for the humans involved. He also documents how some cultures 
with an enlightened appreciation and knowledge of their own circumstances have 
survived by working with the natural world to create sustainable societies, successful 
for many hundreds of years. 

Diamond’s criteria for the examination throughout the work are: 1) Inadvertent 
environmental damage and its possible reversibility, 2) Climate change, 3) Hostile 
Neighbors, 4) Decreased support by friendly neighbors (e.g., the Greenlanders doom 
will be hastened by their failure to maintain relations with Europe), 5) Society’s 
responses to its problems. Says the author, “A society’s responses depend on it’s 
political, economic and social institutions and on its cultural values. Those institutions 
and values affect whether the society values (or even tries to solve) its problems.” (p.14-
15) 

Diamond begins with the American state of Montana, a beautiful land, known for its 
mountains, streams, and prairies, wildlife and rugged individualists. This picture today 
is deceiving. The environment here has been poisoned by mining operations; 
salinization is occurring at a rapid rate; and there is a social battle at several levels 
between residents who wish to retain the old ways and values and others who wish to 
change the land from predominantly agricultural to residential life depending upon a 
service economy and tourist trade. Montanans are divided on population growth, 
governmental regulation and how the land is to be used. It is shocking given the modern 
changes in economy which proceed apace, that if the state were not part of the United 
States, it would, according to the author, be a failed state due to the environmental 
damage, poverty of many of its people, and its dependence on outside assistance in the 
form of governmental programs. 
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Diamond’s point is that Montana is an example of a drama being reenacted out 
throughout the world today. However his methodology in the second part is to first 
delve into the past to examine societies which have been destroyed primarily due to 
environmental degradation (caused by the factors listed above) or those societies that 
made crucial, disciplined decisions, which allowed them to survive to this day. 

He discusses with rich detail why many societies failed: Easter, Pitcairn and 
Henderson Island; the Anasazi and Mayan in North and South America, and the 
Greenland Norse. While examples of harsh climate change caused some irreparable 
damage, he maintains that often the elements for disruption and disaster were self-
caused. Of the Greenland Norse he says, that in addition to some fluctuations in weather 
cycles, soil erosion caused by overgrazing, failure to adapt to different conditions from 
those experienced at another place and time, refusal to learn from a successful 
indigenous people and an inflexible and incompetent power structure which “created a 
conflict between the short term interests of those in power, and the long term interests of 
the society as a whole.”(p.276) 

Part II ends with successful examples of survival: the New Guinea Highlands, where 
sustainable agriculture has been practiced for over 6000 years, Tikopia, and Japan under 
the Tokugawa rulers, and others. 

The third part is given to describing some modern societies: Rwanda, the Dominican 
Republic, and Haiti, The People’s Republic of China and Australia. Practices for good 
and ill are discussed and interesting details emerge constantly. The societies examined 
are all struggling with the effects of growth, globalization and environmental decline. 
Diamond’s tone here is not condemnatory: it is scholarly, seeking to educate and 
enlighten. He points out many mistakes of the past and present attempts to slow down 
destructive practices and heal their damage. Of China he says, “China’s leaders have 
been able to solve problems on a scale scarcely possible for European and American 
leaders: for instance by mandating a one child policy to reduce population growth and 
by ending logging…On the other hand, China’s leaders have also succeeded in creating 
messes on a scale scarcely possible for European or American leaders….”(p.374) He 
cites the destruction of the public education system during the cultural revolution and 
the growing environmental and social problems now emerging. (Public demonstrations 
have recently led to armed hostilities between villagers and officials over income 
distribution, and lack of public services.) 

Part four, “Practical Lessons,” examines the issues of why some societies make bad 
decisions. He discusses the failure to anticipate, to perceive problems, and rational bad 
behaviors, and disastrous values. These had been touched on before but here Diamond 
recapitulates and addresses in detail these factors, as well as other irrational, destructive 
choices and actions which lead to environmental and societal collapse. Of values he 
maintains “Perhaps a crux of success or failure as a society is to know which core 
values to hold on to, and which ones to discard and replace with new values when times 
change.”(p.433) He had illustrated this clearly with the wool industry in Australia, 
which has largely been given up, in favor of new technologies and less environmentally 
damaging practices. He concludes with “Signs of Hope” and points out that some 
societal leaders do rise to the occasion - leaders who have the courage, and are willing 
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to risk criticism and even failure - to propose sacrifice and hard work to address 
problems in their nascent stage, before they become intractable. He cites John Kennedy 
and numerous European leaders and peoples (p.440) for their willingness to take 
dramatic stands to solve problems, thus leading to greater possibilities for survival. 

Diamond spends an incisive chapter on big business and the environment discussing 
the good, the bad, and the truly ugly. He says”…environmental practices of big 
businesses are shaped by a fundamental fact that for many of us offends our sense of 
justice. Depending on the circumstances, a business really may maximize its profits, at 
least in the short term by damaging the environment and hurting people.”(p.483) His 
effort in this chapter is spent showing examples of good business/environmental 
practice contrasted with poor ones. (It should be noted that there are businesses which 
do strive to be good neighbors.) However he concludes astonishingly that since 
businesses are really there to make money for owners and stockholders, and not to mind 
the environmental practices of the enlightened, the ultimate responsibility for 
environmental disaster lies with the public. “In the long run, it is the public, either 
directly or through its politicians, that has the power to make destructive policies 
unprofitable and illegal, and to make sustainable environmental policies 
profitable.”(p.484) 

This position is mistaken at several levels. First of all it implies companies bear no 
responsibility for bad practices, that they are ‘non-moral actors’ and have no 
responsibility for the consequences of their actions or failures to act, and that simply 
does not work in the moral and real world. It ignores the principle that truly moral 
leaders look out for the welfare of their people, environmental sustainability, and the 
consequences of their actions on the sustainability of future generations.  

Secondly, there would be no reason to laud the responsible corporations and 
politicians (which he does) if their actions were not environmentally respectable - 
especially as he goes to some pains to show that responsible environmental management 
has costs, as well. 

Finally, it seems quite misplaced to say that citizens - where ever they may be - are 
consulted/and/or allowed to have the moral/technical input he claims it will take to 
establish justice and sustainability. Responsible and non-responsible corporations hire 
professionally trained scientists and technicians to help guide work in the extractive and 
productive industries, to maximize efficiency and productivity, and hopefully safety and 
environmental soundness, and to minimize environmental degradation. It is their 
responsibility along with competent governmental agencies to accomplish this. While it 
is true cynics and lobbyists - and some politicians - serve some businesses that have no 
intention to do the right thing - it surely doesn’t follow that it is the public’s fault that 
they do not wish to do so!  

It is hopefully true that given the right information and opportunity to decide such 
issues the people may make their voices heard and respected. It is not always so, but it 
is surely a goal of democracy that it be so. But it is not the case that most of the world’s 
people have ever had such an opportunity. While it may be true that it will be informed, 
conscientious citizens who finally make the moral weight of environmental 
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responsibility, sustainability and justice a reality in all such endeavor, it does not follow 
that the lack of such a state of affairs exonerates malfeasance, degradation, destruction 
and even murder by those who have been responsible for it. 

Diamond concludes with chapter 16, “The World as Polder: What Does It All Mean 
To Us Today?” He is summing up in an interesting way, and claims that he is a 
“cautious optimist.” (p.521) He cites the Dutch response to disastrous floods in 1953, 
which killed nearly 2000 citizens. This instigated environmentally, and socially 
responsible, far-sighted policy for the nation, carried on to this day. 

There are he says twelve very critical issues we must face. They are the destruction 
of natural habitats, including de-forestation; the loss of wild foods, especially fish from 
increasingly polluted seas, lakes and rivers; loss of biodiversity; enormous loss of soil 
by natural damage (wind and water) and poor agricultural drainage; the overuse and 
depletion of major sources of energy; the degradation and loss of fresh water; the loss of 
available solar energy; the release of toxic chemicals into the total environment; the 
effects of invasive species on native life; global warming caused by a steady increase of 
‘greenhouse gasses’; increasing human population with its concomitant requirements 
for more clean air, water, space etc; and finally the impacts upon the earth and what he 
sees as the looming conflict between the developed and developing worlds regarding 
rising expectations. 

“Even if the human populations of the Third World did not exist, it would be 
impossible for the First World alone to maintain its present course, because it is not in a 
steady state but depleting its own resources as well as those imported from the Third 
World…. What will happen when it finally dawns on all those people in the Third 
World that current First World standards are unreachable for them, and that the First 
World refuses to abandon those standards for itself?”(p.496) 

That of course is a major issue and one which many leaders are contemplating: it is 
also in my opinion why education, discipline and responsible decision making need to 
come to the fore - not as in my own country, with an over-reliance on market 
mechanisms to achieve needed reforms and restoration. Notwithstanding any positive 
use of such market oriented solutions to problems, the market was not designed for this, 
and these issues are too serious to rely overmuch on such strategies.  

I found the middle and final section of this final chapter which Diamond calls “One-
liner Objections” and “Reasons for Hope,” to be amongst the liveliest and most 
interesting in the book. Here he examines ‘reasons’ often advanced to delegitimize 
environmental concerns.(p.503) Here he seems forthright and at times even adamant. To 
the claim that we cannot afford good environmental practices, he points out that in the 
long term it is cheaper and better to avoid illnesses caused by pollution, and asserts 
“That illustrates why the U.S. Clean Air Act of 1970, although its cleanup measures do 
cost money, has yielded estimated net health savings (benefits in excess of costs) of 
about $1 trillion per year, due to saved lives and reduced health costs.”(p.504) 

He illustrates the shortcomings of views that new technology will solve our 
problems, that we have inexhaustible resources, that poverty is a thing of the past, etc., 
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with facts, and reasoned responses. To his credit, he states that it is incumbent on the 
First World citizens to begin making more responsible choices, for environmental 
responsibility and transgenerational sustainability, and concludes that the 
“interconnectedness” of the modern world makes it possible for awareness and 
education regarding these issues, problems, and possible solutions on a scale never 
before available to man. 

Conclusion: I found Collapse to be highly readable, very informative and especially 
powerful with respect to illustrating the interconnectedness of the problems we face. 

Diamond’s choice of failed societies, while not exhaustive seems to illustrate his 
points well and convincingly. While his work might have been stronger had he 
examined other well-known societal calamities (e.g., Rome), given his emphasis upon 
environmental issues and factors, one sees clearly a steady and deadly set of 
consequences which are either addressed or ignored, to the success or diminishment of 
the society involved. I was disappointed in his attribution of non-responsibility for 
corporate polluters, and his misguided comments in this regard: I thought his summary 
discussion of the major problems we face was very well done, and his answers to 
objections, powerful, engaging and very appropriate. He addressed major environmental 
and social issues of the day in some complexity and balance. It is because of this that I 
recommend this work and indeed have assigned it to my students, with the hope that 
they will give it the serious attention it and the subject matter deserve. 

I am very grateful for the suggestions and criticism of Professor Daniel Holbrook and 
Royce Grubic at Washington State University. Any errors are entirely my own. 


