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Preface 

Special Issue on Advances in Intelligent Systems 

This special issue presents the work of international research teams on new 

approaches to building intelligent systems. 

The first two papers present new similarity measures for item-based neighborhood 

collaborative filtering and a genetic algorithm of green cellular network 

optimization. 

A group of papers considers hybrid fuzzy models and systems: a fuzzy analog of 

the Central Limit Theorem, a new method for training fuzzy models based on the 

fuzzy Bayesian approach, an input-weighted multi-objective evolutionary fuzzy 

classifier, and fuzzy methods for comparing project situations and selecting 

precedent decisions. 

The issue also contains original papers related to the rapidly developed last years 

advanced methods of Natural Language Processing, including Sentiment Analysis, 

Machine Learning, Deep Learning, Transfer Learning, and other methods.  

The papers explore the problems of concreteness rating estimation of English 

words, automatic language identification in mixed language texts, automatic 

abusive language detection, and automatic detection of opposition relations in 

legal texts.  

The issue ends with two surveys. One survey reviews the publicly available 

datasets of fake news in low/medium-resourced Asian and European languages 

summarizing the methods used to evaluate the classifiers in identifying fake news. 

Another survey reviews the machine learning methods applied to physical 

sciences. 
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Abstract: Similarity measures play an important role in many areas to solve a wide variety 

of problems. In computer science, these measures are used in decision making, information 

retrieval, data mining, machine learning, and recommender systems. The recommender 

systems are tools that have proven their utility in filtering large amounts of information and 

giving recommendations useful for users. Neighborhood collaborative filtering is the most 

common recommender system approach implemented by cutting-edge companies. A key 

element of this approach is the similarity measure, which is used to find neighbors with 

similar tastes to provide recommendations that satisfy users' needs. A drawback of this 

approach is the lack of user’s information to generate proper recommendations. For this 

reason, it is important to design new similarity measures that can find the most relevant 

neighbors to generate more accurate recommendations for users with little information 

about them. This paper designs two new similarity measures that can generate good 

recommendations with little information about users. These similarity measures have been 

tested using MovieLens datasets and different rating prediction methods, and they have 

shown a good performance in comparison with other similarity measures designed to address 

the recommendation problem. 

Keywords: rating scale; recommender systems; collaborative filtering; neighborhood; item-

based; similarity measure; similarity; cold-start 

1 Introduction 

Recommender systems (RS) are software tools and techniques providing 

suggestions for items (e.g., movies, songs, books, applications, websites, travel 

destinations, and e-learning material) to be of use to a user [1]. These systems are 

created to tackle the need to filter the amount of information generated on the 

Internet and get the one to meet users’ needs. Thus, they have been useful tools for 

e-commerce companies (such as Amazon, e-bay, Google, Netflix, etc.) to provide 

automated and personalized suggestions of products to customers. 
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The recommender systems can be seen as information process systems due to the 

variated quantity of information processed to afford suggestions of products to users 

in an automated and personalized manner. The information processed by 

recommender systems may be explicit, (users’ ratings), or implicitly, (users’ 

behavior; applications downloaded; viewed or purchased items) [5]. Thus, data is 

primary about users and items. However, Ricci [1] refers to the data used by 

recommender systems as three kinds of objects: 

 Items. The recommended objects. 

 Users. The users of the system. 

 Transaction. A recorded interaction between a user and the RS (ratings, 

reviews, etc.). 

Letters 𝑈 and 𝐼 are frequently used to represent the set of users and items in the 

system, respectively. The set of possible values for a rating is represented by 𝑆 and 𝑅 is the set of rates recorded in the system. The interactions of users and items are 

commonly represented in a user-item rating matrix, see Fig. 1. Grey cells represent 

items rated by users and blank cells are not rated items. Typically, the number of 

users and items in the dataset are denoted by 𝑛 and 𝑚 respectively. Thus, it is an 𝑛 ൈ𝑚 matrix. 

 

Figure 1 

The user-item matrix. Grey cells represent users’ ratings 𝑅 

Even when there are many recommender systems approaches, collaborative 

filtering is widely used in online stores due to its proven success in this field [1, 2, 

6, 12]. To recommend products to an active user, this approach considers the 

opinion of similar users to the active user about these products. Discovering those 

similar users is a challenging part of these methods. Thus, the selection of the 

appropriate similarity measure plays an important role in generating good 

recommendations, which is reflected in the active user’s satisfaction. 

Neighborhood-Based is a type of collaborative filtering method in which ratings 

gathered in the system are used right away to predict ratings for new items. There 

are two flavors for making the predictions: User-Based estimates the rating the user 𝑢 ∈ 𝑈  would give to an item 𝑖 ∈ 𝐼 by using the 𝑖’s ratings given by other users 𝑣, 

best known as neighbors, which have a similar rating taste to user 𝑢. Item-Based 

estimate the rating the user 𝑢 would give to an item 𝑖 considering the rating user 𝑢 
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give to items 𝑗 ∈ 𝐼  similar to 𝑖. In this case, two items are said to be similar if a 

considerable number of users have rated these items in a similar manner. 

Fig. 2 illustrates the idea of Neighborhood-based collaborative filtering approaches; 

each row is a user’s rating vector, and the columns are the items in the dataset. Grey 

cells represent items rated by users and blank cells are not rated items. Black cells 

represent the ratings used to predict the rating user 𝑢 would give to an item 𝑖, 
represented by the striped cell. 

 

Figure 2 

User-based and Item-based collaborative filtering to estimate the rating user 𝑢 would give to an item 𝑖 

2 The Cold-Start Problem 

Collaborative filtering requires information about the user preferences to 

recommend or not an item. However, it is very common not to have enough 

information about users or items to create the recommendation, typically when they 

are new in the system. This problem is named the cold-start problem. [1, 12] 

3 Similarity Measures in Recommender Systems 

Similarity measures tell us how similar two objects are and quantify that similarity. 

Nevertheless, the similarity can also be given by their correlation [1]. The k-NN 

classifier is the preferred approach to collaborative filtering. This classifier is highly 

dependent on defining an appropriate similarity or distance measure. Hence, the 

choice of the appropriate similarity measure is the most critical component in these 

methods to make good recommendations. 
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Even when there are many similarity functions, the preferred ones in recommender 

systems are Cosine similarity and Pearson’s Correlation Coefficient [1, 2]. 

However, they have been proven low performance in the recommendation problem 

domain. Therefore, new similarity measures have been proposed by many 

researchers to tackle the recommendation problem. 

Recalling that users 𝑢 and 𝑣 are considered vectors of ratings. Let’s now define 𝑟௨௜ 
and 𝑟௩௜ as the user-item rating given by user 𝑢, 𝑣 ∈ 𝑈 to item 𝑖 ∈ 𝐼. Then, 𝐼௨ and 𝐼௩ 

are the set of items rated by user 𝑢 and 𝑣, respectively, and 𝐼௨௩ is the set of common 

rated items by both users. Hence, their cosine similarity can be expressed as the 

cosine angle that they form. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ஼ைௌ ൌ ∑ ௥ೠ೔∙௥ೡ೔೔∈಺ೠೡට∑ ௥మೠ೔೔∈಺ೠ  ∙ ට∑ ௥మೡ೔೔∈಺ೡ  (1) 

A drawback of cosine similarity is that it does not consider the differences in the 

mean and variance of the vectors 𝑢 and 𝑣. 

Pearson’s Correlation Coefficient measures the linear relationship between the two 

vectors, users 𝑢 and 𝑣 rating vectors in recommender systems. It considers the 

average rating value of the two vectors 𝑢 and 𝑣 defined as 𝑟̅௨ and 𝑟̅௩ respectively. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௉஼஼ ൌ ∑ ሺ௥ೠ೔ି௥̅ೠሻ∙ሺ௥ೡ೔ି௥̅ೡሻ೔∈಺ೠೡට∑ ሺ௥ೠ೔ି௥̅ೠሻమ೔∈಺ೠೡ  ∙ ට∑ ሺ௥ೡ೔ି௥̅ೡሻమ೔∈಺ೠೡ  (2) 

A modified version of equation (2) is the Constrained Pearson’s Correlation 

Coefficient which was created to emphasize the effect of positive and negative 

ratings [4] by using the median of the rating scale. For instance, r୫ୣୢ ൌ 3 on a scale 

from 1 to 5. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ஼௉஼஼ ൌ ∑ ሺ௥ೠ೔ି௥೘೐೏ሻ∙ሺ௥ೡ೔ି௥೘೐೏ሻ೔∈಺ೠೡට∑ ሺ௥ೠ೔ି௥೘೐೏ሻమ೔∈಺ೠೡ  ∙ ට∑ ሺ௥ೡ೔ି௥೘೐೏ሻమ೔∈಺ೠೡ  (3) 

The Weighted Pearson’s Correlation Coefficient is another modified version of 

equation (2) which considers the common items between user 𝑢 and 𝑣 [13]. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻௐ௉஼஼ ൌ ቊ𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௉஼஼ ∙ |ூೠೡ|ு , |𝐼௨௩| ൑ 𝐻𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௉஼஼ , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (4) 

where H is an experimental value, it is set to 50 based on [2]. 

Another function that also considers the common items between user 𝑢 and 𝑣 is 

Sigmoid Pearson’s Correlation Coefficient [16]. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻௌ௉஼஼ ൌ 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௉஼஼ ∙ ଵଵା௘௫௣ቀି|಺ೠೡ|మ ቁ (5) 
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It is very common that users tend to give low rates to items they like very much. 

Thus, the Adjusted Cosine measure was presented to consider the preference of the 

user’s rating [14]. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ஺஼ைௌ ൌ ∑ ሺ௥ೠ೔ି௥̅ೠሻ∙ሺ௥ೡ೔ି௥̅ೡሻ೔∈಺ඥ∑ ሺ௥ೠ೔ି௥̅ೠሻమ೔∈಺  ∙ ඥ∑ ሺ௥ೡ೔ି௥̅ೡሻమ೔∈಺  (6) 

Jaccard is another widely used measure. The main idea is that two users are more 

similar if they have more common ratings. However, it does not consider absolute 

ratings value. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௃௔௖௖௔௥ௗ ൌ |ூೠ∩ூೡ|

|ூೠ∪ூೡ|
 (7) 

So far, the state-of-art similarity measures were presented. However, new metrics 

have been proposed to address the recommender system problem. Shardanand 

proposed the Mean Squared Difference based on the mean squared difference 

distance [4, 8]. 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒ሺ𝑢, 𝑣ሻெௌ஽ ൌ ∑ ሺ௥ೠ೔ି௥ೡ೔ሻమ೔∈಺ೠೡ
|ூೠೡ|

 (8) 

Once the MSD distance is calculated, then all users whose 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒ሺ𝑢, 𝑣ሻெௌ஽ ൏ 𝐿 

are selected, and finally, the similarity is calculated using the following equation. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻெௌ஽ ൌ ௅ିௗ௜௦௧௔௡௖௘ሺ௨,௩ሻಾೄವ௅  (9) 

The problem with MSD is that it only considers the absolute rating, but it does not 

consider the percentage of common ratings. Nevertheless, Jaccard and MSD can be 

merged and form a metric that considers both absolute ratings and the percentage 

of common ratings [12], named Jaccard Mean Squared Difference. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௃ெௌ஽ ൌ 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௃௔௖௖௔௥ௗ ∙ 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻெௌ஽ (10) 

A similarity measure proposed to alleviate the cold-statr problem in recommender 

systems is the one proposed by Ahn called PIP [6]. This measure is made-up of the 

following three factors of similarity: 

1. Proximity, given two ratings, calculates the absolute difference between 

them and considers whether they are in agreement or not, giving a 

penalization to ratings in disagreement. 

2. Impact, represents how strongly an item is accepted or refused by users. 

3. Popularity, tells how common two users’ ratings have. Two ratings can 

provide more information about the similarity of two users if the average 

rating of both users has an important difference from the average of total 

users’ ratings. 

Then, the PIP similarity between user 𝑢 and 𝑣 can be calculated using equation (11): 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௉ூ௉ ൌ ∑ 𝑃𝐼𝑃ሺ𝑟௨௜ , 𝑟௩௜ሻ௜∈ூೠೡ  (11) 
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where 𝑃𝐼𝑃ሺ𝑟௨௜ , 𝑟௩௜ሻ is the PIP value for the two ratings 𝑟௨௜ and 𝑟௩௜ on item 𝑖 by user 𝑢 and 𝑣 respectively. PIP can be defined by equation (12): 𝑃𝐼𝑃ሺ𝑟௨௜ , 𝑟௩௜ሻ ൌ 𝑃𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦ሺ𝑟௨௜ , 𝑟௩௜ሻ ∙ 𝐼𝑚𝑝𝑎𝑐𝑡ሺ𝑟௨௜ , 𝑟௩௜ሻ ∙ 𝑃𝑜𝑝𝑢𝑙𝑎𝑟𝑡𝑦ሺ𝑟௨௜ , 𝑟௩௜ሻ (12) 

Liu proposed the New Heuristic Similarity Model (NHSM) which considers the 

common ratings, context information and it is normalized [2]. Liu improved PIP by 

taking advantage of the sigmoid function, which is a non-linear function, and it can 

penalize bad similarity or reward good similarity. The resulting function is named 

Proximity Significance Singularity (PSS): 

 Proximity, considers the remoteness between two ratings. 

 Significance, ratings are more significant when two ratings are further 

away from the median rating. 

 Singularity, represents how two ratings are different with regard to other 

ratings. 

The similarity measure of PSS is given by equations (13) and (14). 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௉ௌௌ ൌ ∑ 𝑃𝑆𝑆ሺ𝑟௨௜ , 𝑟௩௜ሻ௜∈ூೠೡ  (13) 𝑃𝑆𝑆ሺ𝑟௨௜ , 𝑟௩௜ሻ ൌ 𝑃𝑟𝑜𝑥𝑖𝑚𝑖𝑡𝑦ሺ𝑟௨௜ , 𝑟௩௜ሻ ∙ 𝑆𝑖𝑔𝑛𝑖𝑓𝑖𝑐𝑎𝑛𝑐𝑒ሺ𝑟௨௜ , 𝑟௩௜ሻ ∙𝑆𝑖𝑛𝑔𝑢𝑙𝑎𝑟𝑖𝑡𝑦ሺ𝑟௨௜ , 𝑟௩௜ሻ (14) 

In addition, Liu also made use of a modified version Jaccard formula to penalize the 

small proportion of common ratings. The resulting modified Jaccard is given by 

equation (15): 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௃௔௖௖௔௥ௗᇱ ൌ |ூೠ∩ூೡ|

|ூೠ|ൈ|ூೡ|
 (15) 

Then equations (14) and (15) are combined as follows: 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௃௉ௌௌ ൌ 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௃௔௖௖௔௥ௗᇱ ∙ 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௉ௌௌ (16) 

Liu also considers each user’s preference using equation (17). The idea behind is 

that some users might unwillingly give high scores to items they like, or vice versa. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௎ோ௉ ൌ 1 െ ଵଵା௘௫௣ሺି|ఓೠିఓೡ|∙|ఙೠିఙೡ|ሻ (17) 

where 𝜇௨ and 𝜇௩ represent the mean rating of user 𝑢 and 𝑣 respectively. The 𝜎௨ and 𝜎௩ are the standard variance of user 𝑢 and 𝑣. 

Finally, NHSM is the combination of equations (16) and (17): 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻேுௌெ ൌ 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௃௉ௌௌ ∙ 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௎ோ௉ (18) 
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4 Proposed Similarity Measures 

The proposed similarity is inspired by the Constrained Pearson’s Correlation 

Coefficient (CPCC), which emphasizes the positive and negative rates of the two 

users to calculate their correlation. As observed in equation (3), CPCC uses the 

center value of the scale, 𝑟௠௘ௗ, to distinguish when a rating is positive or negative. 

Nevertheless, it has two disadvantages: it does not consider the proportion of 

common rated items of two users, and it may return low similarity even when there 

are many common rate values. For example, consider the data in Fig. 3 a). When 

calculating the users’ CPCC similarity, presented in Fig. 3 b), the similarities seem 

not to be correct. As an example, 𝑢1 should have a high similarity with 𝑢3, instead, 

it has a high similarity with 𝑢2. 

 

User 𝑖1 𝑖2 𝑖3 𝑖4  User 𝑢2 𝑢3 𝑢4 𝑢5 𝑢1 4 3 5 4  𝑢1 1 0.577 -0.447 0.707 𝑢2 5 3    𝑢2  1 -0.447 0.707 𝑢3 4 3 3 4  𝑢3   -0.447 0.707 𝑢4 2 1    𝑢4    0.316 𝑢5 4 2         

a) Users-Items-Ratings matrix 

taken from[2] 
 

b) CPCC 

User 𝑢2 𝑢3 𝑢4 𝑢5  User 𝑢2 𝑢3 𝑢4 𝑢5 𝑢1 0.5 0.577 -0.223 0.353  𝑢1 0.333 0.384 0 0.235 𝑢2  0.5 -0.447 0.707  𝑢2  0.5 0 0.707 𝑢3   -0.223 0.353  𝑢3   0 0.353 𝑢4    0.316  𝑢4    0 

c) JCPCC  d) PJCPCC 

Figure 3 

Users’ similarities matrix for CPCC, JCPCC and PJCPCC 

4.1 Jaccard Constrained Pearson’s Correlation Coefficient 

CPCC can be multiplied by Jaccard similarity measure, equation (7), to give it 

support. The resulting similarity measure is named Jaccard Constrained Pearson’s 

Correlation Coefficient, JCPCC. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௃஼௉஼஼ ൌ 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௃௔௖௖௔௥ௗ ∙ 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ஼௉஼஼ (19) 
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4.2 Positive Constrained Pearson’s Correlation Coefficient 

Continuing with the example, Fig. 3 c) displays the similarities using JCPCC. Now, 𝑢1 has the highest similarity with 𝑢3. 

However, suggesting items to the active user 𝑢 for which it has a positive response 

is the aim of recommender systems. Therefore, the Jaccard similarity can only 

consider the common rates whose value is positive. A rating 𝑟௨௜ is positive if 𝑟௨௜ ൒𝜃, for instance, 𝜃 ൌ 4 on a scale from 1 to 5 [17, 18, 19]. This similarity is named 

Positive Jaccard Constrained Pearson’s Correlation Coefficient, PJCPCC.  

In equation (20), the parameter 𝜃 is used to filter the positive rates in 𝑢 and 𝑣. 𝑠𝑖𝑚ሺ𝑢, 𝑣ሻ௉௃஼௉஼஼ ൌ 𝑠𝑖𝑚ሺ𝑢, 𝑣,𝜃 ൌ 4ሻ௃௔௖௖௔௥ௗ ∙ 𝑠𝑖𝑚ሺ𝑢,𝑣ሻ஼௉஼஼ (20) 

The resulting similarities using PJCPCC are then displayed in Fig. 3 d).  

The similarities now are adjusted based on the common items rated positively and 

the correlation given by their rates. 

5 Datasets 

For the experiments, two of the most used datasets from Movie Lens were selected 

(https://grouplens.org/): ML-100K and ML-Latest-Small. Table 1 illustrates the 

datasets information and Fig. 4 illustrates the rating distribution of the datasets. 

Table 1 

Datasets information 

Dataset Ratings Users Items 

Density 

# Rates ∗  100

#Users ∗  #Items

Rate Scale 

ML-100K 100,000 944 1,682 6.3% [1, 2, 3, 4, 5] 

ML-Latest-

Small 
100,836 610 9724 1.7% 

[0.5, 1, 1.5, 2, 2.5, 

3, 3.5, 4, 4.5, 5] 

The test dataset is created by following the next steps: 

1. The users’ set 𝑈 is randomly split: 80% for training (𝑈௧௥௔௜௡ሻ, and 20% for 

testing (𝑈௧௘௦௧ሻ, the users to which the system creates recommendations. 

2. To simulate a cold-start behavior, only ten ratings are randomly selected 

as training ratings (𝑅௧௥௔௜௡ሻ for each user in testing (𝑈௧௘௦௧ሻ. The remaining 

rates are the testing ratings (𝑅௧௘௦௧), rates to be predicted and evaluated. 

The whole process is done using k-folds cross-validation with 𝑘 ൌ 5. Thus, each 

fold contains a disjointed user test set, 𝑈௧௘௦௧, with the training rates 𝑅௧௥௔௜௡ of each 

user 𝑢 ∈ 𝑈௧௘௦௧. The set of items rated in 𝑅௧௥௔௜௡ by user 𝑢 is denoted as 𝐼௧௥௔௜௡. 
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Similarly, the set of items rated in 𝑅௧௘௦௧ by user 𝑢 is denoted as 𝐼௧௘௦௧. Hence, the set 

of all items rated by user 𝑢 is denoted as 𝐼௨ ൌ  𝐼௧௥௔௜௡ ൅  𝐼௧௘௦௧. 
 

 

Figure 4 

a) ML-100K and b) ML-Latest-Small datasets ratings distribution 

 

Figure 5 

Collaborative filtering Prediction-Evaluation framework 
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6 Collaborative Filtering Prediction-Evaluation 

Framework 

The collaborative filtering prediction-evaluation framework has four steps in 

general: similarity, pre-filter neighbors, prediction, and evaluation.  

The collaborative filtering prediction-evaluation framework used in this research is 

illustrated in Fig. 5. The Functions column displays the evaluated similarity 

functions for step 1, the prediction for step 3, and the evaluation functions for step 

4. The neighbors are pre-filtered by their similarity weight 𝑤௜௝ ൒ 0 for step 2. 

7 Results 

The results are dived into two sections for ML-100K and ML-Latest-Small datasets. 

Each section contains the graphs to illustrate the similarity measures performance 

using MAE, RMSE, Precision, Recall, and F1 evaluation metrics for each rating 

prediction function: Average, Weighted-Average, and Classification. The rating 

predictions were calculated using the k-Nearest-Neighbors’ ratings, for k = [1, 2, 3, 

4, 5, 6, 7, 8, 9, 10] because users in testing have up to ten ratings for training. 

7.1 ML-100K Results 

7.1.1 Average Rating Prediction 

Fig. 6 illustrates the MAE, RMSE, precision, and recall results for Average rating 

prediction. The similarity measures with the lowest MAE are the proposed JCPCC 

and PJCPCC. Their MAE value is close to 0.94 when 𝑘 ൌ 1 and it decreases as 𝑘 

increases until they reach the lowest error, close to 0.84 when 𝑘 ൌ 6 and 𝑘 ൌ 7. For 

RMSE, JCPCC and PJCPCC are in the group of similarity measures with the lowest 

RMSE value, around 1.26 when 𝑘 ൌ 1. This value also decreases as 𝑘 increases, 

which is about 1.05 when 𝑘 ൌ 6. Regarding precision, JCPCC has the highest 

precision value, which is about 0.64 when 𝑘 ൌ 1, and it is followed by PJCPCC 

whose value is close to 0.63. In general, the precision decreases as long as 𝑘 

increases, and these two similarities are affected. Regarding recall, JCPCC and 

PJCPCC have the highest values, which is about 0.58 when 𝑘 ൌ 1. 

In general, recall decreases as long as 𝑘 increases, but JCPCC and PJCPCC keep 

the highest value. Finally, Fig. 7 illustrates the F1 metric. It can be observed that 

the proposed JCPCC and PJCPCC have the highest value, about 0.6 when 𝑘 ൌ 1. 

This value also decreases as long as 𝑘 increases. However, JCPCC and PJCPCC are 

in the group of similarity measures with the highest F1 value. 
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Figure 6 
MAE, RMSE, Precision, and Recall vs K-Nearest Neighbors using Average rating prediction on ML-

100K dataset 

 

Figure 7 

F1 vs K-Nearest Neighbors using Average rating prediction on ML-100K dataset 

7.1.2 Weighted Average Rating Prediction 

Fig. 8 illustrates the MAE, RMSE, precision, and recall results for Weighted-

Average rating prediction. The similarity measures with the lowest MAE is the 

proposed JCPCC and PJCPCC similarities. Their MAE value is close to 0.94 when 𝑘 ൌ 1 and it decreases until they reach the lowest error, close to 0.82 when 𝑘 ൒ 7. 
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With respect to RMSE, JCPCC has the lowest error, around 1.26 when 𝑘 ൌ 1. This 

value decreases below 1.05 when 𝑘 ൒ 5. Regarding precision, the two similarities 

are in the group of the highest values, about 0.64 when 𝑘 ൌ 1. As observed, the 

precision decreases as long as 𝑘 increases. However, PJCPCC keeps the highest 

precision value. With regard to recall, JCPCC and PJCPCC have also the highest 

values, which is about 0.58 when 𝑘 ൌ 1. Even when recall decreases as long as 𝑘 

increases, PJCPCC keeps the highest value. 

 

Figure 8 

MAE, RMSE, Precision, and Recall vs K-Nearest Neighbors using Weighted Average rating prediction 

on ML-100K dataset 

 

Figure 9 

F1 vs K-Nearest Neighbors using Weighted Average rating prediction on ML-100K dataset 
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Finally, Fig. 9 illustrates the F1 metric. It can be observed that the proposed JCPCC 

and PJCPCC have the best performance for all 𝑘 values. F1 value is about 0.6 when 𝑘 ൌ 1 and it decreases as long as 𝑘 increases. However, JCPCC always has the 

highest value. 

7.1.3 Classification Rating Prediction 

Fig. 10 illustrates the MAE, RMSE, precision, and recall results for Classification 

rating prediction. As observed, both similarity measures, PJCPCC and JCPCC, have 

the best performance. The lowest MAE and RMSE errors, and the highest precision 

and recall values. 

 

Figure 10 
MAE, RMSE, Precision, and Recall vs K-Nearest Neighbors using Classification rating prediction on 

ML-100K dataset 

MAE value is close to 0.94 when 𝑘 ൌ 1, and 𝑘 ൌ 2, then it decreases until it reaches 

the lowest error close to 0.89 when 𝑘 ൒ 6. Similar behavior is observed for RMSE, 

whose value is about 1.26 when 𝑘 ൌ 1 and 𝑘 ൌ 2 . Then, it decreases until it reaches 

the lowest error close to 1.211 when 𝑘 ൒ 8. With regard to precision, PJCPCC and 

JCPCC have the highest value, about 0.625, which reminds stable regardless of the 𝑘 value. Regarding recall, PJCPCC and JCPCC also have the best performance. 

However, PJCPCC has the highest value, around 0.58 when 𝑘 ൑ 2 and it decreases 

to about 0.55 when 𝑘 ൒ 7. 

Finally, Fig. 11 illustrates the F1 metric. In this case, JCPCC and PJCPCC have the 

best performance whose highest value is about 0.6 when 𝑘 ൑ 2. Even when F1 

decreases while 𝑘 increases, PJCPCC holds the highest F1 values and it is followed 

by JCPCC with the second-highest F1 value. 
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Figure 11 
F1 vs K-Nearest Neighbors using Classification rating prediction on ML-100K dataset 

7.2 ML-Latest-Small Results 

7.2.1 Average Rating Prediction 

 

Figure 12 
MAE, RMSE, Precision, and Recall vs K-Nearest Neighbors using Average rating prediction on ML-

Latest-Small dataset 

Fig. 12 illustrates the MAE, RMSE, precision, and recall results for Average rating 

prediction. In general, JCPCC and PJCPCC are in the group of similarities with the 

lowest MAE. Their MAE value is close to 0.85 when 𝑘 ൌ 1 and it decreases until 
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they reach the lowest error, which is close to 0.76 when 𝑘 ൒ 4. For RMSE, JCPCC 

and PJCPCC also have the lowest error, around 1.15 when 𝑘 ൌ 1. They are also in 

the group of similarities with the lowest RMSE as 𝑘 increases. Regarding precision, 

JCPCC has the highest precision value, about 0.61 when 𝑘 ൑ 2. In general, the 

precision decreases as long as 𝑘 increases. With regard to recall, JCPCC and 

PJCPCC have the highest values, which is about 0.55 when 𝑘 ൑ 2, even when recall 

decreases while 𝑘 increases, both similarity measures hold the highest recall values. 

Finally, Fig. 13 illustrates the F1 metric. The similarities JCPCC and PJCPCC have 

an F1 close to 0.57 when 𝑘 ൌ 1. When 𝑘 increases F1 decreases, but the two 

similarities are in the group of similarity measures with the highest F1 values. 

 

Figure 13 
F1 vs K-Nearest Neighbors using Average rating prediction on ML-Latest-Small dataset 

7.2.2 Weighted Average Rating Prediction 

Fig. 14 illustrates the MAE, RMSE, precision, and recall results for Weighted-

Average rating prediction. JCPCC, PJCPCC are in the group of similarity measures 

with the lowest MAE. Their MAE value is close to 0.85 when 𝑘 ൌ 1 and it decreases 

until they reach the lowest error, close to 0.75 when 𝑘 ൒ 6. Similarly, JCPCC and 

PJCPCC are also in the group of similarity measures with the lowest RMSE error, 

around 1.15 when 𝑘 ൌ 1. This value also decreases as 𝑘 increases, but JCPCC and 

PJCPCC hold a good performance, about 0.95 when 𝑘 ൒ 6. Regarding precision, 

JCPCC and PJCPCC are in the group of similarity measures with the highest 

precision value, about 0.61 when 𝑘 ൑ 3. In general, the precision decreases as long 

as 𝑘 increases. Similarly, JCPCC and PJCPCC have also in the group of similarity 

measures with the highest recall, which is about 0.55 when 𝑘 ൌ 1. Even when recall 

decreases as long as 𝑘 increases PJCPCC reminds as the similarity with the highest 

value. 

Finally, Fig. 15 illustrates the F1 metric. JCPCC has the highest value, about 0.58 

when 𝑘 ൌ 1. It is followed by PJCPCC with a value close to 0.57. As long as k 

increases, the F1 value decreases for all similarity measures, but PJCPCC keeps the 

highest value. 
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Figure 14 

MAE, RMSE, Precision, and Recall vs K-Nearest Neighbors using Weighted Average rating prediction 

on ML-Latest-Small dataset 

 

Figure 15 

F1 vs K-Nearest Neighbors using Weighted Average rating prediction on ML-Latest-Small dataset 

7.2.3 Classification Rating Prediction 

Fig. 16 illustrates the MAE, RMSE, precision, and recall results for Classification 

rating prediction. The results are similar to those for this scenario when using the 

ML-100K dataset. In general, both similarity measures, PJCPCC and JCPCC, have 

the best performance. The lowest MAE and RMSE errors, and the highest precision 

and recall values. MAE value is close to 0.86 when 𝑘 ൌ 1 and 𝑘 ൌ 2, then it 

decreases until it reaches the lowest error close to 0.81 when 𝑘 ൒ 7. 
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Figure 16 

MAE, RMSE, Precision, and Recall vs K-Nearest Neighbors using Classification rating prediction on 

ML-Latest-Small dataset 

 

Figure 17 

F1 vs K-Nearest Neighbors using Classification rating prediction on ML-Latest-Small dataset 

Similar behavior is observed for RMSE, whose value is about 1.15 when 𝑘 ൌ
1 and 𝑘 ൌ 2, and then it decreases until it reaches the lowest error close to 1.1 when 𝑘 ൒ 7. It is also observable that PJCPCC and JCPCC precision value reminds stable 

regardless of the 𝑘 value, which is about 0.61. Regarding recall, PJCPCC and 

JCPCC have the best performance. However, JCPCC has the highest value, around 

0.55 when 𝑘 ൑ 2, and then PJCPCC is the one with the highest value about 0.54 𝑘 ൒ 3 and this value reminds stable regardless of the 𝑘 value. 
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Finally, Fig. 17 illustrates the F1 metric. In this case, JCPCC and PJCPCC have 

again the best performance. When 𝑘 ൑ 2 JCPCC has the highest F1 value, about 

0.58. In this 𝑘 range, PJCPCC’s F1 value is about 0.57. It can be observed that when 𝑘 ൒ 3, PJCPCC keeps the highest value, which is about 0.57. In this 𝑘 range, 

JCPCC now has the second-highest F1 value, which is between 0.55 and 0.54. 

Conclusions 

This paper analyses the similarity measures used to address the cold-start problem 

in Recommender Systems; when there is a small amount of information about users’ 

preferences. In addition, it proposes two similarity measures to address this 

problem, JCPCC, and PJCPCC. The new similarity measures were analyzed and 

compared with state-of-art and other similarity measures using the Item-Based 

collaborative filtering approach, and different rating prediction functions (Average, 

Weighted-Average, and Classification rating predictions). The experiments were 

performed using two different MovieLens datasets, and the evaluation metrics used 

were MAE, RMSE, precision, recall, and F1. The results produced by the 

experiments proved that these new similarity measures could yield better 

performance than other measures used in cold-start scenarios in Item-Based 

collaborative filtering approaches. 
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Abstract: The proliferation of smartphones has led to an increase in the cellular 

infrastructure, due to efforts by mobile operators to meet the rising demand. Given that the 

planning of cellular networks is carried out according to demand during peak hours, a large 

number of base stations must be deployed to maintain a constant number of base stations 

even when traffic intensity is reduced. This strategy has brought about increased energy 

levels in cellular networks, affecting the networks' operating expenses and contributing to 

the problem of carbon emissions in the atmosphere. This work shows an algorithm that 

deactivates base stations for cellular networks and reassigns mobile users. We use the 

interruption probability to analyze the effect of base-station-deactivation on mobile users. 

We perform two approaches: one using a homogeneous network and the other a 

heterogeneous network. The homogeneous network is a macro-cell deployment, whereas the 

heterogeneous network comprises macro-cells and femto-cells. A genetic algorithm is used 

to find the set of base stations to deactivate and continue offering the demand services.  

As the carrier-to-interference ratio increases, the results show that few base stations need 

deactivating in a heterogeneous network with high traffic demand. 

Keywords: Genetic algorithm; Green network; Sleep mode 

1 Introduction 
Currently, there are mobile applications for almost any activity performed on 
smartphones, from carrying out banking operations to measuring kilometers 
traveled during a walk. The applications work automatically, anywhere, and at any 
time. As a result, smartphones have gained popularity among the world's 
population, as shown by the fact that, in 2018, 66% of the said population had a 
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mobile device. Following this trend, it is estimated that by the year 2023, the 
percentage will increase to 71% [1]. These devices provide voice and text 
messaging services and focus on online services such as data storage and social 
networks, as well as music and video transmissions, all of which generate more data 
traffic. 

Network operators' strategy to meet the demand for data is to increase the number 
of base stations in a network [2]. This proposal is known as network densification 
[3]. It implies that many base stations (BSs) are deployed to handle high traffic 
status. However, the same number of active BSs is maintained even when traffic 
intensity is reduced. BSs use between 60% and 80% of the total energy utilized in 
a cellular network [4], and are responsible for 70% of the network's carbon dioxide 
emissions, making BSs the most energy-consuming devices in a network [5].  
On a global scale, the information and communications technology industry 
contribute 2% to the world's CO2 emissions [6]. 

In essence, there is one important reason why the development of green cellular 
networks has been proposed to address the imbalance between energy performance 
and energy consumption: the need for environmentally friendly cellular networks 
[7]. Researchers in the communications industry have focused on improving energy 
efficiency because BSs are the primary consumers of energy in a cellular network. 
Some solutions to reduce energy consumption involve BS hardware modifications 
or intelligent management of the elements of a network based on variations in traffic 
load [7]. Other solutions, reported in [7], propose reducing power amplifier 
operation periods, deploying heterogeneous networks, or switching BSs on/off. 

The number of active BSs can be optimized by shutting down underused BSs and 
loading all users from the off BSs to the active BSs through a reassignment process 
[8]. To deactivate BSs within a network, it is necessary to find the minimum set of 
active BSs needed to continue offering the services in demand. This problem is not 
a trivial problem, given that various factors influence which BS should be active, 
such as radius coverage of the BS, available channels, and interference. On the other 
hand, the significant number of BSs in a network increases the possible 
combinations of active BSs, i.e., possible solutions to the problem. Therefore, 
minimizing active BSs in a cellular network is considered an NP-Hard [9] type 
problem since the time spent looking for a feasible solution is substantial. It should 
be mentioned that the optimal solution to this problem has not been found because 
there are potentially many, and the solution depends on multiple factors. 

User reassignment adds complexity to the problem. A decision must be made about 
which subset of BSs to disable and which mobile users to associate with each active 
BS. These are yet more factors to consider when modeling the system. 

The protocol for the assignment of mobile users should not be confused with that 
of their reassignment. The former has already been widely studied and reflected in 
standards mentioned in [4] [10] [11], whose improvements are focused on energy 
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efficiency and load balancing. Whereas the latter, the user-reassignment, arises due 
to the BS being shut down. 

The present work proposes an algorithm for BS deactivation and mobile user 
reassignment. The algorithm uses an optimization model designed to minimize the 
number of active BSs by using the fundamental processes of an artificial 
intelligence technique called a Genetic Algorithm (GA) [12]. The use of GAs has 
proven to be appropriate in the context of this research topic, as shown in [2] and 
[6]. Reassigning users is an extensive process as all BSs search for the best service 
conditions for their users. For this reason, we apply a steady-state population model 
[12] of the GA to reduce the number of times the processes of crossover, mutation, 
and selection are carried out. 

The GA for deactivating BSs and reassigning mobile users is responsible for 
evaluating the network at a given moment. It finds the minimum set of active BSs 
needed and performs the user reassignment process to maintain a low interruption 
probability (PI) value. To achieve this, in the optimization model, we explicitly 
consider the PI to analyze how BS deactivation affects users’ service. The energy 
saved in this type of algorithm will depend on the number of deactivated BSs.  
If many BSs are deactivated, the energy saved can be substantial [7]. 

This paper is organized as follows: Section 2 presents the related work. Section 3 
describes the system and optimization models. Section 4 explains the base station 
deactivation and mobile user reassignment algorithm. Section 5 discusses our 
experiments and their results. Finally, we present the conclusion, and address 
implications for further research. 

2 Related Work 
In the existing literature, several papers seek to reduce energy consumption in 
cellular networks by minimizing the number of active BSs. For example, in [9], an 
optimization framework is proposed that chooses a minimum set of BSs. It allocates 
mobile users accordingly (reassignment process) while meeting their target Signal-
to-Interference-plus-Noise Ratio (SINR) constraints. It involves two approaches: 
the proactive approach and the reactive approach. The former begins with a low 
traffic load. As traffic increases, BSs are turned on. The latter starts with a high 
traffic load, and BSs are turned off as traffic decreases. The problem is transformed 
to one of full linear programming for small and medium networks and is solved 
with a branch and bound algorithm. For larger networks, a heuristic solution is 
proposed: each time the algorithm tries to eliminate a BS, it constructs a new 
Voronoi tessellation, calculates the SINR for each BS and mobile user pair, and also 
calculates the interruption probability. Unlike [9], our algorithm can be adapted to 
any network size. It considers a PI threshold in the model. 
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In [2], BSs shut down in a specific order, not necessarily beginning with the lower 
load BSs, and a smaller number of BSs are allowed to remain active. The authors 
propose an approach to minimize the number of active BSs. The reassignment 
process assigns a mobile user to a BS with the highest spectral efficiency without 
violating the bandwidth constraints; otherwise, the mobile user is blocked. It is a 
centralized cell zooming approach based on work in [13], in which a GA finds an 
ordering which results in more BSs being switched off. Even though cell zooming 
techniques focus on the energy consumption of the whole network, they may cause 
inter-cell interference and gaps in coverage [13]. In contrast, our algorithm does not 
deactivate BSs because they have smaller loads. Instead, it leaves active those BSs 
that can receive more users from their neighboring BSs, i.e., those located in areas 
with more users. 

Similarly, work in [14] applies a binary Social Spider algorithm to solve the 
problem of BS deactivation by minimizing the number of active BSs. To shut down 
the BSs, the algorithm penalizes the fitness function according to the cell traffic 
load of the available neighboring BSs. If the neighboring BSs can serve the traffic 
load initially handled by deactivated BSs, the penalty value is lower; if not, it is 
higher. They do not include PI constraint in the original optimization problem. Our 
algorithm also applies a penalty function, but, unlike the work in [14], we increase 
the fitness value of a candidate solution if it cannot achieve the PI threshold. We 
guarantee that the BS set selected by the GA serves 99% of mobile users. 

Work in [4] couples its approach to BS deactivation with user association.  
It proposes a fitness function that minimizes the trade-off between energy 
consumption and flow-level performance. Two problems arise from this: 1) a user 
association problem for which a policy is defined that guarantees that mobile users 
associate with the BS in an energy-efficient manner, taking into account the load 
balance; 2) a BS switching on/off problem that is solved employing a greedy 
algorithm. On the other hand, our algorithm evaluates the network-wide impact of 
BS deactivation on mobile users using the PI. 

An algorithm that switches BSs off and on in a heterogeneous network (cellular 
network and wireless local area network) has been proposed [10]. Its cost function 
minimizes energy consumption and maximizes network revenue. To make it 
tractable, the authors divide the problem into two sub-problems (user association 
and BS switching on/off). On the one hand, the user association algorithm connects 
users to BSs or access points (APs) depending on their energy efficiency and 
revenue. For the BS deactivation problem, work in [10] proposes two greedy 
algorithms: the first one is based on the cost function (it turns off the BS that yields 
the maximum cost gain), and the second one is based on the density of access points 
within the coverage of each BS (it turns off the BS with the most significant number 
of mobile users associated with APs). However, this approach does not evaluate the 
impact of the switching on/off strategy on mobile users or Quality of Service (QoS) 
degradation. Moreover, greedy algorithms have a very high computational cost 
[15]. 
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Work in [6] proposes to resize an LTE green network, determining the minimum 
number of active BSs needed given a specific traffic load, with restrictions on QoS. 
The number of active BSs represents energy reduction. A random number 
representing the number of active BSs is generated and, based on already proposed 
disconnection patterns, the active BSs are selected. A GA is applied to solve the 
problem. The user association or reassignment process is considered in the 
optimization model. Their approach introduces user outage per BS in the 
optimization model instead of presenting it at the network system level. 

The work presented in [11] uses a BS on/off algorithm to reduce energy 
consumption in a cellular network. It establishes that BSs be deactivated one at a 
time since this minimally affects the load of the other BSs. Each time a BS is turned 
off, the load increment in neighboring BSs is evaluated. To do this, the algorithm 
considers the type of region (urban, metropolitan, etc.), the location of the BS, and 
its coverage. It proposes a sequential algorithm called Switching-on/off based 
Energy Saving (SWES). It is based on sharing information (feedback) between BSs 
and mobile users, such as system load and signal strength. When a BS is switched 
off, users are reassigned to the new BS with the second-best signal strength. 
However, the feedback may generate a large amount of data to send along with the 
information required by each user. Additionally, it does not quantify how mobile 
users are affected by the switching-off process (user outage). 

The studies mentioned above addresses the reassignment process either jointly with 
or separately from the BS deactivation algorithm. We propose a joint algorithm for 
base station deactivation and mobile user reassignment, but, as opposed to the works 
discussed above, we use the PI metric in the optimization model to quantify how 
the BS switching-off process affects the mobile users in a network system. Then, in 
the GA processes, we add a penalty function to increase the fitness value of a 
candidate solution if it cannot achieve the PI threshold imposed in the optimization 
model. We guarantee that the BS set selected by the GA serves 99% of mobile users. 
Also, unlike the previous works, we analyze the performance of our proposed 
approach in heterogeneous and homogeneous networks at different traffic loads 
(number of mobile users). Another difference is that our work exploits the spectrum 
sharing approach to reuse frequencies in BSs. This efficiently exploits the channels 
available in a given BS since a set of mobile users can transmit over the same 
channel simultaneously [16]. 

3 System Model 
Fig. 1 shows a cellular system network composed of several BSs and mobile users 
deployed over a two-dimensional area. Each base station (BSj) and mobile user 
(UTi) have random Cartesian coordinates that follow a uniform distribution.  
To differentiate the coordinates of these two components, a BSj uses the notation 
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(xj, yj); on the other hand, a UTi uses (ui, vi). The total BSs and mobile users in a 
network at a given moment are indicated by J and I, respectively. 

 

Figure 1 

System scenario 

Mobile users (UTs) assigned to a BS are delimited within their coverage radio D 
(see Fig. 1). The BS can be one of two types: macro-BS and femto-BS.  
The coverage radius of a femto-BS will always be less than the coverage radius of 
a macro-BS. When a BS is switched off (see BS1 and BS4 in Fig. 1) and some UTs 
linked to it cannot be reassigned to a new BS, the UTs are considered without 
service. 

The Euclidean distance between a BSj and a UTi is denoted as di,j and is calculated 
by applying Equation 1: 𝑑௜,௝ሺ𝑘𝑚ሻ ൌ  ට൫𝑢௜ െ  𝑥௝൯ଶ െ  ൫𝑣௜  െ  𝑦௝൯ଶ     (1) 

Each BSj provides service to several UTi simultaneously; to know this relationship, 
the User-Base Station Relationship (RBU) matrix was created, as shown in Fig. 2, 
where the rows represent the BSj and the columns represent the UTi. If RBUj,i = 1, 
the BSj serves the user UTi; otherwise, there is no relationship between BSj and UTi. 
In this way, a switched-off BS is made evident, as in the case of BS4 (row 4), since 
there are only zeros in its elements. 

It is also possible to know which UTs are not associated with any BS, as in the case 
of UT10, since all the cells that represent it have values of zero. A BS can only 
allocate a specific number of C channels and service a certain number of UTs. MTU 
is the maximum number of UTs that a BS can serve. Macro-cells can serve more 
mobile users than femto-cells. 

The binary vector Solutions for BS control (SBS) represents a GA's candidate 
solution (individual). Its length is equal to the value of J. The BSj is switched-on if 
the SBSj element has a value of 1 and turned off otherwise. 
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Figure 2 

RBU matrix 

Fig. 3 shows an individual and the scenario it refers to; it proposes that BS2, BS3, 
BS4 remain switched on. On the other hand, the vector CU of a length equal to I 
contains the channel identifier that each UTi has been assigned to by the BS that 
serves it. The elements in CU can take a value from 1 to C. It is essential to mention 
that index k refers to an individual or SBS vector specific to the GA population. 
Index j refers to one particular BS and index i is a particular UT of the network. 

 

Figure 3 

An individual and its proposed scenario 

The carrier-to-interference ratio (CIR or C/I), expressed in dB, is the ratio between 
the average received modulated signal power (i.e., PRi,j) and the sum of co-channel 
interference power received from other transmitters (ITotal) [17]. CIR value can also 
be used as a deciding factor in the channel allocation to UTs [18]. The CIR 
perceived in BSj is calculated based on the following expression: 𝐶𝐼𝑅௝ሺ𝑑𝐵ሻ ൌ  𝑃𝑅௜,௝  െ  𝐼்௢௧௔௟      (2) 

Where, PRi,j is the received power from UTi to BSj. ITotal is the total interference 
caused by UTs using the same channel as UTi (interference co-channel due to 
spectrum sharing). 

From Equation 2, the total interference ITotal can be determined as follows: 𝐼்௢௧௔௟ሺ𝑑𝐵ሻ ൌ  ∑ 𝑃𝑅௠,௝௠ ∈ఝ       (3) 



A. Martínez-Vargas et al. A Joint Algorithm for Base Station Deactivation  
 and Mobile User Reassignment in Green Cellular Networks 

‒ 36 ‒ 

where PRm,j is the received power from UTm to BSj. m refers to the index of 
interfering transmitters that have been allocated to the same channel as UTi. φ is the 
set of UTm using the same channel. 

The received power PRi,j in dB from UTi to BSj is determined as follows: 𝑃𝑅௜,௝ሺ𝑑𝐵ሻ ൌ  𝑃𝑇௜  െ  𝑃𝐿௜,௝      (4) 

where PTi is the transmission power of the UTi (uplink). PLi,j is the path loss 
expressed in dB. It represents the power reduction (attenuation) of the signal as it 
propagates through space between UTi and BSj. The path loss can be calculated 
using Hata’s model for the urban area [19], which is specified as follows: 𝑃𝐿௜,௝ ሺ𝑑𝐵ሻ ൌ  𝐴 ൅  𝐵 𝑙𝑜𝑔ଵ଴൫𝑑௜,௝൯      (5) 

where: 𝐴 ൌ  69.55 ൅  26.16 𝑙𝑜𝑔ଵ଴ሺ𝑓௖ሻ െ  13.82 𝑙𝑜𝑔ଵ଴൫ℎ௝൯ െ  𝑎ሺℎ௜ሻ   (6) 𝐵 ൌ  44.9 െ  6.55 𝑙𝑜𝑔ଵ଴൫ℎ௝൯      (7) 

fc is the carrier frequency, hj is the BS antenna height, and hi is the UT antenna 
height. We set A=50 and B=40, as did [20]. 

From Equation 3, the received power PRm,j from UTm to BSj is: 𝑃𝑅௠,௝ሺ𝑑𝐵ሻ ൌ  𝑃𝑇௠  െ  𝑃𝐿௠,௝      (8) 

where PTm is the transmission power of the UTm (uplink). PLm,j is the path loss 
between UTm and BSj given by: 𝑃𝐿௠,௝ ሺ𝑑𝐵ሻ ൌ  𝐴 ൅  𝐵 𝑙𝑜𝑔ଵ଴൫𝑑௠,௝൯     (9) 

Fig. 4 depicts the CIR metric in BS1. When BS2 is switched off, its UTs are 
reassigned to neighbor BS1. Then, each UT in BS2 computes the received power in 
the channel that BS1 allocates. This is shown in UT6. Its interfering signals are those 
from UT2 and UT3, due to the fact that they are using the same channel as UT6. 

 

Figure 4 

CIR metric in BS1 
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The following optimization model accounts for the problem of optimizing the 
resources of a BS that is turned on according to the reassignment success of UTs. 
In order to obtain the minimum number of active BSs needed in a cellular network, 
the objective function is defined in Equation 10: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ෍𝑆𝐵𝑆௝௃
௝ୀଵ  (10) 

As shown in Equation 10, the solution is an SBS vector that determines the lowest 
number of BSs to keep turned on. On the other hand, for a solution to be considered 
feasible, it must comply with the following restrictions: 

෍𝑅𝐵𝑈௝,௜ ൌ 1

௃
௝ୀଵ  (11) 

𝑂𝑛௝ ൌ  1                  (12) 𝑑௜,௝ ൑ 𝐷                   (13) 

෍𝑅𝐵𝑈௝,௜ ൑  𝑀𝑇𝑈ூ
௜ୀଵ  (14) 

𝐶𝐼𝑅௝ ൒ 𝛼                  (15) 𝑃𝐼௞ ൑  𝛽                  (16) 

Restriction (11) limits a UTi to a single BSj. Restriction (12) establishes that only 
active BSs may provide service to the reassigned UT; this is represented by the 
equation Onj = 1 if restriction (11) > 0 and SBSj = 1, otherwise Onj = 0. The distance 
between a BSj and a UTi to which service is provided is limited in restriction (13), 
where it cannot be greater than the coverage radius threshold D of the BSj. In (14), 
a BS is required not to exceed the maximum number of mobile users that it can 
service. The value of CIRj represents interference perceived by a BSj ,and it must be 
greater or equal to a threshold as set in (15). Lastly, the percentage of mobile users 
without service when the BSs are turned off in the kth SBS vector must be lower 
than the threshold complying with (16). This percentage is the value of PI. 

4 Algorithm for Base Station Deactivation and 
Mobile User Reassignment 

The procedure to find the minimum set of active BSs to maintain service for at least 
99% of UTs is described below. In STEP 1, the initial scenario is built: BSs have a 
fixed location, whereas the UTs within the coverage area are randomly deployed. 
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Each mobile user UTi is assigned to a BSj if it meets the following conditions: (1) 
the total number of UTs served by the BSj is less than MTU and (2) the distance di,j 
is less than or equal to D. The least used channel of the BSj is assigned to each UTi 
and the identifier of that channel is stored in vector CU in position i. According to 
the spectrum sharing technique, two or more UTs can share the same channel [16]. 

In STEP 2, binary values are randomly set for each element of the SBS vectors 
(individuals) that make up the population. NS identifies the size of the population. 

In STEP 3, the kth SBS vector kth individual is evaluated. Ak represents its fitness. 
The following actions are carried out in this step: 

1. Identify turned-off BSj i.e. the elements of the SBS vector where SBSj = 0 

2. Based on the initial scenario, reassign to an active BS the UTs associated 
with the BS that is turned off in the kth SBS vector, thereby complying with 
the conditions shown in Equations (11-15) 

3. Calculate PIk by applying Equation (17). PIk is the percentage of UTs in 
the network that are out of service, i.e., those UTs that could not be 
reassigned to any of the active BSs in the kth SBS vector. A UTi is 
considered without service if all the cells in column i in the RBU matrix 
have a value equal to 0 

𝑃𝐼 ൌ ቌ𝐼 െ෍෍𝑅𝐵𝑈௝,௜ூ
௜ୀଵ

௃
௝ୀଵ ቍ ∗ 100 𝐼൘  

 

(17) 

4. Evaluate the sum in Equation (10) to obtain the value of Ak, counting the 
elements of the kth SBS vector, where SBSj = 1 

Input: Population size, crossover probability, mutation probability, and number 
of iterations. Total number of UTs, the maximum number of UTs per macro-cell, 
the transmission power of UTs, interruption probability threshold, number of femto-
cells, width and height of the terrain, coverage radius for macro-cell/femto-cell, 
number of channels per macro-cell/femto-cell, and maximum number of UTs per 
femto-cell.  

Output: The lowest number of BSs turned on and UTs reassignment.  
1: BUILD initial scenario 
2: INITIALIZE population with random individuals 
3: EVALUATE each individual in Equations (10) to (16) 
4: repeat 
5:  SELECT two parents by using tournament selection 
6: RECOMBINE pairs of parents 
7: MUTATE the two-resulting offspring 
8: EVALUATE parents and offspring in Equations (10) to (16) 
9: SELECT the two best individuals out of the two parents and two offspring. 

Call those best individuals, best1 and best2 
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10: REPLACE parents with best1 and best2 respectively 
11: until Number_of_cycles < Total_number_of_cycles 
12: SELECT the fittest individual from the population 

If the PIk value exceeds the threshold established in Equation (16), the kth SBS 
vector will be penalized. That is, its fitness value will increase based on a penalty 
function. The kth feasible vector can have a maximum value of Ak = J (all active 
BSs). Therefore, the infeasible or penalized vectors will be added (J + 1) to their 
fitness value. 

Each SBS vector corresponds to an RBU matrix that shows the reassignment of UTs 
to the active BS, the UTs without service (if they exist), and the deactivated BSs. 

In STEP 4, the GA performs a cycle which is the process of selecting parents, 
crossing them, mutating offspring, and replacing parents. 

In STEP 5, two parents are selected employing the tournament technique [12]. Two 
individuals are randomly picked, and the winner of these two individuals is selected 
as a parent (the individual with the lowest value of Ak). The process is then repeated 
(to generate a total of two parents). 

Then, in STEP 6, a random number is generated within [0, 1], which is compared 
to the Crossover Probability (PC). If this random number is less than or equal to 
PC, two new individuals (offspring) are generated with a combination of the bits or 
elements of the parents. Specifically, we apply two-point crossover [12], where c1 
and c2 are integers ranging from 1 to J. 

In STEP 7, some bits of the offspring are mutated. A mutation is the inverse value 
of the bit. To decide which bits are to be mutated, a random number within the range 
of [0, 1] is generated for each element of the offspring. If this value is less than the 
mutation probability (PrM), the bit changes. 

Once the offspring have been mutated, the algorithm proceeds in STEP 8 to evaluate 
these individuals and the parents. It also applies the four actions mentioned in STEP 
3. 

In STEP 9, the Ak values of the two parents and two offspring are compared. If those 
individuals are feasible solutions, the two individuals with the best fitness value are 
best1 and best2 [21]. Otherwise, if infeasible individuals are compared, the two 
individuals with the worst fitness value (the highest) are chosen to survive. Those 
two individuals are also called best1 and best2. The replacement strategy applied 
when comparing infeasible individuals is another contribution from the present 
work. 

In STEP 10, best1 and best2 are inserted into the population, replacing the parents. 

There are different stop conditions for a GA with a steady-state population model. 
For example, if the optimal solution is known in the problem, the algorithm can be 
forced to perform the necessary cycles to find that solution or one very close to it. 
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In the case of a GA with a steady-state population model, a stop condition may be 
to carry out the necessary cycles so that all individuals in the population are replaced 
at least once by their offspring. Given that the optimal solution to the proposed 
problem is unknown and changing all the individuals could require too many cycles, 
the stop condition in the present work is a certain number of cycles, as mentioned 
in STEP 11. 

STEP 12 is the result of STEPS 1 through 11. It determines the lowest number of 
required active BSs and reassigns those UTs whose BSs have been deactivated. 

5 Results 
Table 1 shows the values of the simulation parameters that were maintained in all 
the experiments carried out in this research. The aim was to simulate an LTE 
network. For this reason, parameters such as the transmission power of UTs were 
defined based on the work in [22]. 

The DeJong configuration presented in [23] was initially used regarding the GA 
parameters. It is a standard for many GAs, and this parameter combination has been 
found to work better for optimizing a function than many other parameter 
combinations. 

However, to reduce the probability that the initial population is composed only of 
infeasible solutions, we increased the population size from 50 to 100 individuals. 
We also increased the number of cycles from 1000 to 2000, because we had 
observed decreases in fitness after cycle 1000. Finally, the GA parameters used for 
this specific problem are shown in Table 2. 

A sensitivity analysis was carried out to observe the impact of the CIR variations 
on the PI values. In other words, we tried to figure out the trade-off between CIR 
and PI to achieve a service percentage of 99%. 

Table 1 

Simulation parameters 

Parameter Value 

Transmission Power of UT -40 dB 

Area 25000000 m2 

Coverage radius D for macro/femto 1500 m/750 m 

Number of channels per BS 10 channels 

Interruption probability threshold 1% 

Maximum number of users per macro-cell 150 UTs 

Maximum number of users per femto-cell 75 UTs 
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Table 2 

Parameters used in GA 

Parameter Value 

Population size 100 

Crossover probability 0.6 

Mutation probability 0.001 

Number of cycles 2000 

Table 3 describes the characteristics of the experiments performed for sensitivity 
analysis. Regarding the type of network, two cases were considered: (i) a 
homogeneous network (only macro-cells) and (ii) a heterogeneous network (macro-
cells and femto-cells). Two traffic statuses were established, a low one where there 
were only 500 UTs, and a high one where 1000 UTs were located within the cellular 
network. In each of the 12 experiments, the algorithm was run 50 times. As reported 
in [7], heterogeneous networks were used for the femto-cells to support the macro-
cells in high-traffic status. The femto-cells were then deactivated at a low-traffic 
level. 

Table 3 

Parameters used in experiments for analyzing PI 

Experiment I Type of network Number of 
macrocells 

Number of 
femtocells 

CIR threshold 
(dB) 

1 500 Homogeneous 10 - 3 

2 1000 Homogeneous 10 - 3 

3 500 Homogeneous 10 - 7 

4 1000 Homogeneous 10 - 7 

5 500 Homogeneous 10 - 14 

6 1000 Homogeneous 10 - 14 

7 500 Heterogeneous 5 5 3 

8 1000 Heterogeneous 5 5 3 

9 500 Heterogeneous 5 5 7 

10 1000 Heterogeneous 5 5 7 

11 500 Heterogeneous 5 5 14 

12 1000 Heterogeneous 5 5 14 

Table 4 shows the average fitness value for each experiment, the standard deviation, 
the lowest number of active BSs found in the best performance (best fitness 
obtained), and the highest number of activated BSs (worst fitness obtained).  
In addition, for experiments with heterogeneous networks, the fourth column (best 
found) specifies the number of activated macro-BSs (indicated by the letter M) and 
the number of activated femto-BSs (indicated by the letter F). 

The data in Table 4 demonstrate that when the system network presents a low traffic 
status (experiments 1, 3, 5, 7, 9, and 11), the algorithm decides to turn off more BSs. 
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On average, these experiments kept around 6 BSs turned on. On the other hand, 
when the system network has high traffic (the remaining six experiments), the 
algorithm turns off fewer BSs. The latter experiments left about seven turned-on. 

When the average number of active BSs is contrasted with the CIR threshold, it is 
clear that the higher the CIR threshold (14 dB) and traffic, the more BSs are turned 
on to maintain only 1% (PI threshold) or less of UTs without service. 

Table 4 

Fitness or number of activated BSs per experiment 

Experiment Average 
fitness 

Standard 
deviation 

The best found The worst found 

1 6.72 0.54 6 8 

2 8.02 0.14 8 9 

3 7.04 0.57 6 8 

4 8.08 0.27 8 9 

5 7.28 0.61 6 8 

6 8.3 0.51 8 10 

7 6.8 0.61 4 M + 2 F = 6 8 

8 9.46 0.50 5 M + 4 F = 9 10 

9 6.78 0.71 4 M + 1 F = 5 8 

10 9.44 0.50 5 M + 4 F = 9 10 

11 7.1 0.50 4 M + 2 F = 6 9 

12 9.6 0.49 5 M + 4 F = 9 10 

In each of the 12 experiments, when determining if a BS would remain active, the 
algorithm considers the BS's location concerning UTs. When a BS is centered in or 
close to an area with many UTs, and no other BS covering the majority of the UTs, 
the algorithm will likely keep the BS active. For example, the cellular network 
system in Experiment 1, shown in Fig. 5. The uppercase letters represent the macro-
BSs, and the ones inside a red square represent the deactivated macro-BSs. It can 
be seen that J macro-BS is one of the farthest from the rest of the BSs, which makes 
it the only one that can cover certain UTs in its area. We observe that some BSs 
remain active in all the experiments, such as the J macro-BS. In contrast, macro-
BSs A and D are chosen interchangeably in some experiments to cover the same 
area. 

The above observations affirm that the algorithm prefers a BS with higher 
capacities. However, it cannot be ignored that the BSs are also chosen for the 
suitability of their locations. There have been cases where a femto-BS, situated in 
an important area to serve certain UTs, remained turned on even when traffic was 
low. Take, for example, the case of BS J. In experiments with heterogeneous 
networks, it became a femto-BS and was activated. The same happened in 
experiments 7 and 11. 
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Figure 5 

Cellular network system from experiment 1 after executing the algorithm 

A completely different situation is seen when comparing the two types of networks 
in experiments with high traffic situations. Here the difference in fitness is very 
marked. For example, in Experiment 2, the average number of activated BSs was 
8.02, whereas, in Experiment 8, the average was 9.46. We can infer that, in high 
traffic situations, the algorithm has to leave more BSs turned on when dealing with 
heterogeneous networks and fewer with homogeneous networks. This is due to the 
macro-BSs covering a larger area and a more significant number of UTs than the 
femto-BSs. For this reason, when the cellular network system is composed of femto-
BSs and has high traffic, the algorithm is forced to keep more BSs active. 

In terms of convergence, most experiments with low traffic status showed a 
trajectory similar to that shown in Fig. 6. In this case, since there were relatively 
few UTs, the algorithm found feasible solutions in early cycles. In contrast, most of 
the experiments with high traffic showed a convergence similar to that of Fig. 7.  
In that case, there were more UTs, so it was more challenging for the algorithm to 
find feasible solutions in the initial population. That performance was also due to 
the penalty function and the replacement strategy used when comparing infeasible 
individuals. The two worst individuals carried over to the next cycle because of this 
replacement strategy. Its effect was to increase fitness in early cycles, but as the 
cycles ran their courses, fitness decreased, resulting in a feasible solution.  
The improvement or deterioration in fitness was also a function of traffic. Take the 
experiment in Fig. 7 as an example. It had 1000 UTs. Once a feasible solution was 
obtained, the algorithm made few changes to reach a solution with fewer active BSs. 
In contrast, most of the experiments with 500 UTs, the algorithm made more 
changes to find solutions with inferior fitness (see Fig. 6). 
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In each of the 12 experiments, the solutions provided by the algorithm maintained 
the PI at 1%. Under the conditions specified in each experiment, at least one solution 
was found with a minimum percentage of UTs without service. 

Finally, we evaluated other GA variants to compare performance. The experiment 
consisted of a homogeneous network (20 BSs, 500 UTs, and α = 3 dB).  
The experiments were carried out using GA with the generational model and GA 
with the generational model using elitism. Those GA variants have two-point 
crossover and bit-flipping mutation. Their parameters are the ones shown in Table 
2. Each GA variant executed 30 runs. The results are reported in Table 5. 

Table 5 shows that the GA with the steady-state model outperforms the other GA 
variants. Consequently, the GA with the steady-state model has robustness since it 
has the lowest variation. 

Table 5 

Comparison of GA variants 

GA variant Average 
fitness 

Standard 
deviation 

The best 
found 

GA with the steady-state population model 8.46 0.63 7 

GA with the generational model 8.8 2.07 8 

GA with the generational model using 
elitism 

9.53 0.81 8 

 

Figure 6 

Convergence of the algorithm with low traffic (500 UTs) 
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Figure 7 

Convergence of the algorithm with high traffic (1000 UTs) 

Conclusions 

To take full advantage of dense 5G deployments, while still meeting the required 
QoS, sustainable management techniques are needed, to provide eco-friendly and 
cost-effective mobile architectures. A sustainable design of 5G systems includes 
sleep modes, that is, the capacity to turn off some of the BSs when the traffic load 
is low. Given the said context, we present our base station deactivation and user 
reassignment algorithm. 

Based on the experiments carried out, our conclusions are as follows: 

 One of the significant challenges of a deactivation and user-reassignment 
algorithm is to prevent the complete shutdown of all BSs in a network. For 
this reason, it is important to consider a mechanism that prevents infeasible 
solutions in the algorithm without compromising its performance. 

 A deactivation algorithm based on a steady-state GA can successfully find a 
minimum set of active BSs because it shuts down 10-50% of the BSs present 
in a cellular network system and maintains service for at least 99% of users. 

 In a cellular network, a reassignment process must be carried out to 
deactivate some BSs and maintain service for 99% of its UTs; not carrying 
out this process would leave up to 20% of UTs without service. 

 An essential factor in the decision to deactivate a BS is the PI as the number 
of UTs without service in a cellular network. When considering this factor 
in regards to the optimization model, it is possible to switch off BSs 
according to the success of the UT reassignments and network traffic. When 
there is less traffic in the network, the number of active BSs is smaller. 
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 In all the proposed scenarios, even in those where the CIR threshold was 
equal to 14 dB, our proposed algorithm was able to find a solution where at 
least one BS was deactivated, and 99% of users were serviced. 

 In heterogeneous networks, the algorithm deactivates more femto-BSs than 
macro-BSs when traffic is lower. This scheme supports the existing 
literature, which shows that the use of femto-BSs is more beneficial when 
the heterogeneous network presents high traffic status. 

Going forward in our research, we will apply other metaheuristics to evaluate their 
performance in solving the problem addressed in this paper. We will pose the 
optimization model as a multi-objective problem, i.e., minimize the interruption 
probability and the number of active BSs. We plan to use the Page's Trend Test 
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Abstract: It is known that, due to the Central Limit Theorem, the probability distribution

of the uncertainty of the result of data processing is, in general, close to Gaussian – or to

a distribution from a somewhat more general class known as infinitely divisible. We show

that a similar result holds in the fuzzy case: namely, the membership function describing

the uncertainty of the result of data processing is, in general, close to Gaussian – or to a

membership function from an explicitly described more general class.

Keywords: fuzzy logic; Central Limit Theorem; uncertainty

1 Introduction

1.1 Formulation of the problem

In the probabilistic approach to uncertainty, the most widely used probability dis-

tribution is normal (Gaussian). This fact has been empirically confirmed: for more

than half of the measuring instruments, the probability distribution of the measure-

ment error is close to Gaussian; see, e.g., [8, 9].

This fact also has a theoretical explanation: in most cases, the measurement error is

caused by a joint effect of many small factors, and it is known that the distribution

of the sum of a large number of small independent random variables is close to

Gaussian. This theoretical explanation is known as the Central Limit Theorem;

see, e.g., [12]. According to this theorem, when the number of summed variables

increases, the probability distribution of their sum tends to Gaussian – this means

exactly that as this number becomes large, the corresponding distribution is close to

Gaussian.

In many practical situations, we do not know the corresponding distributions, all
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we have is expert estimates for the approximation errors. These expert estima-

tions are often described by using words from natural language like “small”, “ap-

proximately”, etc. A natural way to describe these estimates in precise computer-

understandable terms is to use fuzzy logic – which was specifically designed

for translating natural-language knowledge into such a precise form; see, e.g.,

[2, 3, 4, 6, 7, 13]. It is reasonable to expect that if we combine many such esti-

mates, we should also get the resulting overall estimate in a specific form. What is

this form? What is the resulting limit theorem – the analogue of the Central Limit

Theorem? These are the questions that we study in this paper.

1.2 Outline of this paper

First, in Section 2, we analyze the general problem of estimating uncertainty of the

result of data processing. In Section 3, we review the results related to the proba-

bilistic case. In Section 4, we formulate the corresponding fuzzy case as a mathe-

matical problem, and finally, in Section 5, we provide a solution to this problem.

2 Estimating Uncertainty of the Result of Data Pro-
cessing: General Formulation of the Problem

2.1 What is data processing: a brief reminder

One of the main objectives of science and engineering is to predict what will happen

in the world, and to come up with devices and techniques to make this future most

beneficial for us.

The state of the world is characterized by the values of several quantities. For ex-

ample, the state of the weather is described by temperature, humidity, wind speed,

and wind direction. So, predicting the future state of the world means predicting the

future values of these quantities.

Similarly, each device, each control strategy can be characterized by some numbers:

e.g., if we control a car, then at each moment of time, we need to describe the value

of the acceleration (if any is needed), and – if needed – the angular velocity with

which the car is turning. So, coming up with the appropriate recommendations

means estimating the values of the relevant quantities.

In both cases, we need to find an estimate ỹ of each of the desired quantities y

based on all available relevant information – i.e., based on the known estimates

x̃1, . . . , x̃n of the corresponding quantities x1, . . . ,xn. The estimates x̃i may come

from measurements or they may come from experts.

In the following text, we will denote the algorithm used for estimating the desired

quantity y by ỹ = f (x̃1, . . . , x̃n). Running these algorithms is what is usually called

data processing.

2.2 How do we select data processing algorithms?

We select each data processing algorithm so as to best describe the relation between

the corresponding quantities y and xi. In other words, we select an algorithm f for
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which, to the best of our knowledge, the actual values of these quantities satisfy the

relation y = f (x1, . . . ,xn).

2.3 Need to take uncertainty into account

Measurement results are never absolutely accurate. Expert estimates are usually

even less accurate. In both cases, each available estimate x̃i is, in general, different

from the actual (unknown) value xi of the corresponding quantity. In other words,

there is, in general, a non-zero approximation error ∆xi
def
= x̃i − xi. Because of this,

the result ỹ = f (x̃1, . . . , x̃n) of data processing is, in general, different from the actual

value y = f (x1, . . . ,xn): there is an uncertainty ∆y
def
= ỹ− y.

For practical purposes, it is important to gauge this uncertainty. For example, if

we are prospecting for oil, and we are estimating that a certain area contains 200

million tons, then our actions will depend on how accurate is this estimate. If it is

200±50, then we should start exploiting this area right away, but if it is 200±300,

then maybe there is no oil at all, so it is better to perform further research before

investing money in exploitation.

2.4 Data processing is often hierarchical

Data processing is often hierarchical, in the following sense. Instead of processing

all the inputs right away, we divide them into groups – e.g., by time and/or by

geographic locations. Then,

• first, we process inputs from each group, resulting in estimates for the com-

bined quantities z1, . . . ,zm, and

• then, we use these estimates for z j to estimate the desired value y.

This is how votes are counted in nation-wide elections, this is how data is often

processed.

2.5 Possibility of linearization

In most practical situations, the approximation errors ∆xi are relatively small. In

such cases, the terms which are quadratic in ∆xi can be safely ignored. For example,

even if ∆xi ≈ 20%, the square of this number is 4%, which is much smaller. So, if

we take into consideration that xi = x̃i −∆xi, expand the expression

∆y = f (x̃1, . . . , x̃n)− f (x1, . . . ,xn) = f (x̃1, . . . , x̃n)− f (x̃1 −∆x1, . . . , x̃n −∆xn)

in Taylor series, and keep only terms linear in ∆xi in this expansion – while ignoring

quadratic (and higher order) terms, we get an expression

∆y = c1 ·∆x1 + . . .+ cn ·∆xn, (1)

where

ci
def
=

∂ f

∂xi |(x̃1,...,x̃n)
.

This is the main expression that we will use in our analysis of uncertainty of the

result of data processing.
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2.6 Linearization in the hierarchical case

In this case, in the first stage, we get

∆z j = c j1 ·∆x1 + . . .+ c jn ·∆xn, (2)

where many of the coefficients c ji – related to measurements xi not from the group

j – are 0s. Then, on the second stage, we get

∆y = c1 ·∆z1 + . . .+ cm ·∆zm. (3)

3 Probabilistic Case: Brief Reminder

3.1 Central Limit Theorem: reminder

As we have mentioned, measurement errors are usually relatively small. Measure-

ment errors corresponding to different measurements are usually independent. In

practice, the value n is usually large. For example, to predict tomorrow’s weather,

we use thousands of recordings of weather conditions at different locations in dif-

ferent moments of time. To analyze an earthquake, we use thousands of values

recorded by seismometers around it – or even, for a serious earthquake, all around

the world. Thus, the formula (1) describes the sum of a large number of relatively

small independent random variables. We have already mentioned earlier that, under

reasonable conditions, the resulting distribution is close to Gaussian – this is what

the Central Limit Theorem is about.

Thus, in the probabilistic case, we can conclude, with high confidence, that in many

practical situations, the probability distribution of the uncertainty ∆y with which we

determine the result y of data processing is close to Gaussian.

3.2 Beyond the Central Limit Theorem

As we have commented, the convergence to the Gaussian distribution occurs under

some reasonable conditions. What happens in the general case – when these con-

ditions are not satisfied? To answer this question, let us take into account that data

processing is often hierarchical.

If there is a limit theorem, according to which the probability distributions of the

sums (1)–(3) are close to distributions of a certain type, then all variables ∆z j have

distributions of this type, as well as the variable ∆y. Thus, these limit distributions

must have the property that a linear combination of thus distributed independent

variables should have the distribution of exactly the same type.

In precise terms, when we say that we have a distribution of a certain type, we

usually mean that there is a standard random variable ξ – e.g., normally distributed

with mean 0 and standard deviation 1 – and all other distributions of this type has

the same distribution as d · ξ , for some constant d. In this case, if di is the value

of the parameter d corresponding to ∆z j, then we can write ∆z j as d j · ξ j, and the

expression (3) as the sum

∆y = c1 ·d1 ·ξ1 + . . .+ cn ·dn ·ξn,
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i.e., equivalently, in the form

a1 ·ξ1 + . . .+an ·ξn, (4)

where we denoted a j
def
= c j ·d j.

In these terms, the above requirement states that each linear combination of identi-

cally distributed random variables ξ j should have the same type of distribution, i.e.,

that for all possible values a j, there should be the value a for which the sum (4) has

the same probability distribution as a ·ξ .

Distributions with this property are known as infinitely divisible. Gaussian distribu-

tion clearly has this property, but there are other distributions with this property –

e.g., Cauchy distribution, with the probability density function

f (x) =
1

π
·

1

1+ x2
.

4 Fuzzy Case: Formulation of the Problem

4.1 What would a limit theorem mean in the fuzzy case: analysis
of the problem

A similar argument can be repeated for the fuzzy case, when instead of probability

distributions, we have membership functions – that describe, for each possible value

x of the corresponding quantity, the degree (scaled to the interval [0,1]) to which this

value is possible.

In this case, similarly to the probabilistic case, the existence of the limit theorem

would mean that all linear combinations (1)–(3) are characterized by the same type

of membership functions. This would mean, in particular, that if the quantities ∆z j

are characterized by membership functions of this type, then their linear combina-

tion (3) is characterized by a membership function of the same type.

What does it mean “of the same type”? Similarly to the probabilistic case, a natural

interpretation is that we should select one single membership function µ0(x), and

consider membership functions that describe quantities of the type d · ξ , where the

quantity ξ is described by a membership function µ0(x).

What is the membership function of the quantity d ·ξ ? To answer this question, let

us recall that we can use different measuring units to describe the same value of the

physical quantity. For example, to describe length, we can use meters, or we can

use centimeters. If we replace the original measuring unit with a new one which is d

times smaller, then all numerical values are multiplied by d: e.g., 2 meters becomes

2 ·100 = 200 centimeters. In general, the original numerical value x in the new scale

is represented as x′ = d · x – and, vice versa, the new value x′ corresponds, in the

original scale, to the value x = x′/d. Thus, if, in the original scale, the degree to

which the value x is possible is µ0(x), then the degree µ(x′) to which the value x′ on

the new scale is equal to µ0(x
′/d).
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So, quantities d · x are described by membership functions µ0(x/d). In these terms,

“membership function of the same type” means that we have a membership function

of the type µ0(x/d), i.e., for example, that the membership function of each quantity

∆z j is the same as the membership function of the product d j ·ξ j, where ξ j has the

membership function µ0(x).

Thus, if there is a limit theorem, then, similarly to the probabilistic case, we con-

clude that:

• if we have several quantities ξ1, . . . ,ξm with the same membership func-

tion µ0(x),

• then the membership function for a linear combination (4) should have the

same membership function µ0(x/a) as the quantity a ·ξ .

To describe this requirement in precise terms, let us recall how we can find the

membership function corresponding to a linear combination (4).

4.2 How to find a membership function corresponding to a lin-
ear combination: Zadeh’s extension principle

The value x is a possible value of the linear combination if there are some values ξ j

which are possible and whose linear combination (4) is equal to x. In general, “there

exists” means that either this property holds for one combination of values ξ j or for

another combinations of values, etc.:

(ξ1 is possible and . . . and ξn is possible and
m

∑
j=1

a j ·ξ j = x) or

(ξ ′
1 is possible and . . . and ξ ′

n is possible and
m

∑
j=1

a j ·ξ
′
j = x) or

. . .

where “or” combines all tuples (ξ1, . . . ,ξm) for which
m

∑
j=1

a j ·ξ j = x.

We know that all quantities ξ j are described by the same membership function

µ0(x). This means that we know, for each value ξ j, the degree to which this value is

possible – this degree is equal to µ0(ξ j). According to the general fuzzy methodol-

ogy, to find the degree of confidence in the above “and”-“or”-combination of such

statements, we need to use appropriate “and”- and “or”-operations f&(a,b) and

f∨(a,b) – also known as t-norms and t-conorms. Thus, the desired degree µ(x)
has the form

f∨

(
f&

(
µ0(ξ1), . . . ,µ0(ξm),d

(
m

∑
j=1

a j ·ξ j = x

))
,

f&

(
µ0(ξ

′
1), . . . ,µ0(ξ

′
m),d

(
m

∑
j=1

a j ·ξ
′
j = x

))
, . . .

)
.

Which “or”-operation should we choose? To make this choice, we need to take into

account that there are infinitely many tuples ξ j with the desired value x of the linear
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combination, and thus, infinitely many terms combined by “or”. For most “or”-

operations (e.g., for a+b−a ·b), as we combine more and more statements, we will

get closer and closer to 1. To avoid such a meaningless result, we need to use the

only operation that does not increase the value – namely, the operation maximum.

In this case, we get

µ(x) = max
ξ1,...,ξm

f&

(
µ0(ξ1), . . . ,µ0(ξm),d

(
m

∑
j=1

a j ·ξ j = x

))
.

Here, d(S) is the degree to which the corresponding statement is true. In our case,

the statement
m

∑
j=1

a j ·ξ j = x is either true or false.

• If this statement is false, its degree is 0, so the whole combination has de-

gree 0.

• If this statement is true, then its degree is 1, and this does not affect the result

of the “and”-operation, since f&(a,1) = a.

Thus, we have

µ(x) = max

ξ j :
m

∑
j=1

a j ·ξ j=x

f& (µ0(ξ1), . . . ,µ0(ξm)) . (5)

This formula – first derived by Zadeh – is known as Zadeh’s extension principle.

4.3 Which “and”-operation should we use?

In the previous text, we showed which “or”-operation to use. A natural next question

is: which “and”-operation should we use?

Some “and”-operations have the form

f&(a,b) = f−1( f (a) · f (b)) (6)

for some strictly increasing function f : [0,1] → [0,1], where f−1(x) denotes the

inverse function. Such “and”-operations are known as strictly Archimedean. It is

known (see, e.g., [5]), that for every “and”-operation t(a,b) and for every ε > 0,

there exists a strictly Archimedean “and”-operation f&(a,b) for which

|t(a,b)− f&(a,b)| ≤ ε

for all a and b.

The whole idea of an “and”-operation is that the value t(a,b) estimates the expert’s

degree of certainty in a statement A&B in a situation when we only know the ex-

pert’s degrees of certainty a and b in statements A and B. Experts can estimate their

degree of certainty only with some accuracy: we can usually distinguish between

7 and 8 on a 0-to-10 scale – which correspond to 0.7 and 0.8 – but it is doubtful

that anyone can distinguish between degrees of certainty 0.70 and 0.71 – which

correspond, for example, to marks 70 and 71 on a 0-to-100 scale. Since for suffi-

ciently small ε , ε-close values are practically indistinguishable, in practice, it would
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not make any difference if we use an ε-close strictly Archimedean “and”-operation

instead of the original one t(a,b).

So, from the practical viewpoint, it makes sense to assume that the actual “and”-

operation used in the formula (5) is strictly Archimedean, i.e., that this “and”-

operation has the form (6) for some strictly increasing function f (x). In this case,

the formula (5) takes the following form:

µ(x) = max

ξ j :
m

∑
j=1

a j ·ξ j=x

f−1( f (µ0(ξ1)) · . . . · f (µ0(ξm))). (7)

4.4 What does the limit property mean in this case

The above limit property means that the function µ(x) as described by the formula

(7) also has the same form as the membership function µ0(x), i.e., that it has the

form µ(x) = µ0(x/d) for some value d.

So, the desired limit property takes the following form: for each tuple a1, . . . ,am,

there exists a value d for which

µ0(x/d) = max

ξ j :
m

∑
j=1

a j ·ξ j=x

f−1( f (µ0(ξ1)) · . . . · f (µ0(ξm))). (7)

Let us call membership functions µ0(x) satisfying this property limit membership

functions. So, the question is: which membership functions are the limit ones?

5 Solution to the Problem: Description of All Possible
Limit Membership Functions

5.1 Let us simplify the problem

In order to describe all possible limit membership functions, let us first simplify the

above limit property as much as possible.

First, let us avoid the explicit use of the inverse function – since computing the

inverse function is, in general, not easy. We can achieve this if we apply the function

f (x) to both side of the equality (7). If we take into account that this function

is strictly increasing – so the largest (max) of its values is attained when x is the

largest – then we can conclude that

f (µ0(x/d)) = max

ξ j :
m

∑
j=1

a j ·ξ j=x

( f (µ0(ξ1)) · . . . · f (µ0(ξm))). (8)

Now, let us make the constraint on ξ j look simplest. For this purpose, let us denote

by v j
def
= a j · ξ j the terms which are added in this constraint. In terms of these new
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variables v j, we have ξ j = v j/a j. So, in terms of v j, the formula (8) takes the

following form:

f (µ0(x/d)) = max

v j :
m

∑
j=1

v j=x

( f (µ0(v1/a1)) · . . . · f (µ0(vm/am))). (9)

A further simplification can be done if we realize that in the formula (9), we only

use the composition of the functions f (x) and µ0(x), but not the functions by them-

selves. To simplify the condition, let us therefore denote this composition by

ν(x)
def
= f (µ0(x)). (10)

In terms of this new function, the formula (9) takes the following form:

ν(x/d) = max

v j :
m

∑
j=1

v j=x

(ν(v1/a1) · . . . ·ν(vm/am)). (11)

Next, we can replace multiplication – which is more complex than addition – with

addition. There is a function specifically designed for this purpose – the logarithm

function, for which ln(a · b) = ln(a)+ ln(b). So, instead of using µ(x), it makes

sense to use ln(ν(x)). Since the logarithm is also a strictly increasing function, we

conclude that

ln(ν(x/d)) = max

v j :
m

∑
j=1

v j=x

(ln(ν(v1/a1))+ . . .+ ln(ν(vm/am))). (12)

A further minor simplification comes from the fact that since the values ν(x) are

smaller than equal to 1, the logarithms of these values are negative (or 0). Since it is

simpler to deal with positive numbers, let us multiply both sides of the formula (12)

by −1. The corresponding operation x → −x is strictly decreasing, so it changes

max to min. Thus, for the function

ℓ(x)
def
= − ln(ν(x)), (13)

for which ν(x) = exp(−ℓ(x)), we conclude that

ℓ(x/d) = min

v j :
m

∑
j=1

v j=x

(ℓ(v1/a1)+ . . .+ ℓ(vm/am)). (14)

In particular, for m = 2, when v1 + v2 = x and thus, v2 = x− v1, we conclude that

ℓ(x/d) = min
v1

(ℓ(v1/a1)+ ℓ((x− v1)/a2)). (15)

Now, we are ready to analyze this formula.

– 57 –



Julio C. Urenda et al. Fuzzy Analogue of the Central Limit Theorem

5.2 We have reduced our problem to a known problem in convex
analysis

The above formula can be rewritten as

ℓ0(x) = min
v1

(ℓ1(v1)+ ℓ2(x− v1)), (16)

where we denoted

ℓ0(x)
def
= ℓ(x/d), ℓ1(x)

def
= ℓ(x/a1), ℓ2(x)

def
= ℓ(x/a2). (17)

The corresponding combination of the two function is known in convex analysis

[10, 11], as the infimal covolution, or an epi-sum. It is usually denoted by

ℓ0 = ℓ1□ℓ2. (18)

It is known that, under reasonable conditions, this formula can be further simplified

if, instead of the original functions ℓi(x), we use their Legendre-Fechnel transforms

ℓ∗i (s) = sup
x
(s · x− ℓi(x)). (19)

Namely, it is known [11] that the Legendre-Fechnel transform of the infimal convo-

lution of two functions is equal to the sum of their Legendre-Fechnel transforms:

ℓ∗0(s) = ℓ∗1(s)+ ℓ∗2(s). (20)

5.3 Let us use this reduction

Let us describe the transform ℓ∗(s) of the function ℓi(x) = ℓ(x/ai) in terms of the

Legendre-Fechner transform F(s) of the function ℓ(x). Indeed, substituting the ex-

pression ℓi(x) = ℓ(x/ai) into the right-hand side of the formula (19), we conclude

that

ℓ∗i (s) = sup
x
(s · x− ℓ(x/ai)).

So, for the new variable z
def
= x/ai, for which x = ai · z, we conclude that

ℓ∗i (s) = sup
z
(s ·ai · z)− ℓ(z)) = sup

z
((s ·ai) · z)− ℓ(z)),

i.e., ℓ∗i (s) = F(ai · s). Thus, the formula (20) takes the following form:

F(d · s) = F(a1 · s)+F(a2 · s). (21)

The requirement is that for every a1 and a2, there exists a value d = d(a1,a2) for

which the property (21) is satisfied. Differentiating both sides of this equality by a2,

we conclude that

s ·F ′(a2 · s) = a · s ·F ′(d(a1,a2) · s),

where we denoted

a
def
=

∂d

∂a2 |(a1,a2)
.
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Dividing both sides by s, we conclude that

F ′(a2 · s) = a(d,a2) ·F
′(c · s).

In particular, for a2 = 1, we conclude that F ′(s) = a(d,1) ·F ′(d · s), i.e., that

F ′(d · s) = A(d) ·F ′(s),

where we denoted A(d)
def
=

1

a(d,1)
. It is known (see, e.g., [1]) that every continuous

solution to this functional equation has the form F ′(s) = b · sα . Integrating, we

conclude that F(s) = B · sβ +C for some constants B, β , and C.

Substituting this formula into the condition (21), we conclude that C = 0 and thus,

that F(s) = B · sβ . It is known that if the Legendre-Fechnel transform of a function

is a power law, then the function itself is a power law, so

ℓ(x) = D · xγ (23)

for some D and γ , and thus, that the function ν(x) = exp(−ℓ(x)) has the form

ν(x) = exp(−D · xγ), (24)

and thus, for µ(x) = f−1(ν(x)), we have µ(x) = f−1(exp(−D · xγ)).

5.4 Conclusion: fuzzy analogue of the Central Limit Theorem

In the probabilistic case, due to the Central Limit Theorem, the uncertainty of the

result of data processing is described by a Gaussian distribution or, more generally,

by an infinitely divisible distribution.

Similarly, for the membership function µ(∆y) describing the uncertainty of the re-

sult of data processing, we can make the following conclusion:

• when the “and”-operation is the algebraic product, then

µ(∆y) = exp(−D · |∆y|γ); (25)

• in general, when the “and”-operation has the form

f&(a,b) = f−1( f (a) · f (b)),

then

µ(∆y) = f−1(exp(−D · |∆y|γ)). (26)
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Abstract: The success of the evolutionary computational methods in scanning at problem's 

solution space and the ability to produce robust solutions, are important advantages for 

fuzzy systems, especially in terms of "interpretability" and "accuracy". Many techniques 

have been introduced for multi-objective evolutionary fuzzy classifiers by considering this 

advantage. However, these techniques are mostly fuzzy rule-based methods. In this study, 

instead of designing an optimal rule table or determining optimal rule weights, the inputs 

are weighted, and no rules are used. The average of the degrees of membership obtained 

with their Membership Function (MF) is calculated as the "input membership degree 

(μInp)" for each input. The μInps are then weighted, and a single coefficient is generated to 
be used for the output. With the output, results are obtained for different objective 

functions. The weights of the inputs and the MFs parameters of all variables (inputs and 

outputs) are optimized with NSGA-II. The performance of the method has been tested for 

alcohol classification. As a result, it has been proven that the method can generate designs 

that can classify at shallow error levels with different sensors at different gas 

concentrations. In addition, it has been observed that the proposed method produces more 

successful solutions for alcohol classification problems when compared to other MOEFC 

techniques. 

Keywords: Multi-Objective Fuzzy Classifier; Multi-Objective Optimization; Input-

Weighted Multi-Objective Fuzzy Classifier 
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1 Introduction 

One of the main issues to be considered in Fuzzy Systems design is optimizing the 

balance of “interpretability” and “accuracy” which generally conflict with each 

other. Evolutionary computational methods have been proposed in many studies 

for this delicate balance. The success of Evolutionary Algorithms (EAs) for 

designing the architectures of single-output fuzzy systems has also inspired Multi-

Objective Evolutionary Fuzzy Classifiers (MOEFCs). In this context, MOEFC has 

a hybrid structure that combines the approximate reasoning capability of fuzzy 

logic with the robust adaptation performance of EAs, for complex classification 

problems. Within the scope of MOEFCs, EAs are applied to Fuzzy Rule-Based 

Systems (FRBSs) for rule tuning, mining, selection, weighting and are applied to 

Fuzzy Inference Systems (FISs) for parameter tuning. EAs can also easily 

incorporate prior knowledge into the system [1]. During the evolutionary design 

process, models are widely used to approach classification problems as they are 

characterized by a good balance between their accuracy and their level of 

interpretability [2]. 

The two main components that determine the performance of a Fuzzy Classifier 

(FC) are the adequate structure and the determination of the parameters. While 

constructing the structure of an FC, choosing the adequate variables, assigning 

enough Membership Functions (MFs) for each variable, and designing a practical 

fuzzy rule table are essential for the model's performance. In addition to these 

tasks, setting the MFs' parameters will become highly complex due to its vast 

search space, especially when considering high-dimensional problems. This 

challenge in the FC design is examined in detail in [3]. To overcome this problem, 

although different heuristic techniques are suggested today, the Genetic Algorithm 

(GA) was primarily preferred in the first examples [4]-[5]. EA-based FCs are 

generally rule-based systems. Ishibuchi et al. [4] used a method to minimize the 

number of fuzzy rules on the one hand and increase accuracy on the other. 

Gorzalczany and Rudzinski [6] applied their proposed multi-objective GA method 

in the technical field of glass identification in forensic science as decision support. 

In [7], fuzzy sets are not tuned, but prior knowledge of the distribution of fuzzy 

sets is required. Ducange et al. [8] tested their proposed MOEFC method on two 

Internet traffic datasets obtained from real-world networks. They applied cross-

validation and cross-testing on the datasets. In both cases, they achieved 

successful low complexity and high interpretability results. Pietari et al. [9] 

proposed a different approach for FRBS design. True positive and false positive 

rates were determined instead of the commonly used misclassification rate as 

accuracy measures. The model also has interpretability, which is then allowed to 

be adjusted. The method used the Non-dominated Sorting Genetic Algorithm II 

(NSGA-II) [10] method to balance objectives. 

The convergence performance of the model is low in approaches that randomly 

generate the initial population [11]. Also, some methods use aggregate fitness 



Acta Polytechnica Hungarica Vol. 19, No. 10, 2022 

 – 63 – 

functions [12] [13]. Vaishali et al. [14] aimed to improve the accuracy of existing 

diagnostic procedures in predicting Type 2 Diabetes. In the initialization phase, 

they selected the essential features with GA from the dataset they used and applied 

MOEFC on the features. In the method, they achieved the maximum rate of the 

classifier with the minimum number of rules. 

When literature studies are examined, it is seen that MOEFC methods are mainly 

based on FRBSs. In most studies, the number of fuzzy rules and the resulting error 

were considered objectives for balancing accuracy and interoperability. Unlike the 

classical FRBSs, this study uses the weighted-input approach, thus eliminating the 

need for effective rule design or optimal rule weighting. Another advantage of the 

method is that it can provide information about the relative importance of the 

inputs for all objectives in the problem. The average of the membership degrees 

obtained with its MFs is calculated as "the input membership degree (μInp)" for 

each input. Then, μInps are weighted, and a single coefficient is produced to be 

used for the output. With the output, results are obtained for different objective 

functions. The weights of the inputs and the MFs parameters of all variables 

(inputs and outputs) are optimized with NSGA-II. The performance of the 

proposed method has been tested on the alcohol classification problem. Using five 

Quartz Crystal Microbalance (QCM) sensors with different structures, 

measurements have been obtained in environments with different gas 

concentrations. The objective is to design a fuzzy classifier that can classify five 

different types of alcohol by evaluating the measurements of a QCM sensor.  

In this context, the main idea of the study is to design a MOEFC that can make the 

best classification for all sensors. Experimental results have proven that the 

method can successfully classify five different types of alcohol with a single 

solution vector. In [15], a coding scheme using accuracy and diversity and an 

entropy-based diversity criterion are proposed in evolutionary multi-objective 

optimization algorithms for MOEFC. 

The remainder of the paper is designed as follows: In Section 2, a background of 

the study is explained. First, the concept of Multi-Objective Optimization (MOO) 

is emphasized. Then, the NSGA-II method, which can be successfully applied to 

Multi-Objective Optimization Problems (MOOP), is explained with its main steps 

and basic procedures. Finally, the proposed method is introduced in the section.  

In Section 3, first, the experiments for alcohol classification and the data set 

designed according to the results of the experiments are described. Then, the 

implementation of the method to the problem is explained and finally, the results 

are shared and interpreted in detail. Section 4 concludes this work. 
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2 The Background of the Proposed Method 

From the MOEFC perspective, the basic approach of MOO methods is to search 

for a set of non-dominated fuzzy systems with different trade-offs between 

accuracy and complexity. For an effective MOEFC design, accuracy 

maximization is as crucial as complexity minimization. Within the scope of the 

study, the MOEFC method, which aims for optimal classification by the same 

solution vectors, has been proposed for these conflicting objectives. The NSGA-II 

algorithm is preferred for parameter tuning of MFs, and optimal input weights in 

the proposed method. Therefore, this section examines the concept of MOO, and 

the NSGA-II algorithm is explained. Finally, the proposed method is introduced in 

detail. 

2.1 Multi-Objective Optimization 

The MOOP can be formally expressed as in [16]: finding an n-dimensional 

possible solution vector x = (x1, x2, x3,…, xn,)T of decision variables that will 

satisfy many constraints and optimizes the vector function f(x)=[f1(x), f2(x), 

f3(x),…, fr(x)] and D ⊆ Rn is an n-dimensional bounded decision space. R 

represents the objectives. The constraints define the objective space ℱ, containing 

all the admissible solutions. Since it is challenging to optimize conflicting 

objectives simultaneously, a set of Pareto optimal solutions is generated instead of 

a single optimal solution. Pareto optimal solutions present objective function 

values of a multi-objective optimization model. None of the objective functions 

can be increased in value without decreasing some of the other objective values in 

this set of solutions [17]. 

Without loss of generality, this study adopts the following basic concepts of 

MOO: 

• Pareto dominance: Feasible solutions x ≺ y if and only if fi(x) ≺ fi(y) 

(∀ і=1, 2, 3,…, m) and fj(x) ≤ fj(y) (∃ j ∊ {1, 2, 3,…, m}) 

• The Pareto optimal set (or non-dominated set) is defined as PS = {x ∈ D| x is Pareto optimal} and the Pareto optimal front is defined as 

PF* = {f(x)| x ∈ PS} 

• External archive: A solution matrix saves the non-dominated 

solution vectors achieved so far 

Although many GA-based techniques have been developed for MOOP, NSGA-II 

is more advantageous than its counterparts in terms of computation time [18]. Deb 

et al. [10] showed that NSGA-II could produce more successful solutions than 

many other MOO techniques in finding an alternative set of solutions and 

converging to the actual Pareto-optimal set. Moreover, in their comprehensive 

survey on the controller tuning problem in intelligent control systems, Rodríguez-

Molina et al. [19], emphasized that NSGA-II is the popular choice compared to 



Acta Polytechnica Hungarica Vol. 19, No. 10, 2022 

 – 65 – 

other meta-heuristic methods. Therefore, in this study, the NSGA-II method was 

preferred. 

2.2 Non-dominated Sorting Genetic Algorithm II (NSGA-II) 

The first EA-based methods proposed for MOOP were generally developed based 

on GA [1]. NSGA [20] initially developed for real parameter optimization in 

multi-objective constrained optimization problems, is one of the first famous 

examples of these methods [2]. However, NSGA has been criticized for its high 

computational complexity, lack of elitism, and the necessity of determining the 

sharing parameter, and its improved versions are presented [21]. In this context, 

the NSGA-II [10] is a significantly revised version of NSGA. The NSGA-II 

includes three basic procedures: fast non-dominated sorting (for the entire 

population [14]), crowding distance assignment, and the main loop. 

Formally, the NSGA-II can be briefly summarized as following steps [22]. 

Initialize solutions: Generating initial solutions considering the lower and 

upper bounds. 

Non-dominated sorting: Sorting the initial solutions according to the criteria 

of non-domination. 

Crowding distance: Once the sorting is complete, the crowding distance value 

is assigned to the front. Solutions are selected according to rank and crowding 

distance. 

Selection: The selection of solutions is carried out using a binary tournament 

selection with the crowded-comparison operator (≺n). 

Genetic operators: New solutions are produced by crossover and mutation 

operations. 

Recombination and selection: Old and new solutions are combined, and the 

solutions to be used in the next cycle are determined by selection. Solution 

selection continues for each objective until the number of populations exceeds 

the number of solutions available. 

2.3 Proposed Method: An Input-weighted Multi-Objective 

Evolutionary Fuzzy Classifier 

MOEFCs are the techniques in which fuzzy approach and multi-objective EAs are 

hybridized. Therefore, in this section, the proposed method is introduced from the 

side of both main components. 
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2.3.1 Fuzzy Logic Side 

The proposed MOEFC technique differs from the classical fuzzy logic system.  

In the method, all MFs of the input and output variables are of type “Gaussian 

combination membership function (gauss2mf)” [23]. Compared to other MFs, in 

many studies, better solutions have been obtained with the gauss2mf [24] [25]. 

gauss2mf calculates the membership degrees using a combination of two Gaussian 

MFs given in (1). 

2

2

( )

2( ); ,

x c

f ex c σσ
− −

=                                                                                           (1) 

where σ represents the standard deviation, and c represents the mean for the 

Gaussian function. Membership value is computed for x. 

gauss2mf can be used on the MATLAB platform, as given in (2) [26]. 

1 1 2 2y = gauss2mf(x, [σ  c  σ  c ])                                                                           (2) 

 

Figure 1 

gauss2mf with the parameters σ1=2, c1=6, σ2=1, c2=5 

Figure 1 shows the gauss2mf plotted with parameters σ1=2, c1=6, σ2=1, c2=5. 

Each Gaussian function defines the shape of one side of the MF. The left curve is 

drawn using the parameters σ1 and c1 for (1). The parameters σ2 and c2 are used for 

(3), and the right curve is drawn. 

2

2

( )

2;( ), 1

x c

f ex c σσ
− −

= −                                                                                     (3) 

In addition, “the input membership degree (μInp)” is determined for each input. 

The membership value of μInp1 with n MFs for x is computed by (4). 

1

1( ) ( 1. ( )) /
n

i

i

Inp x Inp MF x nµ µ
=

= ∑                                                                     (4) 

Then, all the inputs are weighted. Using these weighted inputs, the coefficient z is 

calculated with (5). 
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1 1

( ( * )) / ( )i i i

i i

z Inp w wµ
= =

= ∑ ∑                                                                              (5) 

In (5), wi is the randomly assigned weight for μInpi. The output is the average of 

the membership values calculated with the MFs of the output variable for the 

coefficient z. For output with n MFs, the μOut is calculated by (6). 

1

( ) ( . ( )) /
n

i

i

Out z Out MF z nµ µ
=

= ∑                                                                       (6) 

In the fuzzy system design described, the NSGA-II method is used to optimize the 

parameters of the MFs of all variables, the weights of the inputs, and the output 

that determines the system results for different objectives. 

2.3.2 NSGA-II Side 

In the proposed method, the number of weights to be optimized is equal to the 

number of inputs. MFs in both input and output variables are of the gauss2mf 

type. As shown in (2), gauss2mf is a function that has 4 parameters. Accordingly, 

the number of parameters to be optimized for MFs will be 4 times the total 

number of MFs. Thus, the number of dimensions (D) in each solution vector is 

calculated with (7). 

( ) 4* (   var )D count Input count MFs of iables= +                                   (7) 

The output takes values in the range [0, 1]. In this context, lower bound and upper 

bound points are determined in the range of [0, 1] for each class. In the proposed 

method, the aim is to bring the outputs closer to the center of the targeted class. 

Therefore, for each class, the center point must be calculated. Table 1 shows the 

classes' lower bound, upper bound, and center points for a classification problem 

with c classes. 

Table 1 

The lower bounds, upper bounds, and center points calculated for c classes 

 Class 1 Class 2 … Class m 

Lover bound 0 1/m  m-1/m 

Upper bound 1/m 2/m  1 

Center 1/(2*m) 3/(2*m)  (2*m-1)/(2*m) 

The absolute value of the difference between the output produced by the system 

and the center point of the targeted class is measured as the error (e), as given in 

(8). 

e Out center= −                                                                                                (8) 
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The errors are calculated for all patterns in the data set, and the total error (E) is 

determined by (9). 

1

i

i

E e
=

=∑                                                                                                               (9) 

The objective function of the proposed method, given in (10), is to minimize the 

classification error obtained for each objective with the same solution vector. 

1 2 3( ) min( ( ),  ( ),  ( ),...,  ( ))rf E f E f E f E f E=                                              (10) 

3 Experimental Study 

The performance of the proposed method is tested on a dataset used in [27] and 

shared in the UCI database, designed with data from five different sensors for the 

alcohol classification problem and can be found at 

https://archive.ics.uci.edu/ml/datasets/Alcohol+QCM+Sensor+Dataset 

The method was coded in the MATLAB R2017b platform and run on a computer 

having the Intel(R) Core (TM) i7-4710MQ 2.50 GHz processor with 8 GB RAM 

and Windows 8 operating system. 

This section introduces the selected MOOP, and the experiments for the dataset 

used are explained. Then, the proposed MOEFC method implementation to the 

problem is presented, and the obtained results are discussed in detail. 

3.1 Selected MOOP and Dataset 

Within the scope of the study, the alcohol classification problem is selected as an 

example of MOOP. The problem is one of the popular classification problems, 

which has been studied for years and offers solutions with different techniques. 

3.1.1 Alcohol Classification Problem 

Recognition and classification of chemical compounds play an essential role in 

determining the compound's usage areas and harmful effects. In this regard, 

alcohols are many chemical compounds in the cosmetic and hygiene industry [27]. 

One of the sensors that can detect types of alcohol is a Quartz Crystal 

Microbalance (QCM) [28]. The QCM is essentially an electromechanical 

oscillator and has the characteristics of a sensitive piezoelectric effect [29]. It is 

widely used as a gas sensor in cases where chemicals in gases have different 

densities according to their types. However, precise detection in a sensor cannot 

be classified all at once [30]. Therefore, using these sensors with artificial 
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intelligence techniques is less costly. Thus, an informed decision about many 

chemical products can be made automatically. 

3.1.2 Data Background 

In this study, 5 different types of alcohol are classified as 1-octanol, 1-propanol, 2-

butanol, 2-propanol, and 1-isobutanol, with 5 different QCM sensors, as in [27]. 

Each of the QCM sensors has two different channels: the channel including 

“molecularly imprinted polymers (MIP)” and the channel including “nanoparticles 

(NP)”. The MIP and NP ratios used in the sensors are: 1-1, 1-0, 1-0.5, 1-2, and 0-

1, respectively. The gas sample is passed through each sensor at five different air-

gas concentrations, and the measurements obtained are saved in the data set.  

The ratio of air and gas concentrations in ml is presented in Table 2. 

Table 2 

Air-gas concentrations in experiments 

 Air ratio Gas ratio 

1 0.799 0.201 

2 0.700 0.300 

3 0.600 0.400 

4 0.501 0.499 

5 0.400 0.600 

3.1.3 Dataset Design 

25 experiments were performed with each QCM sensor at the specified MIP and 

NP channel ratios and in the environments presented in Table 2, that is, for a total 

of 50 different scenarios. Therefore, there are 1250 samples in the data set. 

The data set values obtained for each scenario are normalized in the range to [0 1] 

with (11). xi represents the number to be normalized, xmin and xmax represent the 

minimum and maximum values in the respective scenario, respectively. 

min

max min

i
i

x x
x

x x

−
=

−
                                                                                               (11) 

60% of the samples (15 samples) in each scenario were used for training and 40% 

(10 samples) for testing. These training and testing samples are selected randomly 

in each scenario. 

3.2 Implementation of the Proposed Method to the Problem 

In the main structure of the system, measurements in different gas concentrations 

are included as inputs to the system, and the obtained output membership degree 
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(μOut) is used for classification with each sensor. In the study, equal numbers of 

MFs are used in the variables (1 to 4). Figure 2 illustrates a design for training the 

proposed method with 2 MFs in each variable. 

When equations (3), (4), and (5) are used with the design parameters given in 

Figure 2, the μOut of the system can be calculated. The produced μOut value is 

evaluated separately for each sensor. The system's training aims to get the μOut 
values closer to the class centers. Thus, the main objective is to design a model 

that obtains minimum error for all sensors [31]. 

 

Figure 2 

Proposed MOEFC model that has 2 MFs in its variables 

Since the system will produce μOut value in the range of [0, 1], the lower and 

upper bounds and center points are assigned in the range of [0, 1] for alcohol 

classes. Accordingly, the determined values are shown in Table 3. 

Table 3 

The lower bounds, upper bounds, and center points assigned for the alcohol classification 

 1-octanol 1-propanol 2-butanol 2-propanol 1-isobutanol 

Lover bound 0 0.2 0.4 0.6 0.8 

Upper bound 0.2 0.4 0.6 0.8 1 

Center 0.1 0.3 0.5 0.7 0.9 

The performance of the system is determined by reference to the values in Table 

3. Accordingly, the error (E) on n samples is calculated by (12) for each sensor. 

1
| |

n

i ii
E Out Centerµ

=
= −∑                                                                              (12) 

In terms of genetic operators, the length of each artificial chromosome is 

determined by selected variable numbers. The weights to be assigned are equal to 

the number of inputs, and considering Eq. (2), 4 parameters are required for each 

MF. Accordingly, for the 1, 2, 3, and 4 MFs numbers used in the experiments, 
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solution vectors with 29, 53, 77, and 101 items are required, respectively.  

The artificial chromosome structure designed for the system shown in Figure 2 is 

presented in Figure 3. 

As seen in Figure 3, the first 5 items in the solution vector are the weights 

assigned to the inputs randomly. The following 4 items are the parameters set to 

the gauss2mf (σ1, c1, σ2, c2) type MF of Inp1. Since each variable has 2 MFs, 8 

parameters are required for all variables. 

 

Figure 3 

Detail of a solution vector for the model that has 2 MFs in its variables 

The parameter settings for the NSGA-II are shown in Table 4. The maximum 

cycle number (MCN) is set to 10000 in each trial. The algorithm has been run 3 

times independently for each scenario. 

Table 4 

Parameter setting for the NSGA-II 

Parameter Value 

Population size 50 

Crossover fraction 0.8 

Mutation fraction 0.1 

Pareto front population 50 

3.3 Results and Discussion 

The results obtained with the proposed MOEFC method are shared and discussed 

in detail in this section. The results are evaluated in 4 categories based on the MF 

numbers used. 
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The results obtained in the experiments are presented in Figures 4-7, with graphs 

drawn for different goals. Graphs "a" in the figures: error values calculated based 

on sensors at the end of the training process, graphs "b": number of 

misclassifications for training data, based on sensors, graphs "c": weights assigned 

to inputs, and graphs "d": number of misclassifications obtained for test samples, 

based on sensors. 

3.3.1 Scenarios That Have 1 MF in Each Variable 

The proposed method's results by using only one MF in each variable are 

examined. This experiment is essential to analyze the interpretative ability of the 

technique. 

 

Figure 4 

The results obtained for the scenario where each variable of the proposed method has 1 MF 

Looking at graph “a” in Figure 4, it is seen that QCM6 and QCM7 can make more 

successful classification than with other sensors for the MOEFCs designed with 

the obtained solutions. Graph “b” shows that with 2 solutions in the set of Pareto 

optimal solutions, correct classification can be made with QCM6 in the model to 

be designed at all gas concentrations. The “c” graph shows that the environment 
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with a gas concentration of 0.201 is more effective on the solutions because the 

weights assigned for measurements made in this environment are at a higher level. 

The “d” graph shows that QCM6 can also produce successful solutions for test 

samples, and with the proposed method, error-free classification can be made in 2 

design samples. 

3.3.2 Scenarios That Have 2 MFs in Each Variable 

Figure 5 shows the results obtained at the end of training and testing for MOEFC 

with 2 MFs in each variable. 

 

Figure 5 

The results obtained for the scenario where each variable of the proposed method has 2 MFs 

Figure 5 graphs show that the optimal solutions in the Pareto set are generally 

successful in favor of QCM6 and QCM7. The error levels obtained for these 

sensors and the classification errors are lower than other sensors' results. For the 

training dataset, error-free classification can be made by QCM6 in 3 different 

designs. In addition, by QCM6 and QCM7, 1 classification error can be obtained 

in 1 and 2 different MOEFC designs, respectively. Regarding the test dataset, by 

QCM6 and QCM7, 1 classification error can be obtained in 1 and 9 different 

designs, respectively. When the weights are examined, the weights determined for 
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the 0.201 and 0.600 gas concentration inputs are increased significantly compared 

to the results obtained with 1 MF in many examples. In contrast, the weights 

determined for the 0.300 and 0.499 gas concentration inputs are decreased. 

3.3.3 Scenarios That Have 3 MFs in Each Variable 

Figure 6 presents the experimental results obtained for the MOEFC model with 3 

MFs in each variable. 

 

Figure 6 

The results obtained for the scenario where each variable of the proposed method has 3 MFs 

Figure 6 graphs show that the error rates obtained for the sensors are reduced to 

the 0.5-3.0 range compared to the results with 1 and 2 MF. In optimal, multi-

objective solutions, better results are obtained in favor of the QCM6 sensor. Note 

that QCM12 errors are significantly higher, while the errors obtained with other 

sensors are low. On the other hand, in classifications made with other sensors, 

misclassifications are higher than QCM12. This contrast can be interpreted as the 

μOut values obtained with the QCM12 do not approach the cluster centers. In 6 

different MOEFC designs, all the training data can be classified correctly by the 

QCM6. Also, all samples can be classified correctly by QCM7 in 1 design. 

However, in test samples, QCM7 is more successful. Error-free classification can 
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be made in 3 different designs by QCM7 and 2 by QCM6. When the weights are 

examined, it is seen that the weights of 0.201 gas concentration are superior to the 

others. An interesting result is that the weights cluster at specific intervals. 

3.3.4 Scenarios That Have 4 MFs in Each Variable 

Final experiments within the scope of the study are for MOEFCs with 4 MFs in 

each variable. In these experiments, it is expected that the accuracy is increases 

compared to the previous ones, but the interpretation ability of the model is 

expected to decrease. The obtained results are presented in Figure 7. 

 

Figure 7 

The results obtained for the scenario where each variable of the proposed method has 4 MFs 

From Figure 7, it is seen that optimal, multi-objective solutions focus on the 

QCM6 and QCM7 sensors, like previous experiments. Most solutions that achieve 

low error levels achieve minimal error rates by these two sensors. The results are 

not different in terms of classification errors. However, although in many 

experiments, lower error rates are obtained by QCM3 compared to QCM12, the 

number of classification errors obtained with QCM3 is higher. In the classification 

made for the test dataset, the best success is achieved with 4 different designs that 

make 2 misclassifications. In 3 of these, the best classification can be made by 
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QCM7 and in one by QCM6. Weights are similarly in favor of 0.201 gas 

concentration. At a gas concentration of 0.300, the minimum weight coefficients 

are obtained. 

3.4 Comparisons 

In this section, the classification results of the proposed method for different 

sensors are evaluated. The classification results of the method with different 

parameter sets are examined, and its performance is compared with other MOEFC 

methods in the literature. Selected comparison algorithms are the Multi-Objective 

Differential Evolution Algorithm-based Fuzzy Clustering (MODEFC) [32], the 

NSGA-II-based Fuzzy Clustering (MOGAFC) [33], and Multi-Objective 

Modified Differential Evolution based Fuzzy Clustering (MOMoDEFC) [34] 

methods. 

For each scenario, the solutions with the smallest total error (ESUM) obtained for 

the objectives among the 50 optimal solutions in the Pareto solution set are given 

in Table 5 (ESUM = EQCM3 + EQCM6 + EQCM7 + EQCM10 + EQCM12). 

Table 5 

Solutions with the smallest total error obtained for each scenario 

  E1 E2 E3 0.201 0.300 0.400 0.499 0.600 

1 MF 

QCM3 1.6652 3 5 

0.9598 0.4710 0.6490 0.7905 0.7537 

QCM6 0.3350 0 5 

QCM7 0.8267 4 6 

QCM10 0.8272 2 6 

QCM12 2.8977 6 6 

2 MFs 

QCM3 1.4323 3 6 

0.9918 0.3812 0.3207 0.3612 0.7520 

QCM6 0.6795 0 2 

QCM7 0.8464 3 2 

QCM10 0.9572 2 6 

QCM12 2.7784 6 5 

3 MFs 

QCM3 1.4411 1 2 

0.9993 0.1759 0.1710 0.3274 0.6475 

QCM6 0.5080 0 1 

QCM7 0.8708 1 2 

QCM10 0.9562 2 2 

QCM12 2.7622 3 3 

4 MFs 

QCM3 1.6263 2 2 

0.9701 0.1694 0.2657 0.5740 0.5175 

QCM6 0.7825 3 3 

QCM7 0.5850 2 2 

QCM10 1.3804 3 4 

QCM12 2.7257 5 3 
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The columns in Table 5 contain the following information: 

E1: The error levels of the sensors, at the best classification, obtained by Eq. 

(11) for 50 samples 

E2: Misclassification numbers of sensors for the training dataset for 50 

samples, at the best classification 

E3: Misclassification numbers of sensors for test dataset for 50 samples, at 

best classification 

Columns 0.201, 0.300, 0.400, 0.499 and 0.600 show the error levels of the 

sensors obtained by Eq. (11) at these gas ratios. 

When the results given in Table 5 are examined, it is seen that the classification 

success of the design with 3 MFs in each variable is higher than the other designs. 

Therefore, the algorithms model MOEFC with 3 MF in each variable in the 

comparison. For a fair comparison, the parameter settings for all algorithms have 

been assigned as in Table 4. The MCN is 10000 in each trial, and the algorithm 

has been run three times independently. 

Table 6 

Air-gas concentrations in experiments 

 
E1 E2 E3 0.201 0.300 0.400 0.499 0.600 

MODEFC 

QCM3 16.582 1 4 

0.9375 0.3001 0.2788 0.3912 0.6963 

QCM6 0.531 1 4 

QCM7 0.898 2 4 

QCM10 0.817 3 5 

QCM12 26.421 3 6 

MOGAFC 

QCM3 14.715 2 2 

0.9807 0.2189 0.2091 0.3964 0.7007 

QCM6 0.662 0 1 

QCM7 0.883 2 3 

QCM10 0.871 3 3 

QCM12 25.458 3 3 

MOMoDEFC 

QCM3 15.090 1 2 

0.9468 0.2013 0.199 0.3117 0.6817 

QCM6 0.554 1 1 

QCM7 0.937 2 3 

QCM10 0.859 1 2 

QCM12 28.796 4 5 

iwMOEFC 

QCM3 14.411 1 2 

0.9993 0.1759 0.171 0.3274 0.6475 

QCM6 0.508 0 1 

QCM7 0.871 1 2 

QCM10 0.956 2 2 

QCM12 27.622 3 3 
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The best results of the proposed method and other MOEFC methods are compared 

in Table 6. In Table 6, the proposed method is shortly named "iwMOEFC". While 

MODEFC and MOGAFC make a total of 10 misclassifications for the samples in 

the training dataset, MOMoDEFC makes 9, and iwMOEFC makes 7. However, 

the misclassification numbers of the algorithms for the test set are as follows: 

MODEFC=23, MOGAFC=12, MOMoDEFC=13 and iwMOEFC=10. It can also 

be seen from column E1 that iwMOEFC can classify values closer to the 

classification centers. In the E1 column, the distances of the classification values 

to the class centers are given. Accordingly, iwMOEFC has the minimum 

classification errors for the QCM3, QCM6 and QCM7 sensors. Moreover, 

iwMOEFC has produced minor error levels than other MOEFC methods at 

different gas ratios. 

It has been observed that the solutions in the Pareto optimal set are generally 

successful in favor of the QCM6 sensor. In terms of weights, it is seen that more 

successful classifications can be made in an environment with a gas concentration 

of 0.201, and this environment is more effective in the general classification. 

However, measurements in an environment with a gas concentration of 0.300 have 

the lowest effect on classification. 

Conclusions 

The balance of accuracy and interpretability, one of the fundamental criteria in 

fuzzy system design, is particularly influential in system design and performance. 

EAs can successfully scan the problem's solution space by focusing on efficient 

solution regions in numerical optimization problems. These algorithms also 

provide adaptive training in many multi-objective fuzzy classifier methods, as 

they are not trapped in local optimal solutions. In this study, multi-objective EA is 

used for MOEFC design, but instead of a rule table, the weighted-input approach 

is applied for input-output interaction on the fuzzy logic side of the system. In this 

way, it can obtain information about the relative importance of the inputs for each 

objective in the problem. 

The proposed method was used for alcohol classification. Alcohols were classified 

by evaluating the results obtained with different gas sensors in environments with 

different gas-air densities. 

When the classification results are examined, it is proven that the proposed 

method can make successful classifications for many sensors simultaneously, with 

negligible error levels, even in environments with different gas-air densities.  

In addition, compared to other MOEFC methods, the performance of the method 

is more effective and provides superior solutions. 
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Abstract: This paper characterizes project management task aspects substantiating the 

expediency of applying fuzzy methods for comparing project situations and selecting 

precedent decisions. It discusses methods for assessing the similarity of the fuzzy features 

of project situations, based on operations with fuzzy sets, pseudometric distances between 

fuzzy sets, and the fuzzy distance between fuzzy sets. The paper also describes approaches 

to comparing fuzzy project situations on the basis of aggregating the results of comparing 

individual features with the use of various convolutions or fuzzy inference algorithms, as 

well as by individual priority features. An example of selecting precedent project decisions 

relevant to project situations is given, where relative pseudometric distance between fuzzy 

sets is used to estimate the degree of similarity among the fuzzy features of project 

situations, and the modifiable Mamdani fuzzy inference algorithm is used for comparing 

fuzzy project situations and selecting precedent project decisions. 

Keywords: project management; fuzzy project situations; fuzzy distance; fuzzy logic 

inference; precedent decision 

1 Introduction 

Case-based reasoning methods are currently used for making effective project 

decisions [1-3]. The characteristic features of project management tasks, which 

substantiate the advisability of applying these methods, are as follows: 
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• the “non-stationarity” of the conceptual and terminological tools, the 

rapidly changing structure and parameters of the project management 

subject area [4, 5]; 

• the incompleteness and insufficiency of information on the project 

situations to be compared, including the expert nature of information on 

project situation features and their heuristic representation [6]; 

• temporal and resource limitations imposed on the formation and selection 

of precedent decisions; 

• the complexity of the homogeneous representation of project situations 

and precedent project decisions; 

• different “scale” of project situations, herewith implying elaboration of 

similar project decisions [7]; 

• the complexity of estimating the similarity of the fuzzy features of project 

situations; 

• the complexity of comparing project situations due to different 

compositions of the features, their different significances and degree of 

consistency; 

• the task of selecting precedent project decisions relevant to project 

situations generally reduces to the task of classification and depends on 

the corresponding method of comparing fuzzy project situations [8]. 

The above mentioned causes a contradiction between the necessity to increase the 

degree of the reasonableness of project management decisions by means of the 

application of automated procedures of data accumulation and processing and a 

certain imperfection of the currently available decision support methods in terms 

of taking into account the specific features of innovative projects. 

The characteristic features of project management tasks mentioned in the 

Introduction justify the expediency of using the representation of the features of 

project situations and project precedent decisions in the form of fuzzy sets and 

fuzzy relations. 

We introduce the following nomenclature: 

{ }( ) | 1, ...,l

l nQ q n N= =  is the l-th typical fuzzy project situation (l = 1,…, L) 

represented by fuzzy sets (numbers) ( )l

nq  of its features; 

{ }( ) | 1, ...,k

k nP p n N= =  is the k-th current project situation (k = 1,…, K) 

represented by fuzzy sets (numbers) ( )k

np  of its features; N is the number of 

features to be compared. 

This way it is possible to perform fuzzy granulation and to determine the 

relevance between a project situation and a precedent decision. 
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The paper presents the analysis of fuzzy methods for comparing project situations 

for selecting relevant precedent decisions. 

2 Assessment of Similarity between the 

Corresponding Features of Project Situations to be 

Compared 

The method for assessing the degree of similarity between the respective features 

of the project situations to be compared must meet the following requirements: 

1) The method must not only indicate which feature is more/less significant, but 

also enable one to judge about the significance of the difference in the features. 

2) The method must preserve the adequacy of similarity assessment: for fuzzy 

values of features with disjoint supports; for coinciding fuzzy values of features; 

for crisp values of features. 

3) The method must take into account the form of membership functions for fuzzy 

values of features with disjoint supports. Herewith, it is desirable that high values 

of the α-levels of features being compared have a greater effect on the comparison 

result. 

4) The method must enable one to compare fuzzy values of features different in 

both the width of the basic range and the form of the membership functions. 

Based on the formulated requirements, to assess the similarity between the 

corresponding features of project situations to be compared, methods based on the 

following approaches can be applied: 

• operations with fuzzy sets (disjunctive sum, bounded difference, disjoint 

sum, etc.) [9-14]; 

• pseudometric distance between fuzzy sets (Hamming distance, Euclidean 

distance, etc.) [15-20]; 

• ranking indexes for fuzzy sets (numbers) [21]; 

• logical indexes for comparing fuzzy sets (numbers) [22]. 

2.1 Application of Operations with Fuzzy Sets 

Fuzzy set operations defined in general form through t-norms and s-norms can be 

used for assessing the similarity of fuzzy values of features. In what follows, we 

offer the most widespread examples of such operations. 
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1) The difference ( )( ) ( )l k

n nq p−   with the membership function 

( ) ( )( )( ) ( )( ) ( ) ( ) min ( ), 1 ( ) , ,l kl k
n nn n

q pq p
x x x x Xµ µ µ

−
= − ∀ ∈

  
 (1) 

where Х is a universal set on which the fuzzy sets ( )l

nq  and ( )k

np  are specified. 

2) The bounded difference ( )( ) ( )l k

n nq pθ   with the membership function 

( ) ( )( ) ( )( ) ( ) ( ) max 0, ( ) ( ) , .l kl k
n nn n

q pq p
x x x x Xµ µ µ

θ
= − ∀ ∈

  
 (2) 

3) The disjunctive sum ( )( ) ( )l k

n nq p⊕   with the membership function 

( ) ( )( ) ( )( )( )( ) ( ) ( ) ( )( ) ( ) ( ) max min ( ), 1 ( ) , min 1 ( ) , ( ) ,

.

l k l kl k
n n n nn n

q p q pq p
x x x x x

x X

µ µ µ µ µ
⊕

= − −

∀ ∈

      (3) 

4) The disjoint sum ( )( ) ( )l k

n nq p∆   with a membership function: 

( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ,l kl k
n nn n

q pq p
x x x x Xµ µ µ

∆
= − ∀ ∈

  
. (4) 

The choice of this or that operation with fuzzy sets leads to different results of 

assessing the similarity of fuzzy features. Such a choice is justified by the 

identified conditions of comparing project situations and by the system of 

preferences of the decision making person. 

Example. For ( )l

nq  = {0.1/x1, 0.5/x2, 1.0/x3, 0.7/x4, 0.3/x5} and ( )k

np  = {0.2/x1, 

0.4/x2, 0.6/x3, 0.8/x4, 1.0/x5}, the operation results are as follows: 

( )( ) ( )l k

n nq p−   = {0.1/x1, 0.5/x2, 0.4/x3, 0.2/x4, 0.0/x5}; ( )( ) ( )l k

n nq pθ   = {0.0/x1, 0.1/x2, 

0.4/x3, 0.0/x4, 0.0/x5}; ( )( ) ( )l k

n nq p⊕   = {0.2/x1, 0.5/x2, 0.4/x3, 0.3/x4, 0.7/x5}; 

( )( ) ( )l k

n nq p∆   = {0.1x1/, 0.1/x2, 0.4/x3, 0.1/x4, 0.7/x5}. 

2.2 Application of Pseudometric Distances between Fuzzy Sets 

The main types of pseudometric distances for assessing the degree of similarity of 

analogous features of project situations, represented by the fuzzy sets ( )l

nq  and 

( )k

np , are the Hamming and Euclidean distances between fuzzy sets [23, 24]. 

The relative Hamming distance between fuzzy sets is as follows: 

( ) ( ) ( )

( ) ( )

1

1
, ( ) ( ) , .l k

n n

n
l k

H n n i i iq p
i

d q p x x x X
n

µ µ
=

= − ∈∑  
   (5) 
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The relative Euclidean distance between fuzzy sets is 

( ) ( )( ) ( )

2
( ) ( )

1

1
, ( ) ( ) , .l k

n n

n
l k

E n n i i iq p
i

d q p x x x X
n

µ µ
=

= − ∈∑  
   (6) 

Example. For ( )l

nq  = {0.3/x1, 1.0/x2, 0.4/x3, 0.0/x4} and ( )k

np  = {0.2/x1, 0.5/x2, 

1.0/x3, 0.0/x4}: ( )( ) ( ), 0.3l k

H n nd q p =   and ( )( ) ( ), 0.395l k

E n nd q p =  . 

The assessment resulting from the application of pseudometric distances does not 

require any defuzzification. On the one hand, this facilitates subsequent 

aggregation of the results of feature-by-feature comparison (as distinct from the 

application of the previously described operations with fuzzy sets); on the other 

hand, this is characterized by a lower possibility of taking into account conditions 

for determining the relevance of the project situations to be compared and the 

system of preferences of the decision making person. 

The pseudometric distances discussed above are treated conventionally, while the 

application of L. A. Zadeh’s generalization principle enables us to treat distance as 

a fuzzy set as follows [25, 26]: 

δ +∀ ∈ℜ      ( )
( ) ( )( )( ) ( )

( ) ( )

( ) ( )

,

, max min ( ), ( ) , .l k
l k n n

n n

l k

n n i i iq p
d q p

d q p x x x X
δ

µ µ
∈

= ∀ ∈
   

    (7) 

where +ℜ  – the set of non-negative numbers. 

Example. For ( )l

nq  = {0.1/x1, 0.5/x2, 1.0/x3, 0.7/x4, 0.3/x5} and ( )k

np  = {0.2/b1, 

0.4/b2, 0.6/b3, 0.8/b4, 1.0/b5}: ( )( ) ( ),l k

n nd q p    = {0.7/δ1, 0.8/δ2, 1.0/δ3, 0.5/δ4, 0.2/δ5}. 

2.3 Application of Ranking Indexes for Fuzzy Sets (Numbers) 

In this section we give examples of the most widespread indexes for ranking fuzzy 

sets (numbers). 

1) The fuzzy set (number) ranking index based on the fuzzy preference relation: 

( )
( ) ( ) ( )

( )( ) ( )

( ) ( )
1 2

( ) ( )

1 1 2 1 2

,

, sup min ( ), ( ), ( , ) .l k
n nl k

n n

l k

n n Qq p
x x Supp q Supp p

I q p x x x xµ µ µ
∈ ×

=
 

 

   (8) 

This index uses the fuzzy preference relation Q on ℜ2, e.g. with the membership 

function 

1 2

1 2

1 2

1, ,
( , )

0, .
Q

x x
x x

x x
µ

≥
=  <

 (9) 

The ranking of ( )l

nq  and ( )k

np  is performed according to the rule 
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( ) ( )( ) ( ) ( ) ( ) ( ) ( )

1 1, , .l k l k l k

n n n n n nI q p I q p q p≥ ⇒ ≥       (10) 

2) The fuzzy set (number) ranking index based on comparing their mean values: 

( ) ( ) ( )( ) ( ) ( ) ( )

2 , ,l k l k

n n n nI q p m q m p≥ −     (11) 

where ( ) ( )( ) ( ),l k

n nm q m p   is the mean values of the fuzzy numbers ( )l

nq  and ( )k

np , 

respectively. 

The sign and value of the index ( )( ) ( )

2 ,l k

n nI q p   are indicative of what fuzzy number 

is greater and how much. 

3) The index of ranking the fuzzy numbers ( )l

nq  and ( )k

np , based on the 

membership function of the fuzzy number 

( )

( ) ( )

l

n

l k

n n

q
D

q p
=

+


 
 [22]: 

( )
0.5 1

( ) ( )

3

0 0.5

, (1 ( )) ( ) ,l k

n n D D
I q p z dz z dzµ µ= − +∫ ∫    (12) 

( ) ( )

1 1 2

1 2
/( )

( ) sup min( ( ), ( )).l k
n n

D q p
z x x x

z x xµ µ µ
= +

=  
 (13) 

( )( ) ( )

3 , 0.5 .l k

n nI q p A B≥ ⇒ ≥   (14) 

4) The fuzzy number ranking indexes proposed by D. Dubois and H. Prade, and 

based on seeking the highest/lowest value of the membership function among pairs 

of elements of fuzzy number supports [21]: 

( )
( ) ( ) ( )

( )( ) ( )

( ) ( )
1 2

1 2

1 ( ) ( )

4 1 2

,

, sup min ( ), ( ) ,l k
n nl k

n n

l k

n n q p
x x Supp q Supp p

x x

I q p x xµ µ
∈ ×

≥

=
 

 

   (15) 

( )
( ) ( ) ( )( ) ( )

( )
( )

2
1

2 1

2 ( ) ( )

4 1 2, sup inf min ( ),1 ( ) ,l k
k n nl

n
n

l k

n n q p
x Supp px Supp q
x x

I q p x xµ µ
∈∈
≥

= −
 



   (16) 

( )
( ) ( )

( )( ) ( )
( )

( )
1

2

2 1

3 ( ) ( )

4 1 2, inf sup max 1 ( ), ( ) ,l k
l n nk

n
n

l k

n n q p
x Supp q x Supp p

x x

I q p x xµ µ
∈ ∈

≤

= −
 

 

   (17) 

( )
( ) ( ) ( )

( )( ) ( )

( ) ( )
1 2

1 2

4 ( ) ( )

4 1 2

,

, 1 sup min ( ), ( ) ,l k
n nl k

n n

l k

n n q p
x x Supp q Supp p

x x

I q p x xµ µ
∈ ×

≤

= −
 

 

   (18) 

( ) ( )( ) ( ) ( ) ( ) ( ) ( )

4 4, , , {1, ..., 4}.i l k i k l l k

n n n n n nI q p I p q q p i≥ ⇒ ≥ ∈       (19) 
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The ranking indexes ( )( ) ( )

1 ,l k

n nI q p  , ( ) ( )1 ( ) ( ) 4 ( ) ( )

4 4, , ..., ,l k k l

n n n nI q p I p q     ignore the form 

of the membership functions of ( )l

nq  and ( )k

np . 

The ranking index ( )( ) ( )

2 ,l k

n nI q p   takes into account the form of the membership 

functions, but its values are not normalized, and this complicates interpretation of 

assessment results. 

The values of the ranking index ( )( ) ( )

3 ,l k

n nI q p   are normalized; however, it should 

be used for comparing non-negative fuzzy numbers or with allowance for the shift 

of the membership functions of fuzzy numbers being compared. 

Note that the mean value ( )( )( ) ( )

3 ,l k

n nm I q p   of the index ( )( ) ( )

3 ,l k

n nI q p   has a 

clearer quantitative interpretation than the latter. 

2.4 Application of Logical Indexes for Comparing Fuzzy Sets 

(Numbers) 

The approach based on logical operations is applicable to assessing the similarity 

of the fuzzy values of project situation features. Herewith, the values of feature 

membership functions are treated as the truth degrees of a statement, and base set 

elements, in their turn, are taken into account in the determination of the 

truth/falsity of this statement. Therefore, the task is to determine the logical 

interrelation, i.e., whether the truth of the statement about the membership of the 

element in one fuzzy number entails the truth of a similar statement with respect 

to another fuzzy number. 

The typical representation of logical indexes for comparing fuzzy numbers [22] is 

as follows: 

( ) ( )( ) ( ) ( ) ( ), min , .l k l k

n n n n
x

ml q p f q p
∈ℜ

=     (20) 

The following operations are most often used as ( )( ) ( ),l k

n nf q p  : 

• fuzzy inclusion of the fuzzy number ( )l

nq  into the fuzzy number ( )k

np , 

with the membership function 

( ) ( )( ) ( ) ( ), ,l k
n n

f q p
x x x xµ µ µ= → ∀ ∈ℜ

 
 (21) 

where →  is fuzzy implication operation; 

• fuzzy equality (equivalence) of the fuzzy numbers ( )l

nq  and ( )k

np , with the 

membership function 
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( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) T ( ) ( ) , ,l k k l
n n n n

f q p p q
x x x x x xµ µ µ µ µ= → → ∀ ∈ℜ

   
 (22) 

where T →  is t-norm operation, e.g., min. 

The fuzzy inclusion operation is used when the falling of the fuzzy feature ( )l

nq  of 

the number into a class described by the reference fuzzy feature ( )k

np  is sufficient. 

The fuzzy equality is typical for cases when it is required to determine the 

maximum coincidence of fuzzy features. 

The result of comparing fuzzy numbers is much dependent on selecting the 

implementation of a fuzzy implication operation. Thus, the Larsen and Mamdani 

fuzzy implication operations do not suit the goals discussed since the result of the 

pointwise integration of fuzzy numbers is nonzero only if the supports of both 

fuzzy numbers coincide with the base set. 

The Lukasiewicz, Gödel, Kleene–Dienes, and Kleene–Dienes–Lukasiewicz fuzzy 

implication operations yield equally correct results for the case of the full 

inclusion of the ( )l

nq  support into the set of modal ( )k

np  values. However, in the 

case of complete equality between ( )l

nq  and ( )l

nq , the Kleene–Dienes and Kleene–

Dienes–Lukasiewicz implication operations underestimate the degree of their 

compliance. 

The logical index presented below is devoid of this limitation [27]: 

( ) ( )( ) ( ) ( ) ( ), max min , .l k l k

n n n n
x

ml q p f q p
∈ℜ

=     (23) 

3 Approaches to Comparing Fuzzy Project Situations 

To compare fuzzy project situations for selecting relevant decisions, it is required 

to aggregate the results of comparing the fuzzy features of these situations.  

The aggregation of the results of comparing the fuzzy features of situations is 

generally based on one of the following approaches: 

• reduction of the multicriterion assessment task to the one-criterion one 

based on the aggregation of the results of comparing individual features 

with the use of various convolutions (additive, multiplicative, maximin, 

minimax, etc.) or fuzzy inference algorithms (by Mamdani, Larsen, 

Takagi-Sugeno, Tsukamoto, etc.); 

• by priority features, the other being considered as additional, whose 

comparison results must meet the established rules. 
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In the comparison of project situations, the former approach prevails, i.e., that 

based on the aggregation of the results of comparing individual features. Besides, 

sometimes the task of aggregating the results of comparing the features of project 

situations is solved “automatically”. Problems arise in aggregation depending on 

various comparison conditions; namely, if 

• different scales are used to compare different features; 

• it is necessary to take into account different personal significances of the 

features; 

• it is required do take into account the effect of consistency (including 

correlation and interplay) of the features on the overall result of 

comparing the situations; 

• the project situations to be compared are characterized by a complex 

“structure” of feature aggregation. 

Depending on these and some other conditions, the following strategies for 

aggregating the results of comparing the features of project situations are possible: 

• the overall result of comparing project situations is represented as a 

hierarchy of partial results of feature comparison; 

• the overall result of comparing project situations is formed under 

conditions of the equivalence of feature comparison results for the 

following instances: 

o “simultaneous” achievement of all the partial feature comparison 

results, 

o achievement of one of the partial feature comparison results, 

o compromise (intermediate) achievement of partial feature comparison 

results (e.g., achievement of individual partial results of feature 

comparison), 

o hybrid strategies targeted at the selection (identification) of 

convolution operations depending on the obtained values of partial 

feature comparison results [28]; 

• the overall result of comparing project situations is based on recursive 

aggregation of partial feature comparison results; 

• the overall result of comparing project situations is formed under 

conditions of the inequivalence of partial feature comparison results for 

the following instances: 

o achievement of the required threshold values of partial feature 

comparison results, 
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o different weights for partial feature comparison results and taking 

them into account in subsequent aggregation, for example, using 

ordered weighted averaging (OWA) operators [29], 

o a hierarchical AND/OR tree structure of feature aggregation. 

• the overall result of comparing project situations is based on various 

quantifiers (including fuzzy) for the convolution of feature comparison 

results, e.g., in terms of the consistency of most of the features, in terms 

of the inconsistency of at least one feature. 

4 An Example of Selecting Precedent Project 

Decisions Relevant to Fuzzy Project Situations 

We use the relative Euclidean pseudometric distance between fuzzy sets to assess 

the similarity of the fuzzy features of project situations, and we use the modified 

Mamdani fuzzy inference algorithm for comparing fuzzy project situations and 

selecting precedent project decisions [30, 31]. 

In view of these conditions, the fuzzy model of comparing fuzzy project situations 

and selecting precedent project decisions can be represented as 

( )( )( )( ) ( )

1,...,
1,...,

min( min , , ,l k

E n n p
n N

p P

R d q p R∑ =
=

=    (24) 

where R∑
  is an output fuzzy variable, whose value corresponds to the precedent 

project decision being selected; P is the number of fuzzy model rules. 

Figure 1 illustrates the example of comparing fuzzy project situations and 

selecting precedent project decisions. 
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Figure 1 

An example of comparing fuzzy project situations and selecting precedent project decisions 

5 Software Implementation 

To solve the task of comparing fuzzy project situations and selecting precedent 

project decisions, the Loginf program module has been developed in Python.  

The matplotlib library was used for result visualization. 

Figure 2 shows the listing of the program of comparing fuzzy project situations 

and selecting precedent project decisions (for 2 features and 2 rules). 

from matplotlib import pyplot as plt 
import numpy as np 
import loginf 
base_set = np.arange(0, 1.01, 0.01) # Base Set 
# RULE 1: 
promise11 = loginf.FuzzyGaussian(base_set, 0, 0.14) # Promise 1 
promise12 = loginf.FuzzyGaussian(base_set, 1, 0.14) # Promise 2 
consequent1 = loginf.FuzzyGaussian(base_set, 0.6, 0.1) # Consequent 1 
rule1 = loginf.FuzzyRule(consequent1, promise11, promise12) # Rule 1 
# RULE 2: 
promise21 = loginf.FuzzyGaussian(base_set, 1, 0.14) # Promise 1 
promise22 = loginf.FuzzyGaussian(base_set, 0, 0.14) # Promise 2 
consequent2 = loginf.FuzzyGaussian(base_set, 0.37, 0.1) # Consequent 2 
rule2 = loginf.FuzzyRule(consequent2, promise21, promise22) # Rule 2 
# TEST INPUT SETS: 
# Input fuzzy sets: 
input_set1 = loginf.FuzzyGaussian(base_set, 0.38, 0.05) 
input_set2 = loginf.FuzzyGaussian(base_set, 0.68, 0.1) 
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# RULE OUTPUTS: 
rule_output1 = rule1.consequent_output(input_set1, input_set2, plot = True) 
rule_output2 = rule2.consequent_output(input_set1, input_set2, plot = True) 
result = rule_output1.union(rule_output2) # Union output set 
center = result.center_of_gravity() # Centroid 

Figure 2 

The program of comparing fuzzy project situations and selecting precedent project decisions 

The visualization of solving the task of comparing fuzzy project situations and 

selecting a precedent project decision is exemplified in Figure 3. 

 

Figure 3 

An example of using the Loginf program module 

The main classes of this module are presented in Figure 4. 

The following classes are used in the implementation of the Loginf module: 

• GaussianFunction and FuzzyGaussian are used to specify fuzzy set 

membership functions; 

• FuzzySet is intended for calculating pseudometric distances between the 

fuzzy features of precedent situations, performing operations with fuzzy 

sets (numbers), and defuzzifying the values of the fuzzy output variable; 

• FuzzyRule implements the fuzzy inference algorithm. 
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Figure 4 

The main classes of the Loginf module 

Conclusion 

Methods for comparing fuzzy project situations have been analyzed and 

systematized. 

Methods for assessing the similarity of the fuzzy features of project situations, 

based on operations with fuzzy sets, pseudometric distances between fuzzy sets, 

and the fuzzy distance between fuzzy sets have been discussed. 

The paper has described approaches to comparing fuzzy project situations on the 

basis of transition from the multicriterion assessment task to the one-criterion one 

due to the aggregation of the results of comparing individual features with the use 

of various convolutions or fuzzy inference algorithms, as well as by individual 

priority features. 

A program module has been developed and an example of selecting precedent 

project decisions relevant to project situations is given, where the relative 

pseudometric distance between fuzzy sets is used to assess the similarity of the 

fuzzy features of project situations, and the modified Mamdani fuzzy inference 

algorithm is used for comparing fuzzy project situations and selecting precedent 

project decisions. 
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Abstract: The paper compares three algorithms for concreteness rating estimation of 

English words. To train and test the models, we used a number of freely available 

dictionaries containing concreteness ratings. A feedforward neural network is employed as 

a regression model. Pre–trained fastText vectors, data on co–occurrence of target words 

with the most frequent ones, and data on co–occurrence of target words with functional 

words are used as input data by the considered algorithms. One of the three algorithms 

was proposed for the first time in this article. We provide detailed explanations of which 

combinations with functional words are the most informative in terms of concreteness 

ratings estimation for English words. Although the rest two algorithms have already been 

used for estimation of concreteness ratings, we consider possible ways to update them and 

improve the results obtained by a neural network. Thuswise, we use stochastic Spearman’s 

correlation coefficient as a criterion for stopping of training. All three algorithms provided 

good results. The best value of Spearman’s correlation coefficient between the value of the 

concreteness rating and its estimate was 0.906, which exceeds the values achieved in 

previous works. 

Keywords: concreteness rating; abstractness; neural networks; fastText; word co–

occurrence; English 

1 Introduction 

The issue of word concreteness has been the focus of attention of many academic 

disciplines for several decades. It is extensively studied in linguistics, psychology, 

psycholinguistics, medicine, neurophysiology, philosophy, and pedagogy [1].  

The way abstract and concrete concepts are represented is a fundamental problem 

that has been debated in psychology, psycholinguistics, and neuro–physiology.  

A comprehensive review article [2] notes that the problem of representing abstract 

concepts is a crucial challenge for any theory of cognition. 
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Dictionaries with concreteness ratings of words are used to investigate this 

problem. For example, there are two large dictionaries of the English and Dutch 

languages created on the basis of native speakers‘ responses. Each of them 

includes approximately 40 thousand words [3, 4]. The dictionaries for other 

languages are tens of times smaller, specifically the Russian dictionary contains 

only 1000 words [5]. 

There are different approaches to the definition of abstractness and concreteness. 

It can be defined as (1) general, generic, not specific, and (2) lacking sense 

experience [6]. According to [6], nouns are considered concrete if they denote 

people, places and things and refer to a perceptible entity. If they cannot be 

experienced by our senses, they refer to more abstract concepts. Similar view on 

abstractness/concreteness is presented in [7], that is, abstract nouns are those that 

do not have denotata in real physical world and cannot be percepted. Criteria and 

norms that allow one to refer a word to an abstract or concrete concept are of great 

value for cognitive science. 

However, instructing and asking participants of the experiments to validate the 

developed norms is a time– and labour–consuming process. Though there were 

some advances in this field such as Mechanical Turk, a service that allows 

collecting and processing data, as well as predicting values of concreteness. Using 

experts’ responses is still not an easy task. It is proved by the fact that the largest 

concreteness dictionaries provide ratings for a relatively small number of words. 

Creation of large text corpora and development of machine learning methods can 

contribute much to the solution of this problem. 

One of the possible options is extrapolation of ratings obtained by expert 

assessment to a wider range of words. The degree of usefulness of such 

extrapolated ratings depends on how effectively the extrapolation procedure is 

realised. Extrapolated ratings are most useful when only small datasets of human 

judgments are available. Developing methods that allow for high–quality 

extrapolation from actual human judgments is a sort of breakthrough [8]. 

As stated above, it is too expensive and time–consuming to conduct experiments 

when experts determine concreteness ratings of large number of words (tens of 

thousands and more). Any corpus created using human ratings would be relatively 

small. However, large corpora are needed to solve practical tasks as the larger the 

corpus is, the more reliable are its data. The study objective is to develop a 

computational model for prediction of concreteness ratings. Using the model will 

be more efficient than conducting the experiments as it will allow one to obtain 

more trustworthy ratings in far lesser amount of time. 

Three algorithms for estimating concreteness ratings of English words are 

compared in our work. These algorithms differ by the type of the used vector 

representation of words. Two of these algorithms have already been used to 

estimate concreteness ratings. The third algorithm that uses data on co–occurrence 

of the target words with the context ones is proposed for the first time in this 
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article. Therefore, we briefly discuss the reasons that make the introduced 

algorithm effective. 

2 Related Works 

Most studies on extrapolation of expert estimates and automatic expansion of the 

dictionary have been performed for the English language. The main idea and the 

study stages are as follows: 

(1) A set of words with expert ratings of the degree of 

concreteness/abstractness is selected; some of the words are used to train 

the extrapolation method and the rest ones are used for testing. 

(2) Words are represented by vectors in some semantic space. 

(3) Some extrapolation method is applied to the data. 

(4) The estimates obtained on the test set of words are compared with the 

expert ones. 

Dictionaries presented in [3, 9] are selected as a set of words with expert ratings 

for the English language. In early studies, LSA was chosen as the semantic space; 

in recent works, a skip–gram model has been used for such purposes. Different 

types of Regression Models (SVM, neural networks, etc.) are often used as 

methods of approximation. Spearman‘s or Pearson’s correlation coefficient 

between ratings of concreteness and their estimates is utilized as accuracy measure 

of the model in most works. Table 1 summarizes the research results for the 

English language. The table includes papers in which correlation coefficients of 

0.7 and higher were obtained. 

Comments to the table: 

(1) Some papers presented in Table 1 provide comparison of various 

methods. In this case, the best method is put in bold. 

(2) Some papers use a very small set as a teaching one (the core). In this 

case, the number of concrete and abstract words are shown in parentheses 

in the “volume” column. 

(3) The employed type of correlation coefficient is shown in the last column. 

Some papers use a binary classification (concrete/abstract words) instead 

of ranking. In this case, the value of the accuracy parameter is calculated 

instead of Spearman’s or Pearson’s correlation coefficient. 

(4) The neural network was trained on sentences, not on separate words in 

[10] (the 7th row in the table). They used 800,000 sentences that contain 

2580 words rated as abstract or concrete. 
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Table 1 

Related works and obtained results for English 

Paper, 

year 

Corpus Semantic space method volume  

train/test 

correlation 

[11], 

2011 

[9],  

English 

LSA A step-wise 

regression 

analysis 

3,521 

67%/33% 

0.802 

(Pearson) 

[12], 

2011 

[9],  

English 

LSA Cosine 

similarity 

4,295 

0.9% (20-

20) / 50% 

0.822 

(Spearman) 

[13], 

2013 

[9],  

English 

vector space 

representations from 

[14] 

logistic 

regression 

classifiers 

2,450 

98%/2% 

0.76  

(accuracy) 

[15], 

2015 

[3],  

English 

LSA, topic model, 

a hyperspace 

analogue to 

language (HAL)-

like model, a skip-

gram model. 

k-nearest 

neighbours, 
random forest 

37,058 

25%/75% 

0.796 

(Pearson) 

[8], 

2017 

[3],  

English 

a skip-gram model step-wise 

regression 

model 

37,058 

50%/50% 

0.829 

(Pearson) 

[16], 

2018 

[3],  

English 

a skip-gram model algorithm 

SentProp [17] 

14,329 

0.2%(15-

15)/99.8% 

0.70 

(Spearman) 

[10], 

2018 

English 

Wiki-

pedia1 

GloVe Naive Bayes, 

Nearest 

neighbor, 

RNN 

2580 

81%/19% 

0.740 

(Pearson) 

[18], 

2018 

[3,9],  

English 

fasttext SVM, 

feedforward 

networks 

22,797 

67%/33% 

0.887 

(Spearman) 

[19], 

2019 

[3,20,21],

English 

fasttext SVM 32,783 [3] / 

2,005 

[20,21] 

0.902 

(Pearson) 

Now we note some results obtained in the above–mentioned works that were not 

included in the table. One of the first papers where high results were obtained is 

[22] (the Spearman’s correlation coefficient is 0.64). The study [23] stands apart 

from the rest ones since it carries out extrapolation not within one language but 

between languages using a multilingual skip–gram model. In this case, the 

extrapolation method is trained on the full set of available data from one language. 

It is stated in [23] that the data were extrapolated on 77 languages; however, the 

                                                           
1  English Wikipedia, May 2017 dump. 
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data on all languages are not presented. When extrapolating estimates from 

English to Dutch, Pearson’s correlation coefficient with the expert estimates in 

Dutch from [4] equaled 0.76. One of the observations described in [23] is that 

more frequent nouns and verbs are less concrete in both English and Dutch. 

Besides English and Dutch, both experts ratings and automatically generated ones 

were used to create dictionaries for other languages. For example, automatically 

obtained ratings for Chinese, Persian and Russian are presented in [24, 25] and [5, 

26], respectively. If the algorithm starts with a small core (see papers [16, 12]), the 

question arises about selecting words for the core. The core of a fixed size in [16] 

included most frequent and most concrete and abstract (according to the expert 

ratings) words. The core of a fixed size in [12] contains 40 words. It is formed 

iteratively starting from an empty set and sequentially adding words that are in 

best correlation with abstract and concrete words from the training set. It is shown 

that if the core is expanded to 100 words, the Pearson’s correlation coefficient on 

the test set will decrease. 

3 Data and Method 

The BWK base [3] was used as a source of ratings. This base provides 

concreteness ratings for about 40,000 words and word combinations. To test the 

trained models, we also utilized concreteness ratings from the MRC database [9], 

the Toronto Word Pool datasets [20] and the base created by Paivio, Yuille and 

Madigan [21] that provide concreteness ratings for 4239, 1093 and 925 words, 

respectively (the bases will be further abbreviated as MRC, TWP and PYM). 

We use vector representations of words that have been developed within the 

framework of distributive semantics. The distributive semantics approach assumes 

that there is a correlation between distributional similarity and meaning similarity 

[27, 28, 29]. Currently, the most widely used methods are based on vector models 

of neural networks [30]. However, simpler representations based on explicit word 

vectors are also applied (see overviews [31]). 

The first of the compared methods of word representations uses word embedding 

algorithms. Good reviews of word embedding methods can be found, for example, 

in [31, 32]. One of the main results in this area was described in the article [30] 

that introduced the word2vec model. Employing stochastic algorithms for learning 

artificial neural networks, the authors managed to obtain low–dimensional (with a 

dimension of 250-300) vector representations of words, which also implemented 

various semantic relations between them. One more significant achievement in 

this area was the fastText algorithm proposed in [33]. Combined usage of the 

word2vec model and subword information significantly reduces the time of model 

training and provides better result. The authors of [34] have granted free access to 
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four types of sets of pre–trained vectors (the dimension of word representation is 

300). The sets differ by the source on which they were trained (Wikipedia 2017, 

UMBC webbase corpus or Common Crawl) and by whether subword information 

was used or not. Following the recommendation given in [19], we use vectors that 

do not include subword information. 

Pre–trained fastText vectors have already been used in many studies on estimation 

of concreteness ratings. For example, two recent studies [18, 19], in which the 

highest results in the accuracy of concreteness rating estimation were obtained 

(see Table 1), use the fastText vectors as input data. 

The second of the compared algorithms employs explicit word vectors. We use 

vector representations based on co–occurrence with the most frequent words 

(CFW). The CFW method is described, for example, in [35, 36]. The CFW 

method was applied in [37] to estimate the concreteness ratings of Russian words. 

In accordance with this approach, the target word is represented by a frequency 

vector of bigrams that include the target word and one of the context words.  

The CFW method uses a given number of the most frequent words as context 

words. 

In our work, we use unigram and bigram frequency data extracted from the 

Google Books Ngram corpus [38]. The English (Common) subcorpus of Google 

Books Ngram includes texts of 16.6 million books published between 1470-2019 

that contain approximately 2 trillion words. Currently, it is the largest corpus of 

the English language. Since we use the GBN corpus data, to make the list of 

context words, we selected 20,000 words that were most frequently used in GBN 

between 1900-2019. 

Frequencies of combinations of each target word with each context word were 

extracted from the corpus (if some word combination was absent from the corpus, 

the corresponding frequency was considered equal to 0) As two types of bigrams 

are possible (with the target word in the first (Wx) and second places (xW)), we 

obtain two vectors with a dimension of 20,000. The last step is concatenation of 

these two vectors. Thus, a vector with a dimension of 40,000 is obtained for each 

target word. Besides ordinary bigrams, which are pairs of consecutive words, 

GBN contains information on syntactic bigrams [39]. We compared types of 

vector representation obtained using data for both ordinary and syntactic bigrams. 

As a rule, the resulting vectors are very sparse (contain a large number of zeros); 

however, they carry all information about the co–occurrence of the target word 

with the most frequent ones. The drawback of this method is high dimension of 

the resulting vector representation, which can cause significant problems in the 

process of training neural network models (especially for fully connected 

networks) and lead to overfitting. Therefore, if this type of word representation is 

used, it is important to ensure good regularization of the model during the training 

process. 
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The third of the compared algorithms is proposed in this article for the first time. 

We also use explicit word vectors. The scheme of the proposed algorithm is 

analogous to the CFW method with the only difference that we use functional 

words (not always the most frequent ones) as context words. The proposed 

algorithm will further be called the CSW algorithm (co–occurrence with stop–

words). It was abbreviated as CSW for the following reason. If we abbreviated it 

as CFW (co–occurrence with functional words), this could lead to 

misunderstanding as the abbreviation CFW already exists and is mentioned in this 

paper. Therefore, we replaced the letter F by S, where S refers to stop–words. By 

stop–words we understand functional words presented in [40]. We borrowed the 

list of 307 functional words from [40]. It includes articles, conjunctions, particles, 

prepositions, as well as numerals, auxiliary verbs, some adjectives, pronouns, etc. 

We used the GBN corpus to extract frequencies of bigrams that include the target 

words and one of the functional words. Thus, we obtained a vector representation 

of dimension 614 for each target word (taking into account bigrams of the type 

Wx and xW). 

The pre–trained fastText vectors can be directly fed into the neural network input; 

however, when using explicit word vectors, appropriate preprocessing is required. 

The first problem is a large range of change in bigram frequencies. For example, a 

set of vectors that we used contains frequency values from 40 to 1.8·1010.  

The second problem results from the fact that values of absolute frequencies 

depend on a corpus size; and if it is required to use the obtained model on other 

data, the vectors need to be normalized. Based on the experience of previous 

works (see, for example, [41]), two preprocessing methods were chosen. 

The first one proposed in [42] assumes that frequency values are used to calculate 

the corresponding Pointwise Mutual Information values. 

,

, 2log
i j

i j

i j

f
PMI

f f
=  (1) 

Here fi is the relative frequency of the i-th target word, fj is the relative frequency 

of the j-th context word, fij is the relative frequency of the bigram in-cluding the i-

th target word and the j-th context word. On the one hand, PMI is composed of 

relative values and does not depend on the size of the employed corpus; on the 

other hand, it provides compactification of the dynamic range due to the presence 

of a logarithm. 

The second considered preprocessing method is taking a simple logarithm of 

frequency vectors. This technique also allows one to reduce the dynamic range of 

the vector input values; however, it does not eliminate the dependence on the size 

of the em-ployed corpus. Nevertheless, this preprocessing method has shown good 

results in several tasks [41]. To perform preprocessing correctly when frequency 

value equals zero, 1 is added to the frequencies before taking the logarithm: 
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( )2log 1iF +  (2) 

where Fi is the frequency of the bigram at the i-th position of the input vector. 

The traditional fully connected feedforward network [43] was chosen as a model 

that solves the problem of estimating concreteness ratings of words. It consisted of 

4 hidden layers; each of them contained 128 neurons. Each neuron in the hidden 

layer used ELU [44] as activation function. The output layer contained 1 neuron 

with an identically linear activation function. 

Despite the fact that we used the same neural network architecture in all three 

cases, the number of weights in the network is significantly different in each case. 

The number of variable network parameters was about 5.1 million for the CFW 

method. Due to the large dimension of the input vector (D = 40,000), almost 

99.5% of all free parameters of the model were concentrated in the input layer. 

Therefore, much attention was paid to regularization when training this model. 

Regularization was also used for the models based on the rest two methods (the 

dimension of the input vectors equaled 300 (D = 300) and 614 (D = 614), 

respectively); however, its impact on the training process was significantly lower. 

The main regularizer was the dropout layer placed between the input and the first 

hidden network layer. Stochastic disabling of connections between neurons 

provides regularization and prevents overfitting of the neural network [45].  

The regularization parameter of 0.3 was chosen for the model based on the CFW 

method. Thus, only random 70% of all connections of the layer were used and 

corrected at each training iteration. The dropout parameter was significantly lower 

(0.1) for the rest two methods. Beyond that, L1–regularization of all hidden layers 

was additionally employed when the CFW method was used. This allowed us to 

obtain a sparser representation as well as to reduce the tendency of this model to 

overfit. 

The mean square error (MSE) between the target value of the concreteness rating 

and the resulting network estimate was chosen as a loss function for all three types 

of models. The model was trained based on stochastic gradient descent by the 

Adam [46] method. At each training iteration, random 128 examples from the 

training sample formed a training batch, the root mean square error of which was 

minimized by the network. Simultaneously, a similar batch of the same size was 

generated from the test sample for network validation. When the target loss did 

not decrease by more than 10% during 1,000 iterations of updating the weights, 

we artificially reduced the learning rate parameter [47]. Each time this condition 

was met, the learning rate was reduced by half. This allowed improving the 

network results obtained at the last stages of its training when the values of the 

target loss function have practically not changed. 

In addition to the loss function, Spearman’s correlation coefficient was chosen as 

an additional metric and calculated on the test sample during the training process. 
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Spearman’s correlation coefficient on the entire test sample is calculated 

significantly longer in comparison with the time spent on the forward and 

backward signal propagation through the network. Since this metric had to be read 

after each iteration of the network weight adjustment, its stochastic version was 

implemented. 

Spearman’s correlation coefficient was calculated using random 2048 samples 

from the test sample. At that, such a truncated metric turned out to be a 

representative estimate of the Spearman’s correlation coefficient calculated for the 

entire test sample. This metric was used to control the overfitting of the network, 

as well as a criterion for stopping the training process. After the values of 

stochastic Spearman’s correlation coefficient reached a plateau, the training 

stopped after 1000 updates of the weights. The network weights corresponding to 

the highest value of this metric were further used to test the training results. 

The PyTorch [48] automatic differentiation library was used as a framework for 

training the neural network model. 

Thus, we trainеd and tested 10 models in total. They were represented by two 

models for the case of using fastText vectors trained on Wikipedia and 

CommonCrawl, four models for each case of employing the CFW and CSW 

methods (for ordinary and syntactic bigrams, and two types of input data 

preprocessing). 

As it was stated above, in many papers, the obtained accuracy is estimated by 

calculating Spearman’s or Pearson’s correlation coefficients between a 

concreteness rating and its estimate. Some papers (see, for example, [19]) use 

Kendall’s correlation coefficient. To simplify comparison with prior works, in 

most cases, we provide values of the three coefficients. In our opinion, the use of 

Spearman’s correlation coefficient is the most justified in this case since its 

employment is not associated with certain assumptions about distribution of the 

analyzed data [49]. 

4 Results 

As mentioned in the previous section, 20% of words presented in the [3] database 

were selected for testing. These words were not used for training. The selection of 

words for the test sample was carried out randomly; and the words included in it 

have the same frequency distribution and part–of–speech distribution as the words 

in the training sample. The test sample included 7406 words for the models that 

use bigram frequencies extracted from GBN as input data and 6815 words for the 

models that employ pre–trained fastText vectors. Here, 7406 words are 20% of 

37,030 words that are found both in the BWK base and GBN; and 6815 words are 

20% of 34,076 words that are found in the BWK base and have fastText vectors. 
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As an example, Figure 1 shows bidimensional distribution of concreteness rating 

values and their CFW (ordinary bigrams, PMI) estimates. The figure illustrates 

that the quality of rating estimation is quite high. 

 

Figure 1 

Bidimensional distribution of concreteness rating values and their estimates obtained using CFW 

(ordinary bigrams, PMI) 

The values of the correlation coefficients between the values of the concreteness 

rating and its estimation were calculated on the test set for each of the 10 models. 

The results obtained using the CFW and CSW methods are shown in Table 2. 

Table 2 

Pearson’s (r), Spearman’s (ρ) and Kendall’s (τ ) correlation coefficients between the concreteness 
rating values and their estimates obtained using the CFW and CSW methods (for the BWK dataset) 

Set of 

Vectors 

 PMI Log2(1+x) 

CFW, 

ordinary 

bigrams 

r 

ρ 

τ 

0.899 

0.884 

0.702 

0.901 

0.884 

0.701 

CFW, 

syntactic 

bigrams 

r 

ρ 

τ 

0.902 

0.888 

0.706 

0.902 

0.887 

0.704 

CSW, 

ordinary 

bigrams 

r 

ρ 

τ 

0.890 

0.875 

0.688 

0.883 

0.868 

0.680 

CSW, 

syntactic 

bigrams 

r 

ρ 

τ 

0.890 

0.873 

0.686 

0.878 

0.861 

0.671 
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It is obvious that the CFW method has a slight advantage over CSW. It should be 

noted that the results obtained using ordinary and syntactic bigrams almost do not 

differ. The two data preprocessing methods also provided approximately the same 

results when we used the CFW method. When the CSW method was employed, 

the use of PMI vectors significantly improved the accuracy. These results differ 

form ones obtained in [41] and shows that solving different tasks may require 

different preprocessing methods. 

Table 3 shows the results of testing the models based on fastText vectors. Better 

results are obtained when using vectors trained on the CommonCrawl corpus. 

Table 3 

Pearson’s (r), Spearman’s (ρ) and Kendall’s (τ ) correlation coefficients between the concreteness 
rating values and their estimates for the [3] dataset using fastText vectors 

Set of Vectors r ρ τ 

CommonCrawl 0.916 0.906 0.729 

Wikipedia 0.901 0.893 0.710 

For each of the three methods, we selected the variant that provided best results. 

For the CFW method, it we used syntactic bigrams and PMI (=0.888); for the 

CSW method, we employed ordinary bigrams and PMI (=0.875); and for the 

method employing fastText vectors, we utilized vectors pre–trained on the 

CommonCrawl corpus (=0.906). For each of the described cases, the neural model 

was trained 10 times and tested. Standard deviation of Spearman‘s correlation 

coefficient between the concreteness rating and its estimate was 4·10−3 for the 

CFW method, 3.5·10−3 for the CSW method, and 1.7·10−3 for the fastText method. 

Comparing the obtained values with those shown in Tables 2,3, one can see that 

the differences in accuracy between the three methods are not large, however, they 

are statistically significant. 

Ideally, comparative testing of different methods should be carried out using 

corpora of the same size. Unfortunately, in practice, one has to use available tools 

and datasets. In our case, the size of the CommonCrawl corpus that was used to 

obtain fastText vector representation is about 3 times smaller than that of the 

English (common) subcorpus of GBN employed to obtain vectror representations 

by the CFW and CSW methods. However, this does not cause difficulties in 

determining which of the compared methods showed the highest accuracy.  

The highest result was obtained using the pre–trained fastText vectors. If we used 

a corpus which 3 times exceeds the size of CommonCrawl, we would probably 

expect even more increase in accuracy. 

Now we consider how estimation accuracy of concreteness rating depends on 

word frequency. To perform a comparative analysis of the three algorithms, we 

select the variant that provides the highest values. These variants are the use of 

syntactic bigrams and PMI (for the CFW method) and the use of fastText vectors 

obtained on the CommonCrawl corpus (for the CSW method). 
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The following approach was used to analyze the dependence of accuracy on 

frequency. We sort the words in the test sample in descending order of frequency. 

After that, we calculate Spearman‘s correlation coefficient between the rating 

values and its estimates in a sliding window with a length of 1000. Each position 

of the window defines a certain frequency range. We take the geometric mean of 

frequency of words that fell into the sliding window for visualization.  

The obtained results are shown in Figure 2. 

 

Figure 2 

Dependence of Spearman‘s correlation coefficient between the values of concreteness rating and their 

estimates on word frequency 

The figure shows that the frequency dependence is weak in a wide frequency 

range (from 105 and higher). At that, some advantage of estimates obtained using 

fastText vectors is observed. The accuracy of the estimation obtained using the 

CFW and CSW methods starts decreasing with frequency decrease. It is a 

complicated task to analyze the accuracy of the fastText method for this frequency 

range since there are few rare words in the corresponding test sample. 

Table 4 

Spearman’s correlation coefficients (ρ) between the values of the concreteness rating and their 

estimates for different parts of speech 

Method NOUN ADJ VERB 

CFW 0.899 0.774 0.804 

CSW 0.886 0.733 0.770 

fastText 0.912 0.785 0.826 

percentage 

of case, % 

55 21 15 
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Table 4 presents data on the accuracy of concreteness rating estimation for each of 

the main parts of speech separately. For each of the three methods, we choose the 

variant mentioned above when we considered the impact of frequency on the 

estimation accuracy. The last line in the table shows the percentage of words 

related to one or another part of speech in the test sample. The highest accuracy of 

concreteness rating estimation is achieved for nouns. The Accuracy for verbs and 

even more so for adjectives is lower. One of the reasons is that there are 

significantly more nouns in the training set than verbs and adjectives. Therefore, 

the model was better trained for nouns. 

Let us compare the level of accuracy achieved by us with the results obtained in 

previous works. As far as we know, currently, the highest accuracy in estimating 

the specificity rating has been achieved by the authors of [18, 19]. Testing is 

carried out on the BWK data in [18]. This work employs fastText vectors as input 

data; and comparative testing of two regression algorithms is carried out using the 

SVM method and the feed–forward neural network. The obtained values of the 

Spearman’s correlation coefficient between the values of the concreteness rating 

and its estimate for these algorithms are 0.887 and 0.879, respectively. It should 

be mentioned that the second of the algorithms described in [18] is similar to one 

of the methods that we compare in our work (it uses the fastText vectors); 

however, the level of accuracy we obtained is noticeably higher (0.906 versus 

0.879). It can be assumed that this is primarily due to the use of a different 

criterion for stopping of training, as well as the difference in the employed 

regularization methods. 

Table 5 

Pearson’s (r), Spearman’s (ρ) and Kendall’s (τ ) correlation coefficients between the concreteness 

rating values and their estimates for different datasets 

Method  TWP PYM MRC 

CFW 

r 

ρ 

τ 

0.910 

0.875 

0.698 

0.915 

0.926 

0.764 

0.900 

0.901 

0.722 

CSW 

r 

ρ 

τ 

0.909 

0.886 

0.710 

0.916 

0.913 

0.747 

0.891 

0.895 

0.711 

fastText 

r 

ρ 

τ 

0.890 

0.878 

0.696 

0.916 

0.920 

0.745 

0.892 

0.896 

0.712 

fastText+SVM 

[19] 

r 

ρ 

τ 

0.881 

- 

0.698 

0.902 

- 

0.741 

- 

- 

- 

The test results are given for the MRC database, as well as for TWP and PYM 

datasets in [19]. We select words from these three datasets, which are also present 

in the test sample. Table 5 shows the values of the correlation coefficients 
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between the estimates obtained by the neural network and the concreteness ratings 

extracted from the TWP, PYM, and MRC. Similar to [19], we compare the rating 

values not with the target values extracted from BWK but with the values of the 

ratings in these three datasets. 

The table shows that all three methods under consideration provide better results 

than those described in [19]. Charbonnier and Wartena [19] also raised an 

important question about the limit of the achievable accuracy in estimating the 

concreteness ratings. Therefore, the authors [19] analyzed the level of correlation 

between the rating values given in different datasets. Table 6 shows the values of 

the correlation coefficients between the concreteness rating values given in the 

BWK and the ratings of the same words presented in the MRC, TWP and PYM 

databases. One can see that we obtained the values of the correlation coefficients 

between the target value of the rating and its estimation (see Table 5) that almost 

reach the values shown in Table 6. In many cases, the difference is only a few 

thousandths. 

Table 6 

Pearson's (r), Spearman's (ρ) and Kendall's (τ) correlation coefficients between the concreteness rating 

values given in BWK and other datasets 

Dataset r ρ τ 

TWP 0.913 0.899 0.736 

PYM 0.936 0.932 0.770 

MRC 0.919 0.921 0.748 

This seems surprising since the models were trained only on BWK ratings.  

To understand the reason, we select those words from the test sample that are also 

found in one of the other datasets (TWP, PYM or MRC). For example, the test 

sample contains 199 words that are also present the TWP dataset. In 114 cases of 

199 (or in 57.3% of all cases), the estimate obtained by the neural network 

deviates from the target value in the same direction as the value of the 

concreteness rating in TWP (here we use estimates obtained using the CSW, PMI 

methods and ordinary bigrams). A priori, it is natural to assume that deviations of 

the estimation of the concreteness rating from the target value upward and 

downward are equally probable. If this hypothesis is correct, then the number of 

cases where the estimates obtained by the neural network lie closer to the values 

from the TWP than the target values (extracted from the [3] base) should obey the 

binomial distribution with the parameter 0.5. It is easy to calculate that the  

p–value for this case is 0.0234. The test sample contains 166 words that are also 

included in the PYM dataset. The estimates of concreteness rating of 93 words 

from 166 (56% of all cases) are closer to the PYM ratings than the target values. 

In this case, the p–value is 0.070. Finally, the MRC base contains 773 words that 

are also present in the test sample. In 463 cases (56.4% of all cases) the estimates 

deviate from the target values so that their difference from the target values given 

in MRC decreased. The p–value for this case is 2.08·10−4. Thus, at any reasonable 
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level of significance, the null hypothesis that the estimate is equally likely to 

deviate from the target value upward and downward should be rejected. 

Thus, although the neural network was trained only on BWK data, due to the 

ability of the neural network to generalize, the rating estimates often deviate from 

the target ones in such a direction as to approach the rating values from other 

datasets. That is, the neural network seeks to “correct” errors occurred during 

rating estimation performed by individual research groups. 

6 Interpretation of Results 

It is a surprising fact that using CSW provides accuracy that is slightly lower than 

that obtained by the other two methods. Indeed, less information is fed to the input 

of the neural network in this case than employing the other two considered 

algorithms. From the utilized list of functional words, 299 (or 97.4%) are also 

included in the list of 20,000 most frequent words applied in the CFW method. 

Adding 19,700 more context words to the list of context words allows us to raise 

Spearman’s correlation coefficient of the concreteness rating and its estimate from 

0.875 to only 0.888. In this section, we will try to explain why it becomes possible 

to achieve high accuracy in estimating the concreteness rating using the CSW 

method. 

We repeated the calculation of the ratings, disconnecting one of the inputs of the 

neural network in turn. This was done by feeding the corresponding input zero 

values for each target word. Then, we calculated the increments of Spearman’s 

correlation coefficient by formula 3: 

( ) ( )i iρ ρ ρ∆ = −  (3) 

Here ρ is Spearman’s correlation coefficient for a network using all inputs, and ρ(i) 

is Spearman’s correlation coefficient for a network with the disabled i–th input. 

Notice that the more useful a type of bigram is for determining the concreteness 

rating, the more significant the drop in Spearman’s correlation coefficient will be 

when the corresponding input is turned off. 

At the next stage, we sorted all bigrams in the descending order of the Δρ(i) 

increments. The words (more precisely, the construction with the words) that have 

the greatest influence on the concreteness ratings of the target words were at the 

top of the list. As the words referring to different parts of speech may have 

different “influential” context words, we performed the described calculations for 

each of the studied part of speech. 

We analysed 614 contexts the studied words appear in and ranged the context 

words (Wx, xW types) according to their contribution to the concreteness ratings. 
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We formed 3 lists of words. The first list included ranged context words that 

influence the concreteness ratings of nouns, the rest ones consisted of words that 

influence the ratings of verbs, adverbs, and adjectives, respectively. The task is to 

describe the most typical group of words form the list without detailed semantic 

analysis, though we give some clues why the studied words are in the list taking 

certain place. 

The first group we analysed was the list of combinations of functional words with 

nouns. The most “influential” word in this group is the indefinite article a (“a+X”) 

that is usually used with concrete countable nouns in the considered construction. 

The definite article the takes the third place in the rating that can be used both 

with abstract and concrete nouns, however, we can say that nous preceded by the 

are often more concrete than those with the zero and indefinite articles. 

The third and thirteenth top constructions are “X+of” and “of+X”, respectively. 

They form the genitive construction that usually shows relations between two 

nouns, such as mereology, taxonomy, valency, etc. Used both with concrete and 

abstract nouns (out of curiosity), we may hypothesize that this construction is 

more typical of concrete nouns. The top construction “X+from” can be compared 

to the genitive construction considering mereology, it describes the part divided 

from the whole. It resembles extraction of something or somebody from 

something. We suppose that it is more often used with concrete nouns in the 

studied construction. The construction “X+with” often describes the whole with 

the added part. It may be used with concrete/abstract nouns and in set expressions 

(in love with somebody), however, concrete nouns are more expected to be used in 

this structure. The preposition on (“X+on”) assumes something/somebody 

locating on something/somebody, i.e contact between the figure and the ground 

[50]. It is used both with concrete and abstract nouns (shame on you), however, 

concrete sense occurs more often [51]. Primarily function of all prepositions is to 

describe spatial relationships between concrete nouns though abstract uses are also 

common. The considered top list prepositions are beside (“X+beside”), within 

(“X+within”), among (“X+among”), onto (“X+onto”), into (“into+X”), towards 

(“towards+X”) etc. Their contribution to abstract/concrete correlation is valuable. 

Besides prepositions, the list of context words included adjectives like each 

(“each+X”) and every (“every+X”) denoting “every one of two or more 

considered individually or one by one”, “being one of a group or series taken 

collectively” (https://www.dictionary.com). Such words are usually used with 

countable nouns that denote concrete nouns. Thus, they provide higher 

correlations in abstractness estimation. 

Numerals also have contribution to the ratings. The structures like “two/three/four 

five+X” and “X+two/three/four/five” with the latter ranked higher in the list.  

The word first is at the top of the list. 

Possessive pronouns and demonstrative adjectives (“my/their/our/your+X” and 

“this/these+X”), are also among fifty most “influential words”. Possessive 
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pronouns refer to something that we have or that relate to us (in a wide sense).  

It seems that we possess something visible and concrete though we can, for 

example, feel something and describe as “my feeling”. If considering 

theme/rheme relations, nouns determined by possessive pronouns are more 

concrete in the contexts than undetermined ones. Demonstrative adjectives refer to 

different type of objects, but the grammatical structure implies that this refers to 

one object and these – to several objects. This can combine with both concrete and 

abstract nouns depending on the context. However, these usually refer to several 

concrete objects. 

The quantifiers much (“much+X”) and many (“many+X”) are in the middle of the 

list. Much is used with singular uncountable nouns that are often abstract nouns; 

many is used with plural nouns that are usually concrete. Therefore, they 

contribute much to concreteness ratings estimation. 

There are conjunctions (“and+X”, “or+X”), reflexive pronouns (“ourselves+X”), 

auxiliaries (“X+will”). They are less “influential” considering concreteness 

ratings. 

When analysing concreteness ratings of adjectives, we should bear in mind nouns 

because adjectives modify nouns. If the adjective occurs with more abstract noun 

than usual, it is an indicator of metaphoricity [52], therefore, its sense becomes 

more abstract. Thus, the construction “a+adjective” implies that there is some 

noun behind. If we consider nominal predicates, the modified noun is before the 

adjective. The ranged context words for adjectives showed some correlation with 

the ranged list created for nouns. For example, the articles (“a/the+X”), 

demonstrative adjectives (“this/these+X”), quantifiers (“X+many”) are also at the 

top of the list. However, detailed analysis lies in the linguistic domain. 

We also ranked the context words that influence the correlation of verbs 

concreteness. Among the most “influential” ones are reflexive pronouns 

(“X+themselves, ourselves, herself”, “yourself+ X”), and adverbial modifiers 

(“X+again”, “already+X”). 

Conclusions 

We compared three algorithms for estimating concreteness ratings of English 

words. To train and test the models, we used a number of freely available 

databases that contain concreteness ratings [3, 9, 20, 21]. 

Spearman’s correlation coefficient between the concreteness rating and its 

estimate of 0.906 was obtained on the test sample of words included in the BWK 

database [3]. Even higher correlation values were obtained for high–frequency 

words included in the [21] dataset and the MRC Psycholinguistic Database.  

The achieved level of accuracy exceeds the values obtained in previous works. 

Increase in accuracy became possible due to some improvements of the training 

process of the models. The most significant improvement was the use of stochastic 
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Spearman’s correlation coefficient that was employed as the second metric in the 

training process. The value of this metric was used as a criterion for stopping the 

training process, as well as for choosing the best iteration. 

The comparison of the three tested algorithms shows that each of them has its own 

advantages. The algorithm that uses fastText as input data showed the highest 

accuracy and can be used to extrapolate concreteness ratings to a wide range of 

words based on synchronous data. The other two algorithms showed slightly 

lower accuracy. However, their advantage is easy adaptation to diachronic data, 

for example, when using large amount of data from the Google Books Ngram 

corpus. A recent work [16] showed that the values of the concreteness rating of 

some words change significantly over time. This phenomenon is of great interest 

and needs further study. The CSW method seems especially promising for 

diachronic studies since combinations with functional words are usually quite 

frequent. Besides possible practical applications of the CFW method, the fact that 

its accuracy is practically not inferior to the accuracy of the other two considered 

methods is of interest from the point of view of theory. 

Another advantage of the algorithms using explicit word vectors is the ease of 

interpretation of the obtained results. If a model employing word embeddings is a 

black box for models based on explicit word vectors, we can determine which 

combinations occurring in the corpus increase or decrease the concreteness 

estimates. 

The results obtained in this work can be used to create large dictionaries with 

concreteness ratings of words and other semantic and psychological variables, 

which is important for many practical applications. 
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Abstract: The task of automatically identifying a language used in a given text is called 

Language Identification (LI). India is a multilingual country and many Indians especially 

youths are comfortable with Hindi and English, in addition to their local languages. Hence, 

they often use more than one language to post their comments on social media. Texts 

containing more than one language are called “code-mixed texts” and are a good source 

of input for LI. Languages in these texts may be mixed at sentence level, word level or even 

at sub-word level. LI at word level is a sequence labeling problem where each and every 

word in a sentence is tagged with one of the languages in the predefined set of languages. 

For many NLP applications, using code-mixed texts, the first but very crucial 

preprocessing step will be identifying the languages in a given text. In order to address 

word level LI in code-mixed Kannada-English (Kn-En) texts, this work presents i) the 

construction of code-mixed Kn-En dataset called CoLI-Kenglish dataset, ii) code-mixed 

Kn-En embedding and iii) learning models using Machine Learning (ML), Deep Learning 

(DL) and Transfer Learning (TL) approaches. Code-mixed Kn-En texts are extracted from 

Kannada YouTube video comments to construct CoLI-Kenglish dataset and code-mixed Kn-

En embedding. The words in CoLI-Kenglish dataset are grouped into six major categories, 

namely, “Kannada”, “English”, “Mixed-language”, “Name”, “Location” and “Other”. 

Code-mixed embeddings are used as features by the learning models and are created for 

each word, by merging the word vectors with sub-words vectors of all the sub-words in 

each word and character vectors of all the characters in each word. The learning models, 

namely, CoLI-vectors and CoLI-ngrams based on ML, CoLI-BiLSTM based on DL and 

CoLI-ULMFiT based on TL approaches are built and evaluated using CoLI-Kenglish 

dataset. The performances of the learning models illustrated, the superiority of CoLI-

ngrams model, compared to other models with a macro average F1-score of 0.64. 

However, the results of all the learning models were quite competitive with each other. 

Keywords: Language Identification; Code-mixed texts; Machine Learning; Deep Learning; 

Transfer Learning 
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1 Introduction 

The measure of mineable information is increasing quickly with the rapid growth 

of social media. In a country like India where multilingualism is popular, people 

are comfortable in using more than one language and hence usually use a 

combination of two or more languages to post their comments or messages on 

social media. However, these comments may be using single script or multiple 

scripts. The combination of two or more languages in any text is called code-

mixing and is gaining popularity among younger generations mainly to use on 

social media. English is considered as one of the languages for communication in 

many countries and the keyboard layout of computers and smartphones by default 

is of Roman script. Even though there are many apps which can be used to write 

the text in local languages, however, due to technological glitches most of the 

users prefer Roman script to write the comments in local or code-mixing 

languages. Analysis of code-mixed text defines a new research trend due to many 

challenges. As social media content is not governed by the syntax of any of the 

languages, short sentences are quite common in addition to incomplete sentences 

and even words. Words may have a high level of typographical errors 

intentionally holding creative spellings (gr8 for 'great'), phonetic typescript, word 

play (goooood for 'good'), and abbreviations (OMG for 'Oh my God!'). Generally, 

the non-English speakers use English words/sentences (through code-mixing and 

Anglicism) instead of composing online media text using unicode in their 

languages. They frequently mix multiple languages in comments/messages to 

express their thoughts on social media making the analysis of code-mixed text an 

extremely challenging task. 

The preliminary step in analyzing code-mixed texts for various applications is 

identifying the languages used in these texts efficiently as accuracy of the 

applications depend on the proper identification of languages. Languages may be 

mixed at paragraph level, sentence level, word level, or even within a word. 

Despite a lot of work being done in LI, the problem of LI in code-mixed scenario 

is still a long way from being illuminated [1]. A code-mixed scenario where words 

of one language are transcribed with words of other languages as prefix or suffix 

has lot more troubles, particularly due to conflicting phonetics. In such case, 

proper context can help in tackling issues like ambiguity. However, capturing 

context in such data is extremely hard. Furthermore, LI faces the problem of 

accessible code-mixed dataset to build and evaluate the learning models.  

The bottleneck of data crisis affects the performance of systems quite a lot, 

generally because of the issue of over-fitting. 

India being a multilingual country has a rich heritage of languages and Kannada is 

one of the Dravidian languages as well as the official language of Karnataka state. 

People of Karnataka read, write and speak Kannada but many find it difficult to 

use Kannada script to post messages or comments on social media. While, 

technological limitations like keyboards of computers and smartphones is one 
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reason, another reason may be the complexity of framing words with consonant 

conjuncts (vattakshara in Kannada). Hence, most of them use only Roman script 

or a combination of both Kannada and Roman script to post comments on social 

media. Kn-En code-mixed text on social media is increasing rapidly. Identifying 

the language of the words in code-mixed social media text is not only interesting 

but also challenging. LI at word level, is a sequence labeling problem where each 

and every word in a sentence is tagged with one of the languages in the predefined 

set of languages. Sequence labeling problem is a special case of Text 

Classification (TC). Based on ML, DL and TL, this paper explores Learning 

Approaches for Code-mixed LI (LA-CoLI) at word level for code-mixed Kn-En 

text. This study includes: 

• Developing learning models, namely, CoLI-vectors and CoLI-ngrams based 

on ML, CoLI-BiLSTM based on DL and CoLI-ULMFiT based on TL 

approaches 

• Developing a code-mixed Kn-En annotated dataset for LI task at word level 

called as CoLI-Kenglish 

• Creating code-mixed Kn-En embeddings for each word by merging word, 

sub-words and char vectors to build a Skipgram1 model which will be used as 

features in learning models to determine the efficiency of combination of 

vectors in ML and DL approaches 

• Training a general domain Language Model (LM) using raw code-mixed Kn-

En texts for ULMFiT model 

Comments in Kannada YouTube videos are used to create code-mixed Kn-En 

annotated dataset, code-mixed Kn-En word embeddings and train the LM. Kn-En 

annotated dataset and Kn-En word embeddings which will be released on request 

for research purpose. Overall results illustrate the competitive performance among 

the learning approaches. 

2 Related Work 

In the ongoing history, a lot of works have been explored on code-mixed data of 

various language pairs for various applications such as LI, Part-of-Speech (POS) 

tagging etc. Soumil et al. [1] introduced a novel design for LI of code-mixed 

Bengali-English (Bn-En) and Hindi-English (Hi-En) data using context 

information. Their dataset consists of 6000 instances each selected from the 

datasets prepared by Mandal et al. [2] and Patra et al. [3] for Bn-En and Hi-En 

                                                           
1 https://towardsdatascience.com/skip-gram-nlp-context-words-prediction-algorithm-

5bbf34f84e0c 
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language pairs respectively. They performed multichannel neural associations 

merging CNN and LSTM coupled with BiLSTM-CRF for word-level LI of code-

mixed data to achieve 93.28% and 93.32% accuracies on the test sets of two 

language pairs. A novel strategy for incremental POS tagging of code-mixed 

Spanish/English corpus is proposed by Paul et al. [4]. Utilizing dynamic model 

switching to get an indicator function which emits term-by-term LI tags, their 

baseline framework obtained an overall accuracy of 77.27%. The indicator 

function also regulates the output and picks the most reasonable tagging model to 

use for a given term. Nguyen et al. [5] introduced experiments on LI of individual 

words in multilingual conversational data crawled from one of the biggest online 

networks in Netherlands for Turkish-Dutch speakers during May 2006 to October 

2012. Albeit Dutch and Turkish language words rule the discussion, English fixed 

phrases (e.g. ‘no comment’, ‘come on’) are incidentally observed. They evaluated 

strategies from different points of view on how language recognizable proof at 

word level can be utilized to analyze multilingual data. The highly informal 

spelling in online conversations and the events of named substances was used as 

test set. For their experiments with multilingual online conversations, they first tag 

the language of individual words utilizing language models and dictionaries and 

then incorporate context to improve the performance and achieved an accuracy of 

98%. Results uncover that language models are more robust than dictionaries and 

adding context improves the performance. 

Sarkar et al. [6] proposed a Hidden Markov Model (HMM) dependent POS tagger 

for code-mixed Bengali-English (Bn-En), Hindi-English (Hn-En) and Tamil-

English (Ta-En) shared task datasets of ICON 20152. They used information from 

dictionary based methodologies and some word level features to additionally 

improve the observation probabilities for prediction. Their framework obtained an 

average overall accuracy (averaged over all three language sets) of 75.60% in 

constrained mode and 70.65% in unconstrained mode. Yashvardhan et al. [7] 

presents the methodologies to classify Dravidian code-mixed comments according 

to their polarity in the evaluation of the track 'Sentiment Analysis for Dravidian 

Languages in Code-Mixed Text' organized by the Forum of Information Retrieval 

Evaluation (FIRE) 20203. They trained, validated, and tested the model using the 

Tamil [8] and Malayalam [9] code-mixed datasets provided by the organizers. 

Tamil code-mixed dataset consists of 11335 comments for the train set, 1260 for 

the validation set and 3149 comments for testing the model. Malayalam code-mix 

dataset consists of 4851 comments for training, 541 for validating, and 1348 for 

testing the model. Using Long Short-Term Memory (LSTM) network alongside 

language-explicit pre-processing and sub-word level portrayal to catch the 

assumption of the content, they obtained F1-scores of 0.61 and 0.60 and overall 

ranks of 5 and 12 for Tamil and Malayalam datasets respectively. 

                                                           
2 https://ltrc.iiit.ac.in/icon2015/ 
3 http://fire.irsi.res.in/fire/2020/home 
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3 Methodology 

3.1 Construction of Dataset and Tools 

This section describes the functionality used for data collection, preprocessing, 

training code-mixed word embeddings and building the first ever code-mixed LM 

for Kn-En language pairs. 

3.1.1 Data Collection 

Data is the most important part of any study and data for NLP tasks are in form of 

text and speech. As code-mixed text in Kn-En language pair is required for the 

proposed work, an efficient module that can scrap data from various sources such 

as social media platforms, online shopping website, etc. is required. youtube-

comment-downloader4 is modified to download 100000 comments from 373 

Kannada YouTube videos which amounts to 72815 sentences after preprocessing. 

The comments were written only in Kannada or only in English or a combination 

of Kannada and English and in few cases in other languages namely, Hindi, 

Telugu and Tamil in addition to Kannada or English or both. However, the script 

of these comments is either Roman or Kannada or a combination of Roman and 

Kannada. The workflow of data collection module is shown in Figure 1. Data 

collection module accepts a list of Kannada YouTube video ids as input, 

downloads the comments, preprocesses them and provides as output a list of 

sentences extracted from the comments posted on each video. 

3.1.2 Preprocessing 

Comments in social media are unstructured, messy, contain incomplete sentences 

and words in short forms in addition to code-mixing of two or more languages. All 

these features increase the complexity of analyzing code-mixed text. Hence, the 

first step in analyzing these texts is preprocessing, which includes removing 

duplicate comments, comments in Kannada script, short comments (less than 3 

words) and comments consisting of only English words, emojis and unprintable 

characters. After preprocessing, roughly 90% of the data is used as raw data to 

train Kn-En tokenizer, code-mixed Kn-En word embeddings and code-mixed LM 

for Kn-En language pairs. Remaining 10% of the data is processed further to 

create annotated dataset for LI, at the word level. The major problem faced in 

analyzing code-mixed text is lack of normalization of words. 

                                                           
4 https://github.com/egbertbouman/youtube-comment-downloader 
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Figure 1 

Data Collection Module 

3.1.3 Creation of CoLI-Kenglish Dataset 

A small portion (10%) of the preprocessed code-mixed texts are selected 

randomly and tokenized into words. These words are tagged manually by two 

native Kannada speakers (these people are trained about concepts of code-mixed 

texts and LI task) to generate CoLI-Kenglish dataset. 19432 unique words 

extracted from nearly 7000 sentences are categorized into 6 classes namely, 

‘Kannada’, ‘English’, ‘Mixed-language’, ‘Name’, ‘Location’ and ‘Other’. While 

the first two classes represent Kannada and English words respectively, ‘Mixed-

language’ class represents word created using a combination of Kannada and 

English in any order. ‘Name’ class represents the names of persons and ‘Location’ 

class the names of locations or places. Any other words are represented as ‘Other’ 

class. The words described by ‘Mixed-language’ pose a real challenge to LI task 

as these words are framed by various combinations of English/Kannada words and 

Kannada/English affixes (prefixes and suffices). Beauty and also the complexity 

of these mixed-language words is that the word pattern depends on an individual 

and users posting comments on social media is increasing day-by-day. Description 

and samples of tokens are given in Table 1. 

3.1.4 Word Embeddings 

Word embeddings are seen as the key ingredient for many NLP tasks and has been 

proved as an efficient representation for characterizing the statistical properties of 

natural languages [11]. In addition to providing text to numeric vector conversion 

that is understandable to Neural Networks (NN), they model the complex 

characteristics of words, such as syntax and semantics which vary across linguistic 

contexts. Word embeddings consisting of word, sub-words, and char vectors is 
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trained on 90% of the preprocessed Kn-En code-mixed raw data which is in the 

form of sentences. The steps to train the vectors as follows: 

• Word vectors: By tokenizing sentences to words, code-mixed word2vec 

model of size 200 is trained on the words based on Skipgram model using 

gensim5 library 

• Sub-word vectors: A sub-word is a substring of a word. BPEmb6 tools are 

used to split each word to sub-words. Similar to word vectors a code-mixed 

sub-word2vec of size 100 is trained on the sub-words based on Skipgram 

model 

• Character vectors: A char2vec model of size 30 is trained on all characters 

which appear in the text based on Skipgram model 

The sizes of the vector's dimensions selected for the proposed word embeddings 

are set based on the average unique tokens of each type in the dataset (words, sub-

words, and characters). A sentence is made up of several words and each word can 

be decomposed into several sub-words and several characters. Hence, a word 

vector is extended by sub-words vectors and character vectors. In order to have a 

fixed length vector representation for words, the number of sub-words is fixed as 

the maximum of the number of sub-words of all the words in the vocabulary and 

similarly the number of characters is fixed as the maximum of the number of 

characters of all the words. For each word, word2vec, sub-word2vec, and 

char2vec Skipgram based models are trained as mentioned above. 

As the number of sub-words is not the same for all words, sub-word2vec of a 

word is padded with zeros depending on the difference between the maximum of 

the number of sub-words of all the words and the number of sub-words in a word. 

Similarly, char2vec is padded with zeros depending on the difference between the 

maximum of the number of characters of the words and number of characters in a 

word. Finally, word2vec, sub-word2vec, and char2vec vectors are merged 

together to obtain one vector for each word as shown in Figure 2. Table 2 gives a 

glimpse of the size of the all vectors used to obtain a vector for a word. 

3.1.5 Kn-En Tokenizer 

Tokenization is an initial but very crucial step in many token level classification 

tasks such as POS [10], Named Entity Recognition (NER), and token level LI 

[14]. Many pre-trained tokenizers are available in NLTK7 and iNLTK8 libraries 

for tokenizing Indian languages but tokenizers for code-mixed text are rarely 

                                                           
5 https://pypi.org/project/gensim/ 
6 https://nlp.h-its.org/bpemb/ 
7 https://www.nltk.org/ 
8 https://pypi.org/project/inltk/ 
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found. SentencePiece9 is an unsupervised text tokenizer that utilizes sub-words 

units e.g., Byte-Pair-Encoding (BPE) [15] and unigrams [16] with the extension of 

directly training from raw sentences. A Kn-En code-mixed tokenizer is trained on 

90% of the preprocessed Kn-En code-mixed raw texts with a vocabulary size of 

10000 using SentencePiece tools. Figure 3 illustrates the procedure of training Kn-

En tokenizer and generating vocabulary. 

Table 1 

Description and samples of tokens in CoLI-Kenglish dataset 

Category Description Samples 

Kannada 
Kannada words written in 

Roman script  

kopista (one who get angry soon), 

baruthe (will come), 

barbeku (must come) 

English Pure English words small, need, take, important 

Mixed-

language 

Combination of Kannada and 

English words in Roman script 

coolagiru (cool + agiru, be cool), 

leaderge (leader + ge, to a leader), 

homealli (home + alli, inside home) 

Name 

Words that indicate name of 

person (including Indian 

names) 

Madhuswamy, Hemavati, Swamy 

Location Words that indicate locations Karnataka, Tumkur, Bangalore 

Other 

Words not belonging to any of 

the above categories and words 

of other languages 

Znjdjfjbj – not a word 

ಸದನ – kannada word in kannada script 

उसके – hindi word in Devanagari script 

uske – hindi word in Roman script 

நான் – tamil word in Tamil script 

 

Figure 2 

Merging word2vec, sub-word2vec, and char2vec vectors 

                                                           
9 https://github.com/google/sentencepiece 
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Figure 3 

Procedure of generating Kn-En tokenizer and Vocabulary 

3.1.6 Language Model 

LM is a probability distribution over the sequence of words, in other words, LM is 

able to predict next word(s) in a given sequence of words and window [13]. It has 

applications in NLP tasks such as “Smart Compose” feature in Gmail that 

suggests next words in sequence. Voice to text conversion, speech recognition, 

sentiment analysis, text summarization, and spell correction are other NLP tasks 

where LMs can be used. Further, a LM can be seen as a statistical tool that can 

learn and analyze the natural languages’ patterns. LM has got more attention with 

TL where the knowledge of one (source) model is transferred to another (target) 

model. Raw text collected from YouTube video comments (as mentioned in 

section 3.1.1) have been used to train a tokenizer using SentencePiece library as 

explained in section 3.1.5. This is then used along with raw texts to train the LM 

for Kn-En code-mixed text with a vocabulary size of 10000. Fast.ai10 library is 

used to train the LM for 150 training epochs with various learning rates. More 

details are given in 3.2.4. 

3.1.7 N-grams Model 

One of the challenges of LI is the structure of words in natural language. For 

example, it is very common in English to see letter “q” to be followed by letter 'u' 

in words such as question, quarrel, qualifications, quietness, etc. However, this 

rule is not followed in many code-mixed texts. Since one of the primary 

advantages of character n-grams is language independence [17] it can be utilized 

for any language including code-mixed texts to capture the structure of words that 

has been written in a different script. In this study, a feature engineering module 

that generates a feature set for a given text is implemented. The feature set 

comprises of prefixes and suffixes of length 1, 2 and 3 along with char ngrams  

(n = 2, 3, 5) from words, and char ngrams (n = 1, 2, 3) from sub-words. 

                                                           
10 https://nlp.fast.ai/ 
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3.2 Learning Models 

Four learning models, namely, CoLI-ngrams, CoLI-vectors, CoLI-BiLSTM, and 

CoLI-ULMFiT are proposed for the Kn-En code-mixed LI task at word level.  

The learning models based on ML, DL, and TL approaches are constructed and 

evaluated using CoLI-Kenglish dataset and the tools constructed as mentioned 

above. All the four learning models are explained below: 

Table 2 

Glimpse of the all vectors size all to form a vector for a word 

Size of word2vec = 200 

Size of sub-word2vec = 100 

Size of char2vec = 30 

Maximum of the number of sub-words of all words in the vocabulary = 8 

Maximum of the number of characters of all the words = 10 

Total size of word2vec = size of word2vec + 8 x size of sub-word2vec + 10 size of 

char2vec = 200 + 8x100 + 10x30 = 1300 

If a word ‘w’ has 5 sub-words and 6 characters, then word vector will be a 

combination of word2vec + 5 sub-word2vec + (8-5) sub-word2vec zero paddings + 

6 char2vec + (10-6) char2vec zero paddings 

Sub-word2vec zero paddings will be of the size of sub-word2vec and char2vec 

zero paddings will be of the size of char2vec. 

3.2.1 CoLI-Ngrams 

This model is an ensemble of three ML classifiers namely, Linear SVC (LSVC), 

Multi-Layer Perceptron (MLP) and Logistic Regression (LR) with ‘soft’ voting. 

Values of the parameters used in these classifiers are given in Table 3. Figure 4 

presents the structure of CoLI-ngrams model which is fed with count vectors of 

ngrams obtained from a feature engineering module described in section 3.1.7. 

Char ngrams from sub-words are extracted in two steps: i) extracting sub-words 

from words using BPEmb and ii) generating char ngrams for extracted sub-words. 

BPEmb provides pre-trained sub-words embeddings for 275 languages that are 

trained on texts from Wikipedia [18]. An embedding with a vocabulary size of 

10000 is downloaded for English language to encode and extract sub-words from 

code-mixing text which helps to extract exact English words from code-mixed 

words. In code-mixed words, one part of the word may be an English word and 

rest can be Kannada suffix or prefix or with some characters which do not have 

any meaning in any language. In other words, sub-Words help in the generation of 

words that are rarely been seen in training set. Table 4 illustrates the samples of 

words and corresponding features generated for CoLI-ngrams. 
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Table 3 

Parameters for estimators in CoLI-ngrams and CoLI-vectors 

Estimators Parameters 

Linear SVC kernel='linear',probability=True 

MLP 
hidden_layer_sizes=(150,100,50), max_iter=300, activation 

= 'relu', solver='adam', random_state=1 

LR Default parameters 

3.2.2 CoLI-Vectors 

This model uses estimators as in CoLI-ngrams model but trained on vectors for 

words in the training set by utilizing embedding module that generates word 

embed-dings for words, sub-words and characters from raw text as discussed 

earlier. The purpose of developing CoLI-vectors model is to compare the 

performances of voting classifiers with different features and also to compare the 

efficiency of proposed word embedding architecture using ML and DL 

approaches. Figure 5 gives the structure of CoLI-vectors model. 

 

Figure 4 

Structure of CoLI-ngrams model 

Table 4 

Samples of words and corresponding features generated for CoLI-ngrams model 

Word Language (tag) Sub-words and ngrams of sub-words  

Nayigalige 

(in English: for dogs) 

Kannada (Kn) 'nayigalige', 'ige', 'nay', 'ge', 'na', 'e', 'n', 

'_nay', 'nayi', 'ayig', 'yiga', 'igal', 'gali', 'alig', 

'lige', 'ige_','_ay_', '_ig_', '_al_', '_ig_' 

Dogsgalige 

(in English: for dogs) 

Mixed-language 

(Kn-En) 

'dogsgalige', 'ige', 'dog','ge', 'do', 'e', 'd', 

'_dog', 'dogs', 'ogsg', 'gsga', 'sgal', 'gali', 

'alig', 'lige', 'ige_', '_og_', '_al_', '_ig_' 
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Figure 5 

Structure of CoLI-vectors model 

3.2.3 CoLI-BiLSTM 

Learning models based on DL approach have excelled conventional models based 

on ML approach in various NLP tasks, such as Sentiment Analysis, NER etc. [19]. 

CoLI-BiLSTM model is a sequence processing model based on Bidirectional 

Long Short Term Memory (BiLSTM) architecture. It utilizes the feature vectors 

obtained from proposed word embedding model. A BiLSTM comprises of two 

LSTMs that take the input in forward as well as in backward direction. In other 

words, at every time step BiLSTM networks have both backward and forward 

information about the sequence [20-21]. CoLI-BiLSTM model consists of layers 

summarized in Table 5. It includes input and embedding layers to load training 

data and weights from word embedding model and a BiLSTM layer followed by 

time_distributed layer. The purpose of using time_distributed layer is to keep one-

to-one relations on input and output on RNNs including LSTM and BiLSTM. This 

scenario is commonly used in NNs in sequence classification tasks such as POS, 

NER, etc. The structure of CoLI-BiLSTM model is shown in Figure 6. 

3.2.4 CoLI-ULMFiT 

The approach of transferring knowledge of one model called source model to 

improve the performance of the other model called target model is called TL. 

Universal Language Model Fine-Tuning (ULMFiT) is one of architectures that 

utilize the concept of TL [12]. It consists of training a LM and then transferring 

the obtained knowledge and fine-tuning the target model with the dataset provided 

for the given task. Usually in NLP tasks the data used for training LM will be a 

large corpus with same or different domain from the dataset used for target task. 

The benefit of training a LM is that once a pre-trained LM is ready, its knowledge 

can be utilized in different NLP tasks including token level or text level 

classification, summarization, etc. A pre-trained LM understands the general 

features of language and then fine-tuning the LM using target task dataset helps in 

obtaining more properties of specific task. Following the ULMFiT architecture 

adopted from [13], CoLI-ULMFiT model includes training a LM from 
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preprocessed code-mixed texts (section 3.1.2), transferring and then fine-tuning 

the weights using training set (section 3.1.3- CoLI-Kenglish) and finally using 

weights and knowledge obtained from LM in target LI model. Figure 7 presents 

the overview of CoLI-ULMFiT model. 

Fast.ai library provides necessary modules for the implementation of ULMFiT 

model. text.models tools from Fast.ai library is used to construct both LM and 

target LI models. An encoder for Average-Stochastic Gradient Descent (SGD) 

Weight-Dropped LSTM (AWD-LSTM) implemented using text.models tools 

consists of a word embedding of size 400, 3 hidden layers and 1150 hidden 

activations per layer-plugged in with a decoder plus classification layers to create 

a TC [22]. 

4 Experiments and Results 

4.1 Datasets 

Inspired by [23-25] in utilization of YouTube code-mixed comments, CoLI-

Kenglish dataset has been developed. The construction of the CoLI-Kenglish 

dataset for LI at word level is mentioned in Section 3.1.3 and the distribution of 

labels in CoLI-Kenglish dataset is shown in Figure 8. Statistics of raw data and 

CoLI-Kenglish dataset is summarized in Table 6. Since texts in social media 

generally do not follow any rules the tagged dataset is highly imbalanced which 

may result in less F1 score. The dataset also illustrates that nearly 44.8% words 

are Kannada words, about 7.5% words are Kn-En mixed language words like 

“Dogsgalige” (meaning ‘for dogs’, dogs is an English word and ‘galige’ is a suffix 

in Kannada) and about 32.32% words are English words. Approximately, 70% of 

the tagged dataset is used for training and remaining 30% for testing. 

Table 5 

Layers in CoLI-BiLSTM 

Layer (type) Output shape Param # 

Input layer [(none, 1000)] 0 

Embedding layer (none, 1000, 1000) 19162000 

BiLSTM (none, 1000, 600) 3122400 

time_distributed layer (none, 1000, 7) 4207 
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Figure 6 

Structure of CoLI-BiLSTM model 

4.2 Results 

This study provides a comparison of the performances of the proposed models for 

word level LI task in Kn-En code-mixed texts and the results are shown in terms 

of macro average metrics. Kannada and English are two completely different 

languages in various terms such as grammar, script, structure, etc., but still 

performances of models are promising considering the noisiness of the data. 

However, it is expected in closely related languages, e.g. English-German or 

Spanish-Italian mixed texts, LI task will be more challenging but availability of 

more tools for such languages enable models to have more efficient performances. 

The performances of the proposed learning models in addition to the performances 

of individual estimators in case ML models are shown in Table 7. CoLI-Kenglish 

dataset for word level LI consists of 6 categories and category-wise results in 

terms of Precision, Recall and F1-score of all the proposed models are shown in 

Table 8. Further, category-wise comparison of macro average F1-scores of the 

proposed models is illustrated in Table 9. Results of ML models illustrate that ML 

classifiers (both individual and ensembled) with character ngrams and affixes 

outperformed the ML classifiers with proposed word embeddings. 

Table 6 

Statistics of datasets 

Dataset Type No. sentences No. words 

Raw texts unannotated 72135 594680 

CoLI-Kenglish DS annotated 700 19432 
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Figure 7 

Overview of CoLI-ULMFiT model 

CoLI-BiLSTM model has been trained for 200 epochs (100 epochs with batch size 

of 128 and 100 epochs with batch size of 64. The results illustrate that that CoLI-

ngrams model based on ML approach trained on a subset of morphological 

features including char ngrams from words and sub-words along with affixes beats 

the other models. CoLI-ULMFiT model has obtained relatively good performance 

except for words belonging to “location” class which is due to lack of sufficient 

samples in tagged dataset. Training an LM for ULMFiT architecture efficiently 

requires very huge dataset. 

Table 7 

Comparison of performances among ML models and individual estimators 

Classifier Features 
Performance 

Precision Recall F1-score 

Linear SVC word embeddings 0.35 0.60 0.37 

LR word embeddings 0.37 0.69 0.40 

MLP word embeddings 0.37 0.64 0.39 

CoLI-vectors word embeddings 0.36 0.69 0.39 

Linear SVC ngrams + affixes 0.73 0.57 0.62 

LR ngrams + affixes 0.74 0.55 0.60 

MLP ngrams + affixes 0.70 0.60 0.63 

CoLI- ngrams ngrams + affixes 0.73 0.60 0.64 

CoLI-BiLSTM Proposed vectors 0.61 0.74 0.63 

CoLI-ULMFiT 
A code-mixed 

LM 
0.42 0.42 0.41 
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Figure 8 

Labels distribution over the CoLI-Kenglish DS 

Conclusions 

This study explores four learning models, the CoLI-ngrams, the CoLI-vectors, the 

CoLI-BiLSTM and the CoLI-ULMFiT for Kn-En code-mixed LI at the word 

level. While CoLI-ngrams and CoLI-vectors are based on ML approaches, CoLI-

BiLSTM and CoLI-ULMFiT are based on DL and TL approaches respectively. 

Due to lack of Kn-En code-mixed dataset at word level for LI and tools to process 

Kn-En code-mixed data, comments in Kannada YouTube videos were scrapped 

and processed to construct CoLI-Kenglish tagged dataset, Kn-En code-mixed 

word embeddings and Kn-En code-mixed LM. CoLI-Kenglish dataset was 

manually tagged by Kannada speakers and grouped into six categories. Kn-En 

code-mixed word embeddings was constructed by merging word, sub-words, and 

characters vectors which were built using Skipgram model. This embedding is 

used as features in CoLI-vectors and CoLI-BiLSTM models and a subset of 

morphological characteristics are used as features in CoLI-ngrams model. 

CoLI-ULMFiT utilizes ULMFiT architecture to transfer the knowledge of a pre-

trained Kn-En LM to a LI model. The results of the proposed models illustrate that 

CoLI-ngrams utilizing morphological features outperformed all other models with 

an average macro F1-score of 0.64. Further, CoLI-ULMFiT model also obtained 

similar overall performance, except for the “location” category. The results 

obtained by CoLI-vectors and CoLI-BiLSTM models illustrate the superiority of 

DL approach over ML approach in using proposed embedding. 

As the generated Kn-En code-mixed LM and Kn-En code-mixed word embedding 

can be used for other Ka-En code-mixed NLP tasks they will be released publicly 

along with CoLI-Kenglish dataset. In the future, it is planned to enrich both 

unannotated and annotated dataset, construct a balanced label distribution and to 

explore different feature sets and models based on different learning approaches.  

It is also planned, to bring morphological features into the vector space, to 

determine the enhancement potential of the proposed models. 
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Table 8 

Category-wise results of the proposed models 

Model Metric 

Labels 

English Kannada 
Mixed-

language 
Name location other 

CoLI-

vectors 

Precision 0.66 0.94 0.02 0.29 0.13 0.14 

Recall 0.87 0.60 0.77 0.56 0.86 0.50 

F1-score 0.75 0.74 0.05 0.38 0.22 0.22 

CoLI- 

ngrams 

Precision 0.83 0.82 0.87 0.56 0.75 0.57 

Recall 0.87 0.89 0.66 0.45 0.27 0.44 

F1-score 0.85 0.85 0.75 0.50 0.39 0.50 

CoLI-

BiLSTM 

Precision 0.74 0.87 0.69 0.21 0.14 1.00 

Recall 0.75 0.70 0.87 0.40 0.71 1.00 

F1-score 0.74 0.78 0.77 0.27 0.24 1.00 

CoLI-

ULMFiT 

Precision 0.68 0.71 0.68 0.09 0.0 0.34 

Recall 0.81 0.71 0.67 0.03 0.0 0.30 

F1-score 0.74 0.71 0.67 0.04 0.0 0.32 

Table 9 

Category-wise comparison of F1-score of the proposed models 

Model English Kannada Mixed-language Name location other 

CoLI-vectors 0.75 0.74 0.05 0.38 0.22 0.22 

CoLI- ngrams 0.85 0.85 0.75 0.5 0.39 0.5 

CoLI-BiLSTM 0.74 0.78 0.77 0.27 0.24 1 

CoLI-ULMFiT 0.74 0.71 0.67 0.04 0 0.32 
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Abstract: Abusive language detection is an essential task in our modern times. Multiple 

studies have reported this task, in various languages, because it is essential to validate 

methods in many different languages. In this paper, we address the automatic detection of 

abusive language for tweets in the Urdu language. The study introduces the first dataset of 

tweets in the Urdu language, annotated for offensive expressions and evaluates it by 

comparing several machine learning methods. The Twitter dataset contains 3,500 tweets, all 

manually annotated by human experts. This research uses three text representation 

techniques: two count-based feature vectors and the pre-trained fastText word embeddings. 

The count-based features contain the character and word n-gram, while the pre-trained 

fastText model comprises word embeddings extracted from the Urdu tweets dataset. 

Moreover, this study uses four non-neural network models (SVM, LR, RF, AdaBoost) and 

two neural networks (CNN, LSTM). The study finding reveals that SVM outperforms other 

classifiers and obtains the best results for any text representation. Character tri-grams 

perform well with SVM and get an 82.68% of F1 score. The best-performing words n-grams 

are unigrams with SVM, which obtain 81.85% F1 score. The fastText word embeddings-

based representation yields insignificant results. 

Keywords: Twitter corpus; Abusive language detection; Urdu language; Machine learning 

                                                           
1 Corresponding author: Alexander Gelbukh  



M. Amjad et al. Automatic Abusive Language Detection in Urdu Tweets 

‒ 144 ‒ 

1 Introduction 

Abusive language detection is an alluring concept. People use language to highlight, 
depict, elicit, instruct, and urge to inform the nuances of themselves and their worlds 
[1], some use it for a good cause, and some use it for spite. Impacts of abusive 
language are detrimental, ranging from short-term emotional reactions (outrage, 
dread, self-fault, etc.) to long-term mental health effects (low confidence, misery, 
etc.), causing psychological and medical problems (rest issues, migraine, dietary 
issues, etc.) [2] [3]. According to the Guardian report2, abusive language can change 
human behavior. Although several prevention and intervention strategies were 
introduced, usage of abusive language on social media increased in recent years. 

The task of abusive language detection is widely investigated in languages other 
than the English language [5-10]. Some studies discussed linguistic aspects and 
linguistic resources in different languages, such as Arabic [6], German [9], Japanese 
[10], Indonesian [7], Danish [8], and Portuguese [5]. Although automatic abusive 
language detection is still in its earliest stage, no study to date investigated abusive 
language detection with automatic manners on Twitter in Urdu, a local language of 
Pakistan, having over 230 million worldwide native speakers3. In addition, Urdu is 
viewed as one of the best ten most spoken languages on the planet. According to 
the point of view of NLP tools, inaccessibility, and the shortage of annotated data 
[4], Urdu is viewed as a low-resource language. Therefore, the study mainly focuses 
on counting features (N-gram) and word embeddings as feature vectors for abusive 
language identification tasks using Urdu tweets. 

Abusive language detection is a challenging task. Recently social networks 
established themselves as the primary platforms for discussion, sharing ideas, and 
emotions. Being free and accessible, they lack language moderation. While most of 
the users stay cordial and polite, some occasionally express themselves in a manner 
that is obscene/profane and even might be rude or offensive to other users.  
The profane and objectionable content on social media might severely affect the 
addressee’s emotional state and deteriorate life quality. Therefore, automatic 
abusive language identification is an invaluable measure. Among all, it can blow 
with a shovel the obscenities or indecent content for increased child protection. 

Twitter is recognized as a social network where users can only post short text posts. 
To mitigate the use of abusive language on its platform, Twitter characterized 
harmful conduct as an endeavor to molest, threaten, or quietness of another person’s 
voice4. Abuse is characterized by physical or psychological maltreatment.  
For example, I love you, but you are chubby. In this context, the word chubby might 
be perceived as diminishing one’s appearance. Therefore, such reference to human 
appearance, personality or behavior might be considered a vile aspersion. 
                                                           
2 https://www.theguardian.com/education/2011/oct/03/researchdemonstrates-language-

affects-behaviour 
3  https://www.statista.com/statistics/266808/the-most-spokenlanguages-worldwide/ 
4  https://help.twitter.com/en/rules-and-policies/abusive-behavior 
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Till today, no work identified abusive language using Urdu tweets, and no related 
corpora were recently gathered to the best of our knowledge. Moreover, no relevant 
Twitter dataset containing Urdu tweets was recently compiled. Therefore, this study 
presents the first balanced dataset containing abusive and non-abusive tweets in 
Urdu to address the automatic detection of abusive tweets. 

Furthermore, as Urdu stays a relatively low resource language, we explore how 
data-intensive approaches such as neural networks and embedding-based text 
representation perform compared to count-based features and linear classifiers. 

This study makes three main contributions, discussed as follows: 
– Presents the first dataset in the Urdu language, for the automatic detection of 

abusive language using Twitter postings in Urdu, manually labeled by experts 
using given guidelines. This study also clarifies the dataset collection and 
annotation process that addresses the task of automatic abusive language 
detection, in Urdu. 

– Baseline results utilize five non-neural network models (RF, Ada-Boost, MLP, 
LR, SVM) and two neural network models (LSTM, 1D-CNN). Three text 
representations techniques are used: two count-based and the pre-trained 
fastText word embeddings to identify abusive postings on the Twitter dataset. 

– Analyzes the performance of different machine learning and deep learning 
algorithms on the proposed dataset. 

The remaining paper is divided into different sections: the recent studies on the 
identification of abusive language are highlighted in Section 2. Section 3 examines 
the guidelines used to create and annotate the dataset. The results obtained in the 
experimental setup using machine learning (ML) and deep learning (DL) algorithms 
are presented in Section 4. Section 5 analyzes the performance of various classifiers 
and explains the results in detail. Finally, in Section 6, this study provides 
conclusions to our work. 

2 Literature Review 

This section first discusses the definition of abusive language and subsequently 
sheds light on existing research in the automatic detection of abusive language. 

2.1 Defining and Characterizing Abusive Language 

Twitter is characterized as one of the top five social networks, where a substantial 
number of users experience unethical communication and bullying. Using this 
platform, users can access a large active Twitter community (more than 330 million) 



M. Amjad et al. Automatic Abusive Language Detection in Urdu Tweets 

‒ 146 ‒ 

and write a tweet with a maximum of 280-characters5. Several recent studies [11-
13] highlighted that abusive language, and bullying cases are often reported on 
Twitter that contain injurious consequences for active tweeter users. Thus, Twitter 
took some safety measures and described some policies to control the usage of 
abusive language on its platform. According to the new guidelines, messages from 
obscure clients who have no profile picture will be removed. If the tweet is detected 
containing abusive words, this will lead to removing the user account from Twitter6. 
Nonetheless, Twitter must take more robust steps, especially distinguishing harmful 
tweets in different dialects since individuals utilize different abusive words in other 
languages. 

2.2 Available Methods for Abusive Language Detection  

Twitter permits its users to create new profiles, follow existing profiles, send 
messages and tags (both private and public), uploading status, images and videos. 
Within minutes and seconds, a single tweet can target a massive number of 
audiences, primarily through commenting, liking, sharing, and re-tweeting 
mechanisms. Among all the social media platforms, ordinary people widely use 
Twitter, yet this social network also attracted politicians, government organizations, 
and a government media spokesperson to release government statements (i.e., 
policies). Eventually, it creates a space for ignorant users to spread humiliating, 
hostile, and infancy comments with high velocity to a broader range of people. 

Online platforms started introducing new policies to counterfeiting this issue 
because young people were a target group for bullying victimization. For example, 
Instagram started to fight against bullies by introducing shadow banning online 
abusers (i.e., limiting the user (bully) who used abusive language from publishing 
new posts or commenting on others’ posts). Instagram introduced this system to 
mitigate cyberbullying events7. Likewise, another platform called Ask.fm 7 (an 
online website that permits its users to ask each other questions without disclosing 
identity) also introduced new policies to avoid discrepancies between users and 
other threats (life threats). 

Numerous studies discussed abusive language detection and proposed various 
methods ranging from traditional machine learning to neural network-based models. 
Two features, such as character-level and word-level representations, were used to 
detect abusive language [14, 15, 19]. Furthermore, another study [18] highlighted 
that feature engineering, e.g., n-grams and POS tags, are extremely fruitful in 
machine learning methods. Other studies [14-18] used various traditional machine 
learning models, such as support vector machines, random forest, decision tree, 

                                                           
5  https://www.statista.com/ statistics/282087/number- ofmonthly- active- twitter- users 
6  https://social.techcrunch.com/2017/02/16/twitter-starts-puttingabusers-in-time-out 
7 https://qz.com/1661410/instagram-wants-to-fight-bullies-byshadowbanning-them-

and-telling-them-they-are-bullies/ 
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logistic regression, and deep learning models like BERT [32] and Roberta [32], to 
identify hate speech. Further, several neural network architectures [8, 15, 17, 20] 
were used to identify the abusive language in Twitter posts. Recent studies [20] 
concluded deep learning models, such as convolutional neural networks (CNN) 
along with recurrent neural networks (RNN) [8] outperformed traditional ML 
classifiers, such as Logistic Regression [8] [19] and SVM [14-17]. Obscenity and 
offensive language detection tasks focused on languages, such as English [5] [8] 
[14-19] [20-24], Indonesian [7], Arabic [6], Portuguese [5], German [9], Japanese 
[10] and Danish [8]. Table 1 summarizes the recent works that examined abusive 
language detection in different languages. 

3 Abusive Tweets Dataset in Urdu 

This section explains the steps followed for dataset creation and data annotation. 
The dataset creation is divided into two stages (i) dataset crawling and (ii) dataset 
annotation. 

3.1 Data Crawling 

This study used Twitter API8 to extract the tweets in the Urdu language using 
abusive keywords. To crawl tweets from Twitter, some keywords are used that 
contained only either a word or at least two abusive words. A dictionary containing 
abusive words and phrases in Urdu was manually created based on the most frequent 
words used on different social media platforms. The complete list of the keywords 
used to crawl the abusive tweets can be accessed9. 

This study collected the dataset for 20 months, starting from 01 January 2018 to 30th 
August 2019. This time interval was chosen primarily due to the General Elections 
in Pakistan held in July 2018. Typically, during or near election season, supporters 
of different political parties express their emotions and show antagonistic behavior 
to each other. 

According to a recent report, although abusive language and threats to anyone are 
not confined to politics10, some people use abusive and threatening language as a 
potent weapon for a political campaign. 

Similarly, some people use social networks to use vulgar language to support a 
specific political party. For example, the current prime minister of Pakistan claimed 
that the daughter of the Ex-prime minister compelled her supporters to abuse him 

                                                           
8 https://developer.twitter.com/en/docs/tweets/search/apireference/get-search-tweets 
9 https://github.com/MaazAmjad/Abusive_dataset.git 
10 https://www.cbc.ca/news/politics/violence-vandalismcampaign-rise-1.6177269 
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in public11. 

Table 1 
Overview of the recent studies to identify the abusive language in different languages 

Comparison of the state-of-the-art in abusive language detection 

Language Platform Feature extraction 
method Classifier Reference 

English Twitter Char n-gram (1-4) 
LR, Graph 
Convolutional 
Network 

[20] 

English NewsGroup Complement NB 

Multinomial 
Decision Table 
NB (DTNB), 
Updateable 
NB 

[22] 

English Twitter BoW, Char n-grams SVM, LR, CNN [15] 

English YouTube 

BoW, Word n-
grams 
(2,3,5), Lexical 
Syntactic 
Feature 

SVM, NB [16] 

English Twitter Word unigram SVM, CNN, 
BiLSTM [17] 

English Twitter Word n-grams (1-8) SVM [18] 

English Twitter Latent Dirichlet 
Allocation (LDA) LR [21] 

English 

User-
generated 
online 
comments 

Char and Word n-
grams NB, SVM [14] 

English Twitter 
BoW, char n-gram 
(3-8), word n-grams 
(1-3) 

CNN, RNN, 
RF, NB, SVM, 
Gradient 
Boosted Trees, 
LR, 

[19] 

English Twitter 
BoW, word n-
grams, hate or non-
hate words list 

SVM (linear, 
polynomial, 
radial) 

[23] 

English Twitter, 
Articles 

Abusive and non-
abusive word list 

Unsupervised 
learning [24] 

English, 
Portuguese 

Twitter, 
Blogs 

hateword2vec, hate- 
doc2vec, unigram NB, SVM [5] 

Arabic YouTube Word n-grams SVM [6] 

                                                           
11 https://tribune.com.pk/story/1300546/maryam-nawaz-forcingpml-n-leaders-abuse-

public-imran 
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Indonesian Twitter cha and Word n-
grams SVM, NB, RF [7] 

Danish, 
English 

Twitter, 
Facebook, 
Reddit 

BoW, cha n-grams LR, BiLSTM [8] 

German Twitter 
Twitter and 
Wikipedia 
embedding 

CNN [9] 

Japanese Blogs Word n-grams (1-5) SVM [10] 

Such events can induce a wave of anger in supporters of one political party towards 
other political parties. Thus, this increases the chances for malevolent tweet writing 
and social violence. Therefore, this period was chosen to extract maximum abusive 
tweets in the Urdu language. 

In the crawling process, 55600 tweets in the Urdu language were retrieved that 
contained the seed words. The seed words are referred to as the words that were 
used to crawl the tweets. Although Urdu belongs to the Indo-Aryan language group, 
and some people believe that Urdu is a camp language, the report12 contracted that 
Urdu is a camp language. Nonetheless, Urdu has roots13 in the Arabic, Persian, and 
Turkish languages. Therefore, we removed all the crawled tweets that were written 
in other languages, such as Arabic, Persian, and Turkish. Thus, 47,700 tweets were 
obtained after the flirtation process, which were sent for the annotation process.  
In addition, instructions with a task definition and examples were provided to the 
annotators, particularly concerning the binary class annotation. 

3.2 Dataset Normalization 

In the dataset normalization process, all the non-Urdu tweets were deleted. 
Nonetheless, Urdu has roots14 in the Arabic, Persian, and Turkish languages. 
Moreover, Urdu contains similar alphabets to these languages. Many tweets were 
crawled in these languages due to the same hashtags. Therefore, we removed all the 
crawled tweets that were written in other languages, such as Arabic, Persian, and 
Turkish. In addition, irrelevant tweet attributes like username, location, date and 
time, punctuation, uniform resource locator (URL), address, hashtag, emoticons 
(emojis), and the re-tweet symbol were also removed normalize the dataset and keep 
only the relevant information. Thus, 47700 tweets were obtained after the flirtation 
process, which were sent for the annotation process. 

                                                           
12 https://www.dawn.com/news/681263/urdusorigin-its-not-acamp-language 
13 https://www.ucl.ac.uk/atlas/urdu/language.html 
14 https://www.ucl.ac.uk/atlas/urdu/language.html 
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3.3 Guidelines for Data Annotation 

This study used paid crowdsourcing to label the dataset. This study did not use 
Amazon Mechanical Turk for crowdsourcing; instead, the Fiverr platform was used 
to hire annotators, and the annotation process was completed within two months. 
Moreover, a digital framework was introduced to alleviate human mistakes and 
accelerate the dataset annotation process. A strict criterion was constructed to 
recruit annotators: 

(a) Indigenous to Pakistan 

(b) Familiar with Twitter 

(c) Urdu native 

(d) Dissociate from any social, profit, political, non-political party or 
organization 

(e) The annotator should fall within the age group of 20-35 years. 

These points were significantly considered to minimize annotation prejudice, 
especially to annotate politics or election campaign tweets. Furthermore, 16 
annotators were recruited for the dataset annotation, which contained 8 males and 8 
females: 10 annotators belonged to the age group of 21-25 years, while 4 annotators 
were between 26-30 years age group, and 2 annotators belonged to 31-35 years. We 
also considered the educational background of the annotators so that the bias in the 
dataset could be minimized. The educational background of the annotators (last 
degree obtained) was as follows: 8 annotators held a bachelor’s degree, 4 annotators 
had a master’s degree, and 4 annotators earned a specialized journalism degree. 

Forty-seven thousand seven hundred tweets were given to the annotators, and only 
3500 tweets fulfilled the annotation process. Thus, the 3500 tweets were annotated 
as abusive tweets. Tables 1 and 2 show a sample tweet annotated as abusive and 
non-abusive, respectively. 

– Abusive Tweet: A Twitter post containing words to embarrass or humiliate 
other Twitter users. 

– Non-Abusive Tweet: A Twitter post published for other objectives, such as 
mockery, joke, advertise, undermine, phishing, threatening, sarcasm, etc. 

 

 
Table 1 

Abusive tweet 
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Table 2 
Non-abusive tweet 

3.4 Inter-Annotator Agreement 

Calculating the agreement between dataset annotators is crucial for many reasons. 
First of all, this helps to annotate the dataset correctly. Secondly, bias in the dataset 
can be mitigated by using the inter-annotator agreement. Therefore, we used 
Cohan’s Kappa Coefficient to quantify the reliability between annotators. As a 
result, a Kappa coefficient of 90% was accomplished after computing the inter-
annotator agreement to collect the first abusive tweets dataset in the Urdu language. 

3.5 Dataset Statistics 

As a result of the annotation process, 3,500 tweets secured 100% annotator 
agreement for either abusive or non-abusive (and non-threatening) labels. This 
rigorous annotation procedure ensured the construction of a reliable dataset of 1,750 
offensive tweets and 1,750 non-abusive tweets. Tables 2 show dataset statistics. 

Table 2 
Dataset statistics 

Dataset Words Char Avg Word Total Tweets 
Abusive 26,378 118,512 15 1,750 

Non-Abusive 30,709 140,627 17 1,750 
Totals 57,087 259,141 16 3,500 

4 Experiment Settings 

This section discusses the detailed experimental procedure to identify abusive 
tweets as a binary classification problem in which the task is to assign a label of 
whether a tweet is abusive or non-abusive. This study is based on neural networks 
(traditional machine learning), and non-neural networks (deep learning) 
approaches. Traditional machine learning algorithms, mainly supervised machine 
classifiers, were used. The machine learning classifiers used for automatic abusive 
language detection: Logistic Regression (LR), Multilayer Perceptron (MLP), 
Random Forest (FR), Support Vector Machine (SVM), and Adaboost classifier.  
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A python-based library, known as Scikit-Learn15 library, was used to develop 
machine learning algorithms. 

Two deep learning models are implemented with the Keras16 library: 1-Dimensional 
Convolutional Neural Network (1D-CNN) and Long Short-Term Memory (LSTM). 
Eventually, for the training and the evaluation of the classifiers, 10-fold cross-
validation was used. Figure 3 illustrates the overall methodology. 

Figure 3 
Methodology framework 

4.1 Pre-Processing 

The dataset was pre-processed to use for the experimental setup. First of all, all the 
tweets were converted into words (Tokens) using the white space character. 
Moreover, Western Arabic numerals were used to convert the numerals that 
followed the Eastern Arabic-Indic numeral system to normalize the entire data. 
Furthermore, stop words, white space tokens (blanks), punctuation, and bullets were 
also discarded to clean the dataset. Finally, we removed invalid utf-8 characters in 
the dataset and used standard utf-8 codification. 

4.2 Features Extraction 

This study used different text features to investigate the effect of the different types 
of text representation, namely, count-based (word n-grams and char n-grams) vs. 
embedding-based features on automatic abusive detection tasks. We considered 
character n-grams, word n-grams, and their combinations. We generated n-grams 
up to 6-grams because the previous study [4] reported that higher n-grams show 
insignificant results. To convert words into numeric features, a TF-IDF weighting 
scheme was used. We used the maximum number of features when the n-gram space 
dimension was higher. 

For the pre-trained embedding features, we used fastText [26]. It is a neural network 
that is based on a word2vec algorithm. The word2vec model considers sub-words 
rather than dealing with entire words. In the training phase of word embeddings, if 
a word is not present in the dataset, its embeddings can be created by splitting the 
word into character n-grams. 
                                                           
15 https://scikit-learn.org/stable/ 16https://keras.io/about 
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4.3 Machine Learning Algorithms 

For experiments, this research used five machine learning classifiers with all feature 
types: Multilayer Perceptron (MLP), AdaBoost, Logistic Regression (LR), Random 
Forest (RF), Support Vector Machine (SVM). We used the default parameters of all 
machine learning classifiers. 

4.3.1 Logistic Regression 

Logistic regression (LR) is a linear model that assumes a linear relationship between 
input and output. It is based on the sigmoid function that measures a categorical 
dependent variable (abusive or non-abusive). Moreover, different studies [15, 20, 
21] reported that LR provides better results on binary classification problems, 
particularly automatically detecting abusive language [8, 19]. 

4.3.2 Random Forest 

A random forest (RF) is used for classification and regression tasks based on 
ensemble learning techniques. It uses bagging and feature randomness on different 
samples to construct multiple decision trees. It combines these decision trees to 
create a forest of trees where prediction by the majority is helpful to make an 
accurate prediction compared with any individual tree. The majority voting of 
multiple decision trees is used for the classification task, while an average of these 
decision trees is used in regression problems [19]. This algorithm uses dataset 
features to build individual decision trees and address variance and over-fitting 
challenges [13]. 

Moreover, these features are randomly selected to construct multiple decision trees. 
Recent studies used a random forest (RF) to classify abusive language [7]. 

4.3.3 Support Vector Machine 

Support Vector Machine (SVM) [27] creates a line or a hyperplane (decision 
boundary) to separate the data into classes. It is a predictive analysis data 
classification algorithm used for linear, nonlinear classification, and regression 
tasks. Moreover, the kernel trick transforms data and finds an optimal boundary 
(clear margin of separation) between the possible outputs based on data 
transformation. SVM provides better results in high-dimensional spaces. In other 
words, SVM effectively performs when the dimensions are higher than the dataset 
instances [7]. Furthermore, different studies [5, 18, 19] reported that the SVM 
algorithm outperformed other classifiers in automatically identifying abusive 
language [10]. 

4.3.4 Ada-Boost 

The boosting algorithm [28] is a supervised machine learning algorithm that 
combines different algorithms and re-assigns the weights to the input data. For the 
Ada-Boost algorithm, misclassified instances are crucial because the task is to make 
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a robust classifier by combining different algorithms to make accurate predictions. 
Moreover, the adaptive boosting algorithm provides higher weights only to relevant 
features. One of the limitations of using the AdaBoost algorithm is over-fitting. This 
is due to the noise present in the dataset. In other words, if features are not relevant 
(noisy dataset), Adaboot will not make accurate predictions. Different studies [29] 
revealed that using the Adaptive Boosting algorithm can effectively detect abusive 
language compared to other machine learning algorithms. 

4.3.5 Multilayer Perceptron 

A multilayer perceptron (MLP) [30] is a feed-forward neural network that generates 
outputs from a set of inputs. To train the MLP model, a technique called back-
propagation is used that assigns weights to the neurons present in the neural 
network. Furthermore, this neural network consists of three layers (i) an input layer, 
(ii) a hidden layer, and (iii) an output layer, which is fully connected. The dataset 
samples are given as inputs in the input layer. Then, the dot product is used between 
the input samples and the weights to input the hidden layer. The output is given as 
input to the activation function so that the final output of the hidden layer is 
obtained. In the last stage, the dot product of the output of the activation function 
and the weights are measured, which are fed to the final layer to predict the final 
output. A recent study also reported that MLP showed good performance in 
classifying abusive language [31]. 

4.4 Deep Learning Classifiers 

CNN and RNN are used to investigate abusive language detection tasks in Urdu. 
Figure 4 shows the information of deep learning parameters: all layers, parameters, 
and their values used for the experiments. 

4.4.1 Convolutional Neural Network 

A convolutional neural network (CNN) is a deep learning neural network used to 
solve various classification problems. This neural network typically comprises 
several layers where every hidden layer in the neural network contains neurons and 
biases. In addition to this, the dot product of the samples and the weights in the input 
layer is given to the activation function, which is present in the second layer.  
The activation function in individual neurons measures the dot product of the input 
samples and their weights and then adds a bias to the weighted sum. Like Multilayer 
Perceptron, Convolutional Neural Networks also use back-propagation to build a 
neural network. It is essential to mention that back-propagation reduces the error by 
re-assigning different values to the weights in each layer, starting from the final 
layer to the first layer of the neural network [17]. Moreover, this neural network is 
also effective in memory consumption along with dimensionality reduction. 

Initially, CNN was used for image processing tasks (2D data) and video processing 
tasks (3D matrix). However, recent studies [9, 15, 19] also used CNN for text 
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classification tasks using text-based features (1D matrix) [17]. CNN is extremely 
efficient in extracting relevant and distinctive features and making accurate 
predictions. Furthermore, unlike feed-forward networks, Convolutional Neural 
Network is computationally efficient. Figure 5 shows the architecture of 1D-CNN 
that was used for automatic abusive language detection. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 
Deep learning parameters 

 

 

 

 

 

 
 

Figure 5 
CNN model architecture 
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A pre-trained embeddings model, known as fastText embedding, is extracted from 
Urdu tweets to train the convolutional neural network. Subsequently, the 1D-CNN 
classifier receives these embeddings as input. The convolutional neural network 
contained two fully connected and a convolution layer. The filter size in the 
convolution layer was set to 8, and the window size of the kernel was fixed to 1. 
Moreover, this neural network is trained ten times using 100 epochs, and to avoid 
overfitting, a dropout is employed in all layers of the neural network. The mean 
accuracy of 10 iterations is used to acquire the CNN results in identifying abusive 
tweets. 

4.4.2 Long Short-Term Memory Networks 

Another deep learning algorithm, known as Long Short-Term Memory (LSTM) [8], 
was introduced to tackle the limitation of order dependence in sequence prediction 
projects, like speech recognition and machine translation [17, 19]. 

The LSTM model was also trained on fastText embedding extracted from Urdu 
tweets like the convolutional neural network. The LSTM contained two fully dense 
layers, and for training, each iteration had 150 epochs, and 10-fold cross-validation 
was employed. Initially, all the word vectors are normalized after each update, and 
a dropout layer between the hidden and output layer is used. The architecture of our 
proposed LSTM model is shown in Figure 6. 

Figure 6 
LSTM model architecture 

4.5 Evaluation Metrics 

This is a balanced dataset. For comparative analysis, two types of techniques were 
used in the study. For machine learning, five machine learning algorithms were 
used. Two neural networks were employed in the experimental setting for deep 
learning. Therefore, the algorithm’s selection is deemed to be appropriate for this 
task. All the proposed models are evaluated based on standard metrics, including F-
measure, accuracy, and (ROC) curve. 
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5 Results and Analysis 

We ran experiments using three text representations: two count-based features 
(word and char n-grams) and pre-trained fastText word embeddings. This study 
used fastText embeddings because this embedding represents each word as the sum 
of the n-gram vectors rather than learning vectors for each word. This embedding 
contains word vectors for 157 languages learned on Wikipedia and Crawl and 
addresses the issue of out of vocabulary (OOV). For example, boxer and boxing are 
employed in distinct contexts, and capturing the underlying commonality of both 
words is challenging. Therefore, this embedding addresses this problem by dividing 
the words into character n-grams. Furthermore, as compared to the BERT, fastText 
embeddings are exceptionally quick and can be trained on more than one billion 
words in less than ten minutes using a normal multicore CPU. 

Moreover, we generated n-grams up to 6-grams for words characters and words. 
However, the results of word n-grams started to decrease after 4-grams. This is why 
the results of 5 and 6-word grams are not provided. The results of character n-grams, 
fastText, and word n-gram are shown in Tables 4, 5, and 6, respectively. The feature 
column in these tables represents the maximum number of features used to train the 
machine learning classifiers to distinguish abusive and non-abusive tweets. 
Moreover, character n-grams and word n-grams were extracted using the TF-IDF 
weighting scheme. 

The results show that SVM outperformed other classifiers and achieved the highest 
accuracy of 82.37% and F1 score of 82.68% with char tri-gram features. We only 
investigated the linear kernel and noticed that its performance was sufficiently high 
for the baseline experiments. Moreover, LR performed best on all char n-gram 
features. On the other hand, RF performed worst on the same features. Furthermore, 
SVM also achieved the best results using word unigram features, slightly less than 
the highest results. It had an F1 score of 81.85% and an accuracy of 81.27%. 
However, all the other machine learning models performed worst on bi-gram, tri-
gram, and the combination of word n-gram features. Figure 7 illustrates the ROC 
curve, and Figure 8 represents the confusion matrix of SVM to differentiate between 
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abusive and non-abusive tweets. 

Figure 7 
ROC curve for best performing model (SVM) 

 

Figure 8 
Confusion matrix for best performing model (SVM) 

Deep learning algorithms like 1D-CNN and LSTM using fastText pre-trained word 
embeddings could not achieve the highest results for abusive language detection. 
Because of the limited training data, most of the words are not present in the fastText 
vocabulary. Another primary reason is that we used random vectors for out-of-
vocabulary words. As a result, most of the vectors were diluted with bias. Moreover, 
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it seems that the performance of deep learning classifiers improves as the dataset 
size increases. Overall, our results align with state-of-the-art efforts in abusive 
language detection and illustrate that there is still a great deal of room for growth. 

Conclusions 

Automatic threat language detection in English or other European languages is a 
challenging task that is widely examined. Nonetheless, as far as we can ascertain, 
there is no investigation into automatic abusive language detection in Urdu using 
Twitter postings. This paper contains a two-fold contribution. First, we collected 
and annotated the first corpus of tweets in the Urdu language for automatic abusive 
language detection. The corpus contained 3500 tweets that passed through pre-
processing and rigorous manual annotation. Second, we compared the potential of 
various text representations for automated abusive language detection in Urdu 
tweets and ran a series of experiments with five different classification algorithms. 

The experiment results demonstrate that SVM consistently obtained improved 
outcomes for both count-based feature types; the word unigrams and character tri-
gram got better results than other n-gram features. Moreover, the fastText pre-
trained word embeddings for Urdu obtained comparatively low results than the n-
gram features. It might be because of the limited corpus size required to pre-train 
the embedding model, as well as a high number of out-of-vocabulary words that are 
likely to be present in abusive tweets. These baseline results will serve as a reference 
point for evaluating classification techniques developed by other researchers in the 
future. We aim to increase the dataset size and use transformers-based techniques 
to address abusive language detection in Urdu using Twitter postings for future 
research. 

Table 4 
Identification of abusive tweets using char-level features (TFIDF-based) 

Feature set # of 
Features – 

Classifiers 
LR MLP AdaBoost RF SVM 

3-gram 9491 

P 86.51 79.00 83.31 83.39 86.09 
R 78.68 77.48 74.85 81.14 79.65 

Acc 83.17 78.40 79.85 82.45 83.34 
F1 82.37 78.14 78.73 82.18 82.68 

4-gram 29,138 

P 87.03 80.44 85.67 83.17 86.16 
R 78.45 77.82 76.80 81.25 77.88 

Acc 83.37 79.40 81.94 82.37 82.65 
F1 82.47 79.04 80.94 82.14 81.75 

5-gram 59,460 

P 86.66 80.26 86.30 81.25 86.23 
R 77.42 79.65 75.77 82.28 75.60 

Acc 82.74 80.00 81.85 81.62 81.74 
F1 81.75 79.91 80.67 81.73 80.51 

6-gram 90,573 P 86.62 76.67 86.06 77.11 86.45 
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R 74.00 81.31 70.17 81.42 71.02 
Acc 81.25 78.22 79.37 78.57 79.94 
F1 79.77 78.87 77.24 79.16 77.95 

combination 
(3-6)-gram 188,662 

P 86.82 81.88 85.23 84.17 86.17 
R 78.00 78.22 75.82 80.80 76.97 

Acc 83.05 80.42 81.28 82.77 82.28 
F1 82.14 79.95 80.14 82.41 81.27 

Table 5 
Identification of abusive tweets using word-level features (TFIDF-based) 

Feature set # of Features – 
Classifiers 

1D-CNN LSTM 

fastText 300 

P 79.47 79.45 
R 79.37 77.42 

Acc 79.42 78.68 
F1 79.39 78.39 

Table 6 
Identification of abusive tweets using word-level features (TFIDF-based) 

Feature set # of 
Features 

–   Classifiers   
LR MLP AdaBoost RF SVM 

unigram 6,671 

Acc 82.31 77.40 81.25 81.25 82.82 
P 86.30 77.60 87.49 84.13 86.65 
R 76.85 77.08 72.97 77.08 77.65 
F1 81.27 77.26 79.54 80.40 81.85 

bigram 28,929 

Acc 76.42 74.71 68.02 70.42 74.17 
P 83.65 72.23 89.23 66.32 85.19 
R 65.77 80.51 41.08 83.20 58.51 
F1 73.60 76.09 56.14 73.76 69.32 

trigram 38,006 

Acc 69.11 58.05 54.57 56.40 65.45 
P 81.60 55.03 83.68 53.82 81.63 
R 49.37 88.40 11.31 90.11 39.94 
F1 61.43 67.82 19.79 67.39 53.54 

4-gram 37,577 

Acc 64.54 51.42 52.94 51.48 64.57 
P 80.60 50.78 51.52 50.81 79.71 
R 38.34 90.39 99.42 92.57 39.20 
F1 51.92 65.03 67.87 65.60 52.46 

combination 
(1-4)-gram 111,183 

Acc 81.25 80.05 81.34 79.40 78.02 
P 86.55 82.16 87.33 85.20 86.77 
R 74.05 76.91 73.31 71.25 66.17 
F1 79.77 79.38 79.68 77.55 75.03 
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Abstract: The documentation that describes the regulations within a Society, is oriented 
towards specific areas. This fact does not prevent maintaining concordance in the 
temporality and transversality of the documents. This work defines the concept of "opposition 
relations" in legal texts. We identify entities and evaluate the polarity of each paragraph with 
sentiment analysis techniques. If an entity appears in different paragraphs (articles of law) 
with opposite polarities, we evaluate the entity’s contexts. We look for antonyms between the 
words that give polarity to the opposite paragraphs. If there is an antonymic relation in words 
associated with the entity, we have an opposition relation. The described methodology 
analyzes the relationship of entities in Mexican Environmental Laws, and the study is 
oriented towards coherence in the legislation for sustainable development. This process was 
implemented by computational processing, which required the transformation of current 
Mexican laws, unifying its structure. Eight environmental laws were analyzed, 1920 entities 
were identified that appear more than once; 44 of them were identified with opposite 
polarities, due to their context, a detailed analysis of two cases with potential opposite 
relationships is exemplified. 

Keywords: Natural Language Processing; Legal Text; Sentiment Analysis; Opposition 
Relation 
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1 Introduction 
The generation of laws and regulations at different countries, states, and 
municipalities allows implementing public policies to benefit the societies they 
relate. Laws and regulations are written with specific objectives aimed at specific 
scopes and concerning the different actors involved. For instance, in Mexico, the 
Ley de Fondos de Inversión (Investment Funds Law) is mainly oriented toward the 
economic sector. In contrast, the Ley de Hidrocarburos (Hydrocarbons Law) draws 
together actors from economics, politics, international, environmental, and transport 
sectors, among others. 

In the last decade, creating public policy legislation that considers the concept of 
sustainable development has been one of the objectives set by different 
governments, together with agreements reached with organizations such as the 
OECD (Organization for Economic Cooperation and Development). 

By legislating in this sense, it is intended to put the environment as a priority issue 
and its protection as a necessary condition for the construction of the development 
of any country [1]. By directing the actions of federal public administration agencies 
and entities towards the concept of sustainable development, it is intended to 
permeate this term throughout the legal system [2] achieving an instrument of truly 
transversal nature that establishes principles of observable and punishable 
performance in all activities [3]. 

However, in many cases, the writing on the legislative documents do not maintain 
the expected coherence between proposed public policies and the sustainable 
development goals promised by the State. From this environmental legislation 
perspective arises the motivation of this work, we make a computational analysis of 
the laws in order to measure the coherence level between the design of Mexican 
public policies embodied in environmental legislation and the concept of 
sustainable development. 

The present work proposes a methodology that, using techniques of Natural 
Language Processing (NLP), identifies the possible inconsistencies in a corpus of 
laws and regulations from the Mexican normative, based on the different entities 
identified. This methodology identifies entities and analyzes the paragraphs that 
contains them. A sentiment analysis is applied to identify the polarity (positive or 
negative) in the named entities, highlighting opposition relations, also considering 
the antonymic relations. 

We define "opposition relation" as the association that exists between two text 
sections, from the same or different documents, that are evaluated with opposite 
polarities while sharing actors and that, in the context of identified entities, contain 
vocabulary with antonymic relations. 

The hypothesis of this work is as follows: The opposition relations identify 
potentially incoherent elements, because based on the polarity assigned to the 
context of a previously identified actor (entity) and shared across different sections 
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of text, it is expected that the classification stays the same. That is, if two texts share 
an entity, both should be classified with the same polarity and the vocabulary that 
contextualizes them should not keep antonymic relations. 

By developing this type of methodologies, computational tools that help in the 
validation of the coherence relation between the writing of public policies and 
sustainable development goals could be generated. 

It is difficult to carry out an automatic computational analysis in texts pertaining the 
legal field, as it is important, initially, to identify characteristics that allow to build 
computational structures that enable a syntactic analysis. However, given the 
complexity of the task and the nature of the texts, there are no tools at the moment 
that allow this task to be carried out properly. Some of the problems that can be 
identified are: 

1. To identify patterns at legal documents that allow to discover knowledge. 
2. To identify the semantics of some of the words used in the legal scene, 

since it sometimes differs from their semantics in a general scope, i.e., how 
they are commonly used. 

3. To build knowledge bases that allow to represent the different concepts 
within the legal scene. 

2 NLP: Overview of Legal Texts 
Various applications have been made in the legal framework by using Natural 
Language Processing (NLP) and Artificial Intelligence (AI) [4]. Standing out 
among them are the prediction of trials [5], question answering [6], searches [7] and 
text summarization in various legal frameworks [8]. However, some analyzes 
represent interesting opportunities to explore, for example, measuring the level of 
coherence between laws. 

According to Zhong et al. [9], two types of law processing methods stand out: on 
the one hand, methods based on symbols that use an interpreted knowledge or the 
learned rules [10]; on the other hand, embedded methods that learn on a large scale. 
The former has a lower efficiency while the latter lacks interpretability, which 
represented an obstacle in this work due to the validation condition. 

The processing of laws with artificial intelligence techniques has been used in 
multiple works analyzing different countries and languages. For example, in [5] is 
analyzed the results of various labor lawsuits in different Brazilian regions using 
different machine learning techniques, identifying the reasons why a trial turns in 
favor or against. Meanwhile, in [11], the authors classify judgments based on 
German legislation by using machine learning, classifiers like Support Vector 
Machines (SVM) or Naive-Bayes, identifying classes as definitions, obligations, 
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revocations (repeal), among others. They build a pattern-based classifier by the 
comparison of candidate phrases with standard phrases, with around 90% of 
accuracy; they point out that when writing German laws, they use legal conventions 
that allow the interpretation of similar information, using structures such as by X is 
understood Y where X is a term and Y a definition. In addition, Son et al. [12] present 
an analysis for laws in the Vietnamese language using deep neural networks. 

2.1 Structure of Legal Documents 
Among the problems identified by several authors, there is a lack of standardization 
when writing a law. 

Sometimes, the expected pattern is not fitted, or the expressiveness of the words 
found is inadequate since they could belong to different classes. Palmirani’s 
proposal [13] presents a structure in XML to describe legislative documents under 
two standards. The general structure includes elements of the normative act, 
particular elements such as references, and meta-information like references to other 
laws, notes, or locations. 

Ashley and Rissland [14] focus on constructing a computational representation of 
laws based on legislations from the US and Great Britain. They identify rules and 
actions from different legislations and the word sets or corpus over time. 

The task of recognizing the logical compositions in legal documents ranges from 
assumptions to sanctions, elements that help to detect a legal document structure.  
In Mexico, there is no standardization in the structure of laws, either by temporality 
or by changes in the executive branch, which complicates generating a 
computational structure. 

2.2 Identification of the Coherence Level 
From the perspective of identifying the level of coherence in legal documents, in 
[15], the authors present a project developed by Stanford University in which, by 
using a software tool, they structure the knowledge that is found within a set of legal 
texts of the United States. Based on different representations of knowledge 
extracted using the mentioned tool and labeled manually, among other tasks, they 
focus on identifying inconsistencies, highlighting the importance of the generation 
of interpretive manuals due to the difficulty of analyzing legal texts given the 
interpretation to which they are subject. 

In [16] the authors identify the orders that are most closely related by a domain 
search and organizational structures, giving a measure of similarity. This similarity 
can be used to measure the coherence between documents. 
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3 Text Analysis Techniques 
The use of computer tools in analyzing texts from any domain is already known; 
however, the use of the internet has allowed access to large collections of legal texts 
from various topics and countries. It has increased the scientific community’s 
interest in processing, analyzing, and recovering text information from legal 
documents. One of the promising research areas is based on acquiring legal 
knowledge and the synthesis techniques of documents and hypertext structures. 

3.1 Named Entity Recognition 
Named Entity Recognition consists in locating and classifying lexical units by 
studying categories such as places, people, organizations, time, and quantities 
expressions. It is recognized as one of the main tasks of natural language processing 
(NLP). For example, in the text shown in 1 the identified entities are marked with 
bold text. It is notorious that entities comprise one or more words that represent the 
element on which the action takes place. 

Table 1 
Named entities example in Spanish and its translation in English 

ARTÍCULO 6o.- Las atribuciones que esta Ley otorga a la 
Federación, serán ejercidas por el Poder Ejecutivo Federal a través 
de la Secretaría y, en su caso, podrán colaborar con ésta las 
Secretarías de Defensa Nacional y de Marina cuando por la 
naturaleza y gravedad del problema así lo determine, salvo las que 
directamente corresponden al Presidente de la República por 
disposición expresa de la Ley. 
ARTICLE 6. The attributions that this Law grants to the Federation, 
will be exercised by the Federal Executive Power through the 
Secretariat and, if necessary the Secretariats of National Defense 
and Navy may collaborate with it when determined by the nature 
and seriousness of the problem, except those that directly 
correspond to the President of the Republic by express provision of 
the Law. 

Currently, there are different software tools that automatically allow the 
identification of entities [17]. Specifically, universities such as Stanford or the 
Massachusetts Institute of Technology (MIT) have developed tools to identify 
different types of entities; one of them is the spaCy library [18]. 

SpaCy is a library developed by MIT that contains pre-trained statistical models and 
word vectors, allowing the tokenization process in 49 languages. It has 
convolutional neural networks models for labeling, analysis, and recognition of 
named entities, integrating deep learning modules to solve these tasks. 

The library allows to identify different types of entities such as PERSON (people, 
even fictitious ones), NORP (nationalities or religious or political groups), FAC 
Buildings, airports, roads, bridges, etc.), ORG (companies, agencies, institutions, 
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etc.), GPE (countries, cities, states) and LOC (non GPE Locations like mountain 
ranges, bodies of water). In the example of the 6th Article of Table II, the entities 
classified as ORGanization or PERSON are shown. 

Table 2 
Labeled entities example in Spanish and its translation in English 

ARTÍCULO 6o.- Las atribuciones que esta Ley otorga a la 
Federación(ORG), serán ejercidas por el Poder Ejecutivo 
Federal(ORG) a través de la Secretaría(ORG) y, en su caso, 
podrán colaborar con ésta las Secretarías de Defensa Nacional y 
de Marina(ORG) cuando por la naturaleza y gravedad del 
problema así lo determine, salvo las que directamente 
corresponden al Presidente de la República(PERSON) por 
disposición expresa de la Ley. 
ARTICLE 6. The attributions that this Law grants to the 
Federation(ORG), will be exercised by the Federal Executive 
Power(ORG) through the Secretariat(ORG) and, if necessary the 
Secretariats of National Defense and Navy(ORG) may collaborate 
with it when determined by the nature and seriousness of the 
problem, except those that directly correspond to the President of 
the Republic(PERSON) by express provision of the Law. 

3.2 Sentiment Analysis (SA) 
The sentiment analysis (SA) is an NLP technique also known as Opinion Mining. 
The SA aims to perform automatic text classification based on positive or negative 
connotations of the language used. 

Among the tools used to solve this task include the lexicons or dictionaries [19]. 
The work of Zafra et al. [20] contains a list of words classified in two categories 
(positive or negative) that will help as a guide for the evaluation of polarity in a text. 
A software tool used in sentiment analysis is SentiStrength [21] [22]. 

SentiStrength was initially designed to assess the sentiment in published texts on 
MySpace [21]. However, it has been used with good results in short text analysis. 
This tool proposes the use of dictionaries incorporating sets of grammar rules, which 
provides a double orientation in the identification of the sentiment in the text. 
SentiStrength provides two values for the parsed text: the first one measures the 
intensity of the positive sentiment, and the second one the intensity of the negative 
sentiment. These values range from 1 to 5, also providing the result of the analysis 
in three formats: Binary (positive/negative), Trinary (positive/negative/neutral) and 
Simple scale (from -4 to +4) [23]. 

Negation Treatment in SentiStrength 

The negation markers such as "no" (not), "ni" (neither), among others are used 
employing a list of words by the SentiStrength algorithm, which assigns a polarity 
to the paragraphs. The negating word list is used to invert following emotion words, 
skipping any intervening booster words; for more details, see [21] [22]. 
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4 Methodology: Detection of Semantic Opposites in 
Mexican Environmental Legislation 

The methodology described in this document aims to identify the opposition 
relations existing in a selected set of texts, based on the evaluation of polarity and 
antonymic relations between them. The stages that make up the solution of this task 
are shown in the Figure 1. 

 
Figure 1 

Described methodology for the identification of opposition 

4.1 Text Selection and Entity Identification 
The first stage of the methodology for the detection of opposition relations consists 
of the four tasks shown in Figure 2, going from the selection of laws to the 
identification of entities, going through the transformation of documents to semi-
structured texts and formats. 

 
Figure 2 

Text selection and entity identification (first step of methodology) 

The selection of the set of legislative documents, specifically laws, consists of a set 
of 8 laws of environmental matter identified as the most significant at the First 
Interdisciplinary Colloquium for the Analysis of Environmental Legislation [24]. 
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Figure 3 

Example of the hierarchical structure identified in a legal document 

At this stage, the text was pre-processed and stored in JSON format. The proposed 
format for document storage allows to maintain the natural hierarchical structure 
used in the drafting of regulations. Conversion from the source format of the used 
files was done using the Tika Python library [25]. 

The Tika library [25] reads the file in pdf format and extracts the metadata of the 
document and the corresponding content values to later write out all the information 
in a plain text file. 

Next, an algorithm that allows the identification of a generalized hierarchical 
structure in Mexican laws was designed; this algorithm transforms the plain text to 
a semi-structured text in JSON format, customized for legislation. Figure 3 shows 
an example of the hierarchical structure identified in a legal document. 

The entity recognition in the texts was carried out using the spaCy library [26]. This 
library has a catalog of entities based on identified entities in news notes. It is 
important to mention that the catalog used by spaCy is of common knowledge, 
meaning that it does not count with vocabulary specialized in legislative matter. 

4.2 Sentiment Analysis of the Entity’s Contexts 
This stage aims to identify the polarity of the words around the detected entities as 
shown in Figure 4. Specifically, the polarity of the paragraphs in which the entities 
occurred is obtained to detect pairs of paragraphs that could have any opposition 
relation concerning the entities. Once the entities described in Section 4.1 have been 
identified, these are replaced in the generated text file assigning a sequential number 
to each of the entities. Each entity is replaced by the word entity plus the 
corresponding sequential number; for example, the entity "Aguas Nacionales" 
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(National Waters) is replaced in the documents by the term "entity45". This 
substitution is made to prevent in this stage that the tool used recognizes any word 
that belongs to the entity as a term that could indicate polarity (positive or negative). 

 

Figure 4 
 Process for the detection of the sentiments associated with an entity, according to the paragraphs in 

which the latter is located (second methodology stage) 

Once the entities are substituted, each one of the paragraphs is sent to the 
SentiStrength tool [21], to identify each paragraph’s polarity and word’s polarity 
that indicate any charge, both positive and negative, considering the entities 
identified in Section 4.1 and the polarities of the paragraphs in which they are found. 

Next, for a particular entity, a Python script is used to compare the polarities 
identifying those paragraphs that show a distinct polarity between them. That is, 
positive and negative polarities, an example is shown in Section 5.3. 

4.3 Antonym Identification 
At this stage, given the entities that show different polarities in different paragraphs 
in the same law or two different laws, each word from a particular paragraph that 
indicates any sentiment, positive or negative, is compared with the words from 
another paragraph that indicates the opposite sentiment, negative or positive, to 
identify antonyms. The identification is performed using a dictionary of antonyms 
based on the Wordreference platform [27], an example of this case is shown in Table 
8, in which the word “explotación” (exploitation) is found in the first column and 
the second column its antonyms identified in another paragraph. 

Finally, by identifying different words that indicate a polarity of different 
paragraphs by a relation of antonyms, these paragraphs are identified as having an 
opposition relationship for a particular entity. 

4.4 Coherence Validation 
In this stage, a list of the entities that appear in at least two separate paragraphs is 
obtained. The list contains the number of times that each entity appears for each 
polarity, that is, the number of positive, negative, and neutral paragraphs in which 
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each entity appears. For the entities that appear in paragraphs with different 
polarities, an analysis of antonyms is carried out within the words that give the 
meaning charge to polarity analysis. It allows to identify potential opposite relations 
that would generate low levels of coherence between laws. 

The coherence validation is carried out by the hand of public policy experts, 
lawyers, and legislators. In this way, they would be able to delve into the context of 
entities and determine the level of coherence, using this tool as support. In other 
contexts, there are labeled corpora related to the terms polarity, but in the legislative 
and environmental context there are no developed semantic resources for legal 
domain. 

5 Analysis of Results in Mexican Environmental 
Laws 

This section shows some of the results obtained by applying the presented 
methodology on the test corpus, described in Section 4, recalling that an opposition 
relation is detected when antonyms between two different paragraphs of two 
different laws are detected. 

5.1 Laws Documents 
This work is developed in the environmental context, and in this particular case, 
eight environmental laws listed in Table 3 were analyzed. 

Table 3 
Document’s Names employed in the experiment in Spanish and its translation in English 

Mexican Environmental Laws 

Ley General del Equilibrio Ecológico y la Protección al Ambiente 
(General Law of Ecological Balance and Environmental Protection) 
Ley de Aguas Nacionales, reformada en el 2020 
(National Waters Law, reformed in 2020) 
Ley de Bioseguridad de Organismos Genéticamente Modificados 
(Biosafety Law for Genetically Modified Organisms) 
Ley General de Desarrollo Forestal Sustentable 
(General Law of Sustainable Forest Development) 
Ley General de Pesca y Acuacultura Sustentable 
(General Law on Sustainable Fisheries and Aquaculture) 
Ley General de Vida Silvestre 
(General Wildlife Law) 
Ley General para la Prevención y Gestión Integral de los Residuos 
(General Law for the Prevention and Comprehensive Management of Waste) 
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5.2 Identification of Potential Semantic Opposites in 
Environmental Laws 

The methodology described in Section 4.1 obtains the list of all entities with more 
than one appearance to compare them. This list identifies how many times an entity 
appears in paragraphs with positive, negative, and neutral polarity; and which laws 
they appeared. An example of this list is shown in Table 4. 

Table 4 
Example of some detected entities in Spanish and its translation in English. It is shown the number of 

occurrences and the polarity associated with the paragraphs in which they appear 

Entity Repetitio
ns 

Consta
nt 

Polarity 

Positive 
Appearanc

es 

Negative 
Appearan

ces 

Neutral 
Appearan

ces 
Nueva ley (new law) 2 Neutral 0 0 4 
Diario Oficial de la 
Federación (Official 
Journal of the 
Federation) 

8 - 14 1 1 

Ley de Comercio 
Exterior(Foreign 
Trade Law) 

3 - 2 4 0 

Estados Unidos 
Mexicanos (Mexico) 

8 Neutral 0 0 16 

Ley (Law) 7 Positive 14 0 0 
Vicente Fox Quesada 
(name of former 
president) 

3 Neutral 0 0 6 

Presidente de los 
Estados Unidos 
Mexicanos (President 
of Mexico) 

5 - 2 0 8 

Aguas Nacionales 
(National Waters) 

2 - 3 1 0 

El servicio de 
aseguramiento (The 
assurance service) 

1 Negativ
e 

0 2 0 

Foro Consultivo 
Científico y 
Tecnológico 
(Scientific and 
Technological 
Consultative Forum) 

1 - 1 1 0 

Comisión Federal de 
Electricidad (Federal 
electricity 
commission) 

2 - 3 1 0 
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Ley General de Pesca 
y Acuacultura 
Sustentable (General 
Law on Sustainable 
Fisheries and 
Aquaculture) 

4 - 3 1 4 

Secretarías 
(Secretaries) 

3 - 4 0 2 

In the study of the eight environmental laws, 1920 entities were identified with at 
least two appearances. The distribution of these entities is shown in Fig. 5. 1240 
entities appear in paragraphs with constant polarity. It means that all its occurrences 
are positive, negative, or neutral; for example, the entity “Estados Unidos 
Mexicanos” (Mexico, full name of Mexico Country) appears 16 times in the eight 
laws, and all their appearances are in paragraphs with neutral polarity. 

Out of the 1920 entities, only 680 do not have a constant polarity. In this sense, two 
levels of coherence are identified. The first refers to entities in paragraphs with 
neutral occurrences combined with positive or negative occurrences; in such a 
manner that the level of coherence could still be present; this is the case of 636 
entities out of the 680. However, for the second level identified, there are entities 
that have occurrences in both positive and negative contexts, which could present 
potential opposites relations, such is the case of the 44 entities shown in red in Fig. 
5. This low percentage is consistent with the fact that all the laws analyzed in this 
work belong to the same topic. 

 
Figure 5 

Polarity distribution of the 1920 entities with at least two occurrences, in the eight environmental laws 

The entities that are in paragraphs with positive and negative polarity are studied in 
the antonym identification stage (Section 4.3) and in the coherence validation stage 
(Section 4.4). From those last stages, most of the entities, like “Economía” 
(Economy), are in paragraphs with different polarities, but there are no antonyms 
detected in the words that give polarity to the paragraphs; then, an opposition 
relation is not detected. Nevertheless, few entities present potential opposition 
relations, the entities that stand out are exemplified below within three of the laws. 
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5.3 Opposition Markings Identified for the Entity “Aguas 

Nacionales” (National Waters) 

After analyzing the law: “Ley General de Equilibrio Ecológico y Protección al 
Ambiente”, LGEEPA (General Law of Ecological Balance and Environmental 
Protection) and the law: “Ley de Aguas Nacionales”, LAN (National Waters Law), 
it was identified that they share the use of some entities such as “Aguas Nacionales” 
(National Waters) whose paragraphs of occurrence are shown in Table 5 and 6 
respectively. Based on the entity “Aguas Nacionales” (National Waters) and by 
analyzing the vocabulary found in the context of this entity, the existence of an 
opposition relation between both texts was detected. 

Table 5 
Paragraph of LGEEPA with positive charge for “aguas nacionales” (national waters) in Spanish and its 

translation in English 

Los lineamientos para la realización de las acciones de preservación, 
restauración y aprovechamiento sustentable de los recursos naturales 
dentro de las áreas naturales protegidas, para su administración y 
vigilancia, así como para la elaboración de las reglas administrativas a 
que se sujetarán las actividades dentro del área respectiva, conforme a lo 
dispuesto en ésta y otras leyes aplicables; Las medidas que el entity41 
podrá imponer para la preservación y protección de las áreas naturales 
protegidas, serán únicamente las que se establecen, según las materias 
respectivas, en la presente Ley, las entity116, de aguas nacionales, de 
entity149, entity58, y las demás que resulten aplicables 
The guidelines for carrying out actions for the preservation, restoration and 
sustainable use of natural resources within protected natural areas, for their 
administration and surveillance, as well as for the elaboration of 
administrative rules to which activities within the area will be subject 
respective, in accordance with the provisions of this and other applicable 
laws; The measures that entity41 may impose for the preservation and 
protection of protected natural areas will only be those established, 
according to the respective matters, in this Law, entity116, national waters, 
entity149, entity58, and other that are applicable. 

 Table 6  
Paragraph from the LAN law with negative charge for the entity in Spanish and its translation in 

English 

“entity319": Acto emitido por el entity91 por causas de utilidad pública o 
interés público, mediante la declaratoria correspondiente, para extinguir: 
a. entity320 o asignaciones para la explotación, uso o aprovechamiento de 
entity321, de sus bienes públicos inherentes, ob. entity322, equipar, operar, 
conservar, mantener, rehabilitar y ampliar infraestructura hidráulica 
federal y la prestación de los servicios respectivos; XLVI. ’, ’entity493 por 
causas de utilidad pública o interés público, declaratorias de rescate, en 
materia de concesiones para la explotación, uso o aprovechamiento de 
aguas nacionales, de sus bienes públicos inherentes, en los términos 
establecidos en la entity265; V. entity493 por causas de utilidad pública o 
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interés público, declaratorias de rescate de concesiones otorgadas por "la 
entity45", para construir, equipar, operar, conservar, mantener, 
rehabilitar y ampliar infraestructura hidráulica federal y la prestación de 
los servicios respectivos, mediante pago de la indemnización que pudiere 
corresponder; VI 
“entity319 ": Act issued by the entity91 for reasons of public utility or 
public interest, through the corresponding declaration, to extinguish: a. 
entity320 or assignments for the exploitation, use or exploitation of 
entity321, of its inherent public goods, or b. entity322, equip, operate, 
conserve, maintain, rehabilitate and expand federal hydraulic infrastructure 
and the provision of the respective services; XLVI. ’,’ entity493 for reasons 
of public utility or public interest, declarations of rescue in the matter of 
concessions for the exploitation, use or use of national waters , of their 
inherent public goods, in the terms established in the entity265; V. 
entity493 for reasons of public utility or public interest, declarations of 
rescue of concessions granted by "the entity45", to build, equip, operate , 
conserve, maintain, rehabilitate and expand federal hydraulic infrastructure 
and the provision of services respective, by payment of the compensation 
that may correspond; VI .. 

As it can be seen in Table 7, there are two sets of words for each of the paragraphs 
in which the entity “Aguas Nacionales” (National Waters) occurs, one of them made 
out from positive words and another from negative words. These sets of words were 
constructed from the results of the SentiStrength tool [21]. 

Table 7 
Words that indicate the polarity at the inconsistency in Spanish and its translation in English 

        Law Words 
 Positives Negatives 
LGEEPA realización[+3] (realization)   
 preservación[+2] (preservation)  
 restauración[+2] (restoration)  
 protegidas[+2] (protected)  
 dispuesto[+2] (arranged)  
 medidas[+2] (measures)  
 protección[+2] (protection)  
 únicamente[+2] (only)  
LAN establecidos[+3] (established)  
  explotación[-3] (explotation) 
  servicios[-2] (services) 

By using the WordReference dictionary of antonyms [19], it is noted that the word 
“explotación” (explotation) identified in the context of the entity “Aguas 
Nacionales” (National Waters), in the paragraph shown in Table 6 for the LAN law, 
has a relationship of antonymy with different words found in the paragraph of the 
LGEEPA law (Table 5) for the same entity; these words are shown in Table 8. 
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Table 8 
Identified antonyms from the words that indicate the polarity in Spanish and its translation in English 

        Word (LAN) Antonyms (LGEEPA) 
explotación (exploitation) Realización(realization) 
 Preservación (preservation) 
 protegidas (protected) 
 protección (protection) 

According to the methodology developed in the present work, it is concluded that 
the entity “Aguas Nacionales” (National Waters) presents a low level of coherence, 
given that when performing the sentiment analysis in the paragraphs in which this 
entity is mentioned in the LGEEPA and LAN laws it was identified that some of the 
words, that give polarity to the paragraph and that are related to this entity, are 
antonyms. 

5.4 Opposite Polarity without Opposition Relation: Entity 
“Áreas” (Areas) 

It was identified that the entity “Areas” appears in the LGEEPA and in the law “Ley 
General de Vida Silvestre” LGVS (General Wildlife Law); their paragraphs of 
appearance are shown in Tables 9 and 10 respectively. Based on the entity “Áreas” 
(areas), opposite polarities in the texts were obtained; nevertheless, when analyzing 
the vocabulary found in the context of this entity, there was no opposition relation 
obtained. 

As it can be seen in Table 11, there are two sets of words for each one of the 
paragraphs in which the entity “Áreas” (Areas) occurs, one of them of positive 
words and the other of negative words. These sets of words were constructed from 
the results of the polarity analysis. Depending on the occurrences of these words a 
polarity was assigned to the paragraph, resulting in “Áreas” (Areas) associated with 
positive polarity for the LGEEPA law and negative polarity for LGVS law. 

Table 9 
Paragraph from the LGEEPA with positive charge for the entity “Áreas” (Areas) in Spanish and its 

translation in English 

Se consideran áreas naturales protegidas: I. entity173; II. Se deroga. III. 
entity146 nacionales; IV. entity138 naturales; V. Se deroga. VI. áreas de 
protección de recursos naturales; VII. áreas de protección de flora y fauna; 
VIII. entity179; IX. entity147, así como las demás categorías que 
establezcan las legislaciones locales; X. entity224, así como las demás 
categorías que establezcan las legislaciones locales, y XI. áreas destinadas 
voluntariamente a la conservación. Para efectos de lo establecido en el 
presente Capítulo, son de competencia de la entity56 las áreas naturales 
protegidas comprendidas en las fracciones I a VIII y XI anteriormente 
señaladas. entity125 y del entity36, en los términos que señale la 
legislación local en la materia, podrán establecer parques, reservas 



O. Pichardo-Lagunas et al. Automatic Detection of Opposition Relations in Legal Texts  
 Using Sentiment Analysis Techniques: A Case Study 

‒ 180 ‒ 

estatales y demás categorías de manejo que establezca la legislación local 
en la materia, ya sea que reúnan alguna de las características señaladas 
en las fracciones I a VIII y XI del presente artículo o que tengan 
características propias de acuerdo a las particularidades de cada entidad 
federativa. . . 
The following are considered protected natural areas: I. entity173; II. It is 
repealed. III. entity146 nationals; IV. natural entity138; V. It is repealed. 
VI. Natural resource protection areas; VII. Flora and fauna protection areas; 
VIII. entity179; IX. entity147, as well as the other categories established by 
local laws; X. entity224, as well as the other categories established by local 
legislation, and XI. Areas voluntarily designated for conservation. For the 
purposes of what is established in this Chapter, the natural protected areas 
included in sections I to VIII and XI mentioned above are the responsibility 
of the entity56. entity125 and entity36, under the terms indicated by local 
legislation on the matter, may establish parks, state reserves and other 
management categories established by local legislation on the matter, 
whether they meet any of the characteristics indicated in sections I to VIII 
and XI of this article or that have their own characteristics according to the 
particularities of each federative entity. 

Table 10 
Paragraph from the LGVS with negative charge for the entity “Áreas” (Areas) in Spanish and its 

translation in English 

... entity15 podrá establecer, mediante acuerdo entity48, hábitats críticos 
para la conservación de la vida silvestre, cuando se trate de: a) áreas 
específicas dentro de la superficie en la cual se distribuya una especie o 
población en riesgo al momento de ser listada, en las cuales se desarrollen 
procesos biológicos esenciales para su conservación. b) áreas específicas 
que debido a los procesos de deterioro han disminuido drásticamente su 
superficie, pero que aún albergan una significativa concentración de 
biodiversidad. c) áreas específicas en las que existe un ecosistema en riesgo 
de desaparecer, si siguen actuando los factores que lo han llevado a reducir 
su superficie histórica. d) áreas específicas en las que se desarrollen 
procesos biológicos esenciales, y existan especies sensibles a riesgos 
específicos, como cierto tipo de contaminación, ya sea física, química o 
acústica, o riesgo de colisiones con vehículos terrestres o acuáticos, que 
puedan llevar a afectar las poblaciones. 
... entity15 may establish, through an entity48 agreement, critical habitats 
for the conservation of wildlife, in the case of: a) specific areas within the 
surface in which a species or population at risk is distributed at the time of 
listing, in the which essential biological processes are developed for their 
conservation. b) specific areas that due to deterioration processes have 
drastically decreased their surface area, but still harbor a significant 
concentration of biodiversity. c) specific areas in which there is an 
ecosystem at risk of disappearing, if the factors that have led it to reduce its 
historical surface continue to act. d) specific areas in which essential 
biological processes are developed, and there are species sensitive to 
specific risks, such as certain types of pollution, whether physical, chemical 
or acoustic, or risk of collisions with land or water vehicles, which may lead 
to damage populations.. 
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Table 11 
Words that indicate polarity in the context of the entity “Áreas” (Areas) in Spanish and its translation 

in English 

        Law Words 
 Positives Negatives 
LGEEPA protegidas[+2](protected)  
 protección[+2] (protection)  
 voluntariamente[+3] (voluntarily)  
 competencia[+2] (competition)  
 acuerdo[+2] (agreement)  
LGVS protección[+2] (protection) críticos[-2] (critical) 
 acuerdo[+2] (agreement) procesos[-2] (processes) 
 significativa[+2] (significant) riesgo[-2] (risks) 
 sensibles[3] (sensitive) deterioro[-2] (deterioration) 
  riesgos[-2] (risks) 
  contaminación[-2] (pollution) 

According to the results, in the LGEEPA law, the entity is in a context of protected 
areas, while in the LGVS, it is found in the context of critical habitats, so they get 
opposite polarities. However, at the antonym detection stage of the vocabulary 
obtained from the context of both paragraphs, there is no antonym relation in any 
pair of words that were found in the paragraphs from the LGEEPA and LGVS laws 
for this entity. Based on our methodology developed in the present work, it is 
concluded that the entity “Aguas Nacionales” (National Waters) has opposite 
polarities, but it is coherent by not presenting opposition relations. 

5.5 Analysis of Results 
The case study reflected in this document was obtained from the analysis of a set of 
eight laws, all of the ecological matter. It can be seen that even in documents 
focused on a particular subject, there can be identified opposition relations. By the 
analysis embodied in the Section 5.2, in Table 4, it is observed that the identified 
entities in different paragraphs present the same polarity in most cases. Only 2.3% 
of the entities are in paragraphs with opposite polarities. Those entities are 
considered for a deeper study because of the relation of those entities to their 
context. The example of the “Aguas nacionales” (National Waters) entity in 
Section 5.3 shows how the methodology, based on antonym relations in the context 
vocabulary, achieves the identification of a potential opposition relation.  
The “Áreas” (Areas) example (Section 5.4) highlights the importance of all the 
steps from this methodology (identify entities, obtain polarity and identify antonym 
relations) to mark an opposition relation since the polarity tested in the sentiment 
analysis is not enough for the marking. The consistency validation is carried out by 
experts in public policies, lawyers and legislators. 
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Conclusions 

In this research, the concept of "opposition relations" in legal texts was defined, 
starting from antonymic relations in the vocabulary associated with entities whose 
paragraphs present opposite polarities when implementing sentiment analysis 
techniques. 

The developed methodology consists of 4 stages, ranging from the computational 
transformation of texts to the coherence validation; going through two core stages: 
the identification of polarity in identified entities and the analysis of antonymic 
relations in the context. This methodology was implemented with computational 
algorithms and applied to the environmental scope of Mexican laws, but it is 
applicable in other areas. 

The sentiment analysis tasks and the identification of entities were made with 
generic order tools. The polarity is evaluated using a dictionary, and for the marking 
of entities, a list of entities identified in news was used. Therefore, it is important 
that with the collaboration of different professionals, such as political scientists, 
lawyers and/or politicians, language resources could be generated, that allow 
characterization of the different concepts and relations that are involved in the 
diverse texts in the legal domain. 
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Abstract: The presence of fake news and “alternative facts” across the web is a global 

phenomenon that received considerable attention in recent years. Several researchers have 

made substantial efforts to automatically identify fake news articles based on linguistic 

features and neural network-based methods. However, automatic classification via machine 

and deep learning techniques demands a significant amount of annotated data. While several 

state-of-the-art datasets for the English language are available and commonly utilized for 

research, fake news detection in low-resource languages gained less attention. This study 

surveys the publicly available datasets of fake news in low/medium-resourced Asian and 

European languages. We also highlight the vacuum of datasets and methods in these 

languages. Moreover, we summarize the proposed methods and the metrics used to evaluate 

the classifiers in identifying fake news. This study is helpful for analysis of the available 

sources in the lower resource languages to solve fake news detection challenges. 

Keywords: datasets, fake news, low resource languages, deep learning, machine learning, 

evaluation metrics. 

AMS Subject Classification: 68T50 Natural language processing, 68T01 General topics in 

artificial intelligence 

1 Introduction 

The fake news phenomenon imposes devastating and havoc impact worldwide. It 
poses not only technical challenges for social media platforms but also a dramatic 
impact on everyday life. Rampant “online” fake news leads to “offline” societal 
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events (e.g., the PizzaGate1). For example, according to the United Kingdom Office 
of National Statistics, anti-vaccination misinformation online reduced vaccination 
coverage across England and Wales2. In another example, Financial Times reported 
that French regulators had fined Bloomberg C5M for publishing a fake press 
release3. Therefore, social media platforms and other organizations should gear up 
to battle the dissemination of fake news and take preventive measures to maintain a 
trustworthy news ecosystem. 

Manual verification of news articles is troublesome. Traditionally, journalists are 
required to verify claims against written or spoken facts. This requires a substantial 
amount of time and resources. For example, in PolitiFact4 employs at least two news 
editors to authenticate the news article. Additionally, the amount of data is 
exploding, worldwide and in all languages, making detection of deceiving and spin 
information difficult because of its fast dissemination and easy availability. This 
brings the need for constant monitoring of digital content employing automatic fake 
news detection. 

Automatic fake news detection is aimed to assist in monitoring and analyzing of 
giant amounts of data, and to reduce human efforts and time resources. Multiple 
advanced techniques have been investigated to approach fake news detection such 
as traditional (linear and non-linear) Machine Learning/Deep (ML/DL), Data 
Mining (DM), and Natural Language Processing (NLP). However, the most well-
known research has been focused around the resource-rich languages, in terms of 
availability of tools, size of datasets, and previous research, predominantly Western, 
such as English [1,2,3]. 

In this paper, we survey the available resources for fake news detection from the 
perspective of Asian and European lower-resource languages. First of all, we want 
to derive attention to the size of the fake news problem in the regions where millions 
speak a variety of low to medium-resource languages of people. Next, we show that 
substantial effort exists for these languages to solve the fake news problem. We also 
gave a systematic comparison of fake news definitions used in various studies. 
Further, we provide a detailed analysis to highlight the points, where more 
improvement or effort is needed to achieve more impactful results. 

Our contributions can be summarized as follows: 

• We provide the first review of recent studies in low and medium resources, 
particularly, Asian and European languages for automatic fake news 
detection; 

                                                           
1  https://www.rollingstone.com/feature/anatomy-of-a-fake-news-scandal-125877 
2 https://www.scl.org/articles/12022-the-real-world-effects-of-fake-news-and-how-to-

quantify-them 
3  https://www.ft.com/content/b082851a-07c1-11ea-a984-fbbacad9e7dd 
4  https://www.politifact.com/ 
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• We categorize and summarize publicly available datasets in Asian and 
European languages; 

• We study and compare the various definitions of “fake news” used in the 
surveyed works; 

• We identify different general approaches to fake news detection and group 
the studies accordingly; 

• We overview the metrics used for fake news detection evaluation in the 
surveyed studies and show to which extent the results can be compared 
across different works; 

• Finally, we identify the main challenges around the fake news detection 
problem and highlight the promising pathways for further research to solve 
fake news detection problem in Asian and European languages. 

We hope this work may serve as a useful reference for the sources available to 
develop fake news detection systems for low-resource languages. 

The remaining paper is structured as follows. Section 2 presents and discusses 
various definitions of the term fake news. Section 3 describes and groups the 
datasets. Section 4 sheds light on experimental methodologies employed in the 
development of fake news detection systems. It also presents and compares the 
results. Further, Section 5 provides comparison of popular evaluation metrics. 
Finally, Section 6 concludes with a discussion and Section 7 outlines future 
opportunities. 

2 Variations of Definitions of Fake News 

Multiple definitions of fake news were proposed in [1,4,5]. In the study [4], the 
authors presented several definitions of disinformation elaborated by multiple 
researchers (in contrast to misinformation). The study [4] concluded that 
disinformation has a specific goal, which is to provide information that misleads the 
reader. 

In a similar study, researchers were investigating the ways the term “Fake news” 
was used [5]. The researchers categorized fake news into six types of news: 
fabrication, news satire, manipulation (e.g., editing pictures), advertising (e.g., ads 
depict as professional journalism), propaganda, and news parody. In the previous 
study [5], the scientists highlighted two popular themes among six types of news: 
the appropriateness and purpose of news articles. 

The term “Fake news” has been defined from different perspectives. For example, 
satire can be defined as a news article that contains factually incorrect information. 
Nonetheless, the goal of this news article is not to deceive a reader by providing 
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unproven information but to highlight shameful, unethical, or otherwise “bad” 
attitudes. Finally, this brings up a new challenge to identify fake news because 
addressing this task demands clear definitions and examples to combat fake news 
on web-scale. 

The year 2016 has been known as a “post-truth” era since it introduced recent 
advancements into traditional politics. In that view, Oxford Dictionary5 announced 
“post-truth” as the word of the year 2016 shows that the sensitivity of fake news is 
a global problem. Similarly, Cambridge dictionary6 called a news article fake news 
if it is propagated on the internet at a large scale to either use it as a joke or to 
influence public political ideologies. 

Furthermore, in study [1], the authors classified fake news into three groups: serious 
fabrications, large scale hoaxes, and humorous fakes. The authors failed to provide 
specific reasons for using only these three categories. However, they shed light on 
the characteristics of each category and how to differentiate these three categories 
from each other. The same study also highlighted the limitations of datasets to 
perform fake news detection task. In addition to this, there is another type of fake 
news that is known as “clickbait”, where the intent is to attract a consumer to click 
on a given link. 

We propose the definition of fake news and fake news detection based on the 
previous works and analysis to define this term as follows: 

• Fake News: Fake news is a factually incorrect news article and provides 
misleading information with the intent to deceive the readers making them 
believe it is true. 

• Fake News Detection: For a given news article (unannotated) α, where α ∈ N (α is one news article out of N news article), an automatic fake news 
detection algorithm assigns score S(α)∈ [0, 1] indicating the extent to 
which S(α) is assumed to be a fake news article. 

For instance, if S(𝛼𝛼�) ¿ S(α), then it implies that 𝛼𝛼� has a higher tendency to be a fake 
news b b article. A threshold γ can be defined such that the prediction function F : 
N → [fake, not fake] is: 𝐹𝐹(𝑁𝑁) =  � 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓, 𝑖𝑖𝑓𝑓   𝑆𝑆(𝛼𝛼)  ∈ 𝛾𝛾,𝑛𝑛𝑛𝑛𝑛𝑛 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓, otherwise

 

                                                           
5 https://en.oxforddictionaries.com/word-of-the-year/word-ofthe- year-2016 
6  https://dictionary.cambridge.org/us/dictionary/english/fake-news 
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3 Overview and Grouping of Fake News Datasets 

In the era of artificial intelligence, data are essential assets to automate various 
computer-based tasks. In this view, automatic fake news detection is a striking but 
new area for the research community. However, fake news is a worldwide 
phenomenon and appears in all countries and in multiple languages. Several studies 
focusing on the English language achieved significant advancement and produced a 
few benchmark datasets in English. 

Nevertheless, only limited sources in the form of datasets are available for poor 
resource-languages due to various reasons. The term “Fake news” is divided into 
many subcategories; this is why most publicly available datasets differ from one 
another and cannot be re-used in research with a slightly different focus within the 
broader “fake news” domain, as discussed in Introduction. Thirdly, data collection 
and annotation is a time-consuming and expensive task. Therefore, it is challenging 
to design new annotated datasets for fake news detection. 

In this study, we primarily focus on non-English datasets available for automated 
fake news identification. Moreover, the inadequacy of fake news datasets is a major 
stumbling block, especially in automatically identifying fake news across multiple 
languages. We analyzed various datasets in related works that focused on assessing 
the integrity of news articles, Twitter postings, and YouTube comments. 

We categorized the datasets into two sub-categories, (i) mainstream media articles 
datasets, (ii) social network posts datasets. 

3.1 Mainstream Media Articles Datasets 

Mainstream media articles datasets comprise on lengthy texts and news articles that 
can be seen in traditional e-newspapers, containing approximately 400 to 700 
words. Below we describe three such datasets. The details of these datasets are 
presented in Tables 3 and 4. 

3.1.1 Bend the Truth 

 In the recent study [6], a fake news dataset “Bend the Truth” is presented in the 
Urdu language that contains two types of news, (i) real news and (ii) fake news. The 
dataset covered five news topics, sports, entertainment, business, technology, and 
health. 

The authors collected 500 real news from five different domains. Each domain is 
contributing 100 news in the proposed corpus. Since there are five categories of 
news, so in total, the dataset contains 500 real news. The real news in the Urdu 
language was manually collected from 16 news stream websites and four different 
countries from January 2018 to December 2018. These countries are the USA, UK, 
India, and Pakistan. The study provides a comprehensive description of real news 
collection and annotation methodology. 
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3.1.2 BanFakeNews 

Study [7] introduces the fake news dataset BanFakeNews in Bangla language. 
Bangla language is the official language in Bangladesh and has more than 230 
million native speakers and is spoken widely in Bangladesh and India. 

The dataset contains three categories of news, (i) click baits, (ii) satirical, (iii) real, 
and fake news with their headlines. The dataset considered real and fake news in 
one category. 

The dataset includes 242 topics that were further classified based on similar 
categories into 12 news domains (sports, politics, crime, technology, etc.). 48,678 
real news were collected (till March 08, 2020) from 22 mainstream news websites 
in Bangladesh, each real news on average had 271.16 words. In contrast, only 1,299 
fake news articles were collected from www.jaachai.com and 
www.bdfactcheck.com, and each fake news contained, on average, 276.36 words. 
The meta-data such as the source of the news article, publication time, news topic, 
and the relation between headline and article were provided for only 8500 news 
articles due to the task complexity. The assessment or labelling was done by 
undergraduate students who have a background in Computer Science and 
Engineering and Software Engineering who manually annotated the source of the 
news and tagged the relation between headline and article as “related” or “non-
related.” 

3.1.3 Persian Stance Dataset 

A recent study [8] contributed the first stance detection dataset in the Persian 
language to study article-claim stance and headline-claim stance classification 
tasks. The study created a web-based tool (the stance detection system)7  to collect 
claims and news articles. Stance detection is defined as investigating what other 
mainstream news organizations publish about a piece of news, i.e., understanding 
what these organizations claim about that specific news [9] and on Twitter [10]. The 
authors defined a claim as news published by another news agency, and that claim 
was used to check the stance of the body of the news article. The same web-based 
tool was used to annotate the news article’s stance against the claim made and to 
find the integrity of each claim. All the claims were collected and created from 
rumors and news headlines using two Iranian websites (Fakenews and Shayeaat). 

The study provides 2,124 news articles and textual claims (news headlines) to the 
stance detection system that annotates the news article’s stance against the claim 
into four groups, agree, disagree, discuss, and unrelated. The research reported that 
Fakenews and Shayeaat assemble rumors (headlines) from different sources and 
manually check the news articles’ credibility. 

                                                           
7  https://github.com/majidzarharan/persian-stanceclassification 
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3.1.4 Arabic Fake Rumours Dataset 

A recent study [11] analyzed fake news in the context of rumor detection. The study 
presented a corpus in the Arabic language for the automatic fake rumor detection 
task. It considered rumor detection as a binary classification problem. The authors 
focused on three Arab celebrities, Fifi Abdu (an Egyptian dancer), Abdelaziz 
Bouteflika (the former Algerian president), and Adel Imam (an Egyptian 
comedian). 

To retrieve the YouTube comments, YouTube API was used to collect the 
comments associated with these three personalities’ death rumors. The authors 
considered YouTube comments as potential rumors to address automatic fake new 
detection tasks. Furthermore, it is essential to mention that the term “fake news” 
authors didn’t mean “news articles”. 

The researchers used keywords associated with rumors to data-mine fake stories 
(comments) related to these personalities’ death. For example, the study used 
keywords such as “Algerian president dies”, “yes death,” “Bouteflika death,” to 
retrieve rumors related to the death of the Algerian president. Similarly, they mined 
comments associated with the death of an Egyptian comedian using the keywords 
“adel imam dies”, “Adel die,” and “Allah yerhamo.” Likewise, the Egyptian 
dancer’s death rumours were collected using “Fifi died”, “True news”, and “Allah 

yarhemak”. If one of these keywords appeared in a comment, then the comment was 
tagged as a rumor. In the contrary case, the comment was labelled as the no-rumor 
if the comment contained the celebrity’s name and did not mention death. In the 
end, 343 rumors and 3092 non-rumors were included in the final detest. 

3.1.5 Czech, Polish, and Slovak Fact-checking Datasets 

The study [12] presented datasets in three languages: Czech, Polish, and Slovak to 
address fact-checking tasks in West Slavic Languages. The Czech dataset contained 
9082 claims of politicians that were annotated by expert annotators in four classes: 
(i) False, (ii) True, (iii) Unverifiable, and (iv) Misleading. Likewise, the dataset also 
contained 2835 politicians claims in Polish and 12554 politicians claims in Slovak 
language. However, the authors did not mention whether the claims of the same 
politicians were used in three languages. The authors downloaded the claims from 
websites in April 2018. 

3.1.6 DANFEVER (Danish) Dataset 

A new dataset in Danish has been proposed [13] for the claim detection task. The 
dataset contained 6,407 claims in Danish language that are manually annotated into 
three classes: (i) Supported claims, (ii) Refuted, and (iii) NotEnoughInfo claims. 
Different sources, such as Danish Wikipedia and Den Store Danske have been used 
for claims generation. 
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3.1.7 FactCorp (Dutch) Dataset 

The author in [14] proposes to investigate fact-checks from a corpus linguistic 
approach. This study aims to understand and learn more about the extent and 
substance of factchecks, additionally more about that how science appears 
(incorrectly) in the news and how to behave from the science communication 
perspective. A FactCorp contains a 116 million words corpus and 1974 fact-checks 
reported from three different Dutch newspapers. The author of this study has done 
different analyses as a result, including keyword, qualitative content elements, and 
rhetorical moves analysis. According to these analyses, they show that FactCorp 
allows a wealth of possible applications, emphasizing the need to develop such 
resources. 

In the study [15], the researcher argues that network analysis’s persistent disregard 
for conflict leads to enormous conclusions on heated arguments. The researcher in 
this study introduces a method for incorporating negative user-to-user contact into 
online arguments by analyzing signed networks with negative and positive 
relationships. The ‘black Pete’ debate on Twitter is analyzed on the annual Dutch 
celebration in this study. The dataset containing 430,000 tweets is used, and ML 
and NLP-based solutions are applied to identify the stance of users in online debate 
and the interaction between users. The results demonstrate that some groups are 
targeting each other, while others appear to be scattered across Twitter. 

3.1.8 DEAP-FAKED (Estonian) 

Recently, hoaxes and fake news spreading on social media have attracted more 
attention, especially in politics and healthcare (COIVD-19). For the detection of 
fake news on social media platforms, a Deep-Facked framework has been proposed 
in [16]. A deep-Facked approach is the combination of NLP-based and GNN-based 
techniques. Two different publicly available databases containing articles from the 
healthcare, politics, business, and technology domain are used in the Deep-Facked 
approach. 

3.1.9 Cresci-2017 (Finnish) 

The goal of this study is to investigate the influence of bots on Finnish politics 
Twitter, using a dataset of accounts that follow important Finnish politicians before 
the 2019 parliamentary election.  

In this social media life, opinion mining and sentiment analyses are important tasks, 
e.g. when stipulating fake and hoax news. In this study, the author [17] addressed 
this deficiency by presenting a 27,000-sentence data set that was annotated with 
sentiment polarity by three native annotators separately. They used the same three 
annotators throughout the data set, which gives the unique opportunity to study 
annotator behavior across time. Furthermore, they examine their inter-annotator 
agreement and present two baselines to verify the utility of the dataset.  
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A new dataset in the Finnish language on rumor detection is presented [18]. In this 
study, the author assesses two different models based on LSTM and two models 
based on BERT. Because the models were trained on tiny and biased corpora, these 
findings suggest that additional work is needed for pre-trained models in the Finnish 
language. 

3.1.10 Fake.Br Corpus (Portuguese) 

The study [19] proposed a news corpus for fake news detection in Brazilian 
Portuguese (PT). The dataset contained 7,200 news, which was manually labelled 
and contained an equal number of fake news (3,600) and true news (3,600) articles. 
The news articles were retrieved from January of 2016-2018. 

3.1.11 Partelet Corpus of Propaganda Texts (Hungarian) 

A digital Hungarian language database of communist propaganda text named as 
Partelet has been presented in [20]. This paper serves two purposes: first, to provide 
a general overview of the corpus compilation method and basic statistical data, and 
second, to demonstrate the dataset utility using two case studies. Results illustrate 
that the proposed corpus offers a unique potential for doing research on Hungarian 
propaganda speech as well as assessing changes in this language using computer-
assisted approaches over 35 years. 

Recent developments in the field of semantic encoding demonstrate significant 
progress and call attention to such strategies. These approaches’ main purpose is to 
convert human-written natural language text into a semantic vector space. The train 
and execution of a semantic encoder for the Hungarian language are discussed in 
this study [21]. Since Hungarian is not a commonly spoken language, the number 
of linguistic available resources is restricted. Although the method described here 
is used with the Hungarian language, it may be used in any small or medium-sized 
language. 

3.1.12 Spanish Fake News Corpus (Spanish) 

The Study [22] introduced the first Spanish corpus to investigate and analyze the 
style-based fake news detection in the Spanish language. The dataset included an 
overlap of distinct news topics and classes containing true news (491) and fake news 
(480). The news was manually tagged and obtained from January to July of 2018 
from several websites. 

3.1.13 Fake News Polarization (Italian) 

The study [23] aims at disseminating fake news on Facebook pages. The dataset 
consisted of 333,547 news officials and 51,535 fake news on Facebook posts which 
were further divided into “entities” (i.e., news topics). The data was collected in 
July-December 2016 exclusively by means of the Facebook Graph API. 
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3.1.14 CT-FAN-21 Corpus (Bulgarian, Turkish, Spanish) 

The research [24] investigated into misleading news articles in European languages 
including Spanish, Turkish and Bulgarian. They tested out their CT-FAN-21 corpus 
on 900 trained and 354 test articles submitted by 27 teams for Task 3A, 20 teams 
for task 3B assigned for 1) 3A; topical domain detection of news articles and 2) 3B; 
multi-class fake news detection. 

3.1.15 FakeDeS: Spanish dataset for Fake news 

Datasets for fake news in Spanish are available though not in abundance [22,25,26]. 
In 2021 IberLeF released [25] the second iteration of the fake news challenge named 
“FakeDeS”. The first edition was released [26] in 2020 named as “MEX-A3T”. The 
second edition of the dataset used “MEX-A3T” dataset as the training set and 
created a new test dataset with data related to COVID-19. The topic distribution of 
the dataset comprised of science, society, health, politics, entertainment, education, 
economy and sport. 

The dataset was compiled using fact-checking websites and newspapers. The 
second edition of the dataset has 970 (491 True, 480 Fake) training files and 572 
(286 True, 286 Fake) test files, while the first edition contains 676 (338 True, 338 
Fake) training files and 295 (153 True, 142 Fake) test files. 

3.1.16 Fake News Dataset for Slovak 

A dataset in the Slovak language is presented [27] with a focus on home news, world 
news, and economic news. However, in this paper, we discuss the extension of this 
dataset introduced in the paper [28] with deep learning baselines. The data was 
obtained from multiple news sources targeted at a specific domain of Slovak home 
news. The targeted news was annotated with labels 0 (Fake News) or 1 (True News) 
using konspiratori.sk (database for news credibility) at the initial stage and then 
manually verifying it. The final distribution shaped into 11,410 (training), 3,803 
(validation), and 3,804 (test) articles respectively. 

Table 1 
Mainstream / Social Media Articles Datasets in Asian languages. 

  Fake News Datasets   
Name Language Size Main Input Task Annotation 

Bend the 
Truth Urdu Real: 500 News 

Articles 
Fake News 
Detection 

Professional 
Journalists Fake: 400 

BanFake
News Bangla Real: 48678 News 

Articles 
Fake News 
Detection 

Trained 
annotators Fake: 1299 

Persian 
Stance Persian Articles: 2124 News 

Articles 
Stance 

Detection 
Trained 

annotators Claims: 600 

Arabic 
Rumours Arabic 

Rumours: 343 YouTube 
Comments 

Fake 
Rumours 
Detection 

Trained 
annotators Non-rumours: 3092 
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4 Comparison of Methods for Fake News Detection 

Several studies have been conducted to understand and investigate multiple ways to 
automatically differentiate fake news from real news. This study analyzes the 
essential research in which we find work related to fake news detection tasks in 
Asia. Table 5 shows the proposed techniques in low-resource Asian languages. We 
limited the scope of this study by only analyzing the methods used in Asian 
languages, and would like to work on methods for European Languages in our future 
work. To the best of our knowledge, no prior research has been done to analyze 
automatic fake news detection systems in lowresource Asian languages. We 
categorize them into two subsections: Non-Neural Network Techniques and Neural 
Network Techniques. 

4.1 Features for Fake News Detection 

There are two main methods to tackle the fake news detection task (i) analyzing the 
content of the news article and (ii) analyzing the context of the news article. In the 
first method, a recent study comprehends the fake news detection phenomenon; it 
reveals that fake news tends to spread faster than real news [2]. 

In contrast, in the second method, linguistic features differentiate fake news articles 
from real news articles, i.e., discussing typical patterns. For example, in recent 
studies, linguistic features have been used to perform automatic fake news 
identification task [3, 6-8, 11, 29]. It is essential to highlight that most of the studies 
on fake news detection lack concrete guidelines on what features are necessary for 
the task. This is significant to know because these studies use specific data and 
feature sets to train classifiers. Moreover, the studies also lack details about why 
fake news is classified as fake news and the classifiers’ decision behind classifying 
fake news articles. 

Table 2 
Mainstream / Social Media Articles Datasets in European languages 

Fake News Datasets 
Name Language Size Main Input Task Annotation 

Czech fact-
checking Czech 

True: 5669 
Claims of 
politicians 

Fact-
Checking 
Detection 

Trained 
annotators 

False: 1222 
Unverifiable: 1343 

Misleading: 848 

Polish fact-
checking Polish 

True: 1761 
Claims of 
politicians 

Fact-
Checking 
Detection 

Trained 
annotators 

False: 648 
Unverifiable: 113 
Misleading: 313 

Slovak fact-
checking Slovak 

True: 7987 
Claims of 
politicians 

Fact-
Checking 
Detection 

Trained 
annotators 

False: 1670 
Unverifiable: 1751 
Misleading: 1146 

Slovak True: 9979 News articles Fake news 
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Slovak Fake 
news Fake: 9048 Detection konspiratori.s

k annotators 

DANFEVER Danish 

Supported Claims: 
3,124 Text annotated 

as claims 
Claim 

Verification 
Trained 

annotators Refuted Claims: 2,156 
Notenoughinfo 
Claims: 1,127 

FactCorp Dutch Fact-Checks: 1,974 Dutch news Fact-
Checking 

Trained 
annotators 

Deep-Faked Estonian True: 9,129 News article Fake News 
Detection 

Trained 
annotators Fake: 5,058 

Cresci-2017 Finnish 
Bots Account: 3000 Claims of 

politicians 
Identify the 
bot account 

Trained 
annotators Genuine Account: 

3000 

Suomi24 Finnish Sentences: 27,000 Social website Fake news 
detection 

Trained 
annotators 

Fake.Br 
Corpus Portuguese True: 3600 News article Fake News 

Detection 
Trained 

annotators Fake: 3600 
Spanish Fake 

News 
Corpus 

Spanish 
True: 491 

News website Fake News 
Detection 

Trained 
annotators Fake: 480 

FakeDeS Spanish 
True: 777 News articles 

Fact-Checking 
Websites 

Fake news 
Detection 

Trained 
annotators Fake: 766 

Fake News 
Polarization Italian Official: 333,547 Facebook Fake News 

Detection 
Trained 

annotators Fake: 51,535 

Partelet Hungarian Text Tokens: 
13,185,200 

Partelet 
journel 

Propaganda 
Detection 

Trained 
annotators 

HoaxItlay Italian News: 37k Twitter 
streaming API 

Fact-
checking/Dis
sinformation 

Trained 
annotators 

CT-FAN-21 
Corpus 

Bulgarian, 
Turkish, 
Spanish 

False:111 

News Articles 
Fact-

Checking 
Detection 

Trained 
annotators 

True: 65 
Partially False: 138 

Others: 40 

4.2 Non-Neural Network Techniques 

Most studies used linguistic features to adders to the automatic fake news detection 
task. Researchers have been using linguistic features such as N-grams, syntactic 
features such as POS tags, and semantic features like text entailment and metadata 
(the headline’s lengths and the body of news articles) to implement fake news 
classification on the benchmark datasets. 

A recent study [11] presented a fake news corpus in the Arabic language. The study 
focused on fake news detection in their dataset using three machine learning 
classifiers. The experiments were performed with the train test split ratio 70/30, 
respectively using N-grams features, namely, word N-grams where N varies from 
uni-gram to tri-gram, with term frequency-inverse document frequency (TF-IDF) 
weighting scheme. Three supervised machine learning algorithms have been used, 
such as Decision Tree (DT), Support Vector Machine (SVM) with linear kernel, and 
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Multinomial Naıve Bayes (MNB) classifiers. The study reported that the SVM 
achieved the highest accuracy of 0.95 compared to other classifiers in classifying 
rumors in YouTube comments. 

A similar study [6] on fake news detection in Bangla language, used linguistic 
features such as word N-grams (n=1,2,3) and character N-grams (N=3,4,5) along 
with the normalized frequency of different POS tags. The study removed stop words 
and punctuation in the pre-processing phase. Additionally, the research utilized 
metadata (the headline’s lengths and the body of news articles) and punctuation 
frequency as features. Furthermore, to convert words into vectors, the study used 
TFIDF as the frequency weighting scheme. For the classification, linguistic features 
were supplied into a linear Support Vector Machine (SVM), Random Forest (RF), 
and a Logistic Regression (LR) model. For the experiments, the split data ratio was 
70/30 train-to-test, respectively. The SVM model outperformed other classifiers and 
achieved 0.89 F1-score and 0.90 F1-score using character 3-gram weighted 
frequencies and all linguistic features. 

Likewise, research [7] investigated automatic fake news detection in the Urdu 
language. The study classified news articles using combinations of different N-gram 
types (words, characters, and functional words). It showed that the combinations 
provide better results than N-grams of a single type. The experiments used five N-
gram frequency weighting schemes (TFIDF, normalized, log-entropy, binary, TF) 
and seven different machine learning classifiers. The study provided a 
comprehensive analysis of different feature sets used in the experiments. Lexical 
features with N-gram size 1 to 3 obtained better results compared with 4,5,6. Finally, 
the study reported that AdaBoost outperformed other classifiers by getting 0.86 F1-
real and 0.90 F1-fake scores. The authors also reported a balanced accuracy of 0.88. 

Previous study [8] on stance classification in the Persian language used three 
machine learning classifiers. The study reported that two feature types, such as bag-
of-words representation (BoW) and TFIDF, were used. Eventually, the study 
showed that Random Forest achieves an accuracy of 0.69 in recognizing the stance 
of headline-claim. 

Study [30] used term frequency (TF) weighting scheme and Naive Bayes classifier. 
The study reported that Native Bayes obtained 0.78 accuracy to identify hoax news 
using the Indonesian language. 

4.3 Neural Network Techniques 

In recent studies, Deep Learning techniques have been widely used in different tasks 
such as text classification and generation tasks. These techniques, namely, Neural 
Networks, achieved significant results and showed impressive performance in 
solving various NLP-related tasks. Different neural network architectures such as 
the Convolutional Neural Network, Recurrent Neural Network, and Transformer all 
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need much data to learn hidden patterns. These techniques obtain better results than 
linguistic feature-based methods. 

The study [6] used semantic features to differentiate fake articles from real news 
articles. The experiments were conducted based on two types of word embeddings 
(vector representations of each news article) Fast text word embeddings [31] (300-
dimensional word vectors) and Word2Vec [32] (100dimensional word vectors). The 
research used 256 different kernels, having to vary in size lengths from 1 to 4. The 
global max pool and the average pool were used in the pooling layer. For the 
activation function, ReLU [18] activation function was used. 

In the prior study [8], the study focused on both tasks, headline-claim stance 
classification and articleclaim stance classification. The research was based on deep 
learning techniques, particularly the stack LSTM architecture using pre-trained 300-
dimensional word embedding. All the experiments were performed with the deep 
learning library Keras8. 100-word embedding features are fed to two LSTMs to 
consider word sequences. The neural network has three dense layers, and each layer 
contained 300 neurons. In the last layer of the neural network, the softmax activation 
function is used to obtain the final output. The headline text was fed as input to the 
neural network. In addition to this, the study investigated two tasks, headline-claim 
stance detection, and article-claim stance detection. Thus, the authors reported that 
stackLSTM did not perform well in recognizing the headline-claim (in this task, the 
Random Forest classifier outperformed deep learning). However, the study 
illustrated that stackLSTM exceeded other techniques by obtaining 0.72 accuracy in 
finding the article-claim stance. 

We observed that Deep Learning methods are not so prominent in addressing the 
automatic fake news detection task, especially in European and Asian low-resource 
languages, for several reasons. 

First of all, the inadequacy of available sources in the form of datasets. Secondly, 
creating datasets is a time-taking task, but it requires financial support, which is a 
challenging part most of the time. Thirdly, the research community in Asian and 
European low-resource languages is minimal. Finally, the available datasets are 
small in size, therefore, not sufficient to train Deep Learning techniques to tackle 
automatically identifying fake news. Table 3 and Table 4 show the size of the 
available datasets in Asian and European languages for differentiating fake news. 

5 Popular Evaluation Metrics 

This section explains various evaluation approaches and metrics used to assess the 
performance of different fake news detection systems. Fake News detection is 

                                                           
8  https://keras.io 
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almost universally approached as a classification task, either as a binary 
classification (more often) or a multi-label task. A binary classification problem has 
the goal to classify the instances of a given set into two categories. For example, in 
fake news detection as a binary classification task, the goal is to differentiate fake 
news from real news. However, if a problem is concerned with more than two 
groups, it is a multi-class task. For example, detecting a stance between a news 
headline and the whole text of the news article is a multi-class task since there are 
more than two labels involved, such as agree disagree, unrelated, etc. 

In general, studies on fake news detection used different metrics to evaluate the 
performance of the presented methods, creating some inconvenience compared to 
the results among different works. For example, we observe studies reporting 
precision, recall, accuracy, F1 score, and ROC-AUC to evaluate the performance of 
various models trained on balanced datasets. In contrast to the balanced datasets, 
multiple studies have reported precision, recall, along with the F1 score for the fake 
class and ROC-AUC to examine the overall system quality and evaluate the model 
performance. In addition to this, some studies also calculated Micro-F1 scores for 
highly unbalanced datasets. Finally, we noticed that most of the studies used the F1 
score to measure the model’s performance since most of the datasets are unbalanced. 

Discussion and Conclusions 

This work provides the first overview of various publicly available datasets for 
automatic fake news detection in Asian and European languages. Most of which are 
poor resource languages, providing comparative statistics on their sizes, grouping 
them by the length and source of content news, and surveying dataset annotation 
procedures. We have also surveyed the approaches used in the studies on fake news 
detection in low-resource languages and grouped them into studies using traditional 
machine learning and neural network approaches. We note that working on Asian 
languages with more resources, notably, Chinese, demonstrates wider adoption of 
neural networks and achieves better results with those. Finally, we provide a brief 
overview of the evaluation metrics used to report fake news detection performance. 
It is important to note that due to a large variety of metrics available, some studies 
choose to report different metrics than others, which leads to difficulties in 
comparison among studies. 

Although low-resource languages have limited resources and a plethora of 
challenges, these languages lack expert-based fact-checking websites, i.e., 
PolitiFact9 or FactCheck10, which provide the services of fact-checking. However, 
tackling fake news tasks in low-resource languages can decrease the detrimental 
consequences of fake news globally. Multiple studies reported fact extraction [33] 
and relation extraction [34] in English, but this research still needs attention in low 
resource languages. Unless these techniques are enhanced, robust Knowledge Bases 
                                                           
9  https://www.politifact.com/ 
10  https://www.factcheck.org/ 
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(KB) cannot be created for fact-checking, to eliminate fundamental issues like 
redundancy [35], invalidity [36], conflicts [37], unreliability [38] and 
incompleteness [39,40] in fake news. Style detection in fake news identifies the 
intent of the content and the style of text changes across languages and domains. 
The textual style also evolves with time, and hence more attention should be put to 
create solutions needed for style-based fake news detection in low-resource 
languages. While targeting the fake news, it is also important to analyse the check 
worthiness [41] of the news, which can be analysed by the potential of influence 
[42], user reputation [43], historical likelihood of the topic and title verification [44] 
of the content. This improved the efficiency of fake news that can have a mass 
impact on society and unfortunately, most of these topics need emphasis by the 
research community of the low resource languages. 

We also note that one of the crucial difficulties faced while assembling the fake 
news datasets was finding the datasets focusing solely on fake news detection. In 
many cases, datasets are purposed for multiple tasks that are only indirectly related 
to the fake news detection problem, particularly, the datasets annotated for rumor 
detection, stance detection, and differentiating between fake news sub-classes satire.  

Future Opportunities and Research Directions 

Future research on fake news detection might extend datasets’ explanations in most 
major languages used in Natural Language Processing to study fake news from 
various perspectives. We also want to track attention to explainable machine 
learning algorithms to solve automatically fake news detection. The explainable 
algorithm can point out important features and the classifiers’ decision behind 
classifying news articles as fake or not fake. This can significantly improve the 
performance of existing fake news detection systems. We also want to investigate 
the performance of the machine learning algorithm trained on one dataset and test 
it on a different dataset across languages. For example, we want to study whether 
training on stance detection dataset and testing on rumor detection can provide 
better performance. In future research, we also want to analyze the methods used in 
European languages. 
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Abstract: Several types of numerical simulations have been used over the years in the 

Physical Sciences, to advance the real-life problems understanding. Among the statistical 

tools used for this are, for example: Monte Carlo simulations, such mechanisms have been 

used in various areas, however, today another tool is used, Machine Learning, which is a 

branch of Artificial Intelligence (AI). This article reviews sets of work that encompass 

various areas of the Physical Sciences, to mention some such as particle physics, quantum 

mechanics, condensed matter, among many others that have used some Machine Learning 

mechanisms to solve part of the problems raised in their research. In turn, a Machine 

Learning methods classification was carried out and it was identified which are the most 

used in Physical Sciences, something that is currently done in very few studies, as it 

requires extensive review work. The analysis carried out also allowed us to glimpse which 

areas of the Physical Sciences use Machine Learning the most and identify in which types 

of journals it is published more on the subject. The results obtained, show that there is 

currently a good number of works that interrelate Machine Learning and the Physical 

Sciences, and that this interrelation is increasing. 

Keywords: Machine Learning; Physical Sciences; review; interdiciplinary 

1 Introduction 

Machine Learning (ML) is a methodology aims to implement capable 

computational algorithms of emulating human intelligence by incorporating ideas 

of probability and statistics, control theory, information theory, neuroscience, 

among other. This has allowed successful applications in various fields, such as 
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artificial vision, robotics, entertainment, biology, medicine, among others, so 

physical science could not be the exception. ML is basically integrated by 3 major 

learning paradigms [1]: 

• Supervised learning: It creates a model that relates the output variables 

with those of the input. This function is used later to make predictions. 

This paradigm is generally used for regression and classification 

problems. 

• Unsupervised learning: It has the objective of obtaining groups, such 

that in each of them there are homogeneous instances, while the groups 

are heterogeneous among themselves. In this learning there is no 

information from the past, it is the model itself in charge of making its 

own divisions. The tasks that cover this type of learning are grouping, 

dimensional reduction, association. 

• Reinforcement learning: The algorithm learns, not with the previous 

information that has been provided, but with its interaction with the 

world that surrounds it, therefore, feedback is produced that modifies and 

refines its behavior. 

Figure 1 shows the 3 paradigms of comprehend ML and some of the most 

common methods used in each category. 

In addition to these three categories, in the present work the methods described 

below are also considered: 

•  Ensemble methods: These use the idea of combining several predictive 

models (supervised ML) to obtain higher quality predictions than each 

one of the models could provide individually. The most popular ensemble 

algorithms are Random Forest, XGBoost. 

•  Neural Networks and Deep Learning: Neural Networks are a subset of 

techniques that are inspired by the operation of connectionist systems, 

they are therefore within ML, the objective of Neural Networks is to 

capture non-linear patterns in data by adding layers of parameters to the 

model. Now the term Deep Learning comes from a Neural Network with 

many hidden layers and encapsulates a wide variety of architectures, for 

best performance Deep Learning techniques require a lot of data and a lot 

of calculations. 

ML methods are designed to exploit large data sets in order to reduce complexity 

and find new functions in the data. Various Machine Learning algorithms have 

been used in the Physical Sciences, there are studies in the condensed matter 

physics area, such as Carrasquilla and Melko [2] that use a neural network with 

condensed matter model labels of low temperature and high temperature phase. 

The training set was given by an equilibrium configuration of the model obtained 

from Monte Carlo simulations. 
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Figure 1 

General ML scheme and some methods of each category 

Another work used artificial neural networks to recognize different phases of 

matter and locate associated phase transitions, it is the work of Van Nieuwenburg, 

E. [3]. 

A review conducted in the area of particle physics by a research group [4] 

indicates that to date, the Large Hadron Collider (LHC) experiments have 

produced around 2,000 journal articles, providing a large library of examples for 

using ML with these kinds of complex data sets. In that work, for example, some 

highlights are discussed, including the role of ML in the discovery of the Higgs 

boson. 

Challenges such as the 2014 Higgs Machine Learning Challenge and the Tracking 

Machine Learning challenge (TrackML) have even been carried out running on 

the Kaggle platform from March to June 2018 [5], which was a challenge for the 

ATLAS and CMS experiments, particularly for track reconstruction algorithms. 

According to Zdeborová [6] every researcher in the Physical Sciences is clear that 

there are many numerical simulation types. Depending on the system and the 

interest question, knowledge and experience are required to find the correct 

numerical simulation and perform it carefully enough to be able to truly advance a 

given problem understanding. Under her consideration, the same goes for ML tool 

applications. 

There are then various ML methods have been useful in the Physical Sciences, 

there are currently some review works such as Larkoski's [7] and Carleo [8] that 

show some ML methods applied to various areas, however, they do not perform a 

specific systematic review of a good number of methods used in various areas of 

the Physical Sciences. Therefore, the objective of this systematic review was to 

investigate the ML methods used in Physical Sciences, to detect the most used, in 

addition to identifying the Physical Sciences areas that the most take advantage of 

them, additionally to distinguish in what type of journals the most they are 

published. 
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The structure of this article continues with Section 2, where it explains the 

methodology used for the literature review. Section 3 shows the data analysis and 

research results. Finally, the last section addresses the conclusions and 

perspectives of the work. 

2 Methods 

2.1 Overview 

For the representative review, the most relevant investigations were identified 

through a systematic search in various electronic resources, such as, ACM digital 

library, Annual Reviews, EBSCOHOST, IEEE Xplore digital library, Nature, 

ScienceDirect, Scopus, Wiley, Google Scholar, Web of Science and InSpire. 

These are 11 of the most used platforms for searching for information. The search 

ran through July 2021. The combined search terms included "Machine Learning", 

"Physical Sciences", "physics" and "review". The search was carried out with 

limited English language. Two of the reviewers performed the search 

independently, following the methodology of Snyder [9], titles, abstracts, as well 

as keywords were reviewed. The data collected from both searches was placed in 

a single directory. 

In order to be included in this review, papers had to meet the following inclusion 

criteria: (1) be defined as research mentioning Machine Learning methods, (2) 

focus primarily on areas of Physical Sciences, (3) were included other previous 

review studies covering the intersection between ML and Physical Sciences, and 

(4) published in the period January 2005 and July 2021. 

Referred scientific articles to any other area type not related to Physical Sciences, 

studies carried out entirely under a mathematical approach, as well as works that 

were complete books and those that were published in fields of knowledge other 

than physical and computational sciences they were excluded. 

2.2 Data Extraction 

The present article was carried out by two reviewers, the 11 electronic databases 

described above were used and 41 and 29 potentially relevant articles were found 

by each reviewer, giving a total of 70 articles in this phase. According to Snyder 

[9] the actual selection of the sample can be done in several ways, depending on 

the nature and scope of the specific review, in this case, the approach used was to 

perform the review in stages, firstly, the duplicate elements were deleted, leaving 

a total of 65 works, subsequently a preliminary analysis was carried out, based on 

the title, abstract and keywords, which reduced the number to 60, and finally the 
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exclusion criteria were applied, to select the documents that could be eligible for 

this study, a total of 55 articles remained in this selection (see Figure 2). Once we 

had selected elements, we proceeded with the collection of the articles in full text 

for detailed analysis. 

For each article included the following variables were identified: (1) Machine 

Learning methods mentioned in the work, (2) areas of physics addressed, (3) if the 

work is a review or not, (4) the journal where it was published. 

The classification was carried out by two of the reviewers, and although in general 

there was a great agreement in the information collected, there were some studies 

where the vision of a third reviewer was necessary to clarify some discrepancies 

and reach a consensus. 

The search and selection process for relevant works is summarized in Figure 2. 

 

Figure 2 

Search and selection strategy process flow chart 
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3 Results 

3.1 Overview 

Seventy records were identified through the electronic search carried out (see 

Figure 2). After removing duplicate items and applying the exclusion criteria, a 

total of fifty five articles were selected for further review. Once all the documents 

had been collected, it was necessary to identify the four variables described in the 

previous section for each work. 

The following sections detail and explain the results obtained from the 

identification and classification of data according to the four variables, in 

particular Section 3.2 mentions the ML methods used or mentioned in each of the 

analyzed works, Section 3.3 mentions the areas of Physical Sciences that are 

covered in the articles, Section 3.4 describes the preceding review works and 

finally Section 3.5 illustrates in which type of journals they are most published, 

and a graph of the articles published as a function of time. 

3.2 ML Methods 

The articles analysis shows a great variety of ML methods, covering the 3 

categories, both supervised, unsupervised and reinforcement learning, also 

including ensemble methods and deep learning. Table 1 shows each of the 

methods in detail, the total number of works where they were located and the main 

academic references where they are mentioned. It is important to note that in some 

studies more than one method is mentioned, even studies that included more than 

10 methods were found, generally the review ones. 

According to the results, it can be seen that the most used method is Neural 

Networks, which appears in 26 of the 55 references, which represents 47.27% of 

the total articles, in the second instance there are Convolutional Neural Networks 

that are mentioned in 21 articles, in third place we have both Vector Support 

Machines and Deep Neural Networks in 11 articles each, in fourth place are the 

Decision Trees that are mentioned in 10 articles and in fifth place are Generative 

Adversarial Networks mentioned in 8 works. 

Among the less mentioned methods are Principal Component Analysis mentioned 

in 7 articles, followed by Random Forest mentioned in 6, and at the same level K-

Nearest Neighbor and Recursive Neural Network with 5 mentions each, followed 

by three methods that have 4 mentions each, which are Gaussian Process 

Regression, K-Means, and Long Short-Term Memory. 

Finally, it can be seen in Table 1 that there are several methods that are only 

named in one, two or three works, some of them are modifications or adaptations 
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to the main methods such as Physics-Guided Recurrent Neural Networks that 

combines RNN and models based in Physics to take advantage of their 

complementary strengths and improve physical process modeling [10]. Others of 

them are a new proposal such as Lift & Learn [11] which is a physics-based 

method to learn low-dimensional models for large-scale dynamical systems. 

Table 1 

Various ML methods found in analyzed works 

Acronym Meaning Totals Main Academic References 

BDT Boosted decision trees 3 [8] [12] [13] 

BM Boltzmann machine 2 [6] [8] 

CNN 

Convolutional neural 

network 21 

[2] [4] [5] [6] [7] [8] [10] [14] [15] 

[16] [17] [18] [19] [20] [21] [22] 

[23] [24] [25] [26] [27]  

DBN Deep belief network 1 [23] 

DCN 

Deep convolutional 

network 2 [8] [15] 

DF Decision forests 1 [6] 

DNN Deep neural network 11 

[5] [7] [8] [12] [13] [19] [20] [23] 

[24] [28] [29] 

DQL Deep Q-learning 2 [16] [23] 

DQN Deep Q‐networks 1 [23] 

DRN Deep residual network 1 [23] 

DT Decision trees 10 

[16] [19] [20] [26] [30] [31] [32] 

[33] [34] [35]  

EML 

Ensemble Machine 

Learning 2 [32] [36] 

GAN 

Generative adversarial 

networks 8 [7] [8] [12] [15] [20] [23] [26] [29]  

GBDT 

Gradient-boosted 

decision trees 2 [35] [37] 

GBRT 

Gradient boosting 

regression trees 2 [8] [19] 

GDL Geometric deep learning 1 [5] 

GPR 

Gaussian process 

regression 4 [8] [25] [26] [38] 

GRNN 

Generalized regression 

neural network 1 [39] 

GRU Gated recurrent unit 1 [40] 

K-means K-means/medians 4 [16] [31] [41] [42] 

KNN K-nearest neighbour 5 [19] [20] [31] [33] [34]  

LiR Linear regression 1 [43] 

LL Lift & learn 1 [11] 

LoR Logistic regression 1 [19] 
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LSTM Long short‐term memory 4 [5] [10] [23] [40] 

MCTS Monte carlo tree search 1 [5] 

MEM Matrix element method 1 [12] 

MLP Multi-layered perceptron 1 [44] 

MPR 

Multivariate polynomial 

regression 2 [33] [45]  

NB Naive Bayes 2 [19] [20] 

NN Neural network 26 

[3] [4] [6] [7] [8] [13] [14] [16] [20] 

[22] [26] [31] [32] [33] [34] [42] 

[43] [44] [46] [47] [48] [49] [50] 

[51] [52] [53]  

PCA 

Principal component 

analysis 7 [3] [8] [29] [34] [42] [47] [54] 

PDML 

Physics-driven Machine 

Learning 1 [55] 

PGRNN 

Physics-guided recurrent 

neural networks 1 [10] 

PNN 

Parsimonious neural 

networks 1 [56] 

RBFN 

Radial basis function 

network 1 [28] 

ReF Regression forests 1 [57] 

RF Random forest  6 [19] [26] [40] [41] [43] [53] 

RM Regression models 1 [16] 

RNN Recursive neural network 5 [7] [10] [15] [23] [40] 

SVM Support vector machine 11 

[6] [8] [16] [18] [19] [23] [31] [32] 

[34] [37] [43]  

SVR Support vector regression 2 [40] [54]  

VAE Variational autoencoder 2 [7] [29] 

XGB XGBoost 1 [28] 

3.3 Areas of Physics Addressed 

In order to group the articles, the following classification was proposed, consisting 

of 2 categories that cover several areas of Physics. The first was Basic Physics and 

the second was Applied Physics. Figure 3 shows the classification made in this 

study and the percentage of works found by areas of Physics. It is important to 

note that all publications make use of ML as an extremely powerful tool to reach a 

conclusion or result in one or more areas of the Physical Scienes. 

In Figure 3 it can be seen that the areas of knowledge concentrated in the 

publications are in first place Particle Physics (16%), followed by Materials 

Science (15%), in third place Quantum Mechanics (12%), later Condensed Matter 

(9%), Physical-Chemistry (6%), Atmospheric Physics (6%), Astrophysics (4%), 
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later, Mathematical Physics, Mechanics, Fluids, Statistical Physics, new Physics, 

Geophysics, Energy Systems with 3%, and finally with 1% each of the remaining 

areas. 

 

Figure 3 

Areas of Physics that use Machine Learning 

It is convenient to mention that it was possible to establish a methodology to 

identify the intersections of the Physical Sciences with Machine Learning, through 

which the publications in this regard were identified and based on this it becomes 

clear that Machine Learning is becoming an important tool in the Physical 

Sciences. This crossing is very novel, it can be explained by the ML strengthening 

and the use of GPUs. On the other one hand, due to the need for new tools to solve 

highly complex problems in the Physical Sciences, which alone cannot it is 

possible to solve them with traditional tools. 

Something very interesting for the Physical Sciences is that, by qualitatively 

analyzing the works [30] [50] [51], a new strategy is observed to identify new 

Physics methods (such as new experiments in Quantum Mechanics or Physics 

beyond the model standard) using Artificial Intelligence. This is something 

completely new, Physics has never been built by AI. We can suggest the term AI 

Physics. 

3.4 Review Articles 

Most of the analyzed works are original articles, in which the result of an 

investigation is reflected with clarity and objectivity. On the other hand, 8 review 

works were located, some of them do not explicitly say “review”, however, they 

encompass a large number of works and show an overview of various aspects of 

ML methods applied in some fields of the Physical Sciences. These broadly 

contextualize the issue. Around 14.54% (n = 8) of the analyzed papers are review 
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articles, the methods mentioned in such papers are summarized in Table 2. As can 

be seen in the study by Carleo et. al [8], includes more than 10 methods, among 

them the most used as NN, GAN, CNN and SVM. It can also be seen that neural 

networks is the method most mentioned in the review papers. 

Table 2 

Review works and ML methods included in each of them 

Study ML methods mentioned 

Larkoski et. al. [7] NN, CNN, RNN,DNN,GAN, VAE 

Carleo et. al. [8] PCA, BM, GAN, NN, DNN, DCN, BDT, CNN, GPR, SVM, GBRT 

Guest et. al. [15] DCN, CNN, RNN, GAN 

Radovic et. al. [4] NN, CNN 

Dunjko and Briegel [16] NN, SVM, RM, K-means, DT, CNN, DQL 

Zhang et. al. [32] NN, SVM, DT, EML 

Ng et. al. [43] LiR, RF, SVM, NN 

Cheng and Yu [23] DNN, RNN, SVM, CNN, DQL, DQN, GAN, DRN, DBN, LSTM 

3.5 Journals Where the Investigations were Published 

The vast majority of the analyzed articles were published in Physical Science 

journals (see Figure 4), with 69% of the total, including: Physics Reports, Reviews 

of Modern Physics, Annual Review of Nuclear and Particle Science, Journal of 

Physics: Conference Series, Contemporary Physics, among many others. On the 

other hand, it can be observed in Figure 4 that only 20% of the investigations are 

in journals in the field of Computer Science, among them are: Applications of 

Artificial Intelligence, Procedia Computer Science, Computers & Fluids and some 

in as IEEE 14th International Conference on e-Science. However, 11% of the 

papers were published in journals considered interdisciplinary, such as: Nature 

communications, Scientific Reports, Nature. 

 

Figure 4 

Journal types where it is mostly published 
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The publications are well referenced in databases that record articles of high 

academic quality; It is worth noting that several of the articles belong to the 

journals with the greatest impact in the Physical Sciences such as "Nature" [2-4] 

[6] [13] [20] [30] [35] [51]). Approximately 96% of these publications are cited in 

the “Journal Citation Reports 2020” [58]. 

3.5.1 Scientific Publications of ML and Physics as a Function of Time 

Figure 5 shows the research articles analyzed in this work, as a function of time, 

covering the period January-2005 and July-2021. It highlights the significant and 

accelerated increase of publications in the last 5 years, which corresponds to 85% 

of the publications. 

 

Figure 5 

Number of publications in Physics using ML 

Conclusions 

In general, the results show that there is a good amount of work that connects 

Machine Learning and the Physical Sciences. It can be seen that there is a wide 

variety of ML methods that are used both for supervised and unsupervised 

learning, as well as for reinforcement. Those mentioned to a greater extent are 

Neural Networks, Convolutional Neural Networks, Vector Support Machines, 

Deep Neural Networks, Decision Trees and Generative Adversarial Networks. 

Some works that carry out new proposals were also found, such as Physics-

Guided Recurrent Neural Networks that combines RNN and Physics-based 
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models and another such as Lift & Learn, which is a Physics-based method to 

learn low-dimensional models for large-scale dynamic systems. 

On the other hand, according to the results, it can also be seen that there is an area 

of great variety of the Physical Sciences that use ML methods, among the most 

Particle Physics, Quantum Mechanics, Condensed Matter, which are considered 

within basic Physics. However, jobs were found within applied Physics, 

particularly in the areas of Materials Physics, Physico-Chemistry, among others. 

Part of the research was to find other articles that were for review, few were 

found, in fact, just a total 8, which denotes that there is little research that 

considers the various areas of the Physical Sciences, most of the works are 

original articles, that are results of particular investigations. 

Another contribution of this work was to differentiate the types of journals where 

the investigations were published, which helped us realize that most of them are 

from Physical Sciences and not, as could be expected, in the Computational area. 

The work carried out shows that the interaction between Machine Learning and 

the Physical Sciences has shown growth in recent years, and this growth can be 

expected to continue in the coming years, especially in the areas of the Physical 

Sciences, where it has not yet been greatly applied, in order for interesting results 

to be generated. 
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