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Abstract: This paper examines the traffic rules education and examination system in 

Hungary, by using the Quality Function Deployment (QFD) method, as a new approach 

towards this complex topic. The education and examination of traffic rules are necessary for 

the stakeholders, but they have slightly different goals and objectives. This system has two 

separate stakeholders, the citizens and the authority, with their own set of goals, objectives, 

desires and ideas, about this system. The QFD reveals the connections between these layers. 

The paper analyses statistical data regarding road safety and presents the QFD model of 

both stakeholders and their inter-connections. The results of this work can be used to 

redesign education and examination methods, during the application of digitalized e-

government solutions and as a general approach to match individual and public interests. 
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1 Introduction 
In a perfect world, in a perfectly functioning state, all conditions and services are 
perfect. This means that citizens know and follow all the rules, the rules are 
perfectly designed, and citizens are physically and mentally able, for example, to 
learn and keep traffic rules perfectly. External conditions, such as the weather, are 
perfect and do not hinder this situation in any way. This situation only exists in an 
imaginary world, but the reality is far from that. In our study, we start from the 
suggestion of what is needed for road transport to work perfectly? This system has 
two separate stakeholders the citizens and the authority (Traffic Authority of 
Hungary), which is a governmental organization, representing the general interest 
of the public regarding this system. What can the citizen and the authority do to 
create this ideal situation? An approximately accurate answer to this question, can 
be obtained by examining the current system and detecting anomalies. 

The relationship between the state and the citizen is twofold. The individual expects 
the state to protect him, so the citizen waives certain of his privilege and thus confers 
on the state, like enforcing regulations centralized. The purpose of the state is to 
protect the community; the purpose of the citizen is to protect itself. Therefore, the 
state must constantly examine whether the services it provides are appropriate for 
the citizen who confers power on him. If the state discovers problems or anomalies 
in the investigation of services, it must change them within the specified framework. 
Traffic rules can be different from country to country in terms of arrangements, 
over- and under-regulation. However, the main goal of the rules and regulations is 
not to overburden the citizens with legal knowledge, but to ensure the safety of all 
participants on the roads [6] [13] [16]. 

E-Government services are adding more and more service elements worldwide. 
Citizens have the privilege to conduct their affairs electronically, using the  
e-government system. The aim of the present study is to examine a part of  
e-government in Hungary, the online traffic rules education and examination system 
required to obtain a general driving license. During online traffic rules education, 
students can decide when and how to learn the curriculum and then take an 
examination at the end of the process. The online form of education is used in many 
countries around the world to learn traffic rules. In Hungary, the examination takes 
place electronically, but the candidate must appear at the examination venue 
personally [5] [7] [15]. 

In electronic government systems government operations are supported by web-
based services. It involves the use of information technology, specifically the 
Internet, to facilitate the communication between the government and its citizens. 
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The citizen’s satisfaction depends greatly on the level of the service and the quality 
of the product and the private companies do everything they can to acquire 
information about citizens needs in order to convert these expressed needs into new 
kind of products, shorter lead times, increased service levels [17]. The quality and 
efficiency of traffic rules education and examination is especially important in the 
age of developing autonomous vehicles in which case knowing and obeying traffic 
rules is crucial [18] [19]. 

This paper examines the traffic rule education and examination system in Hungary 
by using the Quality Function Deployment method as a new approach towards this 
complex topic, in order to be able to examine the different goals and objectives of 
the two separate stakeholders the citizens and the authority. Because of this the 
Quality Function Deployment method gives as a unique approach to examine these 
goals and objectives both separately and together to uncover the similarities and 
differences and their connection to each other [14] [20] [21] [22]. 

The paper analyses statistical data regarding road safety and accidents, classifies the 
goals and objectives of the citizens and the authority regarding traffic rules 
education and examination and provides a mathematical analysis with the help of 
the Quality Function Deployment approach presenting how the different goals and 
objectives are connected and what rules should be applied to enhance efficiency and 
effectiveness. 

2 Statistical Analysis of Road Safety in Hungary 
In this section the paper will show the statistical analysis of traffic safety. Accidents 
happen on the roads every day, a small fraction of these accidents are caused by 
mechanical or technical failures, others caused by drunkenness or other health 
issues. If we subtract these the main cause of the remaining accidents is mostly the 
insufficient knowledge of traffic rules or the non-compliance with the traffic rules. 

If traffic rules were applied consciously and consistently the number of accidents 
could be decreased. With increased training and awareness, we assume that the 
number of accidents can be reduced. For this reason, we believe that great emphasis 
should be placed on education and application of the traffic rules, as we are of the 
opinion that in Central European countries only regular training and sanctions can 
enforce a positive improvement. 

The number of road traffic accidents caused by drunk-driving (Figure 1) showed a 
slight decrease between 2010 and 2019. According to the data the proportion of 
road traffic accidents caused by drunk-driving between 2010 and 2019 can also be 
characterized by a slight decrease compared to other types of accidents, and the 
number of road accidents stagnated from 2016 to 2019. The number of fatal 
accidents also shows a declining trend (565 cases in 2016 and 530 in 2019). 
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Figure 1 

Number of road traffic accidents caused by drunkenness (2010-2019) 

Source: Authors’ own creation based on Hungarian Central Statistical Office data 

Personal injury road accidents show a slight increase in the categories of easily and 
severely injured between 2016 and 2019, while the number of fatalities decreased 
slightly (2016: 607 cases, 2019: 602 cases). The number of personal injury road 
accidents (Figure 2) is mostly caused by passenger cars, their number increased 
between 2016 (10606 cases) and 2019 (10865 cases), and in 2018 there was a high 
number of cases (10920). The second most common cause is accidents caused by 
bicycles and the third most common is caused by accidents involving a freight 
vehicle. Numbers of 2020 are extrapolated based on the available data. 

 

Figure 2 

Number of road traffic accidents with personal injuries by causes (case) 

Source: Authors’ own creation based on Hungarian Central Statistical Office data 

Figure 3 shows the causes of the accidents. Numbers of 2020, are extrapolated based 
on the available data. The most common cause is road track failure and other causes, 
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the number of cases of which has increased slightly since 2016. The second most 
common cause is an accident due to pedestrian fault, but their number decreased 
slightly between 2016 and 2019. 

 

Figure 3 

The causes of the accident (cases) 

Source: Authors’ own creation based on Hungarian Central Statistical Office data 

 
Figure 4 

Number of road accidents with personal injuries by nature of the accident (case) 
Source: Authors’ own creation based on Hungarian Central Statistical Office data 

The number of personal injury road accidents is shown by type in Figure 4.  
The most common are collisions with advanced vehicles, the number of these cases 
increased between 2016 and 2019 (from 9212 cases to 9329 in the evening).  
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The second most common accident is carving, overturning, leaving the track and 
the third is hitting a pedestrian. 

Personal injuries are most often caused by drivers' faults. This number of cases did 
not change significantly between 2001 and 2019, with some decrease. It was 
exceptionally low in 2012 and exceptionally high in 2006. The number of road 
accidents caused by pedestrians decreased during the period under review.  
The results for 2020 are extrapolated, based on the available data. 

3 Research Concept 
Our research model is described in Figure 5. The areas examined in our study are 
the e-learning system that can be used to master the traffic rules and the examination 
system used for the traffic rules examination. As we examine two stakeholders 
(citizen, authority), we included both stakeholders and both areas in our model.  
In this study we use the QFD model and we create Quality Function Deployment 
matrixes [8] [11] [12]. 

Figure 5 

Research model 

Source: Authors’ own creation 

In Figure 1 the numerical labels represent the different sections where the interests 
of the two stakeholders meet and overlap the education and the examination systems 
and each other on different levels. Respectively for example the segment labeled by 
1 only represent the citizens, the segment labeled by 5 include only citizens and the 
education system while the segment labeled by 9 include citizens, education system 
and authority as well. 

The research model is based on the contradiction that the citizen’s and the 
authority’s goals are not aligned with each other. It is in the citizen’s interest to 
obtain a valid driving license, as that document allows to avoid being penalized 
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while driving. For the authority, the existence of the license gives the strong 
assumption that the citizen knows the traffic rules. (In the present study, we deal 
with the theoretical examination of the traffic rules, we do not cover practical 
learning and the examination). Thus, while from the point of view of the authority 
ensuring the necessary knowledge is the final goal, for the citizens the knowledge 
is just a necessity to be able to drive without penalty. 

In this research model, we created two Quality Function Deployment matrixes one 
for the e-learning system and the other for the examination (in both cases, we 
examined the perspectives of the citizen and the authority on services separately). 

Then, to explore the anomalies and similarities, we use the method - already known 
and often used in the QFD methodology, - when we identify the opinions and 
subjective perceptions of the two stakeholders by “stacking” them, meaning that the 
different preferences of the two stakeholders were combined into one system 

In Figure 1, showing the research model, the first number (1) refers to the citizen 
whose external and internal characteristics influence the learning process and the 
success of the examination, whose basic purpose is to obtain a license. Number two 
(2) means the authority whose purpose is to ensure that the driving citizen is 
licensed, knows the rules of the road and does not cause an accident. Number three 
(3) is the e-learning system. Number four (4) is the traffic rule examination.  
The QFD methodology was used in each case to examine further correlations. 
Number five (5) presents the evaluation of e-learning education from the citizen's 
perspective. Number six (6) is from the authority's point of view of traffic evaluation 
education. Number seven (7) points out the anomalies and similarities between the 
citizen and the authority in the evaluation of road traffic education. 

Number eight (8) presents the evaluation of the traffic examination from the 
citizen's point of view. Number nine (9) shows from the authority's point of view of 
the traffic test assessment. Number ten (10) points out the anomalies and similarities 
between the citizen and the authority in the evaluation of the traffic rule 
examination. The advantage of the model outlined above is that it is able to examine 
all stakeholders and the activities that arise during the successful acquisition of the 
theoretical test of the license, to identify areas for the improvement of services. 

If we look at the issue of road traffic e-learning education and examinations, the 
question is: how does the state change the system to make citizens be satisfied?  
To explain the topic, we take into account accident statistics that accurately show 
the various causes of accidents, the severity of personal injuries, or accidents by 
their nature. These statistics are discussed later in this study. The other aspect is the 
examination of traffic education and examination. 
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4 Design Procedure for Examining Stakeholder 
Connections 

In our research, we use the Quality Function Deployment approach [1] [2] to 
structurally compare the goals and objectives of the of the citizens and the authority, 
both in case of the traffic rules education and the examination process, provided by 
e-government solutions. According to the literature the QFD methodology is a 
flexible design tool for products and services. In this context we apply the QFD in 
order to unravel the nature of connections between the goals and tools of the two 
stakeholders. However, in contrast to other products, where the interests of the 
stakeholders are not so different, in case of this e-government service much more 
complex. The learner-driver (citizen) wants to get the driving license as easy as 
possible. The traffic authority wants to achieve complete compliance with the traffic 
rules to minimize accidents. Because of this, we create two different Quality 
Function Deployment matrixes, combining the goals and objectives of the citizens 
and the authority. 

During the application of the QFD model [3] [10] we formulated the following 
research questions: 

1) What are the expectations of the citizens and the authority in connection 
with the driving license examinations? 

2) What discrepancies can be identified between the two stakeholder groups? 

Our research goal is to analyze the expectation of two stakeholders’ group, and 
identify discrepancies, so we have to build one Quality Function Deployment matrix 
[4] [9] [24] for citizens one for authority. 

4.1 Summary of Education and Examination Goals and 
Objectives of Citizens and the Authority 

We present the expectations of the citizens for the two target groups and for the 
education and examinations separately. Based on our research model, we examine 
the sections marked with numbers 5-6-7-8 (Figure 1). We apply the QFD method 
for these sections, by combining the goals and objectives of citizens and the 
authority regarding the education and examination of traffic rules. The examination 
of the similarities and differences between the QFDs is examined by the target 
groups. Thus, we identify based on focus group interviews (two focus groups with 
16 participants) the goals and objectives of citizens and the authority for both traffic 
rule learning and examinations. These goals and objectives serve as tools for the 
methodological study, to show how the QFD can be used to match the individual 
and public interest. In the future, it is planned to make a more detailed quantitative 
research to identify other objectives and goals. 
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Table 1 summarizes the goals and objectives of the citizens and the authority 
towards the education of traffic rules while Table 2 summarizes the goals and 
objectives towards the examination. The goals and objectives were defined based 
on expert opinions to present the application and main process steps of QFD and to 
highlight its usefulness. 

The initial list of goals and objectives can be expanded and reformed during future 
researches. According to the principles of E-government in order to achieve a higher 
level of efficiency the appropriate tools should be applied, thus the authors’ goal is 
to use the current list of goals and objectives to demonstrate the usefulness of the 
Quality Function Deployment method in this current context. 

Table 1 

Quality Function Deployment: Education 

Source: Authors’ own creation 

Education 

G
O

A
L

S
 

C
it
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s 

G1 It should be easy to handle 

G2 It should be quick 

G3 Offline usability 

G4 Have smaller modules 

G5 Use simple and clear examples 

G6 Good quality illustrations and animation 

G7 Be up to date 

G8 Be free 

A
ut

ho
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ty
 

G9 Skill level application of traffic rules 

G10 Continuous knowledge control of traffic rules 

G11 Minimizing education and maintenance costs 

O
B

JE
C

T
IV

E
S 

C
it

iz
en

s 

O1 It should be easy to use on any device 

O2 Be accessible anywhere 

O3 Whatever time is available for learning 

O4 There should be more market players 

O5 Possibility of pre-trial 

O6 All citizens should receive state support 

O7 All students should be given a digital tool for learning 

A
ut

ho
ri

ty
 

O8 
Continuous updating and development of system and knowledge 

material 

O9 Continuous monitoring and feedback function during training 

O10 Education can be solved without the use of human resources 

Table 1 contains the goals and objectives of the citizens and the authority based on 
the research. Goals are general aims of the service design which pave the way of 
development in order to improve the overall quality. Objectives are more specific 
issues which have to be addressed in order to improve overall quality. They can be 
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connected to one or several goals either in a positive or negative way, and there can 
be also goals to which they are not connected at all. 

It is possible to create groups in Table 1 within the goals and objectives of the 
citizens and the authority, for example in case of education G1, G2 and G3 goals 
can be all connected to the User-friendly design, G4, G5, G6 goals can be connected 
to the easy learning. G9 and G10 goals can be connected to road safety. Regarding 
the objectives of education O1, O2 and O3 objectives can be connected to 
accessibility, O4 and O5 can be connected to the freedom of choice regarding the 
learning systems. Regarding the education citizens would prefer a user friendly and 
flexible environment with easy accessibility to the learning materials, and more 
opportunity to test their knowledge before the take the examination. Regarding the 
education, the authority’s main goal is to ensure the safety on the roads by 
demanding high level of knowledge regarding the rules and regulations of traffic 
participation. 

Table 2 

Quality Function Deployment: Examination 

Source: Authors’ own creation 

Examination 

G
O

A
L

S
 C
it

iz
en

s 

G1 Pass the examination the first time 

G2 Use simple and clear examples 

G3 Make the examination system easy to use 

G4 Flexible examination times 

G5 The examination location should be easily accessible 

A
ut

ho
ri

ty
 G6 Minimization of accidents due to violation of rules 

G7 100% of all licensed learn the rules of the road. 

G8 Automation of the entire examination system 

G9 Maintain the current course of the examination 

O
B

JE
C

T
IV

E
S 

C
it
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en

s O1 Examination dates that are more flexible to the client's needs 

O2 The examination can be taken at any time 

O3 Online examination opportunity 

O4 Multiple examination locations 

A
ut

ho
ri

ty
 O5 Introduction of a system of proficiency tests 

O6 Collect as many fees as possible from participants 

O7 The examination points should remain in their current form 

O8 The need for human resources should remain in the process 

It is possible to create groups in Table 2 within the goals as well. G2, G3 goals can 
be connected to the content of the examination, G4 and G5 can be connected to the 
organization of the examination. Regarding the examination citizens’ main goal is 
to pass the examination in order to acquire the driving license, which is necessary 
to participate legally in the road traffic. In order to do so they would prefer a more 
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flexible examination environment with an easily usable examination system and 
well-designed content. Regarding the examination, the main goal of the authority is 
to minimize the traffic accidents by demanding high level of knowledge regarding 
the rules and regulations of traffic participation. 

4.2 Connections of Goals and Tools and Suggested Future 
Development Conditions 

During the application of the Quality Function Deployment methodology we 
compared the goals of citizens and the authority regarding the education and the 
examination against the objectives of the two stakeholders. The results can be seen 
in Figures 6 and 7, where we used the mathematical formulas represented in Figure 
8 to numerically express whether there is a positive, negative or neutral connection 
between the goals and objectives of the stakeholders and also between the objectives 
themselves. According to the Quality Function Deployment method objectives can 
be interpreted as tools serving the goals (desires) of the stakeholders. During a 
multiple level examination, these tools can be interpreted as goals of a lover level. 
Because of this high flexibility on some occasions there are no sharp borders 
between the content of goals and tool on the same level either. 

𝑟𝑖𝑗 = {   1,           𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛   0,            𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛−1, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛 

 

Figure 6 

Education QFD of goals and objectives 

Source: Authors’ own creation 
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As we can see of Figure 6 regarding education most of the objectives of the citizens 
and the authorities are neither in a positive nor in a negative connection with each 
other which indicates that the two stakeholders have a mostly different mindset 
regarding the subject. 

As we can see on Figure 7 regarding the examination there is a more negative 
connection between the different stakeholders’ objectives indicating that the 
citizens and the authority’s expectations are in a stronger contrast with each other 
regarding this subject. 

 

Figure 7 

Examination QFD of goals and objectives 

Source: Authors’ own creation 

 

Figure 8 summarizes the matrixes and vectors describing the QFDs regarding the 
Education and Examination goals and objectives of the citizens and the authority. 
In this context we are using matrix calculations to describe the connection between 
the variables. As we can see in Figure 8, we make a difference between the ranking 
of goals and objectives according to citizens and authority giving us further insights 
into the details. We also include the costs of the different objectives, as a variable, 
in our formulas, to help making difference between the resource requirements of 
the objectives. 
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 �̅̅� = [ 𝑜11 . . 𝑜1𝑚: . . :𝑜𝑚1 . . 𝑜𝑚𝑚 ]                  
 �̅� = [𝑜1 . .  om]                   
 �̅� = [𝑔1:𝑔𝑛]    R̅̅ = [ 𝑟11 . . 𝑟1𝑚: . . :𝑟𝑛1 . . 𝑟𝑛𝑚 ]     𝑙�̅� = [𝑙1𝑐:𝑙𝑛𝑐 ]  𝑙�̅� = [𝑙1𝑎:𝑙𝑛𝑎] 

 𝑐̅𝑇 = [𝑐1 . .  cm]                   
Figure 8 

Mathematical formulas for analysis and development 

Source: Authors’ own creation �̅� = 𝐺𝑜𝑎𝑙𝑠 𝑜𝑓 𝑐𝑖𝑡𝑖𝑧𝑒𝑛𝑠 𝑎𝑛𝑑 𝑎𝑢𝑡ℎ𝑜𝑟𝑖𝑡𝑦 �̅� = 𝑂𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒𝑠 𝑜𝑓 𝑐𝑖𝑡𝑖𝑧𝑒𝑛𝑠 𝑎𝑛𝑑 𝑎𝑢𝑡ℎ𝑜𝑟𝑖𝑡𝑦 �̅̅� =  𝑜𝑛1 ∙ 𝑜1𝑛 = �̅̅�𝑛𝑛 Cross-connection between objectives R̅̅ = Connection between goals and objectives 𝑟𝑖𝑗 = {   1,           𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛   0,            𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛−1, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛 𝑐̅𝑇 = 𝐶𝑜𝑠𝑡𝑠 𝑜𝑓 𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒𝑠 𝑙�̅� = 𝑅𝑎𝑛𝑘𝑖𝑛𝑔 𝑜𝑓 𝑔𝑜𝑎𝑙𝑠 𝑎𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔 𝑡𝑜 𝑐𝑖𝑡𝑖𝑧𝑒𝑛𝑠 𝑙�̅� = 𝑅𝑎𝑛𝑘𝑖𝑛𝑔 𝑜𝑓 𝑔𝑜𝑎𝑙𝑠 𝑎𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔 𝑡𝑜 𝑎𝑢𝑡ℎ𝑜𝑟𝑖𝑡𝑦 

In the following, we present six conditions (A, B, C, D, E, F) which can be used to 
evaluate the connections between the goals and objectives of the stakeholders and 
the cross correlation of objectives, uncovering weaknesses and opportunities of 
development. 

(A) condition 

According to the first condition, we state that each objective should have more 
benefits than harm. 𝑟𝑖𝑗 ∈ {−1; 0; 1} 

∑ 𝑟𝑖𝑗𝑛
𝑖=1 > 0  ∀ 𝑗 = 1 … 𝑚 

𝑟𝑖𝑗 = {   1,           𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛   0,            𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛−1, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑛𝑒𝑐𝑡𝑖𝑜𝑛 

(1) 
 
 

(2) 

(3) 
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(B) condition 

According to the second condition, we state that each tool should have more benefits 
than harm by including into the formula the weights of the different goals as well. 

∑ 𝑟𝑖𝑗𝑛
𝑖=1 ∙ 𝑙𝑖  > 0  ∀ 𝑗 = 1 … 𝑚 

Weights represent the order of importance given by the citizens and the authority 
regarding the goals, but more research is needed to define these weights properly. 
In this paper we only present an example of usage, presenting that stakeholder 
priorities are different and depending on the priorities of the legislative act, it will 
be different if the priorities change. 

(C) condition 

According to the third condition we state that all targets should be supported to a 
greater than zero extent, which means that all tools should have a positive role and 
there should be at least one supporting tool for each purpose, so it must be more 
than zero when summed line by line. 

∑ 𝑟𝑖𝑗𝑚
𝑗=1 > 0          𝑖 = 1 … 𝑛   

(D) condition 

According to the fourth condition we state that all objectives (tools) should have a 
supporting role in the design, thus after the categorization of their roles we can 
determine which of them should be changed or excluded from the design. 𝑜𝑖𝑗 ∈ {−1; 0; 1; −∞} 𝑜𝑖𝑗 =  𝑜𝑗𝑖  𝑜𝑖𝑖 =  0 𝑜𝑖𝑗 ≠ −∞ 

∑ 𝑜𝑖𝑗𝑛
𝑖=1 > 0  ∀ 𝑗 = 1 … 𝑚 

𝐼𝑓 𝑜𝑖𝑗  { >    1,               support=   0,               neutral< −1,               weaken       =  −∞, antagonistic 

According to our definition an antagonistic connection can also be presumed, 
between the objectives, indicated by the (9) formula. In this case, the objectives are 
incompatible, thus, one of them should be removed or redesigned. 

(4) 

(5) 

(6) 
 

(7) 
 

(8) 
 

(9) 
 
 

(10) 
 
 

(11) 
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This analysis also requires more data collection and research but this paper provides 
the initial concept, which can be further tailored by also adding sensibility and 
coherency tests. 

Figures 9 and 10 presents an example regarding the first four conditions in case of 
education, showing that based on our initial results currently not every goal is 
supported to a greater than zero extent and there are tools with more negative than 
positive effects. 

 

Figure 9 

Education objectives according to A., B., and D. conditions 

Source: Authors’ own creation 

 

Figure 10 

Education goals according to C. condition  

Source: Authors’ own creation 
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Figures 11 and 12 presents an example regarding the first four conditions in case of 
examination, showing that based on our initial results currently not every goal is 
supported to a greater than zero extent and there are tools with more negative than 
positive effects as well. 

 

Figure 11 

Examination objectives according to A., B., and D. conditions 

Source: Authors’ own creation 

 

Figure 12 

Examination goals according to C. condition 

Source: Authors’ own creation 

The total benefit of each asset can be calculated by using the following formula 
after determining cost values to each objectives (tools) after a more detailed 
analysis. This calculation could also help to determine which tools should be 
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changed or excluded from the design, after properly defining the individual costs of 
the objectives. ∑ 𝑟𝑖𝑗𝑛𝑖=1 ∙ 𝑙𝑖𝑗𝐶𝑗 > 0  ∀ 𝑗 = 1 … 𝑛 

(E) condition 

For further development we suggest the application of the fifth condition which 
ensures that all objectives should have a supporting effect in the design and 
innovation of the education and the examination system, tools having neutral or 
negative effects should be excluded entirely. 

(F) condition 

Last but not least by applying the sixth condition we suggest that general coherence 
and consistency test should be executed during the development to enhance 
efficiency and regardless of the sum, the number of pieces with negative signs 
cannot be more than (m-1) / 2 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 ≤ 𝑍 (𝑚 − 𝑒2 ) 

e: efficiency 

 

Figure 13 

Education and Examination goals and objectives which do not meet a defined condition 

Source: Authors’ own creation 

Figure 13 summarizes which goals and objectives do not meet with one or more 
defined conditions regarding the presented example. As we can see in case of the 
education both under supported goals are connected to the cost of education systems 
and materials, while in case of the objectives the flexibility and the human resource 

(13) 
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necessity fail to meet the conditions. Under examination, we can see several goals 
and objectives require reconsideration. The troublesome goals are in connection 
with the flexibility of the examination system and examination content, while in the 
case of the objectives, again the flexibility and the human resource necessity, fail to 
meet the conditions set. 

Conclusions 

This paper focused on the goals and objectives of both the citizens and the authority, 
regarding traffic rules education and examination. The work employed the model 
of Quality Function Deployment (QFD), to compare these goals and objectives with 
each other, highlighting both positive and negative connections between them, 
while also providing a thorough statistical background analysis, regarding the topic 
of road safety. 

Our paper suggests a set of measures, as a design and control technique, for the 
evaluation of the current connections between the goals and objectives of the 
stakeholders and also for helping during the design and development of these 
systems. 

The relationship between the authority and the citizen is twofold. The authority 
wants to ensure that every citizen knows and abides by the traffic rules, in order to 
minimize the number of accidents on the roads, while the citizens’ major goal is to 
be able to legally use vehicles on the roads and learning the rules is just a means 
towards that goal. 

The suggested conditions can help to parameterize the elements of the design.  
As we start to tighten the framework, with each condition, it can help to determine 
which tool should be reconsidered or even excluded from the design, in order to 
enhance the efficiency of the system, for the sake of both stakeholders. 

This paper presents our initial results, with examples of the application of the 
conditions, which will be further tailored, after a more detailed survey and statistical 
research is carried out. In our paper, we determined that these methods are useful 
and can be applied to this complex issue, using the Quality Function Deployment 
approach, as we are able to identify key points, where improvements can be made. 
In our future research, we will put a greater focus on the connections and rankings, 
by collecting more detailed data, using analytical methods, in order to point out 
inefficiencies, which are worth further research and examination. 
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Abstract: Diabetic retinopathy (DR), is currently one of the major causes of preventable 

blindness, worldwide. With an early diagnosis and proper treatment of this eye disease, we 

can prevent the spread of diabetic retinopathy. In this paper, we propose a new alternative 

of local binary convolutional neural network (LBCNN) deterministic filter generation which 

can approximate the performance of the standard convolutional neural network (CNN) with 

less learnable parameters and also with less memory use, which can be helpful in systems 

with low-memory or low computational capacity, like smart-phones. We compare our scheme 

with standard CNN and LBCNN that uses stochastic filter generation strategy on retinal 

fundus image datasets in case of binary classification into healthy and damaged classes. 

These experiments are also evaluated according to the standard criteria used in medical 

applications, such as, overall accuracy, specificity, sensitivity and predictive values. On the 

small dataset (Aptos), one of our proposed LBCNN architectures outperformed all of the 

other deep learning models examined. 

Keywords: CAD (Computer-aided diagnostics); Binary classification; Memory reduction; 

Learnable parameters 

1 Introduction 
Nowadays diabetes mellitus (DM) is a global disease [1] and the number of patients 
will probably increase in the future [2] [3]. On the other hand, diabetic retinopathy 
is the specific microvascular complication of DM and every third diabetic is 
affected by DR [1] and unfortunately is at risk of developing DR. 

DR is an eye disease that can cause irreversible eye damages (i.e. blurred vision, 
black shapes, or dots in the vision area), in the worst cases even blindness, however, 
it could be preventable for in time diagnostic and proper treatment [4]. Diabetic 
retinopathy is classified according to symptoms and severity into two main groups, 
non-proliferative diabetic retinopathy (NPDR) and proliferative diabetic 
retinopathy (PDR). Subsequently, these stages are divided in more detail by 
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individual symptoms according to the International Classification of Diabetic 
Retinopathy (ICDR) [1] scale. The international scale (ICDR) divides DR into five 
classes according to the severity of the disease. The definition of the ICDR scale is 
described in Table 1. Examples of fundus images from each ICDR class are shown 
in Fig. 1. 

Table 1 

Description of DR stages, ICDR scale [1] 

Disease Severity Level Findings Observable upon Dilated Ophthalmoscopy 

No DR No abnormalities 
Mild NPDR Microaneurysms only 

Moderate NPDR 
Microaneurysms and other signs, but less than severe 
NPDR 

Severe NPDR 

Moderate NPDR with any of the following: 
 Intraretinal hemorrhages (≥ 20 in each quadrant) 
 Definite venous beading (in 2 quadrants) 
 Intraretinal microvascular abnormalities (in 1 

quadrant) 
 and no signs of proliferative retinopathy 

Proliferative DR 
Severe NPDR and 1 or more of the following: 
 Neovascularization 
 Vitreous/preretinal hemorrhage 

Increased prevalence of DM leads to increased query for DR screening. Due to an 
increased number of patients with DM (respectively with DR) and an insufficient 
number of clinicians, there is more pressure on healthcare systems to find 
acceptable automatized DR screening methods with minimized costs. 

In this paper, we propose the binary classification (especially classification into the 
healthy and damaged groups) with a memory-efficient CNN alternative which is 
called LBCNN and compare its performance with the standard CNN network. 
Memory-efficient CNN network alternatives are important for devices that are not 
equipped with sufficient memory. In our case, it could be for instance smart-phone 
which is one of the possible solutions how to avoid high costs and keep the comfort 
for the patient, but also enable regular DR screening. We tested our network on two 
fundus image databases (EyePACS [5] and Aptos [6]) of different sizes and showed 
computational efficiency of our solution in case of limited amount of training data. 

The rest of this paper contains an overview of the related work in Section 2 and 
used datasets and image augmentations in Section 3. In Section 4 we introduce used 
methods for classification like standard CNN (ResNet18), LBCNN with stochastic 
filter generation mode and with proposed LBCNN with deterministic filter 
generation mode. In Section 5 there is the description of experiments and finally, 
we present our conclusions. 
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Figure 1 

Examples of fundus images of different stages of DR 

2 Related Works 
The first attempts to automatically classify diabetic retinopathy were reported in the 
1990s when Gardner and his colleagues described the usage of an artificial neural 
network, which was able to detect diabetic retinopathy with 88% sensitivity and 
83% specificity compared to an ophthalmologist [7]. Certainly, since the first 
attempt, there were created many new applications for the classification of DR with 
different algorithms i.e. random forest classifier, support vector machine, or 
regression tree classifier reviewed in [8]. 

Nowadays, deep learning (DL) algorithms are the cost-effective solutions that could 
help to solve this problem. DL is a subarea in artificial intelligence (AI). On the 
other hand, CNN models belong to DL algorithms, that can be used among many 
others for image classification with repetitive analysis and compare the output with 
a standard (such as a human grader) and make self-correction in case of error. 
Several studies have confirmed successful results in the development of DL 
algorithms that have been able to identify DR without any need to have some 
specific properties of DR in advance. There are several ways to classify DR, e.g. by 
two (healthy, damaged), three (healthy, NPDR, PDR) or five (ICDR) classes [1]. 

For example, Islam et al. [9] developed two binary classification models. First, for 
detecting the presence of the disease (healthy vs damaged) and the second one for 
grading its severity (grades 0, 1 vs 2, 3, 4). In another study by Hagos et al. [10], 
the authors achieved 90.9% accuracy in binary classification with Inception-V3 [11] 
pre-trained and fine-tuned with a reduced dataset had 2500 fundus images.  

https://www.sciencedirect.com/topics/computer-science/classification-models
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Bodapati et al. [12] proposed a solution for binary classification (healthy versus 
diseased) and for the classification of the severity of DR (5 class - ICDR). They 
used different CNN architectures as feature extractor that were fused with deep 
neural network. Li et al. [13] proposed DR severity classification and an additional 
class (6 in total) to classify ungradable images as well. They trained many CNN 
architectures like VGG-16 [14], DenseNet-121 [15], GoogLeNet [16], ResNet-18 
[17] where the best results in accuracy were achieved by ResNet-18 architecture. 

On the other hand, one of the most challenging problems in designing robust DL 
methods, especially based on CNN models with deeper architectures, is the 
acquisition of huge volumes of labelled fundus images on pixel-level and with 
image-level annotations. The main issue is not the availability of huge datasets, but 
the annotation of these images, which is expensive and requires the services of 
expert ophthalmologists [18]. The solution could be a deep model, which is able to 
learn from limited data, and this is also an important area of research not only for 
the diagnosis of DR, but generally for medical image analysis, as well. To deal with 
this problem, we introduce a modified CNN model that has comparable 
performance with standard CNN but involves reduced number of learnable 
parameters. 

Our research was inspired by the work of Juefei-Xu et al. [19]. They developed an 
efficient alternative to convolutional layers in standard CNN. This layer is called 
the local binary convolution (LBC) layer, which was motivated by local binary 
patterns (LBP) [20], a very efficient visual descriptor used for classification in 
computer vision. They called CNN with LBC layers LBCNN. In experiments, the 
LBCNN network was used for the classification task on ImageNet database [21]. 
The LBC layer comprises of fixed sparse pre-defined binary convolutional filters, 
which are fixed during the training process, a non-linear activation function and a 
set of learnable weights. The weights combine the activated filter responses to 
approximate the corresponding activated filter responses of a standard 
convolutional layer. The LBC layer affords significant savings, 9× to 169× in the 
number of learnable parameters compared to a standard convolutional layer (more 
details in Section 4.2). These parameter savings reduce memory and disk space 
requirements, which is beneficial for devices with lower computational power, e.g. 
smart phones [19]. Besides, smart phone DR screening is also a popular research 
field [22-24]. For example, Rajalakshmi et al. [24] assessed the role of AI based 
automated software for the detection of DR and sight-threatening DR fundus 
photography taken by a smartphone-based device and validated it against 
ophthalmologists grading. 

For this reason, we applied the original LBCNN for DR classification and also we 
introduce an extension for the deterministic LBC layer with added Prewitt filters 
[25]. Thus, the original LBP filter base was extended for edge detection leading to 
improvement in feature extraction. The expected methodological scientific 
contributions of the paper were as follows: 
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 Experimental proof that original LBCNN with stochastic filters is usable 
also for binary DR classification and can achieve comparable results to 
standard CNN. For comparison, we use ResNet18 architecture as the best 
performing architecture in the study by Li et al. [13]. 

 Additional memory saving by application of a deterministic fixed filter 
base in LBCNN instead of stochastic filters while achieving comparable 
results to baseline LBCNN with stochastic filters. In this case it is not 
necessary to save the filter base for further reuse. 

3 Datasets 
We propose image classification of fundus images obtained by a fundus camera. 
Fundus images show the interior surface of the eye, opposite to the lens. In our 
work, we chose EyePACS [5] and Aptos [6] from freely available fundus eye 
databases. These two databases differ in size markedly. Difference in size allows us 
to demonstrate the benefits and the drawbacks of proposed methods compared to 
standard CNN. 

3.1 EyePACS 

EyePACS database [5] contains color fundus images which were divided by 
ophthalmologists into five classes (ICDR) according to the grade of DR retinal 
damage. EyePACS provided this database in 2015, for Kaggle [26] competitors. 
The aim of this competition was to design the best possible automated detection 
system of DR symptoms [1]. Original database contains 35126 training images with 
different image resolutions with following grade distribution: No DR 25810 (grade 
0), Mild NPDR 2 443 (grade 1), Moderate NPDR 5 292 (grade 2), Severe NPDR 
873 (grade 3), Proliferative DR 708 (grade 4). Due to few images in classes 3 and 
4 which indicate unbalance between classes, we augmented (similarly like in [27]) 
this part of the dataset by adding images from the EyePACS testing dataset [5].  
In case of class 3 it was 2087 images and in case of class 4 it was 1914 images. 
Since the dataset contains also left and right eyes, we used mirroring to double the 
number of images. After this augmentation, we observed 25790 images of healthy 
and 23472 images with DR symptoms. 

3.2 Aptos 

Asia Pacific Tele-Ophthalmology Society 2019 Blindness Detection Dataset [6] 
was divided as well as EyePACS dataset into five classes. Public Aptos database 
contains 3662 images with various resolutions (up to 3216×2136) with following 
DR grade distribution: No DR 1805 (grade 0), Mild NPDR 370 (grade 1), Moderate 
NPDR 999 (grade 2), Severe NPDR 193 (grade 3), Proliferative DR 295 (grade 4). 
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In the context of our binary classification, after merging retinal images with DR, we 
obtained 1805 images of healthy retina and 1857 of damaged retinal images with 
signs of DR. 

3.3 Fundus Image Preprocessing 

In both databases, it is possible to observe black borders around the eye fundus. 
However, from the point of view of CNN network training, these black borders do 
not contain any important information, so in order to reduce the size of input images 
and at the same time reduce computational complexity, it is appropriate to trim 
them. For this reason, before the training process we cropped black borders 
automatically with an adaptive method, similarly as in the study by Shao et al. [28]. 
After border cropping, images were resized to 300×300 pixels to reach uniform 
image resolution. An example of the cropped and resized image is shown in Fig. 2. 

 

Figure 2 

Fundus image preprocessing example 

4 Methods 
As a classification algorithm baseline model, we used well known CNN network 
and its new alternative LBCNN [19] in frame of architecture ResNet18 (Fig. 3). 
LBCNN was born from the idea of combination LBP descriptor and CNN 
architecture. The main advantage of LBCNN is the potential to achieve comparable 
results with CNN architecture with the benefits of less learnable parameters and 
lower memory requirements. 

4.1 CNN 

Convolutional neural networks are widely used deep learning models, which 
achieve high popularity for image classification tasks. They are mostly based on 
computational layers like convolutional or pooling layer and activation functions 
like ReLU or sigmoid. These networks have randomly initialized convolutional 
filters which are optimized during the training for feature extraction. One of the first 
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CNN was developed by Yann LeCun et al. which was called LeNet [29]. During 
the years many architectures of CNNs were published, i.e. AlexNet [30], ResNet 
[17], VGG [14], etc. 

 

Figure 3 

Visualization of used ResNet18 models: a) LBC layered with deterministic filters; b) LBC layered with 

stochastic filters; c) with standard convolutional layers 
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These architectures have different numbers and types of layers with different 
connections. In most cases, these architectures have a huge number of learnable 
parameters and certainly, this could lead to increased memory requirements. In this 
paper we compared one alternative of CNN with reduced number of learnable 
parameters. This network is called LBCNN [19]. As an experimental CNN 
architecture, for results comparison, we chose ResNet18 [17] implemented in 
PyTorch framework [31] (model c) in Fig. 3). 

4.2 Local Binary CNN - LBCNN 

LBCNN [19] is an alternative to the standard CNN which can approximate the 
performance of CNN with less learnable parameters. It was born from the idea of 
LBP convolution which has 8 special binary non-learnable filters, activation 
function, and binary weights for a linear combination. These factors were 
generalized to the m binary fixed filters (they are not learnable). The linear 
combination part of the layer was generalized from binary numbers to the real 
values. This linear combination with real values was applied as pointwise 
convolution (convolution with 1×1 sized filters) and this is the only part where this 
layer can learn [20]. Such layer is called the LBC layer and CNN with these LBC 
layers is called LBCNN. LBC layer function can be expressed by the following 
equation: 𝑥𝑙+1𝑡 = ∑ 𝜎(∑ 𝑏𝑖𝑠 ∗ 𝑥𝑙𝑠𝑠 )𝑚𝑖=1 ∙ 𝑉𝑙,𝑖 𝑡   (1) 

where t and s represent the number of input and output channels, m is the number 
of fixed filters (bi, i ∈ [m] ), 𝑥𝑙  is the input from l th layer and 𝑥𝑙+1 is the output from 
layer, and consequently it is the input into layer 𝑙 + 1. Vl,i are weights in pointwise 
convolution. The activation function is σ (we used ReLU). Operator * stands for 
standard 2D convolution and operator ∙ denotes pointwise convolution. 
Visualization of a single LBC layer is shown in Fig. 4. 

 

Figure 4 

Single LBC layer (m - number of fixed filters, V - weights for linear combination) 

LBCNN saves parameters through binary non-learnable filters which can be 
generated in two ways, one is deterministic and the second one is stochastic. In this 
paper, we used a deterministic and also stochastic filter generation strategy. 



Acta Polytechnica Hungarica Vol. 19, No. 7, 2022 

– 35 – 

4.2.1 Stochastic LBC Filters 

We used stochastic fixed filter generation described in [19]. Memory savings were 
achieved here by the ability to share fixed filters across layers with the same 
dimensions. We generated a new package of fixed filters for every layer (model b) 
in Fig. 3) and we shared them between LBC layers. First, filter generation sparsity 
must be defined, which represents the ratio between zero values and non-zero values 
in the filter. If the value is non-zero it has value 1 or -1, according to the Bernoulli 
distribution. We used stochastic filters with a sparsity of 0.5, that was determined 
in original paper [19] as a good standard value. 

4.2.2 Deterministic LBC Filters 

Deterministic filter generation strategy can save extra memory compared to 
stochastic filter generation. In case of deterministic filters, it is not necessary to save 
fixed filters after training because we know how they look like. In case of stochastic 
generation, it is necessary to save all fixed filters for further model re-use due to 
random factor. In this paper, we used original LBP filters with some additional 
deterministic fixed filters in order to increase the filter base. Additional filters are 
shown in Fig. 5. 

 

Figure 5 

Base filters used in LBC layers. Basic 8 LBP filters extended by another 4 filters, Prewitt and rotated 

Prewitt filters 
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This additional base contains Prewitt filters [25] and rotated Prewitt filters for edge 
recognition which can be important near vessels and borders of the eye and also for 
better detection of circle-shaped disease signs i.e. microaneurysms. We used 
LBCNN with deterministic filters with 2 setups. In the first, we used 12 filters, as 
in Fig. 5. In the second, we doubled the number of fixed filters to 24, by keeping 
the original 12 and the expansion was done by swapping values -1 and 1 in every 
filter. 

4.2.3 Number of Learnable Parameters 

The major advantage of LBC layers application is the reduction of learnable 
parameters number by the preservation of similar learning ability. If we assume that 
convolutional filters do not have bias terms, comparison between learnable 
parameters in each LBC and Conv layer can be expressed with the following 
equation: 𝐶𝑁𝑁 𝑝𝑎𝑟𝑎𝑚𝑠.𝐿𝐵𝐶𝑁𝑁 𝑝𝑎𝑟𝑎𝑚𝑠. = 𝑝×ℎ×𝑤×𝑞𝑚×𝑞   (2) 

where m in our case was 12, 24, and 72 which is the number of fixed filters in LBC 
layers. Next parameters h and w stand for the height and width of fixed LBC filters 
(both are 3 in our case), respectively. Parameters p and q stand for the number of 
input and output channels. The accurate parameter difference for the models is 
shown in Table 2. This table contains model name and number of learnable 
parameters (Params). 

Table 2 
Learnable parameters. [number]f - number of filters, sto. - stochastic, det. - deterministic) 

Model Params [million] 

Standard CNN – ResNet18 11.178 

 12f 24f 72f 

LBCNN – ResNet18 sto. – 0.288 0.472 
LBCNN – ResNet18 det. 0.242 0.288 – 

4.2.4 Memory Size Difference 

Deterministic filter generation strategy has the advantage in memory saving 
compared to the stochastic generation as we described above, as there is not 
necessary to store them. It means that alternatively, we could generate them 
programmatically in a predefined order. It is sufficient to save only learnable parts 
of the model, which are pointwise convolutional layers. However, in case of 
stochastic filter generation, it is important to save fixed filters, otherwise, further 
model re-use is impossible. To compare the memory requirement of these models 
in the PyTorch framework [15] we saved networks in the *.ckp file format, where 
we can save trained parameters and fixed filters for further re-use. This comparison 
is shown in Table 3. It contains the memory size requirements for standard CNN 
ResNet18 and each setup of LBCNN. 



Acta Polytechnica Hungarica Vol. 19, No. 7, 2022 

– 37 – 

Note: The specific memory size may vary from different hardware and software 
factors. 

Table 3 

Memory size difference. ([number]f-number of filters, sto. - stochastic, det. - deterministic) 

Model Size [KB] 

Standard CNN – ResNet18 131106 

 12f 24f 72f 

LBCNN – ResNet18 sto. – 4325 8105 
LBCNN – ResNet18 det. 2972 3512 – 

5 Experiments and Results 
In this chapter, we present our experiments of two approaches with proposed 
architectures. In the first case we did experiments on basic single model 
classification which is favorable in case of low memory and computational capacity. 
In the second approach, we experiment with an ensemble of more models that can 
offer improvements in classification accuracy with minimal increase in the number 
of parameters and memory requirements. 

5.1 Single Model Classification 

Firstly, we have made hyperparameter tuning with grid search method and 
empirically discovered the best training setup for selected models. We have tested 
different weight optimization methods (such as Adagrad, Adadelta, Adam, 
AdamW, and Nadam [32-35]) with different hyperparameters. We achieved the best 
results with Nadam optimizer, with learning rate 0.001 and with fixed number of 
epochs, 30 and 40 for EyePACS and Aptos, respectively. Other parameters were 
kept default as in PyTorch implementation of Nadam, which is on GitHub 
repository [36]. This hyperparameter tuning was made on CNN (ResNet18), and for 
objective comparison of models performance, we kept this setup for LBCNN 
models too. We made experiments on all the above-mentioned datasets, where we 
divided datasets into 80-20% ratio for the training and testing with random data 
selection in all cases. For every model, we made 30 repeated runs with the setups 
described above. After 30 runs we chose 10 best models based on the test accuracy, 
and evaluated the obtained results. 

Results of our experiments for the smaller dataset (Aptos) are shown in Table 4, 
and for the bigger dataset (EyePACS) in Table 5. Tables contain evaluation metrics 
used in medicine like accuracy, sensitivity (sens), specificity (spec), negative 
predictive value (NPV), and positive predictive value (PPV). These metrics were 
calculated as an average of 10 best models. The above-described metrics for a single 
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model were calculated from confusion matrices through the use of TP, FP, TN, FN 
values (F-False, T-True, P-Positive, N-Negative). 

Specifically, in medical classification tasks, confusion matrix values can be 
described as follows: 

 True Positive (TP): Damaged image correctly identified as damaged 

 False Positive (FP): Healthy image incorrectly identified as damaged 

 True Negative (TN): Healthy image correctly identified as healthy 

 False Negative (FN): Damaged image incorrectly identified as healthy 

These metrics are expressed by the following equations: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃+𝑇𝑁𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁  (3) 𝑠𝑝𝑒𝑐 =  𝑇𝑁𝑇𝑁+𝐹𝑃 ∗ 100  (4) 𝑠𝑒𝑛𝑠 =  𝑇𝑃𝑇𝑃+𝐹𝑁 ∗ 100  (5) 𝑁𝑃𝑉 =  𝑇𝑁𝑇𝑁+𝐹𝑁 ∗ 100  (6) 𝑃𝑃𝑉 =  𝑇𝑃𝑇𝑃+𝐹𝑃 ∗ 100  (7) 

To express the relation between specificity and sensitivity we also used an 
evaluation metric called AUC (Area under receiver operating characteristic curve) 
[37]. AUC is included in Tables 4 and 5 also as median accuracy and standard 
deviation (std) of the 10 best models. Tables also contains best and median 
accuracy. Figs. 6-7 show boxplot visualization of the 10 best models performance. 

Table 4 

Results of 10 best experiments on Aptos dataset (det. - deterministic, sto. - stochastic, f – filters, acc. - 

accuracy) 

 

Models 

CNN 
ResNet18 

[17] 

LBCNN 
(sto. 24f) 

[19] 

LBCNN 
(sto. 72f) 

[19] 

LBCNN 
(det. 12f) 

[ours] 

LBCNN 
(det. 24f) 

[ours] 

mean acc. [%] 95.59  95.57 95.44 95.89 96.58 
std 0.556  0.4616 0.362 0.3832 0.4022 

median acc. [%] 95.29  95.36 95.36 95.91 96.52 
best acc. [%] 96.73  96.32 96.04 96.45 97.41 

auc 0.979  0.9803 0.979 0.9832 0.9871 
spec [%] 95.94 96.01 95.74 95.96 96.59 
sens [%] 93.77 93.67 93.22 94.03  94.63 
NPV [%] 93.95  93.56 93.39 94.05 94.35 
PPV [%] 95.71  95.83 95.75 96.08 96.73 
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Figure 6 

Boxplot visualization of reached results on Aptos for used models (best 10 experiments) 

Table 5 

Results of 10 best experiments on EyePACS dataset (det. - deterministic, sto. - stochastic, f - filters, 

acc. - accuracy) 

 

Models 

CNN 
ResNet18 

[17] 

LBCNN 
(sto. 24f) 

[19] 

LBCNN 
(sto. 72f) 

[19] 

LBCNN 
(det. 12f) 

[ours] 

LBCNN 
(det. 24f) 

[ours] 

mean acc. [%] 91.12 90.22 90.4 88.73 89.71 
std 0.1828 0.2484 0.2519 0.3696 0.2475 

median acc. [%] 91.11 90.14 90.33 88.66 89.65 
best acc. [%] 91.44 90.73 91.03 89.34 90.31 

auc 0.9725 0.9698 0.9706 0.9605 0.9661 
spec [%] 93.32 93.06 93.41 92.23 93.08 
sens [%] 87.82 86.27 86.72 84.56 85.78 
NPV [%] 89.34 88.14 88.5 86.68 87.65 
PPV [%] 92.22 92.05 92.28 90.79 91.91 
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Figure 7 

Boxplot visualization of reached results on EyePACS for used models (best 10 experiments) 

5.2 Ensemble Classification 

A different, interesting practical approach, could be the ensemble creation of 
standard CNN and LBCNNs, however, this ensemble model [38] will require a 
larger model size, over the single standard CNN, but on the other hand, we could 
achieve classification improvement, using minimal parameters and minimal model 
size increases. As a demonstration, we used ensemble of 3 models (LBCNN 
deterministic with 24 filters, LBCNN stochastic with 24 filters and standard 
ResNet18) (Fig. 8). We used the Model Averaging Ensemble, to combine particular 
predictions, which means, every single model has an equal impact (weight), on the 
final prediction. 

We made these experiments on EyePACS database where ensemble of 3 models 
with equal weights in ensemble produced the following results: mean and median 
of the best 10 experiments were 92.00% and 91.97%, respectively. The best result 
we achieved was 92.39%. It means +0.88%, +0.86%, +0.95% improvement of 
accuracy on average, median, and on the best model with adding just 7 837 KB of 
memory or in learnable parameters, it means +0.488 million additional learnable 
parameters. 
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Figure 8 

Visualization of Averaging Ensemble Model 

Conclusions 

In our experiments, we proposed the additional deterministic filters application, in 
LBCNN, to achieve a more accurate DR image classification, for healthy or 
damaged classes. Specifically, this means that we extended a filter base of 8 LBP 
filters by 4 Prewitt filters and then we doubled the number of filters by swapping 
non-zero values in each filter. Thus, we effectively created 24 fixed filters. This 
deterministic filter generation can decrease the parameters memory requirement, 
compared to stochastic filters, because there is no need for fixed filter storing for 
further trained model re-use. This approach can be useful for low-memory devices, 
such as, smart-phones. It can be a very cost-effective solution of regular DR 
screening. However, in general, the selection of the deterministic filters base can 
also be a weakness, for example, in the case that the selected filters are not 
optimized for the given classification task, the performance of this LBCNN can be 
even worse, compared to the standard CNN. 

Based on our experiments on fundus image datasets, we can establish that LBCNN, 
with both strategies of filter generation (stochastic and deterministic), can 
approximate the performance of a standard CNN network for binary DR 
classification, moreover, it saves a significant amount of learnable parameters and 
decreases memory requirements. Specifically, in experiments on the smaller dataset 
(Aptos), performance of the LBCNN, with 24 deterministic filters, gave the best 
results, except for the standard deviation, where LBCNN with 72 stochastic filters 
achieved the best results, however, the difference was negligibly low. In case of the 
larger dataset (EyePACS), performance of the LBCNN with 24 deterministic filters, 
was slightly worse, because of an insufficient number of parameters, but it can be 
said that there is still a good trade-off between performance and the memory 
requirements. In this case, the standard CNN achieved the best results. This 
indicates that using LBCNN with deterministic filters is fully applicable for 
classification tasks, where only small datasets are available. 
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LBCNN with deterministically or stochastically generated filters are also usable 
separately and also as a part of an ensemble model, as a mechanism of improvement. 
Certainly, this option requires more memory compared to the single CNN, but if 
memory allows for it, it can be an alternative to improve classification accuracy 
with a minimal memory increase. This improvement was also demonstrated in our 
experiments, where we combined 3 models (LBCNN with 24 stochastic filters, 
LBCNN with 24 deterministic filters and a standard CNN-ResNet18). Conversely, 
using the dataset EyePACS, we achieved almost +1% improvement in accuracy, 
compared to the best classifier of the group. 

As future work, we plan to experiment with a greater ensemble of models, with the 
purpose to find optimal weights for classification performance, with minimum 
memory requirement target. 
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Abstract: In this paper, a novel framework is introduced by combining compressive 

sensing(CS) theory, digital curvelet transform, and Principal Component Analysis to 

improve the performance of face recognition method. CS is a highly attractive approach in 

the field of signal processing, which provides an efficient way of data sampling at a lower 

rate than the Nyquist sampling rate. CS offers numerous advantages, like less memory 

storage, less power consumption and higher data transmission rate etc. Here, CS is used on 

the face images, which offers reduction in storage space and computational time. The use 

of curvelet transform provides dual benefits: (i) sparse representation (ii) improvement on 

detailed content. To extract the feature vector, the Principal Component Analysis is then 

applied. The Performance of the proposed face recognition method is computed by 

applying cross-validation technique, compressive sensing based classifier, neural network, 

Naive Bayes and Support Vector Machine classifier. The proposed technique can efficiently 

perform the face recognition, at a low computational cost. Extensive experiments, on ORL 

and AR face databases, are conducted to validate our claim. The proposed technique also 

recognizes face images more efficiently than the traditional PCA, with a 1.5% higher 

recognition rate, if a person wears a face mask, as protection from COVID-19 

Keywords: Face Recognition; Compressive Sensing; COVID-19; Curvelet Transform 

1 Introduction 

Face recognition (FR) [1] is a widely used biometric based technique for 
identification of individuals in various places for security issues. FR offers various 
advantages over the other biometric based techniques (iris, retina, fingerprint, etc.) 
like face images can be captured with a low cost camera and no need for direct 
contact of the acquisition device. But it has some disadvantages too. One of the 
notable disadvantages of the FR system is that it is less reliable than other 
biometric based systems. Actually, different factors like quality of image or video, 

mailto:suparna.biswas@gnit.ac.in
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expression variation, Occlusion, illumination differences affect the recognition 
performance. 

Identification through FR [2] [3] [4], is basically a matching problem, in which, 
test image is compared with the stored database. But sometimes automatic FR is 
very much challenging or hard task due to the variations of different factors like 
pose variations, expression variations, illumination differences, presence of noise, 
occlusion and blurring etc. Some form of pre-processing steps become required to 
reduce the noise, effect of variations in pose and illumination, which have impact 
on the choice of the recognition scheme. Automatic FR methods involve two 
important steps: 

i) Extraction of features from face images 

ii) Classifier design 

However, classification result mostly depends on the feature extraction 
techniques. In traditional method of FR, pixels intensity is used as input features. 
However, the techniques are time consuming due to high dimensionality of input 
feature vector. 

Various methods have been developed for extracting features in low dimensional 
space, such as Principal Component Analysis (PCA) [5], Linear Discriminant 
Analysis (LDA) [6] and Independent Component Analysis (ICA) [7]. PCA is most 
widely used method for feature selection and dimensionality reduction. However, 
PCA can’t handle variation in illumination and facial expression. LDA is another 
powerful tool for dimensionality reduction, widely used in FR. In case of 
traditional LDA, classification accuracy may degrade with the sample size. PCA 
can give outstanding performance than LDA, if the training dataset is small. 
Recently lots of FR methods have been developed applying the unsupervised 
statistical techniques. In unsupervised statistical technique, a set of basis images 
are used to represent faces as a linear combination of the basis images. Higher 
order statistics among the pixel values provide better basis images, which contain 
more important information for FR. ICA is one such method depicted as 
generalization of PCA and superior than PCA in case of illumination and 
expression variations of face images. 

Wavelets [8] and the various variants, namely contourlet [9] curvelet [10] etc. are 
found to be efficient to analyze the high dimensional signals. Wavelets offer the 
benefits of multiscale analysis and time frequency localization of 2D image 
matrix. However, wavelets are ineffective while dealing with smooth contours in 
different directions unlike contourlet which can handle this issue due to additional 
properties of directionality and anisotropy. Moreover, wavelet transform can 
detect only point singularities but fails to detect curved singularities. To overcome 
the limitations of wavelet and contourlet, Candes and Donoho [10] presented 
curvelet transform (CVT) which has better capability to represent edges and other 
singularities along curves. CVT represents the line, the edges and the curvature 
precisely through compact representation using less number of coefficients. 
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During the recent years, CS theory has received remarkable attention in the 
research area of FR [1]. CS theory reinvents FR technique applying sparse 
representation theory. Usually, in the case of FR technique using CS theory, the 
query image is presented as a sparse linear combination of training images. This 
method showed robustness in presence of noise. In CS, sparsification is an 
important step and degree of sparsity has a significant role in reconstruction 
process. So investigation of suitable sparse representation is the most vital task for 
FR technique, based on CS. 

The global problem at present is COVID-19 caused by corona-virus which led to 
the worldwide lockdown. The common people are the worst sufferer having no 
work. Though intensive research and development of vaccines is currently 
underway in Russia, UK, USA and other countries giving the common people a 
ray of hope, yet they have decided to return to their work to earn their livelihood. 
Considering the present scenario wearing mask and protective gear has become 
mandatory for all but it may create some security issues as it is hiding the face of 
individuals. 

The objective of the present work is to improve feature information of face images 
in order to recognize the individuals efficiently. In this paper features of CS, CVT 
and PCA are exploited to develop a new FR technique. Here, CVT has been used 
to perform dual role, first one is sparse representation and another is enhancement 
of CS reconstructed face images. To extract the features in low dimensional 
feature space PCA has been used on the enhanced image. Comprehensive 
simulations are conducted on two online accessible datasets, applying different 
classification technique to demonstrate the supremacy of our proposed scheme. 
Our proposed technique also tested on face with mask to combat with corona virus 
as a protective measure. 

The remaining part of the paper is structured as follows: Section 2 provides a 
literature review on FR method. In Section 3 the proposed FR method is described 
clearly and Section 4 provides the experimental results and discussion. In Section 
5 the modified proposed method is discussed to combat with COVID-19. Finally, 
the paper is concluded in Section 6. 

2 Scientific Literature Review 

A brief review of FR and its superiority followed by the benefaction of the 
proposed method has been discussed in this section. 
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2.1 Related Work 

Recognition of human faces utilizing PCA was first proposed by Sirovich and 
Kirby [11] in 1987. Some recent advancement on PCA based algorithms includes 
symmetrical PCA [12], two-dimensional PCA (2D-PCA) [13-14], weighted 
modular PCA [15], Kernel PCA [16] and diagonal PCA [17]. The method 2D-
PCA is dependent on 2D image matrix. Hence, it does not need to transform the 
2D image matrix into a vector, prior to feature extraction. Here image covariance 
matrix directly constructed from the 2D matrix and this technique is 
computationally more adequate than traditional PCA. In [17], fit has been reported 
that diagonal PCA (DiaPCA) is more accurate than both PCA and 2D-PCA. 
Improved FR performance was observed by combining the DiaPCA and 2D-PCA. 
Recently published other performance improvement techniques are [18-19].  
In [18] a Local Binary Pattern (LBP) Histogram based technique and in [19] LBP 
and Support Vector Machine (SVM) has been used to improve the recognition 
rate. 

Sparse representation based classification (SRC) technique for FR was introduced 
by Wright et al. [1]. In [1] query image is represented as sparse linear combination 
of the training images and applying l1 - minimization technique [20], the sparsest 
coding vector has been achieved. Then the classification of test image was based 
on minimum representation error. Wright et al. [1] declared that for large 
dimension of feature vector SRC is independent of feature types. To overcome the 
difficulty of occlusion and corruption Wright et al. [1] introduced an occlusion 
dictionary and showed that this technique is robust for small variations of pose 
and displacement. 

Yang et al. [20] proposed a FR technique utilizing l1 norm minimization SRC 
algorithm. In this paper Gabor features are extricated from the local regions of 
face images, which are slightly sensitive to variations of pose, illumination and 
expression than the holistic features. This FR method [20] based on Gabor feature 
has improved the classification rate over the conventional SRC based technique 
and increased the computational speed in presence of occlusion. 

Yang et al. [21] implemented a robust sparse coding (RSC) method to recognize 
the face images robustly. A suitable weight function is designed for RSC, to 
obtain better performance than the existing SRC [20] based method, with the 
intricate variations of faces. Assuming that the noise term has a sparse 
representation, a correntropy based sparse representation (CESR) technique was 
proposed in [22]. CESR technique can efficiently handle the non-Gaussian noise 
and yields better results for the scarf occlusion problem in FR. 

Huang et al. [23] introduced a FR method which is transformation-invariant SRC 
technique. Zhou et al. [24] integrated Markov random model with SRC technique 
to recognize the face images under contiguous occlusion. Wagner et al. [25] 
handled pose and illumination variation FR problem by introducing SRC 
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framework. In [26] a discriminative dictionary learning technique was proposed to 
increase the efficiency of FR. Yi-Haur et al. [27] developed a FR technique named 
as maximum probability of partial ranking on the framework of SRC. In [27] 2D-
PCA and 2D-LDA feature extraction techniques has been applied on two face 
databases ORL and Yale B. This technique [27] showed significant improvement 
in recognition accuracy greater than the traditional PCA, LDA, two dimensional 
PCA and LDA based techniques. Considering the correlation and sparsity Wang et 
al. [28] presented a FR technique which is based on adaptive sparse linear model. 
It has been noticed that this sparse linear model behaves like SRC if the training 
samples are almost uncorrelated. But if the training samples are highly correlated 
then [28] this technique behaves as collaborative representation based 
classification (CRC). This technique has showed better performance over the 
Neural Network (NN), SRC and CRC techniques. 

Some of the recent works on FR are [29] [30] [31] [32] [33]. In [29], the author 
presented a random sampling patch-based FR technique to cope up with the 
problem of occlusion. In the same year Wang et al. [30] presented another sparse 
representation based FR technique to overcome the same problem. Recently deep 
learning is widely used in different pattern recognition problems, due to its high 
recognition accuracy. Following this trend, Feng et al. [31] proposed a deep 
learning based Robust LSTM autoencoder to handle the occlusion. To address the 
issues of pose variation, Kishor et al. [32], presented a FR method by combining 
Dual Cross Pattern (DCP), local binary pattern (LBP) and SVM. Bah SM and 
Ming F introduced a new FR method [33] by combining LBP and different 
advanced preprocessing techniques, which is robust under the variation of scale, 
pose and different lighting conditions. 

From different studies, we know that during COVID-19 pandemic, wearing masks 
helps to prevent the spreading of coronavirus. But masks obscure the important 
face region and as a result reduce the recognition rate of FR. To increase the FR 
rate of masked faces in [34] authors presented a Multi-Task Cascaded 
Convolutional Neural Network (MTCNN) based technique. By combining the 
convolutional neural network (CNN) and LBP, Vu HN et al. presented a masked 
FR technique in [35]. In [36], F. Ding et al. presented latent part detection (LPD) 
model to improve the recognition accuracy of masked faces. Here, the author first 
generates masked faces and then original and masked faces are fed into two 
branches CNN. Their technique [36] provides better accuracy compared to others 
with a large margin. In [37], at first the author cropped the masked face region and 
then applied CNN, namely VGG-16, AlexNet, and ResNet-50 to extract the 
features from face regions and then applied Multilayer Perceptron (MLP) for 
classification. 
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2.2 Scope and Contribution 

The principal contributions of this paper are presented as follows: 

1)  A CS based novel framework of FR is presented, where CVT performs a 
dual role: 

  (a)  Sparses representation using transform domain 

  (b)  Preprocessing of the face images 

2) Proposed method utilizes a new preprocessing technique based on CS, to 
extract detail edge information from the face images by using CVT which 
has better ability of providing directional and edge representation. 

3)  For CS reconstruction Smoothed Projected Land weber (SPL) [38] 
method has been used for faster implementation. 

4) Proposed CS based FR framework improve the recognition rate. 

5)  Extensive simulations are performed on two data sets AR and ORL.  
The performance of the proposed method has been evaluated using 
different classifier such as K-fold cross validation technique, CRC with 
regularized least square (CRC RLS), NN, Naive Bayes (NB) and SVM 
classifier. 

6) The proposed technique is also a suitable method during the COVID-19 
Pandemic. 

3 Proposed Method 

This section provides the description of proposed CS based FR technique.  
The structural outline of the proposed FR technique is depicted in Figure 1.  
It consists of mainly four modules: CVT, CS based preprocessing, PCA for 
feature selection and classification. 

At first CVT [39] has been applied on each input image to capture the detail and 
directional edge information. Actually CVT is an appropriate basis function for 
the sparse representation, because maximum numbers of coefficients values are 
negligible after the application of this transform. So CVT is used in this FR 
technique due to its high degree of sparsity property compared to other transform. 
For the reconstruction of image with enhanced information, different percentage 
of samples (PS) are chosen randomly from the detail sub-bands and then sub- 
bands are reconstructed back applying SPL [38] reconstruction algorithm. Inverse 
CVT (ICVT) has been applied on the coarse sub-band and the reconstructed detail 
sub band. After that we get the resulting image as Image1 (Figure 1). 
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Figure 1 

Structural outline of the proposed FR technique 

ICVT is also applied on the reconstructed detailed sub-bands only considering all 
the coefficients of coarse sub-band to zero and then we obtain Image2 (Figure 1). 
Two images Image1 and Image2 are superimposed to enrich the reconstructed 
face images in which detail edges are more informative. So the technique 
enhances the features in this preprocessing. 

Both reconstructed images (Image2 and Image1) for different PS are shown in 
Figure 2. Figure 2 (a) is the input original image, while Figure 2 (b) is the 
reconstructed Image1 for different percentages of detailed sub-bands, Figure 2 (c) 
is the reconstructed Image2 from different percentages of detailed sub-bands 
coefficient only and Figure 2.(d) is the superimposed image. From Figure 2 it is 
noticed that with the increase in the PS of the detail sub-band coefficients, 
improvement on reconstruction quality is observed. It is expected that this 
improvement in reconstruction quality has a subsequent effect on classification 
rate. PCA has been applied to extract the features from the superimposed images. 
Then different classifiers are applied on the extracted features to recognize the 
face images. Algorithm 1 describes the total process of the proposed technique. 
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Figure 2 

(a)input image, (b)CS based reconstructed images(Image1), by varying the value of PS (c)CS 

reconstructed images(Image2) for different PS value (d)Superimposed images. (1st row for 50% PS, 

2nd row for 60% PS, 3rd row for 70% PS, 4th row for 80% PS, 5th row for 90% PS). 

ALGORITHM 

Algorithm 1: Algorithm of Face recognition 
Input: Face image and PS 

1:  Compute CT 
2:  Extract coarse sub-band Imagecoarse and detail sub-band 

Imagedetail 
3:  Set PS from Imagedetail 

4:  Reconstruct Imagedetail applying SPL method 
5:  Construct Image1=ICT (Imagecoarse, Imagedetail) 
6:  Set Imagecoarse = 0 
7:  Construct Image2=ICT (Imagecoarse, Imagedetail) 
8:  Image = superimpose(Image1, Image2) 
9:  Apply PCA 
10:  Apply classifier 

Output: class label 
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4 Result and Discussions 

Every input face image is decomposed using CVT considering scale value of 2 
and angle 8. To generate the feature vectors PCA is applied on the enhanced 
training face images. The feature vectors of the test image are compared with that 
of the training images to find the best match training image and recognized as the 
face of the test image. System performance has been evaluated by applying CRC_ 
RLS [40] and K-fold cross validation technique considering K=10. For K-fold 
cross validation technique, results are obtained by averaging the recognition rates 
of 1000 different rounds in MATLAB. Performance of the proposed method is 
computed on two publicly available facial image databases: ORL and AR. 
Additionally we have also studied the recognition rate using NN, NB and SVM 
classifiers. Proposed method is executed on MATLAB 2012b and Weka 3.7.9, in 
Intel Core i3-380M CPU, 2GB RAM, Windows 7 platform. 

4.1 ORL Database 

ORL dataset contains grayscale images of 40 individuals with varying 
illumination, contrast, pose and expressions (open or closed eyes, smiling or no 
smiling). Some sample images are shown in Figure 3. This database consists of 
400 images with frontal and near frontal view faces (rotation of the face up to 20 
degrees with and without spectacles). 

Recognition rate for different dimensions of feature vector, using cross validation 
technique is presented in Table 1. Table 2 shows the classification rate for 
CRC_RLS classifier by varying the PS. It is noticed that recognition rate gradually 
increases with increase of PS and PC and finally, achieved maximum recognition 
rate when PC= 50 and PS=90. All the results presented in all tables and graphs are 
obtained by taking average from 1000 runs. 

 

Figure 3 

Few sample images from ORL dataset 
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Table 1 

Recognition rate of ORL dataset for cross validation technique 

PS PC=10 PC=20 PC=30 PC=40 PC=50 
90% 87.89% 95.21% 96.43% 96.83% 97.36% 

80% 87.75% 95.34% 96.29% 96.74% 97.35% 

70% 87.85% 95.33% 96.25% 96.75% 97.28% 

60% 87.60% 95.24% 96.28% 96.83% 97.27% 

50% 87.77% 95.08% 96.27% 96.69% 97.09% 

40% 87.74% 95.14% 96.22% 96.74% 97.19% 

30% 87.36% 94.96% 96.35% 96.72% 97.24% 

20% 87.38% 94.91% 96.39% 96.73% 97.17% 

10% 87.22% 94.88% 96.32% 96.63% 97.25% 

Table 2 

Recognition rate of ORL database for CRC_RLS 

In this case, in order to observe the dependence of recognition rate on two 
parameters (feature dimension or PC value and PS value) in the right way, we 
should trade-off two parameters and the graphical representation will become a 
three dimensional plot, as shown in Figure 4 and Figure 5. Figure 4 and Figure 5 
show how the recognition rate changes according to the changes of the feature 
dimension and PS value for CRC RLS and cross validation technique. Figure 4 
shows that the best recognition rate 91.5% is obtained when the feature dimension 
is set to 50 and PS= 90%. 

PS PC=10 PC=20 PC=30 PC=40 PC=50 

90% 64% 83 % 87.0% 90.0% 91.5% 

80% 64% 82.5% 86.5% 90.0% 91.0% 

70% 64% 82% 86.5% 90.0% 91.0% 

60% 63.5% 82% 86.0% 90.0% 91.0% 

50% 62% 82% 86.0% 89.5% 90.5% 

40% 62.5% 81% 85.5% 90.0% 90.5% 

30% 62% 80.5% 86.5% 90.0% 90.5% 

20% 61% 81% 86.5% 89.0% 90.0% 

10% 61% 81% 86.5% 89.0% 90.0% 
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Figure 4 

Recognition rate vs. Feature Dimension vs. PS (on ORL dataset considering CRC_RLS) 

 

Figure 5 

Recognition rate vs. Feature Dimension vs. PS (on ORL database considering cross validation 

technique) 

In case of Figure 5 the maximum recognition rate 97.36% is obtained for feature 
dimension is equal to 50 and PS=90%. From both the figures it is also observed 
that the recognition rate decreases even after increasing the PC value after 50. But 
there is a trend of increase of recognition rate with increase of PS value. 
Recognition rate for NN, NB and SVM classifiers have been studied by varying 
the PC and depicted in Figure 6. Maximum recognition rate has been achieved for 
PC=50, beyond which no significant change in result. For ORL database, SVM 
and NN classifiers produce the maximum rate of recognition for PC=50. 
Comparing three classifiers (NN, NB and SVM) from Figure 6, it is seen that 
SVM provide the best result compared to others for the entire range of feature 
dimension variation. The ROC curve for NB, NN and SVM classifiers for 
PS=90% are depicted in Figure 7. Here SVM classifier gives excellent result for 
the proposed technique. 
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Figure 6 

Recognition rate for NB, NN, SVM classifier 

 

Figure 7 

ROC curve for ORL database 

The performance of this proposed technique is also compared with the method 
(CVT+ PCA), where PCA is applied directly on approximation coefficient after 
applying curvelet transform (CVT is used for curvelet transform). Our proposed 
method shows superior results than the (CVT+ PCA) as shown in Figure 8. From 
Figure 8 it has been observed that the proposed method is better than the PCA 
based methods. For the cases, the best performance has been achieved at PC=50. 
Results of performance comparison with the existing techniques are summarized 
in Table 3. The proposed FR technique shows better performance compare to the 
techniques as described in [27] [42] [41], for PS=90% and PC=50. Computational 
time required for this proposed pre-processing scheme is given in Table 4. 
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Figure 8 

Comparison using cross validation technique 

Table 3 

Comparisons with other methods for ORL database 

Method  Accuracy 

PCA+SRC-MP[21] 89.00%(for dim 60) 

PCA+SR[41] 93.7%(for dim 100) 

Homotopy + SR [42] 97.31% 

Proposed Method +SVM 99.00%(for dim 50) 
96.00%(for dim 60) 

Proposed Method+NN 99.00%(for dim 50) 
96.00%(for dim 60) 

Table 4 

Time required for CS based processing 

PS 50% 60% 70% 80% 90% 

Time 16.533s 16.633s 16.700s 21.583s 23.894s 

4.2 AR Database 

The AR dataset consists of 4000 images (consisting of 126 individuals) with 
variation in illumination and expression. In this work, we choose 1399 images 
(consisting of 50 males and 50 females) with illumination and expression 
variation. For each person, 7 images are selected for training and rests of 7 images 
are used for testing. The images are cropped to (60 × 43) shown in Figure 9. 
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Figure 9 

Sample images of AR face database 

Recognition rates for different value of PCs and PS using CRC RLS classifier is 
given in Table 5. For this database also, we have observed the same result that the 
recognition rate gradually increases with increase of PS and PC. Recognition rates 
for NN, NB and SVM classifiers have been studied by varying the number of PC 
and are presented in Table 6 for PS=90%. For AR database, NN classifier 
produces the maximum accuracy of 98.928% for PS=90%. 

Table 5 

Recognition rate of AR database using CRC_RLS 

PS PC=60 PC=120 PC=300 

90 86.69% 91.99 % 93.99% 

80 86.69% 91.41% 93.42% 

70 85.69% 91.13% 93.84% 

60 85.27% 91.27% 94.28% 

50 84.97% 90.55% 93.99% 

40 82.97% 90.27% 92.41% 

30 83.11% 90.41% 91.56% 

20 83.26% 90.41% 91.56% 

10 82.69% 90.12% 91.55% 

Figure 10 shows how the recognition rate changes according to the changes of 
the feature dimension and PS value for CRC RLS for AR database. From Figure 
10, it is noticed that the best recognition rate 94.91% is obtained when the 
feature dimension is set to 270 and PS= 90%. From this figure it is also observed 
that there is a trend of increase of recognition rate with the increase of PS value. 
The ROC curve for NN and SVM classifiers, using cross validation technique is 
depicted in Figure 11, showing excellent result. Performance is also compared 
with PCA (on original image) based methods considering PS=50% and 90% 
taken from detail sub-band. 
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Table 6 

Recognition rate of AR database for different classifier and PS=90 

PC Accuracy for NB Accuracy for NN Accuracy for SVM 

60 91.065% 97.856% 97.069% 

120 90.278% 98.928% 98.071% 

300 83.774% 98.570% 98.000% 

 

Figure 10 

Recognition rate vs. Feature Dimension vs. PS (for AR, considering CRC_RLS) 

 

Figure 11 

ROC curve for NN and SVM classifier 

Comparisons with the existing methods are summarized in Table 7, showing that 
performance of our technique is better compare to  
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Table 7 

Comparisons with other methods for AR database 

Method Accuracy 

PCA+CRC RLS(31) 90.00% (for dim 120) 

SRC(21) 90.100% (for dim 120) 

Proposed Method+NB 90.278%(for dim 120) 

Proposed Method+NN 98.928%(for dim 120) 

Proposed method+SVM 98.071%(for dim 120) 

5 Modified Proposed Method to Combat COVID19 

The modified flow diagram to recognize the face images is depicted in Figure 12. 

 

Figure 12 

Modified flow diagram of proposed technique to combat with COVID 19 

In this technique we cut the 1/3 portion of the face image (as indicated by black 
box) from the lower region and excluding this lower portion we performed the 
same technique as discussed in Figure 1. At present, no database is available with 
a mask and that is why we have used the ORL database. Actually mask covers the 
lower portion of our face images and as a result we are unable to extract the 
features of face images, which are covered by mask. So we can extract the 
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features only from the upper uncovered portion. Through this preprocessing 
technique, as discussed in Figure 1, we have tried to improve the face recognition 
rate in this pandemic situation to combat with corona virus. Some of sample 
images of ORL database after excluding the lower portion (which is considered as 
covered region by mask) are shown in Figure 13. The recognition rate for the ORL 
database is given in Table 8 for CRC RLS classifier. From the results of Table 8, 
we can say that the proposed technique performs better than a conventional PCA. 

 

Figure 13 

Some of face images of ORL database after excluding the lower portion 

Table 8 

Recognition rate for ORL database covered with mask 

PC 
Recognition rate 

(Conventional PCA) 
Recognition rate 

(Proposed technique) 
10 47.00% 51.00% 
20 76.50% 79.00% 

30 80.00% 82.00% 

40 82.00% 86.50% 

50 87.50% 89.00% 

Conclusions and Future Work 

In this paper, a preprocessing technique, based on CS for the performance 
improvement of FR method, is proposed. This presented integrated FR technique 
performs preprocessing, compact presentation and dimensionality diminution.  
The method shows assuring results while the recognition rate is evaluated using 
CRC RLS, NN, NB and SVM classifiers. Experimental results of this proposed 
technique show the superiority compared to other methods. Our method shows 
excellent performances, such as maximum recognition rate of 99% (for SVM 
classifier) for ORL database and 98.92% (for NN and SVM classifier) for AR 
database. The proposed CS based FR method, improves rate of recognition and 
shows robustness against the effect of Gaussian noise. The proposed technique 
provide maximum of 89% recognition accuracy for the ORL database in case of 
masked faces, which is greater than conventional PCA. The proposed technique 
may be extended for future work, as follows: 

i)  The importance of other feature extraction technique such as LDA and ICA 
may be studied to improve the rate of face recognition. 

           ii)  A deep learning model can be developed to improve the recognition. 
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Abstract: The main goal of our research, and thus, of our present study, was to explore 

some problems and issues of business behavior and etiquette in Slovakia and Hungary.  

The international comparative research program launched by Fam and Richards was our 

starting point, in which we examined these two countries. We found that due to the cultural 

differences in the dimensions of the Hofstede model, differences can be detected in business 

ethics and etiquette in the business life of Hungary and Slovakia, which can be supported 

by statistical methods. At the same time, our results also showed that almost a half-century 

since Hofstede research has not passed without a trace in the Central European Region. 

The transition from socialism to a market economy involved border openings. At the same 

time, it facilitated the convergence of the business culture of Slovakia and Hungary, 

changing the relative position of these two countries on the Hofstede scale. We drew 

attention to the fact that it would be worth repeating Hofstede's research to record socio-

economic changes, in the case of intensely transforming societies and countries. 

Keywords: business behavior; business etiquette; business ethics; cultural differences 

1 Introduction 

Culture largely determines people's daily lives, about which many definitions have 
come to light over the past decades. Culture is the same age as humanity.  
The complexity of the concept reflects the fact that while Alfred Kroeber and 
Clyde Kluckhohn compiled 164 definitions of culture in 1952, by now, this 
number has presumably reached the order of a thousand [39]. Although all these 
definitions are close to each other, they differ. They depend on the age and 
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society, the approach, and the purpose of viewing culture [46]. The purpose of the 
present study is to map, following Hofstede's culture model, how to behave in a 
business meeting, the patterns of behavior accepted by business people, and the 
key to a successful business in Slovakia and Hungary. On a theoretical level, 
therefore, we review the concept and role of culture in business and then use the 
results of primary research to present the similarities and differences between the 
business cultures of the two countries. 

1.1 The Concept of Culture 

Culture is the unique nature of a social group that distinguishes it from other 
social groups. Culture develops from patterns of behavior created by a group of 
people in response to fundamental problems of social interaction. It manifests in 
the values, beliefs, and norms of a group, the typical patterns of behavior of group 
members, the choice and use of rituals and symbols, the social, economic, 
political, and religious institutions, and the ideology that underlies the institutions. 

Perhaps the most significant cultural research is Geert Hofstede's research, but 
Trompenaars’s study [57], examining cultural values is significant. Since the 
publication of Culture's Consequences: International Differences in Work-Related 
Values [27], thousands of empirical studies have been inspired by this work [51]. 
According to the Social Science Citation Index, Hofstede's work is more widely 
cited than other studies. The most important cultural models are: Hofstede [27], 
Hofstede and Bond [29], Hofstede [28], Schwartz [54], Trompenaars [57], Smith 
et al. [56], House et al. [32], Bond et al. [7], McLean and Lewis [44]. 

Hofstede [27] interprets culture as the collective programming of thinking that 
distinguishes one group of people from others. He developed his theory based on 
his research - data collected from 116,000 questionnaires in 20 languages, 
involving 88,000 employees in 72 countries at IBM between 1967 and 1969, and 
again between 1971 and 1973. 

The individualism/collectivism factor expresses the extent to which individuals 
care only for themselves and their close family and how much they feel 
responsible for members of a large community who can also count on their 
support in return. The factor of avoiding uncertainty expresses how members of a 
community can face uncertainty and take risks. Three indicators play a role here: 
adherence to the rules, duration of employment, and stress endurance. Power 

distance is an expression of the extent to which members of a society or 
community who receive less power accept the unequal distribution of power. 
Masculine / feminine values refer to gender-related role sharing in a given society. 
For example, East Asia, Central Europe, and the Anglo-Saxon states are 
predominantly masculine societies. In contrast, northern and Latin Europe, and 
many African cultures, show more notable feminine characteristics. 
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Any of Hofstede's four dimensions can have an impact on the methods used in 
negotiations. In addition, each dimension can affect the relationship between the 
negotiators. As a result, all of these can shape the negotiation process and its 
outcome [23]. 

Hofstede and Bond [29] created the fifth dimension, Confucian dynamism (long-

term/short-term orientation). Long-term orientation refers to future-oriented 
values such as perseverance and frugality. Short-term orientation refers to past and 
present values such as respect for traditions and fulfilment of social obligations. 

Later, the sixth dimension was added to Hofstede's [27] model, Indulgence versus 

Restraint. The indicator refers to the level of acceptance of each culture related to 
the enjoyment of life and entertainment, or how restrained each culture is due to 
strict social norms [28]. 

Hofstede's [27] work has been widely criticized, among other things, for grouping 
culture into four to five dimensions, restricting sampling to a multinational firm, 
or neglecting cultural heterogeneity within a country [53]. However, despite 
criticisms, researchers prefer this kind of 5-dimensional division because of its 
clarity and providence [35]. 

Hofstede's dimensional concept of culture dominates in international management 
and cross-cultural psychology; on the other hand, his dimensional concept 
neglects cultural dynamics [6]. With the economic development of countries, 
modernization theory predicts changes in cultural values. In Hofstede's value 
dimensions, country scores may change, raising the further relevance of the 
framework [5]. Eringa et al. [17] and Gerlach and Eriksson [21] repeated some 
elements of Hofstede's research. They observed significant differences from the 
original model in several respects, suggesting that individual cultures are not 
constant but constantly changing. 

1.2 The Role of Ethics in Business 

In today's globalized world, business actors face several ethical questions in their 
daily decisions in a dynamic and changing environment. The role of ethics in 
business has opened up a remarkably new field of research. Most bibliometric 
studies focus on the volume and citation of papers on the subject [8] [9].  
In business situations, the question often arises in the minds of actors: What 
should I do? What is the right thing to do? In answering this question, the 
individual's business principles and personal values and emotional intelligence, 
which influence daily life and social relationships [41], all play a role [19]. 

The papers published on this topic in the last decades can be divided into four 
groups. The first group examines the degree of the ethicality of the individual in 
the context of entrepreneurial skills: e.g. the role of personal values [26], socio-
cultural background [31]. Hannafey [25] points to the unique and diverse moral 
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problems and ethical dilemmas entrepreneurs often face. Other research examines 
organizational structure and the evolution of ethics [55], focusing on the 
relationship between corporate strategy and values that favor (un)ethical behavior 
[47]. It is typical of the studies in this group that the authors point to differences in 
ethical behavior between entrepreneurs and non-entrepreneurs, emphasizing the 
differences in behavior between managers and entrepreneurs [13] [38]. Crane [13] 
investigated the behavioral differences between managers and entrepreneurs in 
Canada and found slight differences in ethical behavior between the two groups. 
Zhang and Arvey [62] published a fascinating study on whether there is a link 
between the ethical business behavior of entrepreneurs who are highly rule-
breaking in adolescence and their ethical business behavior later in adult life. 

Another vital contribution to this area is the Sackey, Faltholm and Ylinenpaa [52] 
study, which pointed out the ethical dilemmas in developed and developing 
countries. The authors pointed out that the ethical difficulties faced by 
entrepreneurs in developed countries are substantially different from those faced 
by entrepreneurs in developing countries, as business actors in the two countries 
face other challenges. The research experience shows that in linking the concepts 
of ethics and entrepreneurship, it is essential to emphasize the moral constraints of 
entrepreneurs. There is also extensive literature on this area of research [12] [63]. 

There is ample evidence in the literature that the personal characteristics of 
entrepreneurs make them sensitive in preparing ethical decisions. In this respect, 
Pellegrini and Ciappei [49] suggest that an individual's skill enables them to make 
the right decision even in extreme situations with high uncertainty. Another strand 
of research on ethical decision-making focuses on non-ethical decision-making. 
Researchers try to find answers to the personal motives behind individuals' 
unethical decisions. Baron, Zhao, and Miao [4] found a link between money-
driven motivation and moral apathy and concluded that moral indifference 
predisposes to unethical choices. 

In the second group, we can classify papers that examine the issue of ethics at the 
organizational level, i.e. how ethics is manifested in established organizations and 
how ethics can evolve within the organization as the company's life cycle 
progresses. Arend's [3] study points out that the organization's dynamic 
capabilities actively change existing ethical concepts. The results also indicate a 
positive impact on the overall ethical performance of the organization. 
Researchers in the field examine their critical findings in the context of 
stakeholders [45] [20], and corporate social responsibility [24] [33] [40] [58]. 
Markman, Russo, Lumpkin, Jennings, and Mair [43] point out the importance of 
one of the roles of organizations to positively impact their environment and 
society as a whole. The authors show that there are many ways for organizations 
to pursue a sustainable, ethical and entrepreneurial strategy simultaneously. It is 
increasingly apparent that organizations today are becoming more and more 
committed to corporate social responsibility [18]. 
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The third group includes papers that discuss ethical issues of new business 
models, e.g. social enterprises [61] [22]. Literature studies agree that social 
enterprises create social value. At the heart of the operation of these enterprises is 
a response to a social issue [37]. Despite the growing attention that researchers are 
paying to social entrepreneurship, few have explored the ethical context in which 
it operates. Instead, research findings only highlight the social and general 
economic differences between these types of enterprises [10]. Kraus et al. [36] and 
Rey-Martí et al. [50] use a bibliometric approach, to provide a comprehensive 
picture of the outcomes of social purpose enterprises, making clear the importance 
of the topic. Understanding the ethical principles behind the operation of social 
enterprises raises further questions in the minds of researchers [10]. Chell et al. 
[10] point out that social entrepreneurship needs to be viewed through the 'mirror' 
of ethics and that there is currently no successful integration of the two concepts. 
To fill this gap, they emphasize the importance of considering ethical perspectives 
in social entrepreneurship. The authors argue that a positive understanding of 
social enterprises is superficial simply because they contribute to the common 
good since there are also fundamental business interests behind these enterprises. 
Dey and Steyaert [15] are also critical of the ethics of social entrepreneurship. 
They call for further research to be conducted in this area, with a particular focus 
on rethinking ethical approaches used in the past. They argue that future research 
might be worthwhile within the field to investigate issues of power-seeking, 
subjectivity, and the individual's desire for freedom. 

Finally, the last group of literature includes papers that examine the broader 
perspective of ethical business and its impact on society. For example, the 
research of Anokhin and Schulze [2], using sources from 64 countries, examines 
the effects of corruption in the corporate environment, summarizing its impact on 
society. In line with each other, Kaback [34], Pearson, Naughton and Torode [48] 
and Von Schnitzler [59] have looked at the ethical issues involved in the 
introduction of new technology into society. Collewaert and Fassin [11] 
investigated the effects of unethical behavior on the origins and course of 
conflicts. In their study, they concluded that what business partners perceive as 
unethical behavior leads to conflict. The authors also conclude that the disputes 
described above influence the choice of future business partners and the 
development of business strategies. A further study on the subject has been carried 
out on investors [16]. The authors investigated how an investor's reputation affects 
the success of an investment. Their results show that an ethically questionable 
decision made in the past can even lead to the rejection of a potential business 
relationship. Their research suggests that the investor's poor ethical reputation can 
significantly undermine the added value provided by a partnership and the past 
success of an investor. The issue of entrepreneurial ethics is becoming 
increasingly important, particularly in emerging and developing economies [1], 
[14] [60]. Cumming et al. [14] point out that businesses that follow ethical 
behavior contribute significantly to the development of the Chinese economy and 
poverty reduction in Chinese society. 
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As a result of our literature review, we discovered that there are still several 
unanswered questions in this research area. One of these is the different behavior 
of individuals and decision-makers in business situations, which we have studied, 
resulting in a series of ethical and unethical decisions and actions. 

2 The Aim of the Study and the Applied Research 
Method 

We aimed to synthesize and summaries the scientific results that deal with the 
specifics of business behavior, especially concerning individual cultures, and 
examine companies operating in Slovakia and Hungary in terms of business ethics 
and etiquette through theoretical foundations. To achieve our goal, we have 
identified our main research question: 

Are there any differences or peculiarities in the field of Slovak and 
Hungarian business ethics and etiquette that can be discovered? 

Our hypothesis is as follows: 

H1:  Due to the cultural differences in the dimensions of the Hofstede model, 
despite the common historical past, we can discover significant 
differences in the business life of Hungary and Slovakia in the field of 
business ethics and etiquette. 

The empirical research was based on an online questionnaire survey, and its 
participants were representatives of Hungarian and Slovak companies.  
The questionnaire examines the participants' behavior. This research method also 
has disadvantages, i.e., the respondents may not be willing and able to provide 
accurate information to the questions asked. In addition, answering personal and 
sensitive questions can be a disadvantage [42]. 

The questionnaire query was followed by data cleansing and evaluation.  
To examine our hypotheses, we chose the primary research method, including the 
one-time, descriptive analysis, especially as we obtained our data on one sample at 
a time [42]. 

Our empirical research was carried out as part of a more extensive international 
research project. Within the framework of an international project - Marketing in 
Asia Group, New Zealand - Slovakia and Hungary were examined in terms of 
business communication, ethics and etiquette. Professor Kim-Shyan Fam and Dr. 
James E. Richard, research leaders from Victoria University of Wellington, 
compiled and tested the questionnaire. The available questionnaire was translated 
from English into Hungarian and Slovak. Then an independent translator, with no 
prior knowledge of the original content, translated it back into the original 
language to allow an accurate cross-cultural comparison. 
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To collect the data, we needed to create a database of companies operating in 
Slovakia and Hungary. The size of the companies and the industry were not 
dominant. The compiled mailing list using the collection pages included the 
contact details of 938 companies. We sent out our online questionnaire in the 
spring of 2018. Due to invalid, non-functioning e-mail addresses, our e-mail failed 
to be delivered in 22 cases. In the course of the research, we used the snowball 
method from the random sampling procedures. We collected our company 
manager acquaintances, to whom we forwarded our online questionnaire and 
asked them to pass it on to managers. After data cleansing, we had a total of 257 
completed questionnaires, so the willingness to respond in three months was 
28.05%. From this, we can conclude that respondents are likely to be reluctant to 
participate in such surveys. A total of 103 respondents from Hungary and 154 
from Slovakia participated in our research. The completed questionnaires were 
coded, and then the obtained values were recorded in the table of the SPSS 
statistical program. This program also conducted the evaluation: univariate, 
bivariate, and multivariate analyses were performed. 

It was necessary to review the cultural dimensions set up by the Dutch social 
psychologist Geert Hofstede to examine the hypotheses thoroughly and carefully. 
Hofstede classifies national cultures along six dimensions to characterize society's 
nature carefully. The most significant difference between Slovakia and Hungary is 
in the power distance indicator. Slovakia is characterized by an exceptionally high 
level of power distance between its leaders and their subordinates. Slovakia's 
masculinity indicator, which measures the cultural prevalence of strength and 
competition, is also higher than in Hungary. Still, the difference, in this case, is 
smaller than in the power distance indicator. Interestingly, Slovakia is at the 
forefront of the world, in these two indicators. 

According to Hofstede's cultural classification, Slovak society is also more future-
oriented than Hungarian society. Hungary is ahead of Slovakia in the indicators of 
individualism and avoidance of uncertainty. The most significant difference is 
between the power distance indicator of Hungary and Slovakia, as Slovakia here 
has a value of 104 and Hungary has 46. Power distances significantly affect 
business, including business ethics and business etiquette. In terms of 
individualism, Hungary scored 80 and Slovakia had 52. The location of culture on 
the individualist-collectivist axis also has a severe impact on business relations.  
In the indicator of masculinity related to competition and aggression, Hungary has 
an exceptionally high score of 88, but Slovakia has an outstanding value of 110. 
The competitive situation also affects the course of business relations. It is 
essential to take the right amount of risk in business and plan for the future 
correctly. In both cases, Slovakia excels with its lower uncertainty avoidance 
score and higher future orientation value. These are certainly reflected in business 
relationships. Unlike the other dimensions, leniency does not show a significant 
difference between the two countries. 
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Figure 1 

Values of Hungary and Slovakia in the cultural dimensions of Hofstede 

Source: Values of Hungary and Slovakia in the cultural dimensions of Hofstede [30] 

Respondents on a seven-point scale rated each element of business etiquette. It is 
possible to explore possible differences between the responses in Hungary and 
Slovakia by comparing the averages within the group. The relevant statistical test, 
the t-test, shows whether the two means are the same, i.e. whether we should 
reject the null hypothesis that their difference is not statistically different from 
zero. After performing the t-test, it can be stated that there is no statistically 
significant difference between Slovakia and Hungary in terms of personal 
appearance, professional behavior and social behavior. At the 10% significance 
level, it can be shown, that compared to the Slovak respondents, communication, 
cultural sensitivity, accuracy, respect, trust, and reciprocity are somewhat more 
important for the Hungarian respondents. Our respondents in Slovakia consider 
only gift-giving significantly more vital than those in Hungary. 

Table 1 

Differences between Slovakia and Hungary in some elements of business etiquette (N = 241) 

 
 Slovakia Hungary Difference 

p-value of 
t-statistic 

Communication 5.38 6.07 -0.69 0.000 

Cultural sensitivity 4.74 5.04 -0.30 0.066 

Gift-giving 4.94 4.40 0.53 0.002 

Personal appearance 5.92 5.77 0.15 0.302 

Professional behavior 5.92 6.00 -0.08 0.580 

Punctuality 5.84 6.11 -0.27 0.070 

Respect 5.75 6.26 -0.50 0.000 
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Social behavior 5.66 5.83 -0.17 0.239 

Trust 5.59 6.23 -0.64 0.000 

Reciprocity 5.26 5.85 -0.59 0.001 

  Source: Author’s editing 

The obtained result somewhat contradicts the difference revealed in the 
comparison of cultural dimensions between the two countries. Respondents in 
Slovakia feel that gift-giving is significantly more important than respondents in 
Hungary do. Presumably, gift-giving is essential in Slovakia because it makes it 
possible to bridge significant distances of power, but it is also conceivable that the 
collectivist nature of Slovak society is causing this phenomenon. This element of 
business etiquette is, therefore, more present in the Slovak business culture. 

Many business ethics issues can be related to a country's business culture, which 
can be classified using Hofstede's cultural dimensions. The business people 
participating in the questionnaire had to evaluate the conditions in Slovakia and 
Hungary on a seven-point scale according to the extent to which elements of 
business ethics prevailed in their most recent business transaction, which is in the 
early stages of the business relationship. The averages in Slovakia and Hungary 
moved roughly together in the sample. Determining whether there is a statistically 
significant difference between the two countries can be done with a t-test.  
The results of the t-test confirm the similarities predicted by the means: in most 
cases, there is no significant difference between Slovakia and Hungary; the results 
cannot be considered statistically different. 

Table 2 
Differences between Slovakia and Hungary in some elements of business ethics in the initial stage of 

business relations (N = 52) 

 Slovakia Hungary Difference 
p-value of 
t-statistic 

Business transparency 5.24 5.56 -0.32 0.270 

Commitment to the 
business relationship 

4.88 5.67 -0.78 0.031 

Credibility 5.09 5.89 -0.80 0.054 

Equal opportunities 4.59 4.89 -0.30 0.413 

Fair competition 4.76 5.17 -0.40 0.245 

Justice (general) 4.91 5.22 -0.31 0.441 

Management 
transparency 

4.74 5.11 -0.38 0.337 

Sincerity 5.09 5.39 -0.30 0.458 

Integrity 5.18 6.00 -0.82 0.066 

Keeping promises 5.29 5.50 -0.21 0.540 

Loyalty to the 
relationship 

4.97 5.89 -0.92 0.039 

Reliability 4.76 5.56 -0.79 0.061 
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Respect 4.76 5.28 -0.51 0.236 

Similar morals 4.91 5.28 -0.37 0.460 

Social responsibility 4.68 5.00 -0.32 0.426 

  Source: Author’s editing 

At the same time, there was a significant difference in favour of Hungary 
regarding commitment and loyalty to the business relationship, reliability, 
integrity and credibility. The higher value of reliability and integrity can also be 
explained by the fact that Hungary is more avoidable of uncertainty than Slovakia. 

Business etiquette consists of many elements. Assessing these, especially 
concerning the initial phase of the business relationship, was also the task of the 
survey participants from both countries. In the first group of relevant questions, 
the result was remarkable: all the listed characteristics (bilingualism, formal 
communication, direct speech, cultural tolerance, respect for hierarchy) were 
considered more important in Hungary than in Slovakia. The significance of the 
differences between one and one and a half units on the seven-point scale is also 
statistically supported by the t-test. The importance of respecting the hierarchy 
would have been more expected in Slovakia, a high power distance country, so 
this result is contrary to expectations. At the same time, compared to Slovakia, 
formal communication, cultural tolerance, and direct speech are more important, 
which may reflect the less masculine Hungarian society. The value of bilingualism 
can be outstanding because the average language skills in Hungary are poor, so 
multilingualism is rather prominent. There are far fewer differences for the next 
set of questions assessing business etiquette in the initial phase than the previous 
data. 

Table 3 

Differences between Slovakia and Hungary in some aspects of business etiquette in the initial stage of 

business relations (N = 52) 

 
Slovakia Hungary Difference 

p-value of 
t-statistic 

Recognition of hierarchy 5.00 5.33 -0.33 0.172 

Assessing cultural differences 5.50 5.50 0.00 1.000 

Cultural adaptability 5.26 5.83 -0.57 0.079 

Preserving prestige, attending 
meetings. accepting invitations 

5.35 5.44 -0.09 0.721 

Gift-giving is required 4.74 4.61 0.12 0.758 

Awareness of social status 4.65 4.61 0.04 0.933 

Use of titles, qualifications 4.32 4.22 0.10 0.841 

Providing appropriate expensive 
gifts 

4.41 3.56 0.86 0.110 

Appropriate dressing 5.24 5.00 0.24 0.492 

Live-to-work attitude 4.91 4.78 0.13 0.739 
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Mutual trust is the key to success 5.53 5.72 -0.19 0.503 

Commitment to the relationship 5.68 5.61 0.07 0.838 

Mutual trust 5.85 6.06 -0.20 0.546 

To be competent 4.47 5.50 -1.03 0.046 

To show loyalty 4.53 5.56 -1.03 0.042 

Source: Author’s editing 

After performing the t-test, the only statistically significant differences appear in 
loyalty, competence and cultural adaptability. These were considered more 
important by the Hungarian respondents. The difference in the perception of 
competence and loyalty cannot be explained clearly by the indicator of power 
distance. It is higher in Slovakia, but somewhat yes with the higher individualism 
in Hungary. Cultural adaptability is challenging to reconcile with the strength and 
competitive nature of higher masculinity in Slovakia, which may have contributed 
to the outcome. 

The following relevant set of questions in the survey also reveals several 
similarities in the business etiquette of the two neighboring countries. 

Table 4 
Differences between Slovakia and Hungary in some aspects of business etiquette in the initial stage of 

business relations (N = 52) 

 
Slovakia Hungary Difference 

p-value of 
t-statistic 

Addressing people with their 
proper titles 

5.35 5.44 -0.09 0.808 

Exaggeration 4.74 3.61 1.12 0.021 

Confidentiality 5.26 5.28 -0.01 0.976 

Fulfilment of obligations 5.59 6.11 -0.52 0.157 

Providing appropriate solutions 5.65 5.78 -0.13 0.729 

Relationship and business 
transparency 

4.94 5.33 -0.39 0.320 

Punctuality 5.21 6.00 -0.79 0.097 

Strong handshake 5.32 5.61 -0.29 0.508 

Maintaining harmony 5.18 5.67 -0.49 0.203 

Respect for all parties 5.18 6.00 -0.82 0.017 

Assessing and preserving 
authority 

5.29 5.61 -0.32 0.331 

Different attitudes towards 
authorities 

5.44 5.61 -0.17 0.605 

Developing personal 
relationships 

5.21 6.11 -0.91 0.027 

Great host 5.82 5.89 -0.07 0.828 

Preserving humor 6.06 5.78 0.28 0.344 

    Source: Author’s editing 
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After completing the t-test, statistical analysis, exaggeration, accuracy, 
development of personal relationships, and respect for all parties are the elements 
in which Slovakia and Hungary differ. Based on the responses, respect for all 
parties and developing personal relationships in Hungary seem more critical. This 
result can be explained by the less masculine, less competitive cultural 
environment in Hungary. In Slovakia, on the other hand, the role of exaggeration 
is more significant. The reason is that society reflects the masculine features of 
power more in Slovakia than in Hungary. 

Many dimensions of business etiquette also include how acceptable, inappropriate, 
or even appropriate certain behaviors are in a country's business. The respondents 
also had to answer relevant questions, keeping in mind the initial stage of the 
business relationship. Respondents rated on a seven-point scale how appropriate 
or even incorrect the six types of behavior listed were: 

 Face-to-face encounters 

 Direct speech 

 Gossip about the customer 

 Use of aggressive sales tactics 

 Using only the first name in the introduction 

 Direct communication 

Interestingly, the respondents in Hungary and Slovakia took a similar position on 
specific issues, while there were even striking differences in other cases. 
Statistical, formal testing of any discrepancies between the two countries can be 
performed using a t-test. 

Table 5 

Differences between Slovakia and Hungary in the assessment of the appropriateness of certain types of 

behavior in the initial stage of business relations (N = 52) 

 
Slovakia Hungary Difference 

p-value of 
t-statistic 

Face-to-face encounters  4.71 5.89 -1.18 0.020 

Direct speech 4.82 6.17 -1.34 0.013 

Gossip about the customer 3.06 2.83 0.23 0.651 

Use of aggressive sales tactics 4.00 2.89 1.11 0.055  

Using only the first name in 
the introduction  

3.50 3.33 0.17 0.733 

Direct communication  5.41 5.89 -0.48 0.135 

    Source: Author’s editing 

The results proven by the t-test show that there is no statistically significant 
difference between the two countries in assessing the appropriateness of first-
name introduction, direct communication, and gossiping. For business people in 
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Hungary, the form of behavior characterized by face-to-face encounters and direct 
speech seems to be significantly more appropriate than in the case of Slovak 
respondents. In contrast, aggressive sales tactics were statistically significantly 
more appropriate in Slovakia, than in Hungary. All this is in perfect agreement 
with the fact, established on the basis of Hofstede's cultural dimensions, that 
masculine traits such as force are more accepted in Slovak society. Consequently, 
its use in sales may not seem unacceptable either. 

The questionnaire survey results among the Hungarian and Slovak respondents 
outlined above show that not in all respects, but in many cases, differences in 
business ethics and etiquette supported by statistical methods can be detected 
between Hungary and Slovakia. Some of the differences revealed seem to 
contradict some of the cultural differences based on the dimensions of the 
Hofstede model, but most of them reflect cultural dimension values. Thus, the 
differences demonstrated in the answers to the questionnaire can, in many cases, 
be explained, among other things, by uncertainty avoidance or the collectivist-
individualist distinction. Among the explanatory cultural dimensions, masculinity 
stands out, in which, according to Hofstede's classification, Slovakia has a higher 
score than Hungary. Strength, the prevalence of competition and their social 
acceptance are thus more significant in Slovakia than in Hungary, which may be 
the reason for several identified differences. For example, aggressive sales 
techniques should be emphasized because, from a statistically significant point of 
view, the Slovak respondents consider it more acceptable than respondents in 
Hungary. 

Based on the performed analysis, we can state that we can accept hypothesis H1 of 
our research, according to which cultural differences in the dimensions of the 
Hofstede model can in many cases reveal differences in business ethics and 
etiquette in the business life of Hungary and Slovakia. 

Conclusion and Managerial Implications 

Hofstede's cultural model has already drawn attention to the fact that, despite their 
geographical proximity, significant differences can be detected between the 
cultural dimensions of the two countries included in our study. Slovakia and 
Hungary differ primarily, in terms of power distance and uncertainty avoidance. 
While Slovakia is more characterized by significant power distance, Hungary has 
a higher value in avoiding uncertainty. While our respondents in Slovakia mostly 
use gift-giving to bridge the power distance, our Hungarian companies value their 
commitment and loyalty to business relationships more because of uncertainty 
avoidance. On the other hand, based on our research, someone in Hungary is more 
favorable if they are accurate, respects their partner, is committed, loyal and 
reliable. Based on the above, we can state that if a new economic player wants to 
enter the market of the two countries, it is worth preparing for the first meeting in 
Slovakia with a smart gift-giving business strategy and even using aggressive 
sales techniques. 
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Our research confirmed the Hofstede model and our initial expectations that there 
are significant differences in the business culture and etiquette of Slovakia and 
Hungary and that these differences can be unambiguously demonstrated by 
appropriate research methodology and statistical analyzes. Conversly, the 
differences can be explained by the era of socialism, where the role of the planned 
economy and corporate independence was different, and on the other hand by the 
different ways of regime change, according to which different managerial cultures 
gained ground in the two countries. Our results also showed that the near half-
century since Hofstede's research has not passed unnoticed in Central Europe.  
The transition from socialism to a market economy brought with it the opening of 
borders. At the same time, it facilitated the convergence of the business culture of 
Slovakia and Hungary, changing the relative position of these two countries on the 
Hofstede scale. Although we cannot clearly state it due to the limitations of our 
research, we would like to draw attention to the fact that it would be worth 
repeating Hofstede's research, to record socio-economic changes in the case of 
dynamically changing societies and countries. 
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Abstract: This paper presents an efficient approach, that is centered on a chaotic symbiotic 

organism search (CSOS) algorithm, for solving the energy management optimization (EMO) 

problem in Micro-grids (MG) containing diverse distributed generation resources (DGR) 

besides energy storage systems. The proposed approach is equipped with a chaotic map to 

guarantee a wider coverage of the search space and rapid time for convergence when 

searching solutions for the EMO problem under the various exploiting constraints. The 

CSOS approach is examined on a practical microgrid linked to public services. The 

effectiveness of CSOS is proven through a comparison of the obtained solutions, in terms of 

operating costs, with those of other scalable algorithms, such as, GA and PSO. 

Keywords: Micro Grids; Energy Management Optimization; Distributed Generation 

Resources, Chaotic Symbiotic Organism search algorithm 

1 Introduction 
Over the past two decades, the electric power sector suffered from rapidly rising 
fossil fuel prices and global climate change, and researchers had to help in adopting 
an accepted response to save this industry from vanishing. This trend pushed the 
concept of clusters in this field; hence, the "Micro-grid" can be viewed as a cluster 
of distributed energy resources, energy storage, and local loads, managed by a smart 
energy management system [1] [2]. 

The Micro-grids (MGs) offer much superiority over traditional distribution systems, 
in terms of reducing energy losses due to the proximity between DGs and loads, 
improving reliability, it offers the ability to work in the island, to combat system 
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failures by dividing the horizon, and added value appears as relief of transmission 
and distribution lines, the latter is achieved by the said energy management to 
reduce or by completely import the energy from the healthy grids. Whereas these 
benefits come with extra cost, the heavy integration of DGs will manifest as 
complex challenges for the MG’s operation control. Therefore, for the energy 
management optimization (EMO) problem there is a strong need for adequate 
planning and location of energy sources and energy storage devices in MGs while 
observing satisfaction of all objectives and constraints [2]. 

The problem themselves is usually highly nonlinear, involving continuous and 
discrete variables under complex constraints, which cannot be solved by classical 
methods. The drawbacks from existing classical methods have shown the 
importance to rely on more advanced algorithms which are more adequate. Hence, 
the evolutionary algorithms come in terms of the solution for the drawbacks found 
on existing classical methods. 

Recently, many evolutionary algorithms attracted intense consideration from the 
scientific community and formed interesting tools for solving many optimizations 
problem in different areas of science and industry. The main motivations towards 
these algorithms are due to their inherent nonlinear mapping, implementation 
simplicity, and powerful search capabilities [3-9]. 

The EMO problem in MGs consists of finding the optimal (or near-optimal) unit 
commitment and dispatch of available energy sources and storage devices so that 
certain selected criteria are met [10] [11] For this purpose, a growing number of 
scientific works have been developed by researchers to address and solve the 
problems attributed to EMO in the deterministic and probabilistic formulations.  
In the deterministic formulation of the EMO, it is assumed that the output variables 
of the DG ressource, the loads, and the market prices, are equal to their predicted 
values [12]. However, the uncertainty of these variables leads to a probabilistic 
formulation of the problem [13]. 

To solve the optimal power dispatch problem of interconnected MGs, while 
maintaining a minimum operating cost, and considering load uncertainties and 
generated power, Nikmehr and Ravadanegh used a PSO solution [12].  
A probabilistic approach to the EOM of renewable microgrids under undefined 
environments is proposed in reference [13]. Hatziargyriou et al. [14] investigated 
the outcome of using a Microgrid Central Controller (MGCC) to ensure the 
coordinated operation of various DG units, storage devices, and controllable loads 
to avoid power losses within the local network and present the potential economic 
benefits. A smart energy management system, based on the matrix real-coded 
genetic algorithm (GA), to optimize the operation of the MG is presented in [15]. 
An improved PSO algorithm combined with Monte Carlo simulation is used to 
solve the dynamic economic dispatch of an MG system with both renewable and 
nonrenewable energy sources, this work has been presented in [16]. 



Acta Polytechnica Hungarica Vol. 19, No. 7, 2022 

‒ 89 ‒ 

Mohan and al. in [17] proposed a stochastic weight trade-off PSO-based backward–
forward sweep OPF method to obtain the online optimal schedules of DGs in MG 
considering renewable energy, grid power trade, and demand-side response. 
Chakraborty, Weiss, and Simoes proposed a linear programming algorithm to 
optimize the operating cost of the MG and the states of charge of the battery [18]. 
Tsikalakis and Hatziargyriou used centralized control of multiple MGs combined 
with optimizing the production of the local DGs versus power exchanges with the 
main distribution grid [19]. A method based on an optimal power flow and a PSO 
algorithm is suggested by Sortome et al to study two MGs [20]. In the paper of 
Mohamed et al [21], an adaptive direct mesh search algorithm is employed to 
minimize the cost function of MG, taking into account the cost of emissions. 

An expert multi-objective Adaptive Modified Particle Swarm Optimization 
algorithm (AMPSO) is developed and implemented in the work of Moghaddam et 
al [22] to optimize the operation of a typical micro-grid with renewable energy 
sources accompanied by backup hybrid power sources, in this paper the problem is 
formulated as a multi-objective optimization problem with nonlinear constraints to 
simultaneously minimize the total operating cost and the net gas emission. 

Mohamed and Koivo [23] applied GA for solving the EMO problem which is 
modeled as a nonlinear constrained multi-objective optimization, where the fitness 
function includes the costs of the emissions added to the start-up costs, as well as 
all incurring operation and maintenance costs. In the publication of Tomoiaga et al., 
a new heuristic approach is proposed for the energy management on stand-alone 
microgrids, which avoids the waste of the existing renewable potential at each time 
interval [24]. Nikmehr and Ravadanegh used an imperialist competitive algorithm 
(ICA) to solve the optimal power dispatch problem of interconnected MGs with 
minimum operating cost considering load uncertainties and limits of the generated 
power [25]. 

Radosavljevic´ et al. [26] presented an efficient algorithm based on PSO to tackle 
the EMO in an MG including different DG units and energy storage devices. Liu et 
al. developed an economic scheduling model of MG in grid-connected mode with 
the consideration of the storage battery lifetime [27]. 

A day-ahead optimal energy management strategy for the economic operation of 
industrial microgrids with high-penetration renewables under both isolated and 
grid-connected operation modes is well studied in the work of Han et al. [28].  
The non-dominated sorting GA II is employed for optimal EMO of a grid-connected 
MG in the paper authored by Karuppasamypandiyan et al. [29]. To schedule power 
in a microgrid, the dual decomposition method was utilized in Zhang et al. [30]. 

The above gives a state of the art of this research field. We noticed that most of the 
developed approaches, by the scientific community, are based on more or less 
complex metaheuristics in terms of internal control parameters and random 
initialization. Therefore, this usually leads these approaches to a premature 
convergence or to get stuck in local optima. 
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To tackle these drawbacks, we propose a chaotic symbiotic organism search-based 
approach to solve the EMO problem in this paper. the performances of this approach 
will be evaluated and compared with some other well-known evolutionary 
algorithms described previously by multiple researchers [13] [ 22] [26]. 

The remainder of this paper is structured as follows: in Section 2, the constrained 
energy management optimization (EMO) problem is formulated. Then, the chaotic 
SOS (CSOS) is presented in Section 3. The case study, simulation results, and 
comparisons are shown in Section 4. Finally, the conclusions and future work are 
presented in Section 5. 

2 Mathematical Formulation of the Energy 
Management Optimization Problem 

For a practical low-voltage (LV) grid-connected MG (as shown in Figure 1) the 
optimization procedure depends strongly on the market policy adopted in the MG 
operation. In this paper, we have considered that the EMO problem is defined 
according to the first market policy presented in the references [14] [19] [26]. 
Therefore, in a typical MG, the EMO problem aims to minimize the total operating 
cost of the microgrid through optimal adjustment of the DG’s power generation 
while satisfying various system operating constraints. 
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Figure 1 

A typical low voltage microgrid [20] 
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2.1 Formulation of the EMO Objective Function 

The total cost of operating the micro-grid includes the DG's offers and market prices 
for the exchange of electricity between the micro-grids and utilities. So, the 
mathematical model of such a problem concerns the minimization of the total 
operating cost as an objective function which can be expressed as follows: 𝑀𝑖𝑛 𝐹(𝑃) = 𝑀𝑖𝑛(∑ 𝑐𝑜𝑠𝑡𝑡𝑁𝑇𝑡=1 ) = Min (∑ ∑ 〈𝐵𝐺𝑖(𝑃𝐺𝑖𝑡 ) + 𝑀𝑃𝑡 . 𝑃𝐺𝑟𝑖𝑑𝑡 〉𝑁𝑔𝑖=1𝑁𝑇𝑡=1 ) (1) 

Where, 

 𝐹(𝑃) is the objective function; 

 𝑃 = [𝑃1 𝑃2 … 𝑃𝑡 … 𝑃𝑁𝑇] is a vector of  candidate solution and 𝑃𝑡 are variable-state 
scalar vectors including the active power of the generation and storage units within 
the MG, and can be described as follows: 𝑃𝑡 = [𝑃𝐺1𝑡  𝑃𝐺2𝑡 … 𝑃𝐺𝑁𝑔𝑡 ] (2) 

Where, 𝑁𝑇  and is the total number of hours; 𝑁𝑔 is the total number of DG including storage units; 𝑃𝐺𝑖𝑡  is the real power outputs of the 𝑖𝑡ℎDG; 𝐵𝐺𝑖(𝑃𝐺𝑖𝑡 )is the bid of the 𝑖𝑡ℎ DG unit as a function of its active power at time 𝑡; 𝑃𝐺𝑟𝑖𝑑𝑡  is the active power which is bought (sold) from (to) the utility at time 𝑡, and 𝑀𝑃𝑡 is the market price of power exchange between the microgrid and the utility at 
time 𝑡. 

2.2 Formulation of Microgrid and Unit Constraint Functions 

The objective (or fitness) function formulated above is subject to the constraints due 
to the limits of its components: the grid power transfer limits, energy storage units’ 
capacity and operational limits, dispatchable DGs’ power limit, and all other micro-
grid technical limitations and requirements. 

2.2.1 Power Balance 

Grid balance is guaranteed through the following considerations: for each time 
interval 𝑡 , the combined output power of the energy storage devices of the DGs and 
the utility has to meet the total load demand in the micro-grid without any loss of 
power. Hence, the constraint of the power balance can be written as follows: ∑ 𝑃𝐺𝑖𝑡 + 𝑃𝐺𝑟𝑖𝑑𝑡𝑁𝑔𝑖=1 = ∑ 𝑃𝐿𝐷𝑡𝑁𝐷𝐷=1  (3) 



B. Omar et al. Energy Management Optimization in Micro Grids using  
 a Chaotic Symbiotic Organism Search Algorithm 

– 92 – 

Where 𝑃𝐿𝐷  is the amount of the 𝐷𝑡ℎload level, and 𝑁𝐷 is the total number of load 
levels. 

2.2.2 Real Power Generation Capacity 

The real power output of each unit in the microgrid, including the utility, will ensure 
stable operation if it is restricted by minimum and maximum power limits as 
follows: 𝑃𝐺𝑖𝑀𝑖𝑛𝑡 ≤ 𝑃𝐺𝑖𝑡 ≤ 𝑃𝐺𝑖𝑀𝑎𝑥𝑡  (4) 𝑃𝐺𝑟𝑖𝑑𝑀𝑖𝑛𝑡 ≤ 𝑃𝐺𝑟𝑖𝑑𝑡 ≤ 𝑃𝐺𝑟𝑖𝑑𝑀𝑎𝑥𝑡  (5) 

Where,  𝑃𝐺𝑖𝑀𝑖𝑛𝑡  and 𝑃𝐺𝑟𝑖𝑑𝑀𝑖𝑛𝑡    are the minimum active power of the 𝑖𝑡ℎ DG, and the 
utility at time 𝑡; 𝑃𝐺𝑖𝑀𝑎𝑥𝑡  and 𝑃𝐺𝑟𝑖𝑑𝑀𝑎𝑥𝑡 are the maximum active powers of the 𝑖𝑡ℎ DG, and the utility 
at time 𝑡; 

2.2.3 Spinning Reserve 

The detected power fluctuations of renewables and load fluctuations will degrade 
the reliability of the system, consequently, it is necessary to adopt the spinning 
reserve to increase the system’s reliability. The spinning reserve is met if the 
following inequality condition is satisfied [16] [26]: ∑ 𝑃𝐺𝑖𝑀𝑎𝑥𝑡 + 𝑃𝐺𝑟𝑖𝑑𝑀𝑎𝑥𝑡𝑁𝑔𝑖=1 ≥ ∑ 𝑃𝐿𝐷𝑡 +𝑁𝐷𝐷=1 𝑃SSR𝑡  (6) 

Where 𝑃SSR𝑡  is the scheduled spinning reserve at time 𝑡. In a microgrid, the spinning 
reserve constraint is considered by adding an extra value to the total power demand, 
which should be supplied by the DG units. 

2.2.4 Energy Storage Limits 

Since there are some limitations on charge and discharge rates of storage devices 
during each time interval, the following equation of constraints can be expressed 
for a typical battery as follows [22] [26]: 𝑊𝑒𝑠𝑠,𝑡 = 𝑊𝑒𝑠𝑠,𝑡−1 + 𝜂𝑐ℎ𝑎𝑟𝑔𝑒 . 𝑃𝑐ℎ𝑎𝑟𝑔𝑒 . Δ𝑡 − 1𝜂𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 . 𝑃𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 . Δ𝑡 (7) 

{ 𝑊𝑒𝑠𝑠,𝑚𝑖𝑛 ≤ 𝑊𝑒𝑠𝑠,𝑡 ≤ 𝑊𝑒𝑠𝑠,𝑚𝑎𝑥𝑃𝑐ℎ𝑎𝑟𝑔𝑒,𝑡 ≤ 𝑃𝑐ℎ𝑎𝑟𝑔𝑒,𝑚𝑎𝑥;   𝑃𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒,𝑡 ≤ 𝑃𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒,𝑚𝑎𝑥 (8) 

Where 𝑊𝑒𝑠𝑠,𝑡 and 𝑊𝑒𝑠𝑠,𝑡−1 are the amount of energy storage inside the battery at hour 𝑡  and (𝑡 − 1), respectively, 

 𝑃𝑐ℎ𝑎𝑟𝑔𝑒(𝑃𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒) is the permitted rate of charge (discharge) during a definite 
period of time (𝑡), 
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 𝜂𝑐ℎ𝑎𝑟𝑔𝑒(𝜂𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒) is the efficiency of the battery during the charge/discharge 
process and 𝑊𝑒𝑠𝑠,𝑚𝑖𝑛 and 𝑊𝑒𝑠𝑠,𝑚𝑎𝑥 are the lower and upper limits on the amount of 
energy storage inside the battery, respectively, and 𝑃𝑐ℎ𝑎𝑟𝑔𝑒,𝑚𝑎𝑥(𝑃𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒,𝑚𝑎𝑥) is the 
maximum rate of battery charge (discharge) during each time interval (𝛥𝑡). 

2.2.5 Calculation of the Active Power from (to) the Utility 

Considering the active power from (to) the utility as a dependent variable will 
consequently reinforce the active power balance constraint depicted in Equation (3). 
Hence the value of grid power is evaluated using the following equation: {𝑃𝐺𝑟𝑖𝑑𝑡 = ∑ 𝑃𝐿𝐷𝑡𝑁𝐷𝐷=1 − ∑ 𝑃𝐺𝑖𝑡𝑁𝑔𝑖=1  (9) 

The obtained 𝑃𝐺𝑟𝑖𝑑𝑡  either satisfies the restriction defined in Equation (10) or not. 
Therefore, the variable 𝑃𝐺𝑟𝑖𝑑,𝑙𝑖𝑚𝑡  is calculated depending on 𝑃𝐺𝑟𝑖𝑑𝑡 : 

𝑃𝐺𝑟𝑖𝑑,𝑙𝑖𝑚𝑡 = { 𝑃𝐺𝑟𝑖𝑑,𝑚𝑖𝑛𝑡  𝑖𝑓 𝑃𝐺𝑟𝑖𝑑𝑡 < 𝑃𝐺𝑟𝑖𝑑,𝑚𝑖𝑛𝑡  𝑃𝐺𝑟𝑖𝑑,𝑚𝑎𝑥𝑡  𝑖𝑓 𝑃𝐺𝑟𝑖𝑑𝑡 > 𝑃𝐺𝑟𝑖𝑑,𝑚𝑎𝑥𝑡𝑃𝐺𝑟𝑖𝑑𝑡  𝑖𝑓 𝑃𝐺𝑟𝑖𝑑,𝑚𝑖𝑛𝑡 ≤ 𝑃𝐺𝑟𝑖𝑑𝑡 ≤ 𝑃𝐺𝑟𝑖𝑑,𝑚𝑎𝑥𝑡  (10) 

The control variables are said to be self-constrained, whereas the dependent variable 𝑃𝐺𝑟𝑖𝑑𝑡 , is a relevant term in the objective function, it is considered as a quadratic 
penalty term. This is evaluated as a penalty factor multiplied by the square of the 
difference between the actual value and the limiting value of the dependent variable, 
which must be included in the objective function, then, all unfeasible solutions 
obtained during the optimization process are ignored [21]. The new extended 
objective function to be minimized develops to: 𝑀𝑖𝑛 𝐹𝜌(𝑃) = 𝑀𝑖𝑛 (∑ ∑ 〈𝐵𝐺𝑖(𝑃𝐺𝑖𝑡 ) + 𝑀𝑃𝑡 . 𝑃𝐺𝑟𝑖𝑑𝑡 〉𝑁𝑔𝑖=1𝑁𝑇𝑡=1 + ∑ 𝛼𝑝(𝑃𝐺𝑟𝑖𝑑𝑡 −𝑁𝑇𝑡=1𝑃𝐺𝑟𝑖𝑑,𝑙𝑖𝑚𝑡 )2) (11) 

Where, 𝛼𝑝 is the penalty factor. 

In the above equation, the DG bids (𝐵𝐺𝑖) are considered quadratic to the cost 
function of the units [21] [34]. They can be determined utilizing the following: 𝐵𝐺𝑖 = 𝑎𝑖(𝑃𝐺𝑖𝑡 )2 + 𝑏𝑖𝑃𝐺𝑖𝑡 + 𝑐𝑖                                                (12) 

3 The Chaotic SOS Algorithm (CSOS) 
The SOS algorithm is one of the most powerful optimization techniques mimicking 
the biological interactions between two life forms in the ecosystem, to establish a 
new solution for practical optimization problems. The SOS algorithm is based on 
three idealized phases, namely; mutualism, commensalism, and parasitism as is 
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illustrated in Figure 2. To solve any optimization problem, the SOS iteratively uses 
a population of candidate solutions to explore and exploit the promising areas of the 
search space as presented in reference [31]. 
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Figure 2 

Schematic flowchart of SOS algorithm 

1. Define input variables, objective function, and searching boundaries 

% Organism size (orgsize), maximum iterations (maxiter), variables upper bound and lower bound. 

2. Initialize population of organisms using the logistic map given by equation (13) 

3. Identify the best organism in the initial population (Xbest) 

while iter<maxiter  
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      for i=1:orgsize 

4. Mutualism Phase 

Select organisms Xi and Xj (Xi ≠ Xj) 

Calculate Beneficial Factor (BF1 & BF2) using  

BF1 = 1 +round(rand(0,1)) 

BF2 = 1 +round(rand(0,1)) 

Calculate Mutual Vector (MV) using: MV= ( Xi + Xj)/2 

Generate new organisms (Xinew, Xjnew) using equations: 

Xinew = Xi +rand(0,1)×(Xbest −MV ×BF1)  

Xjnew = Xj +rand(0,1)×(Xbest −MV ×BF2)  

Check constraints using equations (3-10) 

Evaluate fitness value and replace predecessor if the fitness of the new organism is better 

5. Commensalism Phase 

Select organism Xj randomly (Xi ≠ Xj) 

Generate new organism Xinew using 

Xinew = Xi +rand(−1,1)×(Xbest −Xj)  

Check constraints using equations (3-10) 

Evaluate fitness value and replace predecessor if the fitness of the new organism is better 

6. Parasitism Phase 

Select organism Xj randomly (Xi ≠ Xj) 

Generate Parasite Vector (PV) by modifying Xi and  

Check constraints using equations (3-10) 

Evaluate fitness value and replace Xj with PV if the fitness of PV is better  

    end for 

7. Update best organism (Xbest) of the current population 

end while 

8. Print the best organism (Xbest) and the Best cost 

Figure 3 

Pseudo-code of CSOS algorithm 

Unfortunately, the standard SOS uses a random initial population of the organism, 
which yields a negative impact on the efficiency of the calculation and the results. 
The disadvantages of this approach are its slow convergence and its tendency to be 
trapped in local optima due to the low diversity of the starting organism. 

To improve the diversity of the initial population, many chaotic maps have been 
developed for the existing evolutionary algorithms [32]. In the present work, we 
have adopted the logistic map as an initialization strategy. This later is one of the 
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simplest chaotic maps. Moreover, it provides initial populations that are more 
diversity than the random selection which ensures smarter coverage of the search 
space hence, it offers a lower probability of premature convergence [32] [35]. This 
map is given by the following equation: 𝑋𝑖+1 =  𝜂𝑋𝑖(1 − 𝑋𝑖), 0 ≤ 𝑋0 ≤ 1 (13) 

Where, 𝑋𝑖    is the logistic chaotic value for the ith organism; 

 𝑋0  is used for generating the initial population of CSOS,  𝑋0 ∈ (0,1) and  𝜂 is set 
to 4 

The pseudo-code of the proposed CSOS algorithm is presented in Figure 3 

4 Case Study 
In this part of the work we implemented and examined the above described CSOS 
to find optimal global (or near-optimal) solutions of the deterministic EMO problem 
defined by the augmented objective function (11) and the constraints functions (3-
10). 

4.1 Microgrid Dataset 

The system used for the case study, as shown in Figure 1, is a typical microgrid 
consisting of a DG unit. These DG’s are a microturbine (MT), fuel cell (FC), wind 
turbine (WT), photovoltaic PV, and energy storage device (NiMH battery). 

We assume that all DG sources deliver active power with a unity power factor. 
Additionally, there is a tie between the utility and the microgrid to trade energy 
during a day. This link will ensure power exchange as described before. For a 
typical day, the load demand in the microgrid consists of: a primarily residential 
area, an industrial feeder serving a small workshop, and a feeder for light 
commercial shops, with the total energy demand of 1695 kWh is the requirement 
for this typical day [22][26]. 

The test system data in terms of the supply coefficients and operating power limits 
of each DG unit is given in Table 1. In addition, the forecasted daily energy prices, 
load curve, WT, and PV power generation are presented in Figure 4 

Table 1 

The power limits and coefficients of bid functions of the installed DG units 

Type 
Min 
(kW) 

Max 
(kW) 𝑎𝑖 (€ct/kW h2) 𝑏𝑖 (€ct/kW h) 𝑐𝑖(€ct/ h) Star/Shut 

Cost (€ct) 
MT 6 30 0 0.457 0 0.96 

FC 3 30 0 0.294 0 1.65 
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PV 0 25 0 2.584 0 0 

WT 0 15 0 1.073 0 0 

Battery -30 30 0 0.38 0 0 

Utility -30 30 - - - - 

 

Figure 4 

Daily energy market price(a), load curve(b), WT(c) and PV(d) power outputs 

4.2 Simulation Results and Comparisons 

To test the performance CSOS for solving EMO, initially, we have examined it for 
three possible operating scenarios of the considered microgrid (MG). 

Then, we have conducted a comparison study of the proposed CSOS with some 
scalable algorithms existing in the literature. For simulations It must be noted that 
the developed code of CSOS for EMO is run 20 times using MATLAB R2014a 
software on Core i5@ 2.20 GHz, 4 GB RAM machine. Moreover, the maximum 
number of iterations is set at 200 with a population size of 30, and the best results 
are reported for each considered operating scenario. 

 Scenario S1: In this scenario, we assume that both renewable energy sources 
(WT and PV) act at their available maximum power outputs during each hour 
of the day, while the remaining DGs, including MT, FC, battery, and the 
distribution grid (utility), operate just at their power limits yet satisfying the set 
constraints. All DGs above produce the electricity needed by the microgrid, 
however, the extra energy inside the grid is exchanged with the utility.                
The obtained results are presented in Figure 5.1 and Figure 5.2 
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Figure 5.1 

Best obtained EMO solutions using CSOS for Scenario S1 

 

Figure 5.2 

Microgrid operating cost for Scenario S1 

The results of Figure 5.1 and Figure 5.2, clearly show a large part of the load is 
mainly supplied by the FC and the utility during the periods (1 a.m. to 8 a.m. and 
from 11 p.m. to midnight); obviously, this is justified by the supremacy of these 2 
unites’ offers compared to those of other units during the same period examined. 
We also notice that the excess energy is exported from the MG to the utility during 
the period where the prices market are much higher (from 9 a.m. to 5 p.m. and from 
9 p.m. to 10 p.m.). However, the battery is charged only during the hours of the day 
when market prices are low. 

 Scenario S2: In this scenario, we assume all the DGs and the utility operating 
just at their power limits yet satisfying the set constraints. The obtained results 
are presented in Figure 6.1 and Figure 6.2  
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Figure 6.1 

 Best obtained EMO solutions using CSOS for Scenario S2 

 

Figure 6.2 
Microgrid operating cost for Scenario S2 

In the second scenario, Figure 6.1 and Figure 6.2 show that the operating cost of the 
microgrid decreases considerably (153.98507 [€ct/day]) compared to the first 
scenario (268.44724 [€ct/day]). This is largely due to the significantly lower 
participation of WT and PV (they have much higher bids than the other DGs).  
The output power of FC has a maximum value throughout the day, while the MT 
offers change depending on the market prices. The battery charging still happens 
during periods of low market prices, and the extra energy is exchanged from the 
utility to the microgrid during the same periods. 

 Scenario S3: In this scenario, we suppose that the utility behaves as an 
unconstrained unit and exchanges energy with the microgrid without any 
limitations, while the rest of the DGs act as described in the second scenario 
(S2). The found solutions are presented in Figure 7.1 and Figure 7.2 
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Figure 7.1 

Best obtained EMO solutions using CSOS for Scenario S3 

 

Figure 7.2 

Microgrid operating cost for Scenario S3 

In this scenario, the PV and the WT will start offering when a shortage of electricity 
production occurs inside the microgrid or when it is necessary to export more 
energy to the utility. Similarly, the FC, MT, and battery adjust their generation 
levels according to the load levels at each hour of the day. 

In this situation of unlimited electricity exchange, the obtained results show a clear 
reduction of the microgrid operating costs (59.69627 €ct/day) compared to the first 
and second scenarios. 

The convergent characteristics for all the scenarios considered are presented in 
Figure 8. So, this figure allows us to state that the CSOS exhibits a characteristic of 
rapid convergence and it can reach the minimum cost after a few iterations. 
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Figure 8 

Convergence characteristics of CSOS for the operation scenarios 

4.3 CSOS Comparisons with other Evolutionary Algorithms 

While using the same test system, control variable limits, and constraints, the 
obtained results for EMO after deploying the proposed CSOS approach are 
compared to some other well-known evolutionary algorithms deployment results 
briefly described in the introduction with their corresponding references.  
The comparison results are presented in Table 2. 

The comparison of results when sorted from best and worst cost, clearly shows that 
the suggested approach reveals a better performance with the other considered 
evolutionary algorithm and the standard SOS for all considered scenarios. 

Concerning the execution speed, the total execution time of the CSOS is 44.02 
seconds. Although it is very hard to compare execution time with other research in 
literature without enough information about their execution times, it can still be 
noticed that CSOS may be a successful candidate when it comes to execution speed 
as it only used 120 iterations to achieve better results in comparison with 1500 
iterations for PSO, AMPSO-L, GSA, and GSA as indicated in [13] [22]. Moreover, 
the standard deviation confirms well another advantage of the CSOS in the 
optimization process. Hence, we are taking the number of iterations as a measure to 
say that this a better candidate. 

Table 2 

Best obtained solutions for EMO using CSOS over other metaheuristics 

Scenarios Method Study reference STD Best cost Worst cost 

S1 

GA [22] 13.4421 277.7444 304.5889 

PSO [22] 10.1821 277.3237 303.3791 

AMPSO-T [22] 0.321 274.5507 275.0905 

AMPSO-L [22] 0.0921 274.4317 274.7318 
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GSA [13] 2.9283 275.5369 282.1743 

SGSA [13] 0 269.76 269.76 

PSO [26] 0 269.75999 269.75999 

SOS  0 269.75977 269.75977 

 CSOS  0 268.44724 268.44724 

S2 

GA [22] 24.5125 162.9469 198.5314 

PSO [22] 12.6034 162.0038 180.2282 

AMPSO-T [22] 0.3427 159.9244 160.4091 

AMPSO-L [22] 0.0963 159.3628 159.6813 

PSO [26] 0 155.01333 155.01333 

SOS  0 155.01324 155.01324 

 CSOS  0 153.98507 153.98507 

S3 

GA [22] 13.4005 91.3293 127.7625 

PSO [22] 10.8689 90.7629 112.8628 

AMPSO-T [22] 0.4457 89.9917 90.6221 

AMPSO-L [22] 0.0921 89.972 90.0431 

PSO [26] 0 68.17626 68.17626 

SOS  0 68.17626 68.17626 

 CSOS  0 59.69627 59.69627 

Conclusions 

This paper introduces a chaotic symbiotic search algorithm, for solving energy 
optimization management problems, under different operational conditions, for 
microgrids. In this regard, the suggested CSOS approach includes a chaotic map to 
improve the approach's search capabilities and ensure better convergence in terms 
of finding the optimal results and time for convergence. 

The effectiveness of the suggested approach was examined under three different 
operating conditions (scenarios) and compared with other well-known population-
based evolutionary algorithms, that were described previously, by other researchers. 
The results achieved using the CSOS are very interesting, in terms of performance 
and rapid convergence. Furthermore, the recommended approach doesn’t require 
any internal control parameter. This study was limited to the deterministic case of 
EMO, thus, we plan to extend it, to the probabilistic case, when the outputs of DGs 
and the load demand, are both variable over time and difficult to predict. 
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Abstract: The efficiency of organizational processes largely depends on the quality of 

Knowledge Management. In the crisis situation, caused by the Coronavirus, its significance 

is especially apparent. Our research sought to reveal what knowledge management 

problems have emerged, due to the spread of the Coronavirus and what difficulties need to 

be coped with, in organizations. During the research, in three small groups within an 

online workshop, a group of experts worked with the “Be-novative” program, which uses 

design thinking, to connect the innovation process with the power of gamification and 

crowdsourcing. Using the program, ideas were formulated through joined-up thinking, 

evaluated online and further developed. Out of the 141 problems/ideas raised, based on the 

community’s evaluation, three complex solution possibilities were developed, which 

combine several ideas under comprehensive titles. The developed proposals were published 

on the website of the professional organization, thus, supporting the successful functioning 

of knowledge management programs. 

Keywords: Be-novative; Covid-19; knowledge management; online 

1 Introduction 

We live among constantly changing factors; the tools and developments are 
ephemeral, becoming obsolete in months. The compulsion of constant renewal 
does not only affect large companies. The question is who can constantly create 
new ideas, technologies and present something new from time to time.  
The efficiency and effectiveness of organizational processes depend on the quality 
of knowledge management. In difficult times, such as, increased fluctuation, the 
departure of the aging labor force, recurring failures, crisis situations, etc., its 
significance is especially apparent [1]. 

The emergence and rapid spread of the new coronavirus turned the world upside 
down. Societies, economies, organizations, and individuals face the invisible 
enemy, seeking a way to solve hitherto unknown problems. Relying on formerly 
acquired knowledge, knowledge sharing and joined-up thinking can help with the 
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search [2] [3]. In recent weeks, many have experienced that professionals are 
facing new Knowledge Management (KM) difficulties. Every day, there are new 
questions on social media: How do you solve this now? Since many are affected 
by the topic, it is worth thinking over how the scattered existing knowledge can be 
enriched, what tools can reveal individual knowledge and turn it into a shared 
resource. What solutions are worth developing that can be used even after the 
crisis? Joined-up thinking was started by these thoughts. The research question is: 
What knowledge management problems have emerged due to the situation caused 
by the spread of the coronavirus, what difficulties need to be coped with in 
organizations? To answer the question, before the practical examination, the 
lessons of past crisis situations are briefly recalled, and the most important 
solutions of knowledge management that fit the present situation are highlighted. 

2 Theoretical Overview 

Humanity has lived through several crisis situations, including natural disasters, 
wars and various economic catastrophes. The crisis caused by the coronavirus – 
like any other crisis – requires comprehensive problem treatment. A stable state of 
the relatively predictable past could be enjoyed during decades. Knowledge 
acquisition and sharing were unhindered for those who considered it important 
and used its tools [4]. The present is chaos and disintegration that are uncontrolled 
and the future…? For its estimation, experience from the peaceful past can be 
used limitedly, so more creativity, joined-up thinking, and knowledge sharing are 
required to master the present chaos and then focus on the future. In the further 
part of the study, the organizational level is decisive in terms of thinking, stating 
that the operational framework of organizations is influenced by a higher level 
medium, the economic possibilities, and the social status of individual countries. 

2.1. Lessons from the Past 

Crises are well-known in history. (The Global Economic crises starting in the 
USA in 1857 and 1919, 1873, the worst crisis in the 19th Century, the oil crises of 
the 1970s, and the savings and credit crisis of 1989, in 1929-33 Great Depression. 
In the “housing bubble” of 2007-2008, trading with risky loans and 
overconsumption caused a critical situation) [5]. What can organizations learn 
from these events? What possibilities do they have that can mean survival and 
long-term success of the organization after waning problems? 

The most important task for the leaders of organizations is to outline the future of 
their organizations, which requires immediate decisions and reasonable resource 
distribution. The thinking of Henry Ford, a great personality of the above-
mentioned historical crises, is still part of the university curriculum. As a result of 
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his actions during the Great Depression, he not only survived but left a successful 
company for his successors [6]. The other, though not global, crisis (still part of 
the curriculum in several countries) is the Shackleton model, an excellent example 
of managerial solutions used during the famous South Pole expedition [7]. Instead 
of continuing crisis situation successes, let the conclusion be summarized. 

• Vision, goal formulation 

• Resource alignment/distribution 

• Selecting/retaining talented people 

• Meaningful tasks for everyone 

• Appreciation (material, physical, human) 

• Cooperation 

• Team Spirit 

• Knowledge transfer, sharing 

• Getting the best out of everyone 

• Setting examples 

• Supporting people, mentoring 

In the next section, the lessons that can be used for knowledge management are 
reviewed. 

2.2. Necessary Elements of KM 

Knowledge Management (KM) has long been essential for businesses to harness 
organizational expertise to make informed decisions and achieve optimal 
efficiency. The pandemic has increased the importance of KM, and, as in many 
other areas of personal and professional life, the changes have also impacted the 
practice of knowledge management [8]. 

Knowledge is a strategic resource that helps decision-makers manage the 
pandemic and mitigate its health and socio-economic impacts. Unlike other 
disasters, pandemics have a long lead time. Despite the dominant role of 
knowledge management in pandemics, the literature on the subject is scarce, with 
only health journals addressing it and knowledge management scholars being only 
tangentially concerned with it [9]. 

Looking at the key lessons, most of them can serve as a roadmap today.  
The factors that serve the success of companies and the development of order over 
chaos are in line with the characteristics and applied tools of knowledge 
management. Setting goals, hiring talented people, and leveraging and sharing 
their knowledge, as well as collaboration, team spirit, and mentoring are all 
features of the KM system. It is reasonable to assume that the development of a 
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knowledge management system is a criterion of organizational functioning that is 
key for the development of a successful future [10]. 

Before the emergence of COVID-19, very few organizations used knowledge 
management tools well. KM is indeed not easy; it can be costly, it requires a 
commitment that many organizations lack the capacity to make, and the payback 
often takes longer than expected. Although organizational knowledge is needed 
even more in this crisis than ever [11]. 

The outbreak of the COVID-19 pandemic and the resulting social distancing 
requirements have led to significant disruptions in the world of work. The results 
of the constrained and extensive practice of working from home are still largely 
unexplored. The increase in physical distances has emphasized the links between 
people. Information flow increasingly relies on digital tools and virtual 
experiences to communicate and to maintain the work done. This situation 
highlights opportunities that have not been considered so far. The online 
application of innovative KM solutions, collaborative programs opens up new 
opportunities [12]. The former face-to-face solutions are replaced by virtual space. 
Although the new solutions do not require physical presence, programs have been 
created that support the generation and further development of common ideas by 
providing conditions of virtuality. Although it is not personally possible to collect, 
evaluate and reflect on the generated knowledge and new ideas, with the virtual 
tools of ‘gaming’ solutions better results can be achieved in a time-saving way. 
[13] [14]. 

Choosing from the models that can be applied in practice, it is now worth focusing 
on what can ensure the collection, further development of scattered (often 
individual) knowledge, and its transformation into a common resource [15-18]. 
Although a number of studies have previously addressed tools to support 
knowledge sharing in virtual organizations [19] this situation calls for further 
solutions. The study reports on one of the methodologies tested in practice.  
The next section presents the logic of applying the method and the results of the 
practical research. 

3 New, Innovative Methodology 

The authors wanted to gather challenges and difficulties of KM to answer the 
research questions. To do so, a globally innovative domestic application (with 
numerous international awards) was used [20]. Be-novative is a cloud-based SaaS 
that exploits individual and collective creativity to help employees in a given 
company – even looser communities of up to several thousand people, – formulate 
their ideas through joined-up thinking, evaluate and further develop them together. 
It uses design thinking to connect the innovation process with the power of 
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gamification and crowdsourcing. The Be-novative program provides an 
opportunity for participants to develop their companies and support innovation 
processes by implementing ripe innovations [20]. 

The Be-novative program overcomes temporal and spatial limitations and will be 
an excellent opportunity for the organization to gather the best ideas and 
knowledge. The innovative knowledge-sharing web interface quickly provides 
useful results even for many participants. The participants share their ideas and 
development suggestions in a 25 to 30-minute creative “game”, then evaluate 
them to find new ways to develop products, organizations, companies, knowledge. 
With a virtual brainstorming session, the participants can find solutions to global 
or even to everyday problems, using the power of creativity and community [20]. 
Figure 1 shows a sketch of the workflow. 

 

Figure 1 

Workflow outline of the Be-novative program (www.be-novative.com) 

In order to follow the logic, the screen views are presented via an example 
‘challenge’, (since the research was not deducted in English, its actual screen 
views cannot be presented). The detailed description of our own research takes 
place in the Results section. The web application covers a creative process: first, 
various topics and issues are on the opening interface. Users can select an 
interesting topic or generate their own problem. In the screen view, the sample 
example is indicated by a solid line, and the own topic (What difficulties and 
opportunities have arisen in knowledge management in connection with the virus 
situation?) by a dashed line (Figure 2). 
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Figure 2 

Selecting/generating a ‘challenge’/topic (www.be-novative.com) 

By entering a ‘challenge’, users can share their ideas about a given problem in 
virtual notepads, or get inspired by others’ thoughts. The program allows the users 
to insert images, and random words and questions appear on the screen to support 
the birth of completely new, breakthrough ideas, and this increases ingenuity 
(Figure 3). 

 

Figure 3 

Virtual notepad (www.be-novative.com) 
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Anonymous brainstorming lasts for fifteen minutes, and then participants evaluate 
suggestions in ten minutes, without knowing which idea belongs to whom (Fig. 4). 

 

Figure 4 

Evaluation of ideas (www.be-novative.com) 

The results are averaged and arranged in a graph by the computer to show what 
solutions have been made for the problem (Figure 5). 

 

Figure 5 

Solution proposals (www.be-novative.com) 
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Then, it is possible to further develop individual ideas and formulate more detailed 
proposals. (Figure 6) 

 

Figure 6 

Further development of proposals (www.be-novative.com) 

Participants can ‘like’ the gathered ideas, then the results summarized by the 
program can be queried according to various aspects (Figure 7). The owners of the 
ideas to be implemented can reveal themselves at the end of the process. Figure 8 
presents the statistical results summarized by the software. 

 

Figure 7 

Ranking of ideas (www.be-novative.com) 
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Figure 8 

Statistical results of ideas (www.be-novative.com) 

The brainstorming session is time-bound at a time, but within a given interval  
(a freely chosen daily or weekly time frame), anyone, anytime, anywhere can, 
users do not have to be online at the same time. As long as the interface is open, 
additional ideas can be entered, or existing ones evaluated, further developed, with 
helpful suggestions for the work. This is especially beneficial for multinational 
companies, given the time lag between continents. As Figure 9 shows, employees 
can join from multiple parts of the world. 

 

Figure 9 

The geographical location of participants (www.be-novative.com) 
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By exporting the results to an Excel spreadsheet, a list is created that contains all 
the parameters and participants of the process. Sorting by the order of importance 
and thematic grouping of the proposals provides an opportunity to review, further 
weight, and then elaborate the implementation project in detail.  

The ‘challenge’ interface is closed at the decision of the initiator upon completion 
or at a later date, and the summarized results can be viewed on the Be-novative 
interface. After running the program, on returning the initial interface, Figure 10 
below is shown. 

 

Figure 10 

Closed ‘challenge’ (www.be-novative.com) 

Based on the above logic, our program was launched with the original research 
questions in mind. 

4 Sample and Method 

The research was initiated by a domestic KM organization. The opportunity was 
announced on the community’s website and newsletter, then the participants were 
randomly selected, based on registration. 25 people participated in the research 
(academic community representatives, entrepreneurs, project members, HR 
experts, business consultants, trainers). The research used two web interfaces in 
parallel, the Zoom room and the Be-novative program. At the announced time, 
participants entered the Zoom room. The head of the organization moderated the 
program here (goal formulation, program manual description, further 
information). The research process and criteria are presented in Table 1 below. 

 

http://www.be-novative.com/
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Table 1 

The research logic 

Research steps Characteristics  Other  
Announcement of the 
program 

expert community website, 
newsletter 

2 weeks before the 
program, KMEXPERT 

Registration of participants expert community website KMEXPERT 

Participant selection 
(sample) 

randomly 25 persons 

Participants’ qualifications 

representatives of the academic 
community, entrepreneurs, 
project members, HR 
professionals, business 
consultants, trainers 

 

The methodology used 
Zoom room, be-novative 
program  

In parallel 

Moderator  Professional leader 

Formulation of 
objectives, description of 
the use of the program, 
further information, 
conducting 

Launching and running the 
program 

Access to the Zoom room, 
registration on the be-novative 
platform 

In parallel 

The research question ‘challenge’ formulated to launch the program, which 
participants entered on the Be-novative interface, was: ‘What knowledge 
management problems have emerged due to the situation caused by the spread of 
the coronavirus, what difficulties need to be coped with in organizations?’ In the 
Zoom room, after the kick-off meeting, 3 small groups continued the joined-up 
thinking, according to the Be-novative logic. (Participants could choose to 
participate in a small group according to their interests, depending on which sub-
topic they wanted to think about, to deepen the topic.) The sub-topics were: 

What forms of direct (online) knowledge sharing should be developed that can 

be maintained even after the virus crisis? (The employees should receive answers 
to theirs as soon as possible, their sudden ideas should not be lost, and the lessons 
learned during work should be incorporated into the organization’s knowledge 
assets.) 

What online platform can be well applied to which knowledge management 

function? (Gathering online platforms that can help to solve the present situation 
and make knowledge management process steps more efficient in the long run.) 

How to improve the on-boarding process of new entrants so that its elements 

can be used even after the crisis? (New employees entering the organization may 
start integration from home. How to adapt to the situation, what tools and methods 
are applicable that are useful in the long run?) 
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5 Results 

The 3 sub-topics were developed in separate Zoom rooms, according to the 
participants' choice. (They could join the development of the topics based on their 
interest, see the number of evaluators in Table 2). The number of new ideas for 
each theme is also shown in Table 2. The above sample example shows that the 
program uses the Impact-Feasibility Graph (Figure 8; 11) to evaluate the votes of 
the participants (sorted by their importance), the results of which are also 
summarized in Table 2. 

Following the 3 sub-topics, based on the above logic, 141 ideas were born. For the 
sub-topics, the program clarified the most important ideas (along with the scores 
given by the participants (Figure 7)), to which additional ones could be added to 
develop final solutions (Figure 6). Due to length constraints, only the first 3 ideas 
are listed in each sub-topic (Table 2). 

Table 2 

Sub-topic ideas and their evaluation scores (own construction) 

Subtopic 
question 

Ideas 
Number of 
Evaluators 

Number 
of new 
ideas 

Evaluation 
scores 

 
1. 

Immediate access to 
important information from 
outside the corporate network 

 
11 

 
56 

 
10 

Publication of professional 
guides 

11 56 9.67 

Recording the date of regular 
meetings 

11 56 9.56 

 
2. 

Can be used to store clouds, 
data 

5 32 10 

Wunderlist, To-dos – task 
sharing 

5 32 9.35 

Google Drive: editable table, 
opinions of many participants, 
easy to gather 

 
5 

 
32 

 
9.35 

 
3. 

Development of an interactive 
E-learning interface that 
measures the value of 
progress and provides 
opportunities for feedback 
and questions 

 
9 

 
53 

 
8.19 

Creating instructional videos 9 53 8 

Publishing company 
presentation materials 

9 53 8 
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Based on the evaluation scores and the matrices generated by the program (effect 
vs. feasibility), the participants considered the first sub-topic worthy of further 
elaboration. The evaluation matrix generated by the program is shown in the 
figure below (Figure 11). 

 

Figure 11 

Evaluation matrix of the first sub-topic (www.be-novative.com) 

Three of the 56 ideas in the first subtopic served as the basis for further joint work. 
(If necessary, more or fewer ideas can be elaborated on the decision of the 
organization’s leadership. In this case, the number and content of ideas worth 
further elaboration were determined according to the joint decision of the 
professional circle.) The result provided by the program, which contained the 
grouped ideas, helped with the choice. Not only the overall score was decisive, but 
also the ideas rated by the participants as the most popular and most influential. 
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The possibility of combination and further elaboration on a common basis was 
also considered. Thus, of the 3 topics proposed for elaboration by the professional 
community (of the first 3 ideas, based on the evaluation), two were merged 
(entitled Knowledge transfer (online) and recording), the next topic renamed but 
keeping its original content (Scheduling online knowledge transfer), and an 
additional topic, considered important was included (Informal virtual meetings). 
During the discussion and further elaboration of the topics, several of the previous 
ideas were also included. Participants placed more emphasis on personal 
experiences, and, based on these, thought together about solutions for direct 
(online) knowledge exchange. In the form of voluntary commitment, in 2-3 
minute phases, the participants presented the importance and the possibility of 
implementation of the ideas they proposed to be included. The topics processed in 
this way developed in a direction of more concrete, factual tasks during the joint 
discussion and conciliation. They progressed in a tunnel-like way in processing 
the topic, from the organizing principles to the implementation. In the following, 
the final proposed actions are briefly presented, giving an answer to the research 
question. 

6 Discussion 

Although there is a regulation in most organizations that prescribes the 
methodology of knowledge recording, in many cases, it is not up-to-date or clearly 
usable. Thus, accessing the necessary knowledge causes many problems. It is now 
possible (also in home-office) for employees to elaborate and keep up-to-date 
documents in their field, which can be accessed both internally and externally. 
The latter option is especially important for organizations that use closed internal 
systems, which until now could only be accessed from the organization’s internal 
network [21-23]. 

2.3. Knowledge Transfer (Online) and Recording 

Developing available and accessible knowledge repositories and ensuring their 
day-to-day use are only a part of the knowledge transfer practice. In the course of 
personal contacts, many quick questions, telephones, and emails in the workplace 
provide the ad hoc necessary information, which is currently difficult in the form 
of a home office. The main problems are the sharing of tacit knowledge and the 
lack of informal knowledge sharing that goes on as a part of unnoticed everyday 
practice. In the course of personal contacts, these knowledge-sharing solutions are 
embedded in the processes and they become a natural part of everyday work, 
which is not or very difficult to implement in the home-office format [24-26].  
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Given that the need for home-office (or at least, mixed/combined) working will 
remain after the pandemic situation has subsided, the forms and methods of 
knowledge transfer in the everyday practice of organizations need to be rethought 
and adapted to the changed needs. 

2.4. Scheduling Online Knowledge Transfer 

In order for employees to have daily, operative knowledge, daily, weekly 
meetings are essential. The timing and duration of these should be chosen so that 
further work is least disrupted. Although this idea seems to be evident, it turned 
out to be a serious problem in the first period of the arrangement of home office 
work (and its form is still undeveloped in many places) [27] [28]. Managers or 
staff would contact each other at all sorts of times, either with a problem, a 
question, or a report. These random, unscheduled online calls, emails, 
consultations interfere with focused thinking, continuous work, and concentration. 
This has been addressed and resolved in several places recently but, as the opinion 
of the expert community has shown, there are still many problematic cases of 
unplanned time management. The power of informal knowledge transfer, in 
addition to the formal, to sustain the community has been raised in several debates 
[28]. Therefore, the possibility of informal meetings was brought to focus as sub-
topic 3. 

2.5. Informal Virtual Meetings 

Informal meetings, organized either in a regulated or an ad hoc manner, provide 
further possibilities for knowledge and information sharing. Just as personal 
coffee or beer together, informal meetings online serve the same aim. These 
virtual meetings, even in a “ceremonial” form, represent a serious cohesive force, 
culture formation, and knowledge transfer. Table 2 below summarizes the most 
important and easiest-to-apply options of the three sub-topics processed. 

Table 2 

Possibilities for solving subtopics (own construction) 

Sub-
topics 

Possible solutions Implementation needs 
Future 

sustaina
bility 

 
 
 

1. 

Process description, brief 
instructions, Q&A, briefings for 
new employees, responses to non-
routine critical situations, answers 
to non-professional questions, 
online education, virtual coaching, 
mentoring, internal wiki, do’s and 
don’ts, videos 

Access to knowledge 
repositories through external 
communication, video, audio 
recording and transcription, 
recording of what is heard by 
the receiving party, 
managerial decision, and 
technical conditions 

 
 

 
x 
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Sub-
topics 

Possible solutions Implementation needs 
Future 

sustaina
bility 

 
 

2. 

“Stand up” morning start, starter 5-
minute briefing, “One point lesson” 
in 10 minutes, “chunk of 
knowledge multiplier”, 
gamification, “Virtual postcard 
method” modeled on “Share desk”, 
“Teams”, “Slack” 

Setting the starting time and 
duration, facilitator, 
Provision of technical 
conditions and preparedness 
(education) 

 
 

x 

 
3. 

virtual beer, random couple coffee, 
group chat (video chat, messenger, 
skype) 

Attitude, openness, trust, 
provision of technical 
conditions 

x 
Upgrade-
able 

Conclusions? 

The last two years have changed the ways of thinking of and practicing knowledge 
management, and have raised its importance. Reviewing the previous months, 
valuable knowledge resources could be identified. The increase in digital content 
types, Zoom/Teams, and other forms of meetings, presentations and chat channel 
discussions has led knowledge management practitioners to find new ways of 
capturing and sharing this content so that it is easily accessible when needed. 
However, care must be taken not to overplay the potential of digitalization. 
Organizations must be able to maintain a reasonable level in terms of both the use 
of tools and the information they accumulate. It should be mentioned that the use 
and exploitation of organizational memory have also become important. In this 
context, the importance of organizational culture has also increased, which is 
crucial for the acceptance of knowledge management within the organization and 
for its structural and strategic positioning [23]. 

In recent months, it has become clear that a system of organizations with adequate 
knowledge existed well before the pandemic. These organizations were able to 
adapt relatively more quickly to the new digital working style compared to those 
that did not have a well-developed knowledge management system or the 
elements of it did not function (knowledge acquisition, sharing, storage, etc.).  
The pandemic has also accelerated the recognition in society of the significance of 
knowledge-sharing systems and the styles and importance of teleworking. In this 
context, the importance of trust in the virtual space has been enhanced. Several 
organizations have implemented coordinated techniques, which, in the future, will 
mean greater transparency in knowledge sharing. The future of organizations will 
continue to be cost-sensitive. According to Harold Koontz [29] bridging all areas 
of knowledge, linking relationships inside and outside the organization will be 
significant in the near future. Knowledge management and learning will take place 
online and virtually. This will require establishing an efficient knowledge center 
with artificial intelligence capabilities. After all, the pandemic has highlighted the 
importance of knowledge management worldwide. 
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The solution options listed in Table 3, in response to the raised problems, provide 
an opportunity to develop sustainable solutions in the future. The expert 
community continued to work in detail on the implementation options for the 
ideas raised, which are available on the professional organization’s website [30]. 
Why have these solutions not been used so far? Often crisis situations bring out 
special problems and simple, cheap, and reasonable solutions. The balanced 
operation of the past has not forced professionals to recognize and deal with these 
solutions. PwC’s research of 2019 [31] proved that leaders with crisis experience 
consider similar measures to be essential to underpin future success to the lessons 
listed at the beginning of this study. With the help of the Be-novative program, 
any organization can try and experience the power of joined-up thinking and 
crowdsourcing, the benefits of playfulness, time-saving solutions, and the 
possibility to overcome distances. The aim of this study is not to present scientific 
novelties that have not been announced so far but to present the application of a 
novel method, which (although it can be applied in any field of organizational life) 
tried to identify the difficulties of knowledge transfer and sharing in the field of 
knowledge management, which is a cardinal problem in every organizational 
operation, and to provide a contribution to their solution. Although the study does 
not go into the theoretical issues of knowledge management in any greater depth, 
it does offer a solution to the difficulties of its application by extending the 
possible methodology. Once the pandemic situation has subsided, the 
requirements of employees and new types of working conditions will certainly 
force organizations to rethink and reorganize their operating mechanisms, 
including the process and tools of knowledge management. This is supported by 
the method presented in the study and the results of the research. 

The research topic is limited by the relatively small number of experts and the 
rapidly changing environmental conditions. In the future, it would be worth using 
the method described herein, to address similar questions and to compare the 
results longitudinally. 
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Abstract: In this article, we review recently proposed, advanced methods, for the control of 

blood glucose levels, in patients with type 1 diabetes. The proposed methods are based on 

various techniques, such as predictive control, filters, and machine learning. Results have 

shown that the artificial pancreas may control blood glucose levels better than conservative 

insulin administration, while avoiding the risk of hypoglycemia or hyperglycemia. The most 

commonly used methods for controlling blood glucose levels are giving good results, while 

methods based on machine learning algorithms also offer promising performance. 

Nevertheless, there are numerous challenges in designing algorithms for the artificial 

pancreas, which need to be considered. The aim of this research is to provide an overview 

of the latest achievements in this research field, find the best solutions and, ultimately, 

improve them in the future. 

Keywords: Artificial pancreas; continuous glucose monitoring; model predictive control; 

sliding mode control; Kalman filters; machine learning; neural networks; type 1 diabetes 

1 Introduction 

In the last few decades, the number of people suffering from diabetes has 
constantly increased. According to the latest information, about 422 million 
people worldwide have diabetes, while 1.5 million deaths are directly attributed to 
diabetes each year [1]. Diabetes is a chronic autoimmune disease that occurs when 
the pancreas produces little or no insulin, as in type 1 diabetes (T1D), or when the 
body produces insulin but cannot use it effectively, as in type 2 diabetes (T2D). 
This disease destroys pancreatic β-cells, which are responsible for the production 
of the insulin peptide hormone, which regulates blood glucose (BG) levels. 
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Although T2D makes up 90-95% of cases, our focus will be on T1D, which is also 
known as juvenile diabetes or insulin-dependent diabetes. 

Due to the lack of internal insulin production, patients with T1D need treatment 
with exogenous insulin, which is necessary for their survival. However, it should 
be taken into account that external administration of insulin also has its risks. In 
case of hypoglycemia, the patient’s BG level is below 3.9 mmol/l (70 mg/dl), 
which can lead to a potential loss of consciousness, seizures, coma, or death. On 
the other hand, we have elevated BG levels or hyperglycemia, where the patient’s 
BG level is greater than 11.1 mmol/l (200 mg/dl). This can lead to serious damage 
to the patient's body system and long-term complications such as neuropathies, 
nephropathy, or cardiovascular disease [2]. 

The artificial pancreas (AP) is a closed-loop glucose controller that provides 
automatic delivery of insulin. It consists of a continuous subcutaneous insulin 
infusion (CSII) pump which communicates with the continuous glucose 
monitoring (CGM) system that measures the BG levels, to automatically deliver 
insulin when needed [3]. After calculating the required amount of insulin, the 
pump releases and delivers an appropriate dose to the patient’s body using a 
specific control algorithm. 

The results showed that the AP may control the BG levels and reduce the risk of 
hypoglycemia better than the conservative insulin administration compared with 
conventional insulin therapy (open-loop control) [4]. Even though the recently 
proposed methods give good results, there are many challenges in designing 
algorithms that need to be considered. Glucose metabolic disorders can occur 
under the influence of various factors such as changes in diet, circadian rhythm, 
stress, alcohol consumption, unannounced physical exercise, menstrual cycle, 
chronic metabolic variations, or insulin sensitivity [5]. Also, there are additional 
factors such as urgent time requirements, unknown analytical relationships 
between custom parameters and measured values, and security issues, which 
present additional challenges for the development of the algorithms [6]. 

After a brief introduction of T1D and AP, in Section II we present a review of 
control methods based on model predictive control, Bayesian optimization, sliding 
mode control, proportional integral derivative control, linear parameter varying, 
iterative learning control, active disturbance rejection control, robust fixed point 
transformations, disturbance observer, terminal synergetic, state feedback 
linearization, and bioinspired AP. In Section III is given a brief review of a 
method for the identification of parameters, while in Section IV we review 
methods based on kernel and Kalman filters. In Section V we present a review of 
novel approaches based on machine learning such as unsupervised and supervised 
learning, clustering, artificial neural networks, and bioinspired reinforcement 
learning. Finally, we conclude with Section VI. 
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2 Approaches Based on Control Methods  

In this Section, we present recently proposed methods for controlling and 
regulating BG levels, but also for preventing large delays in insulin absorption. 
One of the most commonly used methods is model predictive control, which is 
used to handle meal announcements [7], control BG levels, limit insulin infusion 
rates, and improve its delivery through the prediction horizon. The sliding mode 
control approach is a common method used for handling insulin stabilization, 
regulating glycaemia, and improving glucose regulation. A proportional integral 
derivative model-based approach that relies on physiological models that consider 
the operation of metabolism is also commonly used. Other approaches include 
Bayesian optimization, linear parameter varying, iterative learning control, robust 
fixed point transformations, active disturbance control, disturbance observer, 
terminal synergetic, state feedback linearization, and bioinspired AP. 

2.1 Model Predictive Control Approach 

Most of the proposed methods, which have been tested in clinical studies, are 
based on the linear model predictive control (MPC). MPC has shown that it is able 
to stabilize BG levels, but also to improve the bolus calculator for more efficient 
meal management [8-10]. Currently, used calculators depend on the correction 
between BG levels and insulin intakes. The reason is that a linear relationship 
between the size of the announced meal and the insulin bolus should be assumed 
[11]. 

While Chakrabarty et al. [12] used an observer-based MPC algorithm with the 
novel event-triggered communication (ETC) method for reducing sensor-
controller transmissions, Cairoli et al. [3] improved MPC with a signal temporal 
logic (STL) method using the Hovorka compartment ordinary differential equation 
(ODE) model (Fig. 1). The STL was able to provide safe BG pathways allowing 
soft constraints, even during meal disturbances, while avoiding hypoglycemia and 
hyperglycemia. 

 

Figure 1 

Scheme of the applied Hovorka compartment ODE model [3] 
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A recursive subspace-based empirical modeling algorithm based on the predictor-
based subspace identification (PBSID) method was presented by Rashid et al. [13] 
to determine the linear dynamic model, while CGM measurements were used to 
determine the appropriate values for the plasma insulin concentration (PIC) 
bounds and risk indexes. The proposed method provided a stable, time-varying, 
and individualized state-space model for predicting CGM measurements, while 
keeping BG levels within the safe range, without meal announcement. 

Boiroux et al. [14] presented the identified physiological model for describing the 
glucose-insulin dynamics for the nonlinear MPC (NMPC), where virtual patients 
were generated using the Hovorka model, as well as its parameter distributions, to 
test the identification procedure (Fig. 2). The results showed that the proposed 
method has the potential to be used in NMPC algorithms. 

 

Figure 2 

The proposed MPV model [14] 

On the other hand, Embaby et al. [15] proposed a novel adaptive NMPC (AMPC) 
approach, consisting of a Cobelli model, a fuzzy logic controller (FLC), a 
feedforward neural network (FFNN), and an adaptation method, for BG levels 
regulation. The FLC was used to compute the amount of insulin infusion and 
maintain BG levels in a normal range, while the genetic algorithm was used to 
solve FLC optimization problems and improve search performance. The FFNN 
was used as the NMPC to manage the insulin delay between the time of injection 
and its interaction, while the adaptation method was used to adjust the 
compensation of the proposed system for physiological differences between 
patients. The results indicated that the time of increase in BG levels was in the 
normal range, causing less hyperglycemia. 

To update the real-time control penalty parameters for a zone MPC (ZMPC) 
method, Shi et al. [16] applied a dynamic cost function. The proposed method 
gave a good performance for announced moderate meal-bolus, unannounced 
meals, and physical exercises, and improved BG levels, while the rate of insulin 
delivery was within a safe range, without the risks of hypoglycemia. 

Chakrabarty et al. [17] implemented an embedded ZMPC method, using the fast 
adaptive memetic algorithm (FAMA) and the fast alternating direction method of 
multipliers (FADMM) algorithm to solve convex constraints of the linear MPC 
method. The generated closed-loop data were used to select the optimization 



Acta Polytechnica Hungarica Vol. 19, No. 7, 2022 

 – 131 – 

algorithm and the appropriate setting parameters. The proposed method was able 
to maintain BG regulation and it was compatible with other embedded systems. 

Abuin et al. [18] improved the robustness of a time-varying pulsatile ZMPC 
(pZMPC) with the linear time-invariant (LTI) method, by adding a circadian 
insulin sensitivity (SI) scheme. The performance of the time-varying pZMPC was 
compared with respect to the linear time-invariant pZMPC-LTI, with the models 
configured with low and high SI. The pZMPC-h achieved better performance 
during high SI intervals by improving the analyzed metrics, while during the 
period of low SI it produced hyperglycemic events. 

Hajizadeh et al. [19] integrated a multivariable AP (mAP) method with a 
controller performance monitoring, assessment, and modification (CPMAM) 
system to analyze closed-loop behavior, modify MPC parameters, and automate 
insulin delivery systems during different meal amounts and exercise times (Fig. 3). 
The CPMAM system was proposed for the adaptive learning MPC (AL-MPC) and 
then applied in the mAP system for real-time estimation using various key 
performance indexes (KPIs). The control of BG levels was improved without the 
risk of hypoglycemia. 

 

Figure 3 

The proposed mAP method with integrated CPMAM system [19] 
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Reenberg et al. [20] presented a linear MPC-based algorithm for critically ill 
patients in an intensive care unit (ICU). The proposed algorithm is based on a 
stochastic continuous-discrete state-space model and represents a model of multi-
input single-output (MISO) transfer function. To demonstrate the performance of 
the closed-loop algorithm, the Bergman minimal model (BMM), the Hovorka ICU 
Model, and the Chase ICU Model were used. Additional measurement delays, 
which are associated with glucose-sensing or enteral nutrition, have made it 
difficult to achieve strict glycemic control, which increases the risk of 
hypoglycemia. 

Sun et al. [21] proposed a novel event-triggered MPC (ET-MPC) algorithm for 
personal insulin dosing to regulate BG levels and reduce computational 
requirements during unannounced meals and physical activity, performed 
according to pre-established criteria. The proposed method proved to be robust to 
a CGM data deficiency and signal loss, providing personalized assessment, while 
maintaining BG levels in a safe range without risk of hypoglycemia. 

2.2 Bayesian Optimization Approach 

A method based on the multivariate Bayesian optimization (BO) approach and the 
dynamic parameter selection module for solving the parameter adaptation problem 
was presented by Shi et al. [6]. The dynamic parameter selection module was used 
to determine the parameters, while the BO-based optimization module was used to 
automatically adjust the selected parameter and to optimize an unknown cost 
function, as is shown in Fig. 4. The efficiency and robustness of the proposed 
algorithm was verified in two scenarios. In the first case, the rate of insulin 
delivery was improved, while BG levels were reduced to the euglycemic range. In 
the second case, the algorithm was able to improve the duration of insulin 
delivery. Therefore, the proposed method may properly adjust the parameters to 
achieve their regulation, without the risk of hypoglycemia. 

 

Figure 4 

The proposed method based on the dynamic parameter selection module (blue) and the optimization 

module (green) [6] 
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2.3 Sliding Mode Control Approach 

Beneyto et al. [22] applied an insulin-only controller using fast-acting 
carbohydrates (CHO) for the recommender system to improve the regulation of 
BG levels caused by unannounced physical activity. The proposed method 
consists of a proportional–derivative (PD) controller with insulin feedback (IFB) 
and a safety auxiliary feedback element (SAFE) layer, as shown in Fig. 5.  
The SAFE layer consists of insulin on board (IOB) constraints, a sliding mode 
reference conditioning (SMRC) block, and a low-pass first-order filter, while the 
CHO controller is based on a predictive quantified PD controller. Comparison of 
the original insulin-only controller and the combined insulin CHO recommender 
system showed that the novel combined system may reduce daily episodes of 
hypoglycemia and increase the rate of insulin delivery within acceptable limits. 

 

Figure 5 

The proposed insulin-only controller (blue) with the CHO controller (orange) [22] 

Moscardö et al. [23] used the SMRC method to improve the coordinated 
configuration (CC) control structure with IOB limitation for coordinated BG 
control levels (Fig. 6). A comparison of CC and CC-SMRC control structures was 
made based on meals, snacks, and exercise scenarios. Although the results of the 
proposed method were better during the exercise periods, than during the meals, in 
the most demanding exercise scenario, insulin delivery levels were not sufficient 
to prevent hypoglycemia. 
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Figure 6 

The proposed method based on the CC-SMRC controller [23] 

Leyva et al. [24] presented methods based on the positive sliding mode control 
(SMC) and the control Lyapunov function (CLF), where the cascade structure of 
the physiological model was used to improve the rate and stabilize BG levels, 
while the compartmental mathematical model was used to reproduce glucose 
metabolism, and insulin and glucagon dynamics. Although both methods managed 
to solve the problem of stabilization, the CLF gave better results by improving the 
convergence rate and generating a continuous signal that prevented the 
accumulation of insulin. 

A finite-time synergistic control approach based on a gain-scheduled Luenberger 
observer (GSLO) was presented by Alam et al. [25] to establish a closed-loop 
insulin delivery system (Fig. 7). A finite-time back-stepping SMC strategy was 
used to regulate glycemia, while the CLF law was systematically achieved in a 
recursive procedure. The intravenous glucose tolerance test (IVGTT) model 
(BMM), was considered to design a nonlinear control algorithm. The robustness of 
the system was achieved despite external disturbances, while postprandial 
hyperglycemia and hypoglycemia were suspended. 

 

Figure 7 

The proposed closed-loop control system based on the GSLO [25] 
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2.4 Proportional Integral Derivative Control Approach 

Kushner et al. [26] presented a novel non-deterministic data-driven model with a 
proportional integral derivative (PID) based closed-loop system to predict patient 
reaction to the proposed system while maintaining BG levels control.  
The proposed model was able to efficiently adjust key controller parameters and 
improve BG levels control. To reduce insulin absorption delay, Barnes and Jones 
[27] applied the continuous intraperitoneal insulin infusion (CIPII) method based 
on the PID controller. The IMC-PID controller based on the internal model control 
(IMC) tuning method was introduced, which employs an inverter to realize the 
PID controller feedback. The time delay was adjusted using a first-order with time 
delay (FOPTD) model, along with a Pade approximation. The proposed controller 
was able to successfully control the oscillations of BG levels. 

A novel PID control-based method, consisting of an adaptive weighted PID 
(AWPID) controller and a look-ahead PID with retrospective estimation error 
correction (LAPID-REC), was presented by Alshalalfah et al. [28] to prevent large 
delays incurred in insulin action and glucose sensitivity. In the AWPID approach, 
the proportional gain of the PID controller was rated based on the short-term CGM 
history, while in the LAPID-REC approach prospective estimates of future 
measurements were used to calculate the control action with retrospective 
estimation error correction. The safety and performance of standard PID control 
were improved, while the LAPID-REC approach showed high performance over 
existing techniques, especially under sensor noise, counteracting the long delays 
that occur in CGM and insulin action. 

2.5 Linear Parameter Systems Approach 

Eigner et al. [29] presented an advanced controller design method for a 
physiological model, using a theorem based on the linear parameter varying (LPV) 
and linear matrix inequality (LMI), which was applied on a modified version of 
the minimal model. The resulting controller used a state feedback type control rule 
due to the applicable LPV-LMI conditions. 

Conversely, Colmegna et al. [30] extended the IOB safety loop method with an 
inner switched LPV (SLPV) controller and an outer sliding-mode safety layer 
(SAFE), to limit the controller’s action, during multiple meals and exercises.  
A mode selection algorithm was added to combine the hyperglycemia detection 
module with heart rate (HR) data for automatically adjusted controller settings 
(Fig. 8). The proposed method was able to effectively reduce the risk of 
hypoglycemia during the moderate exercise scenario. 
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Figure 8 

The extended method based on the SLPV and SAFE [30] 

2.6  Iterative Learning Control Approach 

Modifications of the Dalla Man metabolic model were proposed by Cescon et al. 
[31] by adding a long-acting insulin absorption model to facilitate validation of the 
control strategy for the multiple daily injections (MDI) therapy. A once-a-day 
iterative learning control (ILC) based dosing method was proposed to provide 
basal insulin delivery. Fig. 9 presents the proposed model of subcutaneous insulin 
absorption, with the amount of injected rapid-acting and long-acting. In the case of 
fasting, meal and meal with induced insulin resistance, the ILC performed better 
than the open-loop dose, by providing an appropriate amount of basal insulin. 

 

Figure 9 

The proposed model of subcutaneous insulin absorption [31] 

Cescon et al. [32] also proposed the ILC algorithm for the delivery of long-acting 
(basal) and rapid-acting (bolus) insulin, for patients following the MDI therapy 
(Fig. 10). The ILC updates basal therapy consisting of one long-acting insulin 
injection per day, while by updating the mealtime-specific insulin-to-carbohydrate 
ratio, the run-to-run (R2R) controller adjust meal bolus therapy. The results 
showed that the proposed method can provide robustness against random 
variations, resistance to protocol deviations while improving glycemic regulation 
over time. 
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Figure 10 

The proposed compartment model of insulin subsystem [32] 

2.7 Robust Fixed Point Transformations Approach 

To create a robust and adaptive control approach for BG levels control, Kovács et 
al. [33] presented a novel robust fixed point transformation (RFPT) based 
controller approach which consists of the two delay blocks corresponding to the 
cycle time of the digital controller (Fig. 11). Although the proposed method 
constantly absorbed external glucose concentration, it was able to interfere with 
the negative effect of inherent model uncertainties and measurement disturbances, 
while reducing the risk of hyperglycemia and hypoglycemia. 

 
Figure 11 

Scheme of the proposed RFPT method [33] 
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2.8 Active Disturbance Rejection Control Approach 

Cai et al. [34] proposed an active disturbance rejection control (ADRC) method by 
adding IOB and insulin delivery constraints to ensure the safety of the control 
algorithm. The controller consists of the ADRC module (composed of tracking 
differentiator, extended state observer (ESO) and nonlinear feedback) and the 
constraints module (composed of the IOB, non-negative and maximum input 
constraints). The proposed method was able to achieve satisfactory performance of 
BG regulation and insulin delivery rate without the risk of hypoglycemia. 

2.9 Disturbance Observer Approach 

Sanz et al. [35] used disturbance observer (DOB) to estimate the effect of 
unannounced meals, and feedforward compensator for the insulin 
pharmacokinetics, to control postprandial BG levels of patients. The results 
showed that the DOB may successfully estimate and counteract the effect of meals 
and the sudden drops in BG levels while avoiding hypoglycemia.  
For unannounced meals with high CHO content, a median time-in-range was 80% 
with large intra-subject variability, while for announced meals the median time-in-
range was increased up to 88%, even considering severe bolus mismatch and CHO 
counting errors. 

2.10 Terminal Synergetic and Feedback Linearization 
Controller Approaches 

Babar et al. [36] extended BMM (EBMM) with the nonlinear terminal synergetic 
controller (TSC) and the state feedback linearization based controller (SFC), while 
the Lyapunov theory was used to provide asymptotic stability of the proposed 
controllers. White noise was added to the EBMM, and then the performance of 
each controller was evaluated to check their ability to withstand disturbance. 
Compared to other controllers, the TSC gave the best results with about zero 
steady-state error, lesser settling, convergence time, with acceptable overdrafts. 

2.11 Bioinspired AP Approach 

A bi-hormonal bioinspired AP (BiAP) controller was extended with a novel hybrid 
hormonal-insulin sensitivity glucose (InSiG) by Güemes et al. [37], to determine 
insulin and glucagon doses with the coordinated bi-hormonal BiAP controller, and 
to determine the desired SI from CGM with a standard PD (sPD) controller. After 
comparing the InSiG controller and the coordinated bi-hormonal BiAP controller, 
the results showed that the InSiG controller was able to improve BG levels control 
while maintaining within the target range without the risk of hypoglycemia.  
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Although, the proposed controller was able to reduce the delivered dose of insulin 
and significantly reduce the glucagon dose, the relationship between the 
magnitude of nervous system stimulation and the SI dynamics remained unknown. 

3 Approaches Based on Sensitivity Analysis 

Staal et al. [38] investigated methods to improve recognition and estimation of the 
most appropriate model parameters to reduce the parameters of critical models. 
The identification of nonlinear state-space model parameters was also 
investigated. The nonlinear observability rank condition (NORC) was used for 
structural, while sensitivity analysis and the Fisher information matrix (FIM) were 
used for practical identifications. A simplified model, derived from CGM, scarce 
self-monitoring of BG (SMBG), meal and insulin data, showed to be useful for the 
AP applications. 

4 Approaches Based on Filters 

In this Section, we review recently proposed methods based on extended Kalman 
and kernel filtering algorithms for detecting unannounced meals or missed meal 
announcements, real-time insulin pump faults detection, insulin infusion rate 
regulation, and BG levels control. 

4.1 Extended Kernel Filter 

To improve computational efficiency in online glucose prediction, Yu et al. [39] 
extended an adaptive kernel filter (KRLS) algorithm with the sparsification 
criteria. The KRLS algorithm was combined with the approximate linear 
dependency (ALD) and the surprise criterion (SC) to design an online sparse 
ALD-KRLS and SC-KRLS algorithms. The proposed online adaptive method 
proved to be insensitive to abnormal or inaccurate CGM measurements and it was 
adaptable to prediction models. Thus, it could effectively reduce the 
computational load and regulate the time delay in the nonlinear dynamics of 
glucose. 

4.2 Extended Kalman Filter 

Fushimi et al. [40] proposed the integration of the automatic switching signal 
generator (SSG) into the automatic regulation of glucose (ARG) algorithm and an 
advanced version of the switched linear quadratic Gaussian (SLQG) controller, to 
regulate the basal insulin infusion rate. The SSG module, based on the KF, was 
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used to generate a filtered version of BG levels. Despite the large delay in 
selecting the post-meal controller mode, the proposed algorithm had efficiency of 
83.3% in terms of meal detection, it was able to regulate the basal insulin infusion 
rate and generate insulin feedback during unannounced meals, without 
significantly increasing the risk of hypoglycemia or hyperglycemia. 

A novel kernel function for the Gaussian process was proposed by Ortmann et al. 
[2] by improving the existing MPC controller and solving the problem of noise in 
measurements during unannounced meals. The unscented KF was used to assess 
the condition, extract data, and change SI. The extracted data were processed using 
a Gaussian filter to predict future effects, while the MPC optimized the received 
data to calculate the volume of insulin injections, as shown in Fig. 12.  
The collected training data became insensitive to noise after the application of the 
Gaussian process, making the controller insensitive to unannounced meals. 

 

Figure 12 

The proposed method based on the unscented KF, Gaussian process, and MPC [2] 

To present a novel adaptive model-based algorithm for detecting unannounced 
meals, Fathi et al. [41] used a linear KF to compute the evaluation of BG 
measurements, applying the statistical generalized likelihood ratio test under the 
null hypothesis, to estimate the impact of an unannounced meal on BG levels.  
The proposed algorithm managed to successfully detect unannounced moderate 
meals 96.29% of the time, without false positives. 

Boiroux et al. [42] presented a model for nonlinear estimation of the maximum 
probability of estimated parameters, where the state covariance matrix and its 
gradient were calculated using explicit Runge-Kutta schemes, while the method 
implementation was verified by using a numerical example for nonlinear 
parameter estimation. 

On the other hand, Kovács et al. [43] applied advanced LPV, linear matrix 
inequality (LMI), tensor product (TP) model transformation, and extended KF 
(EKF) control methods, to guarantee strong safety control of BG levels.  
An extension of the minimal model was applied to simulate the glucose-insulin 
dynamics and glucose and insulin absorption. The control structure of the TP 
model was combined with LMI based optimization and LPV control (TP-LMI-
LPV controller), EKF, and D/A converter (Fig. 13). The proposed controller was 
able to intervene effectively during the process and provide appropriate control 
actions, thus satisfy predefined requirements while avoiding hypoglycemia. 
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Figure 13 

Scheme of the proposed method with the TP-LMI-LPV controller and mixed EKF [43] 

Kovács et al. [44] also introduced the dual EKF (DEKF) framework to estimate 
the state variables and model parameters at the same time by utilizing the discrete 
LPV methodology. A nonlinear model was applied to the quasi-LPV (qLPV) 
model (derived from the nonlinear Cambridge T1DM model) to map the noise 
effects that occurred during the application of the CGM system. The results 
showed that the proposed method was able to estimate state variables with good 
accuracy. 

Meneghetti et al. [45] proposed a method for real-time insulin pump fault 
detection and missed meal announcements to improve the safety of the AP system 
architecture. The proposed method consists of an offline model and a predictor 
module, and an online prediction and alert module, as shown in Fig. 14.  
The confounding factor introduced by meals was tested to detect insulin pump 
faults ability. The proposed method was able to improve patient feedback, 
providing various alarms and effectively preventing pump malfunctioning due to 
user errors, without causing hyperglycemic events. 

 

Figure 14 

The proposed fault detection method [45] 

Sala-Mira et al. [46] compared the LPV dual KF, the LPV joint KF, and the 
nonlinear sliding mode observer (NSMO), to evaluate the effect of observer 
structure on estimation performance. Observers were composed of the Hovorka 
and Identifiable Virtual Patient (IVP) models, which represents a compromise 
between the Bergman and Hovorka model in terms of structural complexity and 
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accuracy. Analysis of variance (ANOVA) and multiple comparisons were used to 
assess the individual factors. Based on PIC and rate of appearance, the results 
showed that proportions of variance were low for each factor, indicating a small 
difference between observer structures. 

5 Machine Learning Algorithms 

In this Section, we review recently proposed Machine Learning methods [47] for 
automatic insulin infusion, insulin pump failure detection, physical activity 
prediction, overnight glycemic control quality prediction, online prediction of BG 
levels and its stability, gradient problems, but also to improve prediction accuracy 
and robustness of previous methods. The proposed methods are based on 
unsupervised and supervised learning, clustering, artificial neural networks, and 
bioinspired reinforcement learning. 

5.1 Algorithms Based on Unsupervised Learning  

An unsupervised model-free approach based on data-driven techniques for 
anomaly detection was presented by Meneghetti et al. [48] to detect insulin pump 
malfunction. Machine learning (ML) methods for detecting anomalies, using local 
outlier factor (LOF), connectivity-based outlier factor (COF), and isolation forest 
(iF/iForest), were applied to the extracted set of features. To overcome 
correlations between time-closed samples, the for time series data (4TSD) 
procedure was applied to LOF and COF. The optimal parameter configuration for 
LOF and iForest was able to provide satisfactory detection performance while 
maintaining high accuracy. After comparison with the traditional multivariate 
control chart (MCC) method, the results showed that COF outperformed other 
methods, while LOF and iForest offered comparable performance. Despite the 
good performance, iForest has been shown to be prone to errors and instabilities. 

5.2 Algorithms Based on Supervised Learning 

Güemes et al. [49] proposed a novel data-driven method for predicting the 
overnight quality of glycemic control, by analyzing a small data set from CGM 
measurements, meal intake, and insulin bolus. To classify the overnight quality of 
glycemic control, binary classification algorithms such as random forest classifier 
(RFC), artificial neural networks (ANN), support vector machine (SVM), linear 
logistic regression (LLR), and extended tree classifier (ETC) were used.  
The proposed method was able to predict overnight BG levels within the target 
range with reasonable accuracy of 0.7. However, a larger data set is needed to 
fully validate the proposed method. 
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The solution based on supervised ML, to predict future BG levels, was proposed 
by Eigner et al. [50]. To prove the concept, TensorFlow and Keras frameworks 
were used with the AIDA diabetes simulator for data generation. The results 
showed that the proposed method gives an accurate prediction of BG levels within 
acceptable limits, with overall accuracy of 0.879, taking into account that the 
accuracy of predicting normal BG levels should be improved. 

Dénes-Fazakas et al. [51] applied synthetic data generated by an extended open-
source version of the Jacobs T1DM simulator, which employs the Cambridge 
model and contains an embedded physical activity sub-model. To predict the 
presence of physical activity, a logistic regression, AdaBoost classifier, decision 
tree classifier, Gaussian naive Bayes, the k-nearest neighbor classifier (k-NN), 
SVM, RFC, and multilayer perceptron networks (MLP) were used, and then 
trained classifiers were applied to all feature vectors of the test data set. Decision 
tree, k-NN, and RFC gave the best results, with overall accuracy of 0.91, 0.95 and 
0.98. Other models may be also suitable, but they need additional mechanisms to 
avoid false positives. 

5.3 Algorithms Based on Clustering 

Montaser et al. [52] proposed a seasonal autoregressive integrated moving average 
(SARIMAX) model, an extended version of the non-seasonal ARIMAX model, 
and examined the possibility of preprocessing original CGM measurements to 
obtain sets of similar glycemic profiles (clusters) to identify a seasonal model of 
postprandial periods. Using the fuzzy c-means (FCM) clustering method, the 
number of sets and corresponding features of the BG profile was obtained in the 
modeling step, while the Box-Jenkins methodology was used to identify the 
seasonal model for each cluster set. The results showed that using online BG 
predictions through a global seasonal model may reduce the risk of hypoglycemia 
or hyperglycemia. 

A data-driven approach for determining the final set of daily CGM profiles 
(motifs) was presented by Lobo et al. [53] so that almost every generated daily 
profile could be matched with one of the motifs from the final set. A training data 
set was used to identify candidate motif sets, while a validation data set was used 
to select the final set. The results showed that robustness was successfully 
established while matching with representative daily CGM profiles in the test data 
set was 99.0%. 

5.4 Algorithms Based on Artificial Neural Networks 

Aliberti et al. [54] applied a nonlinear autoregressive (NAR) neural network and 
long short-term memory (LSTM) on BG signals, to improve prediction accuracy 
and robustness of previous methods (Fig. 15). NAR was used to solve BG stability 
problems, while LSTM was used to explode and disappear the gradient, as well as 
to maintain long-term information over time. 
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.  

Figure 15 

The proposed solution with applied NAR and LSTM methods [54] 

Compared to the recurrent neural networks (RNNs), the LSTM was more resistant 
to the exploding and vanishing gradient problems. The NAR model gave good 
prediction accuracy only for a short-term period (30-minute prediction horizon), 
while the LSTM exhibited very good performance for predicting both short-term 
and long-term BG levels (60 minute prediction horizon). 

Li et al. [55] proposed a convolutional RNN (CRNN) method that consists of a 
multilayer convolutional neural network (CNN), a RNN layer with LSTM cells, 
and fully connected layers, to predict BG levels. The CNN was used to extract 
features or patterns of the multidimensional time series, while a modified RNN 
was used to analyze the previous sequential data and predict BG levels.  
The results showed that the proposed method was able to predict BG levels with 
high accuracy. 

To predict BG levels, Zhu et al. [56] proposed a novel deep learning framework 
with the edge inference on a microcontroller unit (MCU) embedded in a low-
power system, by using CGM measurements and the RNN that builds on LSTM 
(Fig. 16). Collected data from wearable devices were uploaded to the server. Then, 
a well-trained deep neural network (DNN) was embedded in the MCU and further 
implemented in wearable devices to help in decision making. The proposed 
framework was agnostic to the types of neural networks employed and learning 
targets, and it showed a good BG prediction performance. Therefore, it could be 
applied for the realization of various tasks on wearable devices, such as event 
detection (e.g. meals, exercise, illness, errors) and glucose regulation. 

A novel deep reinforcement learning (RL) model for optimizing single-hormone 
(insulin) and dual-hormone (insulin and glucagon) delivery was presented by Zhu 
et al. [57]. 
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Figure 16 

The system architecture of the proposed DNN-based method [56] 

Dilated RNNs were applied to the structure of double deep Q-network (DQNs), to 
develop personalized models through a two-step framework that involves transfer 
learning (Fig. 17). Proposed methods gave good control of BG levels with a 
significant reduction in hypoglycemia making the use of deep RL a sustainable 
approach to closed-loop BG control, with the best TIR score of 93%.  

 
Figure 17 

Scheme of the proposed double DQN method [57] 
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5.5 Bioinspired Reinforcement Learning 

A novel AI-based bioinspired RL approach for automated insulin infusion was 
proposed by Lee et al. [58], to maintain BG levels and robustness of the CGM 
sensor. The layer-wise relevance propagation (LRP) method was used to analyze 
input-output relevance and define the rate of insulin infusion. The proposed LRP 
method was able to provide information about insulin distribution, making the 
decision step by step, without distinguishing between basal and bolus insulin, 
which is similar to the principle of human β-cells. A trained policy could 
automatically maintain fasting BG levels after unannounced meal intake without a 
prediction model, automatically respond and regulate postprandial glucose, 
provide robustness with respect to CGM sensor noise, achieve a mean BG level in 
the normal range of 89.56%, and without the risks of hypoglycemia. 

Conclusions 

In this work, we reviewed various recently proposed methods, based on predictive 
control, sensitivity analysis, filters and machine learning algorithms, intended for 
regulating insulin delivery and controlling BG levels in patients with T1D.  
The control approaches included control methods based on model predictive 
control, Bayesian optimization, sliding mode control, proportional integral 
derivative control, linear parameter varying, iterative learning control, active 
disturbance rejection control, robust fixed point transformation, disturbance 
observer, terminal synergetic controller, state feedback linearization based 
controller and bi-hormonal bioinspired AP. Combining common control methods 
has shown good results in controlling BG levels while maintaining a safe range. 
The proposed methods based on the Kalman filter, combined with different 
control methods, gave good results in state variables and model parameters 
estimation. 

Other successful approaches included methods that are based on machine learning 
techniques, such as, unsupervised and supervised learning, clustering, artificial 
neural networks and bioinspired reinforcement learning. The Long Short-term 
Memory has shown very good performance for predicting short-term and long-
term BG levels, while combining with recurrent neural networks could predict BG 
levels with high accuracy. Novel, deep reinforcement machine learning 
algorithms, promise improved performance for larger experimental datasets, with 
the support of powerful hardware platforms. Clustering methods gave good results 
in predictive modeling, decision support, and automated systems, while 
bioinspired reinforcement learning was able to provide insulin distribution 
information, automated postprandial regulation, sensor robustness, and fully 
automate BG levels control for unannounced meals. For the case of insulin 
infusion, bioinspired reinforcement learning made the decisions step by step, 
without distinguishing between basal and bolus insulin, similar to the principle of 
the human β-cells. 
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Abstract: This paper deals with the application of artificial immune networks in continuous 

function optimizations. The performance of the immunological algorithms is analyzed using 

the Optimization Algorithm Toolkit. It is shown that the CLIGA algorithm has, by far, the 

fastest convergence and the best score - in terms of the number of required iterations, for the 

analyzed continuous function. Also, based on the test results, it was concluded, that the lowest 

total number of iterations for the defined run time was achieved with the opt-IA algorithm, 

followed by the CLONALG and CLIGA algorithms. 

Keywords: artificial immune networks; Optimization Algorithm Toolkit; continuous function 

optimization; performance 

1 Introduction 
Optimization is defined as the procedure for determining the best set of acceptable 
conditions, to achieve a specific objective and is formulated in mathematical terms. 
Optimization problems arise in a broad area of real-world applications. This paper 
presents the specificities of artificial immune-based algorithms to solve continuous 
optimization problems. The problem of continuous optimization includes 
determining the extremes of a function of one or many real variables, within a value 
spectrum, with possible constraints. 
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The main contribution made by this study is the introduction of methods for 
implementing the Optimization Algorithm Toolkit (OAT) environment, in order to 
examine the performance of artificial immune networks in continuous function 
optimizations. 

This work is structured as follows: Section 2 in the form of related work offers an 
outlining the general principle of how this immune algorithm functions and 
explaining the categorization of artificial immune system (AIS) algorithms. Section 
3 describes the problems of continuous function optimization and presents the 
implemented test functions. This is followed by Section 4, with the focus on 
performance measuring of artificial immune algorithms in a suitable software 
environment. Finally, in Section 5, conclusions are drawn and future study inquiries 
are suggested. 

2 Related Work 
The passages below give ample background information so as to enable the 
comprehension of the immunological algorithms. 

There are several definitions for artificial immune systems. One of them was 
formulated by de Castro and Timmis [1]: artificial immune systems are adaptive 
systems, inspired by theoretical immunology and observed immune functions, 
principles and models. 

In an artificial immune network (system) a set of integral components called B cells 
(B lymphocytes, binary-encoded candidate solutions), interact with each other and 
go through certain cloning and mutation operations. Similar to artificial neural 
networks, as shown by Dragulescu and Albu [22], artificial immune networks can 
learn new information and use previously learned information. 

The appropriate theoretical approach, as well as different applications of AIS are 
elaborated in [14-16]. 

The general functioning principle of the immune algorithm is outlined in the 
flowchart [2]. 

An immune algorithm mathematically models the immune diversity, network 
theory and clonal selection as a multi-modal function optimization problem. 

The authors de Castro and von Zuben [3], formulated the functional similarities and 
differences between the immune system and immune algorithm. 
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Figure 1 

Flowchart of the immune algorithm [2] 

Table 1 

Immune system vs. immune algorithm 

Immune system Immune algorithm 
Antigen Problem to be solved 

Antibody Best solution vector 

Recognition of antigen Identification of the problem 

Production of antibody from memory 
cells 

Recalling a past successful solution 

Lymphocyte differentiation Maintenance of good solutions (memory) 

T-cell suppression Elimination of surplus candidate solutions 

Proliferation of antibody Use of genetic operators to create new 
antibodies 
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Lopez, Morales and Niño [4] concluded that four major AIS algorithms were under 
constant development: Negative Selection Algorithms (NSA), Artificial Immune 
Networks (AINE), Clonal Selection Algorithms (CLONALG) and Dendritic Cell 
Algorithms (DCA). AIS algorithms can be successfully applied in problems related 
to clustering, data visualization, control, pattern recognition (intrusion detection 
[23-27]) as well as, various types of optimizations. 

Cutello and Nicosia pointed out in [5] that a simple clonal selection algorithm was 
named Immunological Algorithm (IA) and later was renamed to Simple Immune 
Algorithm (SIA). This algorithm analyzes a population of antibodies (B cells) that 
are exposed to a clonal expansion process. The process involves the cloning of cells 
with the implementation of a hypermutation parameter. 

Table 2 

SIA description 

Parameter Description 
P Population of antibodies 

l Length of binary string representation 

d Antibody population size 

dup Duplication of the bit string 

clone The number of clones created for each antibody 

hypermutation 
Modification of a bit string (bit flipping), requires the 
specification (ρ) of the probability of flipping each bit 

The original Immunological Algorithm (IA) was renamed and represented many 
times by different authors. Other names included Simple Immune Algorithm (SIA), 
Cloning, Information Gain, Aging (CLIGA), and Optimization Immune Algorithm 
(opt-IA, opt-IMMALG). 

The functioning of SIA can be elaborated by the following pseudocode, as 
formulated by Brownlee [6]: 

P <- rand(d, l) 

ForEach p of P Do   //presentation 

 affinity(p) 

EndFor 

While Not StopCondition Do 

 ForEach p of P Do  //clonal expansion 

  Pc <- clone(p, dup) 

 EndFor 

 ForEach c of Pc Do //affinity maturation 

  hypermutate(c) 

 EndFor 

 ForEach c of Pc Do //presentation 

  affinity(c) 

 EndFor 
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P <- select(Pc, P, d)  //clonal selection 

EndWhile 

Listing 1 

Simple Immune Algorithm - pseudocode 

An AIS combining CLONALG (one of the immune algorithms proposed for pattern 
recognition and optimization) with the immune network theory resulted in a model 
named aiNet [17]. This model was successfully applied to data compression and 
clustering applications, including non-linear separable and high-dimensional 
problems. The optimization version of aiNet (opt-aiNet) algorithm [12] [13] was 
applied to several uni/bi - dimensional functions in order to assess its performance. 
The results illustrated its behavior for some of the problems tested and compared it 
with results obtained by CLONALG. Three functions were used for testing: the 
multi-modal function, roots, and Schaffer's function. It was demonstrated that the 
opt-aiNet located 61 local maximums, while the CLONALG located 18. In addition, 
the opt-aiNet positions one single individual in each peak, which can overcome the 
‘waste of resources’ disadvantage of the CLONALG. 

Ulutas and Kulturel-Konak formulated the general steps of CLONALG [7]: 

1)  Initialization - randomly initialize a population 

2)  Evaluation - given a collection of patterns to identify, determine the match 
of each pattern with each member in the population 

3)  Selection and cloning - select a few of the best affinity elements and clone 
(duplicate) them according to their affinity with the antigen 

4)  Hypermutation - all the clones should be mutated proportional to the affinity 
with the input sample 

5)  Editing receptors - add the mutated individuals to the population and reselect 
a number of the maturated (optimized) individuals as memory 

6)  Steps 2-5 should be repeated until a stopping criterion is reached 

As a representative of AIS algorithms, CLIGA algorithm uses three parameters: 

Table 3 

CLIGA description 

Parameter Description 

d Antibody population size 

dup Duplication of the bit string 

τb B cell's expected mean life (aging operator) 
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Figure 2 

Clonal selection method [8] 

As its termination condition, CLONALG uses a fixed number of generations, while 
CLIGA uses the maximum information gain (K) principle - dK/dt ≥ 0. When dK/dt 

= 0, the learning process ends. For t = 0, the following values are computed: fitness 
value (P(t)), cloning expansion (Pclo), variation operator (Phyp = hypermutation 

(Pclo)), evaluation of fitness value of Phyp, the impact of aging (P(t+1) = aging(Phyp, 

P(t),  τb), information gain (K(t, t0)). At the end, the time is increased (t = t + 1) and 
the previous values are recalculated. 

B cells distribution function at time t is f(t),m, where m is the fitness value. 
Information gain can be defined as: 𝑲(𝒕, 𝒕𝟎) = ∑ 𝒇(𝒕),𝒎𝒎 𝐥𝐨𝐠(𝒇(𝒕),𝒎/𝒇𝟎,𝒎)     (1) 
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To evaluate the convergence of algorithms in artificial immune systems, several 
stopping criteria are used: 

 Once a preset number of iterations or function evaluations is reached, the 
iterative process ceases. 

 The iterative process stops as soon as the network attains a preset number 
of antibodies - convergence of population. 

 The average distance between the antibodies and the antigens is examined 
so as to minimize this value. As soon as the average error is greater than a 
pre-defined threshold, the iterative process is stopped. 

 The network should have converged on condition that its average error 
increases following k consecutive iterations. 

 If a defined number of cells do not differ from one network suppression to 
another, the network is taken to have become stable. 

 Once the distance function is inside a specific prescribed distance from the 
optimum, the algorithm is assumed to have converged. 

 The maximum of information gain is reached. 

3 Continuous Function Optimization 
Continuous optimization is a part of the main mathematical domains for a large 
number of real-world problems. The problem of continuous optimization includes 
determining the minimum or maximum value of a function of one or many real 
variables, subject to constraints (these are, in fact, equations or inequalities).  
In continuous optimization, the variables in the model can assume any real value 
within a value spectrum. This feature of the variables is contrary to discrete 
optimization, where certain variables or all of them may be binary (restricted to the 
values 0 and 1), integer (for which only integer values are allowed), or more abstract 
objects drawn from sets with finitely numerous elements [9]. 

There is a vital difference in continuous optimization between those problems with 
no constraints on the variables and problems where there are constraints on the 
variables. Unconstrained optimization problems derive directly from countless 
practical applications; they further appear in the reformulation of constrained 
optimization problems in which the constraints are replaced by a penalty term in the 
objective function. Constrained optimization problems stem from applications 
where there are explicit constraints on the variables. There are a great number of 
subfields of constrained optimization, for which, there are specific algorithms [9]. 

The applied test functions that belong to the problem domain opt-aiNet are: 
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 Multi-function: 𝒈(𝒙, 𝒚) = 𝒙 ∙ 𝐬𝐢𝐧(𝟒𝝅𝒙) − 𝒚 ∙ 𝐬𝐢𝐧(𝟒𝝅𝒚 + 𝝅) + 𝟏, where x,y ϵ [-2, 2] (2) 

 Roots: 𝒈(𝒛) = 𝟏𝟏+|𝒛𝟔−𝟏| , z = x + iy, where x,y ϵ [-2, 2] (3) 

 Schaffer’s function: 𝒈(𝒛) = 𝟎. 𝟓 + 𝒔𝒊𝒏𝟐(√𝒙𝟐+𝒚𝟐)−𝟎.𝟓(𝟏+𝟎.𝟎𝟎𝟏(𝒙𝟐+𝒚𝟐))  , where x,y ϵ [-10, 10] (4) 

 

  

 
Figure 3 

Multi-function, roots, and Schaffer’s function 

The application of AIS principles to solve different optimization problems is 
described in [18-21]. 
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4 Case Study - Comparative Analysis of Artificial 
Immune Algorithms 

This paper focuses on examining the performance of artificial immune algorithms 
in solving continuous function optimization problems using the Optimization 
Algorithm Toolkit (OAT). OAT is a software environment for developing, 
evaluating, and experimenting with optimization algorithms on standard benchmark 
problem domains. There are reference algorithm implementations, graphing, 
visualizations and various options included in this open-source software. OAT 
offers a functional library that can be used to investigate existing algorithms and 
problems, as well as apply new problems and algorithms. This library has a practical 
explorer and experimenter GUI built on top of it, which ensures that the user can 
comprehend the functionality in the library. The library’s aim is to make easier the 
best practice of algorithm, problem, and experiment design and implementation, as 
well as software engineering principles. The GUI supplies a non-technical access 
that can be used to configure and visualize existing techniques on standard 
benchmark problem instances [10] [20]. 

The obtained test results of different artificial immune algorithms are displayed in 
the following table. The choice of the analyzed algorithms and functions is 
determined by the built-in capabilities of the OAT software. The run time was set 
to 180 000 ms (3 minutes) for all analyzed algorithms and the stopping conditions 
were set at a window width of 1000. 

Table 4 
Test results of continuous function optimization  

(best score/ total evaluations/ iterations for the best score) 

 Clonal Selection 
Algorithm 
(CLONALG) 

Optimization 
Immune Algorithm 
(opt-IA) 

Optimized Artificial 
Immune Network 
(opt-aiNET) 

Multi-
function 

4.253888443317228/ 
5 313 667/22 400  

4.253888443317227/ 
2 587 598/213 400 

4.25388772262681/ 
68 334 152/691 000 

Roots 
0.9999999999999996/ 
5 736 550/26 100 

1.0/2 517 050/109 000 
0.99947323205505/ 
28 747 191/1 272 250 

Schaffer’s 
function 

1.0/5 261 051/21 400 1.0/2 444 295/200 400 
0.9999999960496306
/118 526 809/348 900 

 

 
Simple Immune 
Algorithm (SIA) 

CLIGA 
Optimization 
Immune Algorithm 
(opt-IMMALG) 

Multi- 
function 

4.253888443317228/ 
7 788 757/15 000 

4.2535962571955395/ 
5 141 229/4 

3.12639125091429/ 
71 998 500/919 000 

Roots 
0.9999999999999996/ 
7 764 594/12 700 

0.9925992949003002/ 
4 761 841/4 

0.7162300584615976
/92 545 300/922 300 

Schaffer’s 
function 

0.9902840901224856/ 
7 235 321/18 650 

0.9999638750655384/ 
5 399 009/1 

0.9804511919171228
/86 835 900/1 018 700  
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By analyzing the results above, it can be concluded that the CLIGA algorithm 
achieved significantly lower number of required iterations (the third value in the 
table) for the best score, thus showing the fastest convergence. In addition, having 
in mind the total number of iterations (the second value in the table), the best result 
was achieved in the case of the opt-IA algorithm, followed by CLIGA and 
CLONALG. CLIGA algorithm uses generational aging and information gain 
stopping criteria. The gain is the quantity of information that the system has learned 
in relation to the initial distribution function (the randomly generated initial 
population). This algorithm uses a cloning operator modeled by a cloning potential 
without memory cells and an aging phase, a stochastic elimination process governed 
by an exponential negative law, and Kullback's entropy to measure the information 
gain discovered during the learning process [11]. The Optimization Immune 
Algorithm (opt-IMMALG) in the cases of multi-function and roots test functions 
did not achieve the same best score as other tested algorithms. 

Conclusions 

The main goal of this work is the examination of the continuous function 
optimization capabilities of artificial immune systems. The performance of these 
systems, in the form of comparative analysis, was determined using OAT software. 

The case study, focused on artificial immune algorithms, showed that the CLIGA 
algorithm had by far the fastest convergence, the best score - in terms of the number 
of required iterations, for the analyzed functions. This finding highlighted that with 
this algorithm, the speed of achieving the used stopping criterion (based on 
information gain) was the highest. The next algorithms were SIA and CLONALG, 
which used a specified number of generations, as their stopping criterion. 

Further, based on the test results, it can be concluded that the lowest total number 
of iterations for the defined run-time was achieved with the opt-IA algorithm, 
followed by the CLIGA and CLONALG algorithms. 

Considering the obtained findings, the directions of future research will focus on 
the application of the CLIGA algorithm, in targeted areas of machine learning. 
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Abstract: Selective Waste Collection is an essential part of recycling raw materials, in 

order to protect our environment. The waste collection is carried out by using a seriously 

polluting vehicle, due to the fact that most of the gathering vehicles are using fossil energy 

sources, like gasoline. High volume of carcinogenic elements are contained in the emitted 

exhaust gases. The current waste collection methods are just focusing on the load of the 

selective waste collective vehicle during a collection route. The goal of this research is to 

find the best solution to use the full storage capacity of the selective waste collecting 

vehicle with the lowest volume of residual air due to the effectively compressed waste.  

The closed and uncompressed PET bottles require the largest volume in the waste 

collecting vehicle. It is essential to minimize the air in the PET bottles to decrease the 

volume. Different methods have been examined to increase the density of the selectively 

collected waste. Statistical data have been used to determine the collecting parameters – 

nowadays, a 15 t waste collecting vehicle, with a 20 m3 load capacity is only gathering 1-

1.5 t PET due to the ineffective use of its load compartment. The application of the method 

herein, enhances the efficiency of the waste collecting vehicle by gathering 4-10 times more 

waste than currently used methods. 

Keywords: selective waste; waste gathering; capacity utilization 

1 Introduction 

Currently, collecting and reusing materials is common process, especially in case 
of metals and plastic. In many countries the selective Waste Collecting Vehicles 
(garbage disposal truck) are using fossil-based energy sources. The engine of 
these vehicles emit various side-product deriving from the combustion.  
The exhaust components can cause cancer, birth defects, or other reproductive 
damages. In order to minimize this kind of pollution, it is important to increase 
effective payload of the selective waste collecting vehicles. One possible way is to 
maximize density of the collected waste. The PET bottle is containing too much 
residual air after the currently applied pre-compression procedure (applied by the 
user and the vehicle), highly reducing the effectiveness of the waste gathering. 

mailto:titrika@ga.sze.hu
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Nowadays the minimization of the air in the waste are reached in the 
factory/DEPO with different handling technologies. The novelty of this process is 
the waste density is maximization in the vehicle during its route and not in the 
factory/ DEPO. Less air in the waste increases the waste density, enhancing the 
efficiency of collecting by decreasing the frequency of container unloading. 

The main topics of the research are: 

 Inspecting collecting habits, parameters 

 Evaluating statistical data 

 Defining and choosing the possible solution 

 Testing the possible solution 

 Route planning actions with the new method 

2 Inspecting the PET Bottle Handling 

Investigation of PET collecting habit was carried out on a sample of 150 people, 
where the results are showed on the following figures. Figure 1 shows that more 
than 60% of people who collects selectively the PET bottles (polyethylene 
terephthalate – used for mineral water and soft drinks) put back the cup to the 
bottle. Some of the Waste Collection Vehicles cannot compress the PET bottles to 
the minimum possible volume because of the residual air in the closed PET 
bottles. These PET bottles are working as a spring after the compressing force is 
reduced in the vehicle, the compressed bottles are expanding back [1]. 

 

Figure 1 

PET bottle handling habits 

Volume reduction is applied on the PET bottle with hands predominantly, while 
7.33% of the people are not using any compression at all. The distribution of PET 
bottle volume reduction methods is visualized on Figure 2. 
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Figure 2 

Different volume reduction applied on PET bottle 

In Széchenyi István University tests have been made to measure the volume 
reduction on PET bottle with different type of compression method applied. 

Table 1 

Achievable volume reduction with different compression method 

Bottle 
volume 
(PET) 

Bottle 
weight [g] 

Original 
volume 
[cm3] 

Compression 
method 

Reduced 
volume 
[cm3] 

Volume 
reduction 

[%] 

0.5L 18 520 

with hands 470 10 

with feet 390 25 

hand comp.* 440 16 

1.0L 28 1030 

with hands 540 48 

with feet 276 73 

hand comp. 595 42 

1.5L 30 1555 

with hands 920 40 

with feet 470 69 

hand comp. 775 51 

2.0L 37 2045 

with hands 930 54 

with feet 444 78 

hand comp. 930 54 

2.5L 45 2540 

with hands 1230 52 

with feet 590 77 

hand comp. 960 62 

*manual PET bottle compressor 

The results clearly show that applying hand operated volume reducer 
(compressor) does not minimize the PET bottle volume. Nearly the same 
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reduction ratio can be achieved with only hands. By all means, the best volume 
reduction can be achieved with feet compression (stomping). 

Uncompressed and closed PET bottles are the worst for waste collecting vehicles, 
due to the spring effect of the residual air inside the bottles. 

2.1 Collecting Parameters Based on Statistical Data 

The statistical data needs to be evaluated for this research, which leads us to 
define optimized solution for elective waste collection. The examined ~3500 
waste container with the capacity of 2.5 m3, (the data provided by waste handling 
company, no further parameters can be published) give us the following important 
data: 

 Average filling was 70.4% of the available capacity 

 Average selective PET weight was 28.9 kg 

 Average density was 11.56 kg/m3 

The fill level and weight of the PET waste is showed in Figure 3, in case of 2.5 m3 
selective waste container (50 pieces, randomly chosen sample from 3500 
containers, where the filled level is 100%). The diagram shows that the fulfilled 
container average weight is ~45 kg. The container max. payload is 900 kg, so the 
waste density can be increased up to 20 times. 

 

Figure 3 

Container fill level and weight relation (PET) 
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The waste collecting vehicle can gather 35-45 pieces of 2.5 m3 selective waste 
container, depending on the collected PET bottle waste density. According to this 
data, the selective waste collecting vehicle of 20 m3 capacity can only gather 
1000-1300 kg PET waste. 

There are two ways for capacity utilization: 

 In the container 

 In the Waste collection Vehicle 

The best solution would be to maximize the waste density at the content of the 
container. Perforations and volume reduction on the PET bottle can be applied, 
when it is placed into the container. The applying of shredder is also viable option. 
Both solutions need external energy to reduce the volume of the PET bottle, 
however the first solution can use human force through container attached 
mechanism. It also has to be considered that the usage of human manual labor is 
trending to minimize. The sufficient energy to operate the container volume 
reducer is enormous, therefore using a shredder on the vehicle could be a better 
option. 

3 Applying Shredder on PET Bottles 

The test was carried out in the Széchenyi István University with the available 
plastic shredder machine made by F.lli Virginio Srl (Fig. 4). The shredder is not 
directly suitable for bottles, so the PET bottles have been divided into 3 or 4 
pieces for the test. 

 

Figure 4 

Applied shredder 

 

Figure 5 

Consistency of the shredded 

PET bottles 

 

Figure 6 

Shredded PET volume 

reduction test 

Test parameters and results 

 3 pieces of 1.5l PET bottles 

 Total usage of the shredder was 8 minutes 
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The applied machine is not optimal for shredding PET bottles. The best shredding 
performance was not achieved by the used 3 bottles. The placed PET bottles could 
not be fully shredded because the intake pulling force was decreasing with the size 
reduction of the bottle pieces. The third of the placed 3 PET bottles stayed in the 
shredding machine, but the 55 g grinded PET bottle was enough to calculate the 
result (Fig. 5). The average size of the shredded PET bottles was ~5x5 mm. 

The result of the shredding is small plastic pieces, where the size is depending on 
the parameters of the shredding machine. A measuring bottle was used for 
analyzing the result, which was filled with shredded plastic pieces to 200 ml 
without any compression. 

Test parameters: 

 Waste density for 200 ml shredded PET bottle weights 35.5 g 

 Shredded PET waste density is 177.5 kg/m3 

 The shredded PET waste density is 177.5 kg/m3 compared to the original 
11.6 kg/m3 

 Further tests have been made for compressing the shredded waste to 85% 
(Fig. 6) 

Compressing parameters: 

 Uncompressed volume: 200 ml 

 Compressed volume: 170 ml 

 Diameter: Ø72 mm 

 Surface: 72*3.14/4=56.52 mm2 

 Applied force: 23 N→ 0.41 N/mm2 

Results in waste vehicle: 

 PET waste density 11.6 kg/m3 →compressed 46.4 kg/m3 (applying 1:4 
volume reduction in waste vehicle) 

 PET waste density 177.5 kg/m3 →compressed 195 kg/m3 (applying 10% 
volume reduction in waste vehicle) 

According to the results a waste collecting vehicle with 20 m3 capacity equipped 
with shredder can gather ~4-10 times more load. 
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4 Integrated Shredder to Selective Waste Collecting 
Vehicle 

The shredder should be placed on the top of the loading slot of waste collecting 
vehicle (Fig. 7, red line). 

 
Figure 7 

Possible way to attach the shredder to the Waste Vehicle 

For the best performance the shredder parameters should be designed to minimize 
the shredding time and energy consumption. From environmental point of view, 
the external electrical energy for shredding is better, than using the energy from 
the internal combustion engine of the vehicle. 

4.1. Gathering Plan and Properties of the Shredding 

In case of using a shredding unit the route plan will change. In the following 
section alternative solutions are presented: 

Original route plan (Fig. 8): 
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Figure 8 

Original gathering plan 
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Where: 

P1;2 – P-PET container, 1- first route, 2- second container 

s1;2 – s-distance, 1;2 from 1st to 2nd containers 

ΣSoriginal=s1;1+s1; 1+i+s1;D+…+ si;1+si;i+1+si;D 

In the original route plan the vehicle collects the container which are alongside the 
collecting route. The vehicle goes back to the DEPO to empty the waste, when it 
gets fully filled. After the procedure the vehicle gets back to the next container in 
the gathering plan. The waste from the container can be compressed up to 25%. 

Route plan with shredder equipped vehicle: 

In this case the waste vehicle is equipped with shredder, and it can gather more 
container during its route (Fig. 9). 
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Figure 9 
Gathering route with vehicle equipped with shredder 

ΣSshredder=s1;1+s1; 1+i+s1;D 
ΣSshredder<<ΣSoriginal 

The distance of the covered route plan is decreased by using the proposed vehicle 
shedder method, as the vehicle is able to collect more waste without getting back 
to the DEPO to empty the collected waste. The traffic load, air and noise pollution 
are also decreased due to this approach. 

Using double sized container at same place for original route plan (Fig. 10): 
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Figure 10 

Original gathering plan, double container used 

Where: 

PD1,2 – P-PET container, D- double sized container; 1- first route, 2- second 
container 

ΣSoriginal,DOUBLE=s1;1+s1; 1+i+s1;D+…+ si;1+si;i+1+si;D 

ΣSoriginal, DOUBLE=2*ΣSoriginal 

In this scenario double sized PET container was used in all cases. On the one hand 
the gathering period duration is decreased by 50%, but on the other hand the waste 
collecting vehicle is going to be full two times faster. This also doubles the way 
back to DEPO and to the upcoming container as well. 

Gathering route with shredder equipped vehicle, double sized container used: 

The waste collecting vehicle can collect 4-10 times more container by using the 
shredder, although the energy savings can be maximized when double container is 
used (Fig. 11). 



Á. Titrik et al. Maximizing the Capacity Utilization of the Selective Waste Collecting Vehicle 

 – 174 – 

Ó

Ó

Ó

Ó Ó

P
1;1

DEPO

P
1;y+1

P

P

P

P

P
1;x

P
1;y

P

s

s

s s s

P

s

1;1

1;x

s

s2;D

1;z+1

2;u

1;z

1;D

2;u+1

s2;u+1
2;v+1

2;w

2;v

2;v+1

2;w

2;v

s
1;x+1

P
1;x+1

s
1;y s

1;y+1

P

s

1;z

1;z+1

s2;u

D

D

D

D

D
D

D

D
D

D

D
D

 

Figure 11 
Gathering route with shredder equipped vehicle, double sized container used 

ΣSshredder, DOUBLE=2*ΣSshredder 

In this case the gathering period is decreased by 50%, while the route is getting 
longer because of the use of shredder (more gathered container). The way back to 
DEPO and back to upcoming container will be reduced which is both important 
for environment protection and traffic load reduction. 

Conclusions 

This work presents a viable solution to maximize the capacity utilization for 
Waste Collection Vehicles. Reasonable and satisfying result was achieved by the 
test, where the waste collecting vehicle was able to empty 4-10 times more 
containers, than in the original gathering solution. The waste density was 
increased up to 10 times, compared to current traditional methods. In our future 
work, calculations and optimizations aimed at developing the gathering methods 
and maximization of energy savings will be researched. 
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Abstract: This paper focuses on malware analysis and detection using machine learning 

methods. The aim of the authors was to perform static and dynamic analysis of programs 

designed for Windows and then to present the results of the analysis as a dataset.  

We analysed and implemented different classification methods, such as decision trees, 

random forests, support vectors and naive Bayes methods. We verified their ability to 

distinguish malicious and harmless samples and evaluated their success rate using 

classification accuracy metrics. Then, we compared the results obtained by prediction over 

the dataset generated by static and dynamic analysis. Classification was more successful 

on the data gained using the dynamic analysis method. The best malware detection 

algorithms have been found to be decision tree-based algorithms, in particular the random 

forest algorithm, which achieves excellent malware detection accuracy of up to 95.95% 

with a standard deviation of only 0.58%. 

Keywords: malware; static analysis; dynamic analysis; dataset; classification 

1 Introduction 

As the number of every day users using computers/IT systems increases, so does 
the desire of attackers to obtain and exploit sensitive user information through 
malware. The number of threats and their severity is constantly increasing, and 
while in some cases, the damage caused by malware may be imperceptible to the 
user, in other cases it can lead to severe losses. 

As malware evolves over time, the creators of security solutions, aimed to protect 
systems from malware are seeking and developing new ways to detect it.  
The traditional method of malware detection using signature recognition is 
becoming less and less effective as attackers often use various obfuscation 
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techniques to modify malware code to evade this detection method and this 
method allows only the detection of known malware with known symptoms. Even 
a minor delay in the response of security solution providers upon the arrival of a 
new type of malware can cause irreparable damage, which motivates researchers 
to find more sophisticated ways to detect malicious samples, especially new 
malicious samples that have not been analysed before. 

The drawbacks of traditional malware detection methods are sought to be 
addressed by machine learning techniques, capable of detecting malware with a 
high degree of accuracy. Machine learning allows a program to learn from 
available samples and then to react to new samples, using the learned information. 
The efficiency of using machine learning to detect malware is boosted by the 
availability of labeled malicious samples freely available not only to security 
experts, but now also to the research community. Another factor of this is also the 
rapid growth of ever cheaper computing power, which allows researchers to speed 
up machine learning training and to use large quantities of samples. 

And that is why in our research we take the path of detecting malicious software 
through machine learning methods. In the first place in chapter no. 2, we analyse 
the expertise of researchers who deal with this issue. Next, we describe the 
sequence of steps of our research. In chapter no. 3 we point out security and its 
security work with malicious software. Chapter no. 4 describes how we prepared 
test samples, which were to perform the analysis, which we discuss in Chapter no. 
5. In chapter no. 6 we will create a method of creating a data set and in chapter no. 
7 we point out the classification methods of machine learning, which were trained, 
tested and subsequently evaluated on the basis of success. In chapter no. 8 we 
evaluate and interpret the results of individual machine learning models. In the 
chapter no. 9 we compare our best results with the results of researchers from 
chapter no. 2. 

2  Related Works 

The problem of malware detection using machine learning is not new and has 
been addressed in many other works. Two key phases have emerged in using 
machine learning for malware detection: feature extraction from the input data; 
and selection the most relevant ones that best represent the set of samples and 
classification. Extracting the features of potentially malicious samples can be done 
by analysis – static or dynamic [1]. The goal of the analysis is to understand the 
capabilities of the particular piece of malware, the system parts and files it can 
attack, its structure, etc. Static analysis is performed without running the analysed 
sample, as an examination of the structure and code of the analysed sample using 
various tools [2]. Dynamic analysis focuses on the behaviour of the analysed 
sample at runtime, observing the interactions with the system and its impact on the 
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system. Both types of analysis have their advantages and limitations and 
complement each other. After feature extraction, each sample is represented as a 
feature vector, used by a classification algorithm to train a machine learning 
model. 

2.1 Experimental Results 

This section provides an overview of several studies in malware detection and also 
describes some shortcomings of each approach. 

Bai et al. [3] focused on malware detection in a dataset of 19113 executables – 
8592 harmless and 10521 malicious samples. As features, they used the 
information obtained by static analysis of the headers of the executable files.  
They claimed to have found a total of 197 features, allowing them to distinguish 
harmless samples from harmful ones; they also used filtering and wrapper 
methods to select the most appropriate features. In their study, they evaluated the 
use of classification algorithms – J48 (decision trees) and random forests.  
To improve the performance of the J48 algorithm, they used combinations of 
multiple trained models in bagging and boosting techniques. The aforementioned 
authors performed a total of 3 experiments, differing in the way the data was 
classified and the choice of features. They concluded that this approach could 
detect unknown malware with a high accuracy, while maintaining a low false 
positive rate. The detection accuracies achieved in the experiments ranged from 
94.6% to 99.1%. As they concluded, the random forests algorithm and the bagging 
and boosting techniques significantly increased the classification accuracy, 
compared to the case when they used the J48 algorithm without using these 
techniques. 

The comparison of various classification algorithms was also discussed by Kumar 
et al. in [4]. They compared decision trees, random forests, K-nearest neighbors, 
logistic regression, linear discriminant analysis and naive Bayes algorithms on a 
dataset of 5210 (2488 harmless and 2722 harmful) samples. As features (68), they 
used the information obtained from the headers of the analysed executable files. 
The aforementioned authors achieved the best overall accuracy (98.78%) using the 
Random Forests algorithm. The worst detection success rate (56.04%) was found 
when using the Naive Bayes algorithm. An interesting feature of the work was the 
use of the so-called integrated feature set, which was used to increase the overall 
accuracy of the classification algorithms. 

In [5], Moser et al. point out the problems of static analysis in malware detection. 
They demonstrate obfuscation techniques and point out that static analysis alone 
may no longer be sufficient for malware detection. In their paper, they conclude 
that dynamic analysis should be a necessary complement to static analysis, as it is 
significantly less vulnerable to obfuscating code transformations. 
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In [6], Firdausi et al. used the K-nearest neighbours, Naive Bayes, Support Vector 
Machine, J48, and Multilayer Perceptron algorithms on the features obtained by 
dynamic analysis using Anubis, a freely available dynamic analysis tool.  
The dataset consisted of executable samples, including a total of 220 unique 
malware samples. In several different experiments, they achieved the best 
accuracy (96.8%) using the decision tree-based J48 algorithm. On the contrary, 
they achieved the worst results (only 62.8%) using the Naive Bayes algorithm.  
As the authors conclude, malware detection using machine learning combined 
with dynamic analysis is a fairly effective method. 

Shijo & Salim [7] also focused on this approach and took advantage of the 
benefits of static and dynamic analysis. They used a combination of both types of 
analysis to detect malicious samples using machine learning on a dataset of 1487 
(997 malicious and 490 benign) samples. Static features were strings extracted 
from executables. They performed dynamic analysis using the Cuckoo Sandbox 
tool in a secure, virtual environment, outputting a report on the execution 
behaviour of each sample, listing API calls and registry changes. The authors used 
2 algorithms in their work, namely the support vector method and the random 
forest algorithm. As the authors of the aforementioned paper reported, they 
obtained best results using the support vector method, namely a detection 
accuracy of 95.88% for static analysis, 97.1% for dynamic analysis and 98.7% by 
combining the two. Thus, the achieved results showed that the combination of 
static and dynamic analysis increased the detection accuracy compared to the use 
of static and dynamic analysis alone. However, a disadvantage of the study was 
the smaller number of samples used for training. 

2.2 Evaluation of the Experiments 

The related works and existing solutions make it clear that using machine learning 
to detect malicious samples is advantageous and brings a number of benefits over 
the traditional malware detection approaches. Using a combination of static and 
dynamic analysis to extract symptoms from individual samples seems to be the 
most advantageous, as using only one of the methods is no longer sufficient. 
Research shows that when selecting an appropriate machine learning algorithm, 
using decision trees to detect malware seems to be a suitable approach – due to the 
accuracy of detecting malicious samples using decision-tree-based algorithms. 
Detection accuracy can also be increased by combining multiple trained models, 
as it is evident in the case of using the Random Forests algorithm. Knowing this, 
one may design a system capable of classifying a sample as harmful or harmless 
with high accuracy, based on performing static and dynamic analysis of the 
particular sample. 
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Based on the data obtained from previous research experiments, we performed 
further research. This focused on the combination of static and dynamic analysis 
and on the combination of several trained malware detection models. 

3  Secure Test Environment 

An important element of static and dynamic software analysis is the environment, 
in which the analysis itself takes place. The goal is to create an environment 
providing no obstacles to the particular piece of malware, allowing its observation 
in its full beauty. However, it is necessary to prevent malware from breaking out 
from this environment and causing real damage. 

3.1 The Virtual System 

For our research, we chose to use Oracle VirtualBox 6.1 virtualization software.  
It should be noted that keeping virtualization software up-to-date is key, as many 
types of malwares attempt to detect execution in a virtual environment and exploit 
its security flaws to infect the host system. 

As the guest virtual operating system, we chose Windows 7. At the time, this 
version of the operating system was widely used and widely deployed. As a result, 
a large amount of malware targeting this system appeared. Compared to Windows 
10, Windows 7 can be modified to execute malicious code more easily, as 
Windows 10 incorporates a number of automated security features that are 
laborious to disable and keep disabled. 

We installed Dependency Walker (a static analysis tool) and Cuckoo Sandbox  
(a dynamic analysis tool, necessary for the execution and to uncover the intent of 
the particular piece of malware) into the virtual environment. The installation of 
third-party software also helped to reduce the sterility of the operating system.  
The latter could cause the malware to detect the execution of the virtual 
environment and lead to a failure of the analysis. 

In order to pretend that the environment is that of a device used daily, for some 
time, we used the virtual operating system to perform common activities such as 
browsing web pages, downloading documents from the Internet, playing 
audiovisual media, etc. This regular use of the system led to the creation of 
temporary files and registry entries, which also help to mask the fact that it is a 
virtual system. 

To increase the likelihood of successful malware execution, we used older 
versions of the respective programs. 
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A very important step in the preparation of the virtual test environment was the 
modification of the security settings of the Windows operating system.  
The modifications consisted of disabling the following: 

1) Windows Defender, a security program that would actively prevent 
malware execution, 

2) the Windows Update service, which could install security patches and 
passively prevent malware from being executed; and 

3) Windows Firewall, a security program that would monitor the flow of 
data between networks. 

A snapshot of the system was taken after the system configuration was completed. 
This provides continuous access to the desired virtual operating system 
configuration, which can be restored any time, preventing lengthy reconfiguration. 

Creating a system snapshot is a very important step in performing dynamic 
analysis. Restoring it allows to negate any impact of the analysed code on the 
system. It also ensures the same starting conditions for the analysis of each 
sample. The system snapshot is an important element, also used by the Cuckoo 

Sandbox tool when automating the analysis. 

3.2 The Host System 

As the host operating system of the workstation, we used Ubuntu 18.04. This 
Linux-based system was chosen because Cuckoo Sandbox works best on Linux-
based systems. Version 18.04 was necessary because it is the last version of the 
Ubuntu operating system that both natively supports and includes the Python 2.7 
programming environment. Python 2.7 is required to properly install Cuckoo 
Sandbox software and its supporting programs, as currently, newer versions (3.x) 
are not supported by the Cuckoo Sandbox project. The employed version of 
Cuckoo Sandbox was version 2.0.7. 

For added security when working with malware, virtuaenv, a Python virtual 
environment has been established on the host system, without administrative 
(sudo) privileges. With this, every time Cuckoo Sandbox needed to perform an 
operation requiring such a privilege, the user had to confirm the operation. 

4  Preparation of Test Samples 

For the purposes hereof, malware samples were obtained from virusshare.com, an 
online malware sample repository [9]. This provides real malware samples for 
people such as security researchers, forensic analysts, etc. It is maintained by the 
users themselves, contributing verified malware samples to it. 
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We downloaded the VirusShare\_00164.zip package. We chose to use it for its 
relatively small size (11.88 GB), compared to other packages. Moreover, the more 
significant reason for its selection was the date it was added – 15 September 2015. 
This paper focuses on the analysis of malware infecting Windows devices, as this 
system is the target for the largest amount of available malware. 

For this reason, 15 September 2015 is potentially the most appropriate date, as: 

 the most widely used version of the Windows operating system in 2015 
was Windows 7, with a 62.31% share [10] of all Windows versions. 

 Windows 10 was released on 29 July 2015. Thus, back then, a large 
amount of malware was uploaded to VirusShare.com by the users of 
Windows 7, the target system for this work. 

The healthy samples used in this work are executable programs such as web 
browsers, audio and video players, UI customization tools, etc. These were 
obtained from portablefreeware.com [11] and portableapps.com [12], hosting a 
large number of downloadable executables. 

The downloaded malware sample package in the zip archive contains 65536 
malware samples. For the purposes hereof, 3000 executable samples with the .exe 
extension were selected. Healthy samples are represented by 838 executable 
programs. Thus, there were approximately 3.6 malware samples for each healthy 
sample. 

A total of 3838 samples were analysed – see Table 1. These were analysed to 
create the dataset needed for the machine learning process. 

Table 1 
Number of Samples Prepared for Analysis 

sample class sample count 

malware 3000 
healthy 838 

malware + healthy 3838 

5 Analysis Execution 

After successfully preparing the test samples, we produced the final dataset, which 
we then used to perform static and dynamic analysis. 

5.1 Comparison of Static and Dynamic Analysis 

Unlike static analysis, dynamic analysis does not require malware source code, as 
it can be performed on any application [13] [14]. Unlike static analysis, dynamic 
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analysis can track the actual malware functionality [15], since certain parts of the 
code, such as an imported library, do not mean active execution of particular 
library functions. 

However, static analysis has several advantages over dynamic analysis (where the 
examined sample is executed), the most significant of which being speed, security 
and low requirements [16]. 

The fact that static analysis does not monitor the behaviour of the programs, 
comes with certain disadvantages, which are, on the other hand, the advantages of 
dynamic analysis [17] [18]: 

 it is impossible to observe the real behaviour of the particular program; 

 it is hard to detect functions actually used; 

 it is hard to classify programs with hardly accessible code; 

 it is impossible to identify unknown malware. 

5.2 Static Analysis 

To generate the outputs of the static analysis, we used Microsoft’s Dependency 

Walker tool to analyse executable files. It displays all the modules of the 
monitored file in a hierarchical tree structure. It is freely available for 32 and 64-
bit Windows systems. 

Using Dependency Walker, we analysed the file headers and functions. Then, we 
saved the obtained information in a text file. Given that over 3000 samples had to 
be analysed, doing this manually was not an option. Therefore, we used the 
Robotask tool to run Dependency Walker and then send instructions to it. It looped 
through all the samples in the folder and sent the following instructions: 

 CTRL+O  – open dialog box to open the file; 

 absolute path  – the path to the file to be analysed; 

 ENTER  – confirm the selected file. 

Then, after the analysis, Robotask sent further instructions:  

 CTRL + S  – save the retrieved files; 

 absolute path  – where to save the data;  

 3 x TAB  – select the format of the file to be saved – we chose 
„Text with list of imported/exported functions” 

 ENTER  – confirm saving; 

The obtained text files contained a huge amount of sample data. For the purposes 
hereof, it sufficed to focus on the essential details to distinguish a malicious 
sample from a clean sample. The publicly available Windows API puts enormous 
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power in the hands of malware creators [19], and this is what our research focuses 
on. In [20], the authors describe the features most commonly used by malware. 

5.3 Dynamic Analysis 

The first step of dynamic analysis was to configure the Cuckoo Sandbox 
environment. The option to create a memory dump was disabled after the sample 
analysis was completed. Creating memory dumps of the virtual operating system 
for each analysed sample would quickly fill the storage space of the workstation 
used to perform the analysis. Moreover, this analysis information is not relevant to 
the purposes hereof. 

The analysis mode was set to headless, so the analysis would be performed in the 
background, without allowing on-screen observation of the behaviour of the 
virtual system. This saved system resources. Moreover, with such a large amount 
of analysis it would have been impossible to monitor the graphical output of the 
virtual system. For the same reason, we also disabled the virtual system tool 
producing screenshots upon any change on the screen during the analysis. 

We enabled the possibility to simulate mouse movements in the virtual system 
during the analysis, to create a more credible impression of the real system 
running the malicious code. 

After finishing the configuration of the Cuckoo Sandbox tool, we could actually 
execute the analysis. The analysis can be initialized either using a command line 
interface or through a graphical web interface using the localhost server on port 
8080. Since the web interface was more user-friendly, we chose this for batch 
execution of the analyses. 

The following items can be configured before running the analysis: 

 Network routing  how the sample to be analysed will access the Internet. 

 Package  the file type according to which the appropriate analysis 
procedure will be selected.  

 Priority  the priority of the analysis of the sample. 

 Timeout  an important parameter of the analysis – this determines 
how long the analysis will run (in seconds). 

6 Creating the Dataset 

The dataset is a set of data used to train, test or otherwise work with algorithms. 
However, it has to have the appropriate form to allow any further operation. 
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6.1 Processing the Outputs of Static Analysis 

After analysing all datasets, it was necessary to consolidate the results into the 
final dataset form. As the dataset we used the occurrences of importing the 112 
selected functions. 

Then, we saved the dataset in comma-separated values (csv) format. For this 
purpose, we wrote a Python script to sequentially scan through the obtained text 
files containing information about the samples, to find the aforementioned 
features. We were only interested in those occurrences where the function was 
actually used, i.e. we only searched for imported functions. The search results 
were written to another text file. At the beginning of this file, there was a header 
with the “TARGET” entries (i.e. whether the sample was malicious or not), the 
“filename” (name of the sample) and then the names of all selected functions. 
Two different versions were created. The first contained the number of 
occurrences of each of the selected functions, while the second contained only 
binary information about whether the function was used at least once. One line 
was created for each sample, with the following format: clean file – 0, malicious 
file – 1, filename, then the number of calls and/or binary information for each 
selected function. This data was separated by commas, as it is common for .cvs 
files, well-known by the libraries used in machine learning. 

After performing the static analysis and converting the results to csv format, the 
dataset was ready for use. In its final form, it had 3584 records. Its layout is shown 
in Table 2. 

Table 2 

Structure of the Dataset after Static Analysis 

sample class sample count 

malware 2747 
healthy 837 

malware + healthy 3584 

6.2 Processing the Outputs of Dynamic Analysis 

After successful analysis of the malware sample by the Cuckoo Sandbox 
automation software, an analysis report is generated. This provides a summary of 
the results of all the processes that were performed on the sample. To create a 
dataset to train and test the machine learning model, all obtained reports have to 
be processed. To process the data and create the dataset, we used the Python 
programming language, specifically version 2.7. 

The standard data package obtained after analysing the sample is a directory with 
many subdirectories. However, we were only interested in the reports 
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subdirectory, containing the resulting analysis report (called report, stored in json 
format). 

In order to work with the analysis reports as efficiently and quickly as possible, a 
script was created – this goes through all the files and deletes the ones that are not 
named report.json. The unnecessary files include various temporary files created 
by Cuckoo Sandbox. This reduces the number of files scanned during the later 
operations and increases the speed of those operations. 

After cleaning-up the working directory containing the analysis reports, we could 
start processing the reports themselves. The processing consisted of the following 
steps: 

1) List the names of all functions called from the Windows API library.  
The function names will form the attributes of the respective samples.  
A separate script was created to retrieve all unique function names from 
all messages. 

2) Create the dataset structure. The number of analysed samples indicates 
the number of rows in the dataset. The header consists of attributes 
whose count is equal to the number of unique system calls obtained in the 
previous step. 

3) Rescan all reports. The first pass was necessary to determine the number 
of samples and their total number of attributes to create the dataset 
structure. The second pass is handled by a similar script, though this time 
the script adds each function call found in the message to the appropriate 
column labelled with the name of that function for each single sample 
found in the dataset. 

4) Add a binary identifier as the first attribute of the sample to indicate 
whether it is malicious or benign. Malware samples had the malware 
attribute set to 1, while healthy samples had this attribute set to 0. 

5) Save the dataset to a file in comma-separated-values (csv) format. 

The structure of the dataset gained by processing the reports is shown in Table 3. 

Table 3 

Structure of the Dataset after Dynamic Analysis 

sample class sample count 

malware 2937 
healthy 828 

malware + healthy 3765 
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7  Machine Learning Classification Methods 

In this work, four supervised machine learning classification methods ([21], [22], 
[23], [24]) have been investigated: 

1) the Decision Tree method, 

2) the Random Forest method, 

3) the Support Vector method, and 

4) the Naive Bayes method. 

For each classification method, a classifier was selected from the Scikit-Learn 
library [25], this was then trained and tested. The data were normalized by scaling 
using the StandardScaler() function. For the support vector method classifier, 
unlike the other classification methods used, up to 3 models were created, 
depending on the type of kernel used. 

A custom function with nested for () loops was used to tune the hyperparameters, 
where all combinations of hyperparameter values were tested. Instead of cross-
validation, a custom implementation was created. In this, all combinations of 
hyperparameters were tested 30 times, but at each of the 30 iterations, the dataset 
was re-segmented into training and test datasets in order to obtain diverse input 
data. This ensured that the success of the classifier in prediction was verified by 
using a particular combination of its hyperparameters. 

8  Evaluation and Interpretation of Results 

The evaluation phase of the prediction model is where the ability of the applied 
algorithm to correctly classify a sample from the test dataset is verified. Unlike in 
the learning phase (where, in addition to the training data, the algorithm uses also 
the attributes of classes of these data), in this phase, when working with the test 
data it has no information about what group the sample belongs to. In this work, 
all classifiers were trained on 75% of the input dataset and tested on the remaining 
25%. The algorithm assigns a class attribute to the test data – according to its best 
knowledge – and then its performance is evaluated by the evaluation metric used. 

Many evaluation metrics will use true positive (TP), false positive (FP), true 

negative (TN) and false negative (FN) values in their calculations. These values 
are expressed in a confusion matrix. 

The confusion matrix, as shown in Table 4, divides the data into four groups 
according to their actual and predicted class: 

 true positive – correctly classified positive samples, i.e. samples correctly 
classified as malware, 
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 false positives – misclassified negative samples, i.e. harmless samples 
classified as malware, 

 true negative – correctly classified negative samples, i.e. samples 
correctly classified as harmless, 

 false negative – misclassified positive samples, i.e. malware samples 
predicted to be harmless. 

Table 4 
Confusion Matrix 

  PREDICTED CLASS 
  positive negative 

T
R

U
E

 
C

L
A

SS
 

positive true positive true negative 

negative false positive false negative 

It is very important to choose an appropriate evaluation metric because not every 
metric is suitable for all cases. It depends on whether we desire to achieve a high 
overall success rate for the delivered data or whether the focus is on a particular 
class. For the purposes hereof, we used the following evaluation metrics [26]: 

 classification accuracy and 

 sensitivity. 

Classification accuracy 

The metric of classification accuracy as shown in Equation 1, indicates the 
proportion of correctly classified samples to all samples. In measuring 
classification accuracy, the size of the classes is not taken into account and hence 
no weights are assigned to the classes. 

 
(1) 

Sensitivity 

Sensitivity as shown in Equation 2 is the ratio of correctly classified positive 
samples to the total number of positive samples. It represents the percentage of 
correctly identified malware files. 

 
(2) 

8.1 Decision Tree 

Table 4 shows the results obtained using the decision tree algorithm. Using static 
analysis, the decision tree method achieved the highest classification accuracy 
values of almost 90%. When using dynamic analysis, the values exceeded 94%. 
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Table 4 

Success Rate of the Decision Tree Model 

Static analysis Dynamic analysis 
Parameters Accuracy (%) Sensitivity (%) Parameters Accuracy (%) Sensitivity (%) 
DT_S_1 89,74 ± 0,98 95,76 ± 1,08 DT_D_1 94,53 ± 0,74 96,37 ± 0,73 
DT_S_2 89,70 ± 0,99 95,75 ± 1,03 DT_D_2 94,38 ± 0,65 96,27 ± 0,69 
DT_S_3 89,63 ± 1,11 95,73 ± 1,22 DT_D_3 94,30 ± 0,80 96,10 ± 0,93 
DT_S_4 89,61 ± 0,98 95,06 ± 0,77 DT_D_4 94,22 ± 0,78 96,22 ± 0,79 
DT_S_5 89,59 ± 1,18 95,10 ± 1,07 DT_D_5 94,18 ± 0,73 96,23 ± 0,71 

8.2 Random Forest Method 

Table 5 shows the prediction success rate of the Random Forest method. The latter 
achieved the highest classification accuracy values for both static and dynamic 
analysis, reaching values exceeding 91% for static analysis and almost 96% for 
dynamic analysis. This proves that the composite random forest method is more 
efficient than the decision tree method alone. 

Table 5 

Success Rate of the Random Forest Model 

Static analysis Dynamic analysis 
Parameters Accuracy (%) Sensitivity (%) Parameters Accuracy (%) Sensitivity (%) 
RF_S_1 91,32 ± 0,92 96,94 ± 0,60 RF_D_1 95,95 ± 0,58 98,08 ± 0,49 
RF_S_2 91,26 ± 0,88 96,91 ± 0,54 RF_D_2 95,93 ± 0,62 98,06 ± 0,51 
RF_S_3 91,25 ± 0,90 97,00 ± 0,61 RF_D_3 95,91 ± 0,70 98,12 ± 0,53 
RF_S_4 91,24 ± 0,85 96,84 ± 0,61 RF_D_4 95,90 ± 0,68 98,10 ± 0,53 
RF_S_5 91,23 ± 0,88 96,80 ± 0,63 RF_D_5 95,88 ± 0,72 98,10 ± 0,56 

8.3 Support Vector Method with a Linear Kernel 

The Support Vector method achieved the highest classification accuracy 
amounting to 87.94% when using static analysis and 95.95% when using dynamic 
analysis, as shown in Table 6. In dynamic analysis using the Support Vector 
method, the linear kernel yielded the highest value of classification accuracy of all 
kernels. 

Table 6 

Success Rate of the Support Vector Model Using a Linear Kernel 

Static analysis Dynamic analysis 
Parameters Accuracy (%) Sensitivity (%) Parameters Accuracy (%) Sensitivity (%) 
SVCL_S_1 87,94 ± 1,02 95,75 ± 0,86 SVCL _D_1 92,38 ± 0,83 97,82 ± 0,62 
SVCL_S_2 87,92 ± 0,84 95,44 ± 0,87 SVCL _D_2 92,37 ± 0,84 97,83 ± 0,63 
SVCL_S_3 87,01 ± 1,19 96,76 ± 0,70 SVCL _D_3 92,36 ± 0,82 97,81 ± 0,62 
SVCL_S_4 84,10 ± 1,10 88,42 ± 1,32 SVCL _D_4 92,25 ± 0,77 97,52 ± 0,63 
SVCL_S_5 83,93 ± 1,09 88,22 ± 1,49 SVCL _D_5 92,25 ± 0,75 97,49 ± 0,62 
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8.4 Support Vector Method with a Radial Kernel 

The values obtained using the Support Vector method and a radial kernel are 
shown in Table 7. The highest classification accuracy was 87.94% in case of static 
analysis and 92.38% in case of dynamic analysis. 

Table 7 
Success Rate of the Support Vector Model Using a Radial (rbf) Kernel 

Static analysis Dynamic analysis 
Parameters Accuracy (%) Sensitivity (%) Parameters Accuracy (%) Sensitivity (%) 
SVCR_S_1 88,11 ± 0,61 96,69 ± 0,65 SVCR_D_1 91,93 ± 0,84 98,68 ± 0,50 
SVCR_S_2 87,84 ± 0,67 96,61 ± 0,67 SVCR_D_2 91,84 ± 0,90 98,46 ± 0,65 
SVCR_S_3 87,76 ± 0,73 96,53 ± 0,73 SVCR_D_3 91,71 ± 0,73 98,61 ± 0,57 
SVCR_S_4 87,68 ± 0,78 96,94 ± 0,63 SVCR_D_4 91,66 ± 0,82 98,90 ± 0,55 
SVCR_S_5 87,60 ± 0,75 96,39 ± 0,74 SVCR_D_5 91,65 ± 0,82 98,88 ± 0,51 

8.5 Support Vector Method with a Polynomial Kernel 

As far as static analysis is concerned, the highest achieved classification accuracy 
of the polynomial function kernel of the support vector method amounted to 
88.48%. When using dynamic analysis, this value changed to 92.17%. The results 
are shown in Table 8. 

Table 8 
Success Rate of the Support Vector Model Using a Polynomial Kernel 

Static analysis Dynamic analysis 
Parameters Accuracy (%) Sensitivity (%) Parameters Accuracy (%) Sensitivity (%) 
SVCP_S_1 88,48 ± 0,78 95,46 ± 0,66 SVCP_D_1 92,17 ± 0,79 97,60 ± 0,69 
SVCP_S_2 88,38 ± 0,75 95,31 ± 0,70 SVCP_D_2 92,17 ± 0,80 97,59 ± 0,70 
SVCP_S_3 88,33 ± 0,80 95,40 ± 0,81 SVCP_D_3 92,16 ± 0,84 97,33 ± 0,77 
SVCP_S_4 88,31 ± 0,93 95,39 ± 0,77 SVCP_D_4 92,15 ± 0,83 97,32 ± 0,76 
SVCP_S_5 88,23 ± 0,81 95,16 ± 0,69 SVCP_D_5 92,14 ± 0,76 97,60 ± 0,70 

8.6 Naive Bayes Method 

The naive Bayes method produced the most drastically different results, 
comparing static and dynamic analysis. However, neither method was able to 
correctly predict the occurrence of malware samples, as it is evident in Table 9. 
Also, in case of both analysis types, this method achieved the largest standard 
deviation values when using the naive Bayes classifier. 

Table 9 
Success Rate of the Naive Bayes Method Model 

Static analysis Dynamic analysis 
Parameters Accuracy (%) Sensitivity (%) Parameters Accuracy (%) Sensitivity (%) 
NB_S_1 42,27 ± 1,28 26,61 ± 1,66 NB_D_1 59,53 ± 1,76 48,58 ± 2,42 
NB_S_2 42,22 ± 1,26 26,55 ± 1,63 NB_D_2 59,12 ± 1,51 48,00 ± 2,10 
NB_S_3 42,20 ± 1,28 26,51 ± 1,67 NB_D_3 58,43 ± 1,99 47,27 ± 2,67 
NB_S_4 42,08 ± 1,26 26,33 ± 1,64 NB_D_4 54,45 ± 2,38 42,40 ± 3,14 
NB_S_5 42,05 ± 1,26 26,29 ± 1,64 NB_D_5 48,58 ± 2,00 34,63 ± 2,57 
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8.7 Summary 

Table 10 compares the highest values achieved for each algorithm. Using both 
types of analysis (static analysis-Figure 1, dynamic analysis-Figure 2), the random 
forests method, the decision tree method and the support vector method achieved 
good results. 

On the other hand, the naive Bayesian methods could not cope with the particular 
problem. The most efficient model herein was the random forests model in 
dynamic analysis, where it achieved a classification accuracy value of 95.95% 
with a standard deviation of only 0.58%. 

Table 10 

Comparison of the Best Predictions of the Algorithms Used 

Static analysis Dynamic analysis 
Algorithm Accuracy (%) Sensitivity (%) Algorithm Accuracy (%) Sensitivity (%) 
RF 91,32 ± 0,92 96,94 ± 0,60 RF 95,95 ± 0,58 98,08 ± 0,49 
DT 89,74 ± 0,98 95,76 ± 1,08 DT 94,53 ± 0,74 96,37 ± 0,73 
SVC_P 88,48 ± 0,78 95,46 ± 0,66 SVC_L 92,38 ± 0,83 97,82 ± 0,62 
SVC_R 88,11 ± 0,61 96,69 ± 0,65 SVC_P 92,17 ± 0,79 97,60 ± 0,69 
SVC_L 87,94 ± 1,02 95,75 ± 0,86 SVC_R 91,93 ± 0,84 98,68 ± 0,50 
NB 42,27 ± 1,28 26,61 ± 1,66 NB 59,53 ± 1,76 48,58 ± 2,42 

 

 

Figure 1 

The Highest Values Achieved for Each Algorithm in Static Analysis 
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Figure 2 

The Highest Values Achieved for Each Algorithm in Dynamic Analysis 

9  Comparison of Studies 

A comparison of the results of the best algorithms mentioned in the analysed 
papers and the present study are shown in Table 11. The best malware detection 
algorithms were found to be decision-tree-based algorithms, especially the random 
forest algorithm, which achieves excellent malware detection accuracy by 
aggregating the results of multiple decision tree classifiers for a more accurate 
result. The algorithm performed well on the features obtained by both static and 
dynamic analysis, but also in hybrid analysis, where it achieved only 1% less 
accuracy and sensitivity than the best algorithm, the Support Vector method.  
The differences in the results of the different papers may be due to the different 
features and also to their count, as the best accuracies were achieved in the papers 
sporting fewer features. This was achieved by using methods to select the most 
relevant flags and removing irrelevant flags that may be useless for the model. 
The size of the dataset and the different types of malwares in the malicious 
samples could also have an impact on the results. 
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Table 11 

Comparison of the Best Algorithms from the Analysed Papers 

Paper Analysis Data Algorithm Accuracy 
(%) 

Sensitivity 
(%) 

Bai et al.  static analysis 
harmless –  8592 Random 

forests 
99,9 99,1 

harmful –  10521 

Kumar et 
al. 

static analysis 
harmless –  2488 Random 

forests 98,78 99,0 
harmful –  2722 

this study static analysis 
harmless –  837 Random 

forests 91,32 96,94 
harmful –  2747 

this study dynamic analysis 
harmless –  828 Random 

forests 95,95 98,08 
harmful –  2937 

Firdausi 
et al. 

dynamic analysis 
harmless –  250 

J48 96,8 95,9 
harmful –  220 

Shijo & 
Salim 

hybrid analysis 
harmless –  490 Support 

vector 
method 

98,71 98,7 
harmful –  997 

Data comparison from the Table 11 represented in graph Figure 3. 

 

Figure 3 

Comparison of the Best Algorithms from the Analysed Papers in Graph Form 

Conclusion 

Of all machine learning classification methods used, random forests achieved the 
best results in both types of analyses. 

In addition to random forests, decision trees and support vector methods also 
achieved solid results. 

The Naive Bayes methods did not prove to be able to correctly detect malware 
samples, compared to the other machine learning methods used. 
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In general, all algorithms achieved higher values of both classification accuracy 
and sensitivity when using the dataset created by dynamic analysis of the samples. 
However, by combining static and dynamic analysis and also by combining 
multiple trained models, the accuracy of malware detection improved. 
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Abstract: In this paper a new type of passive mechanism for vibration suppression is 

introduced. The mechanism is based on the system of cantilever – mass units (dynamic 

absorbers) connected to the basic structure. The support of cantilevers is rigid or even 

elastic. The vibration of the system is caused by external excitation force which acts on the 

basic structure. The aim of the paper is to determine the parameters of the system for which 

the frequency gap and the vibration suppression occur. The used mathematical model is a 

system of coupled equations where the measured parameters are introduced by the 

application of a newly developed, so-called, ‘elastic support method’. Solving the 
mathematical model, the amplitude-frequency vibration property of the system is obtained. 

The computed solution is compared with that the previously published result of the 

‘wallpaper’ type metastructure for vibration suppression, which is modeled as a system of 

translation moving system of mass-in-mass units. It is concluded that the effect of the 

suggested mechanism is in good agreement with that of the metastructure for vibration 

suppression. The resonances of the two models are matched with the results of Inventor Finite 

Element Analysis, too. Difference in results is negligible. 

Keywords: “wallpaper”-like metamaterial; cantilever-mass mechanism; vibration 

suppression; 5-DoF system; natural-frequency 

1 Introduction 
Recently, mechanical metastructures and metamaterials are developed for 
suppression or elimination of vibration. Metamaterials and metastructures are 
artificially composed systems containing a basic mass in which small masses are 
added [1-4]. The added masses have the role of vibration absorbers. Opposed to the 
conventional materials, the metastructure absorbers are integrated into the basic 
material [5]. Metastructures are modeled as complex systems of mass-in-mass units 
where properties of the added mass-spring unit satisfy the condition for dynamic 
absorber of the basic mass [6-9]. Various types of metastructures are already 
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developed: in-line 1D or bar structures [10-13], space structures [14-15] and plane 
or wall panels [16-18]. The main disadvantage of all of these metastructures is the 
complexity of their fabrication. The new types of metastructures have absorbers 
made of the same material as the basic structure and the system is constructed as a 
single unit. The 3D printing technique allows creation of such structures, with 
extremely complex geometries tuned for broadband vibration suppression, for 
example a square structure inside of which mass as absorbers act [19-21] or stick – 
like resonator [22]. Such 3D-printed metastructures are suitable for passive 
vibration suppression. In addition, the structures remain capable of bearing loads 
without adding additional mass. For all of the mentioned metamaterials, it is 
common that they suppress vibration in certain frequency region [23, 24], and the 
width of the band gap, where the decrease of the amplitude of vibration occurs, is 
very small. 

To eliminate these lacks, the system with the higher number of dynamic absorbers 
[25] and nonlinear properties [26] are introduced. Thus, the ‘wallpaper’-like 
metastructure which contains 5 different dynamic absorbers is able to admit 5 
different vibration frequencies [18]. In spite of the fact that the design seems to be 
simple (between a basic plane and an external surface with cups masses are settled 
(see Fig. 1) which move translator up and down due to the action of the vertical 
external excitation), fabrication with proper values for vibration suppression is not 
an easy task. 

In this paper the new multicantilever-mass mechanism for vibration suppression is 
developed. 

The aim of the new mechanism is to eliminate vibration on certain frequencies, of 
all the unwilling ones. The requirements for vibration elimination directly influence 
the design of the mechanism and the number of cantilever-mass dynamic absorbers. 
In the paper, dynamics of the mechanism is mathematically modeled. Parameters of 
the model are included by using the new, so-called ‘elastic support method’, 
springing from measured values. After solving the equation of the oscillatory 
motion, the results are applied for parameter analysis of the mechanism. The new 
mechanism with 5 cantilever-masses is compared with the 5-DoF wallpaper like 
metastructure. It is observed that the comparison is possible and that the parameters 
of the new model are more controllable than the previously developed wallpaper 
like metastructure with the translation motion of masses. The resonance cases of 
both models are matched using of Inventor Finite Element Analysis. Difference in 
results is negligible. 

The paper has 5 sections. After the introduction in Section 2, the physical and 
mathematical model of the cantilever-mass mechanism is developed. The system is 
described with n linear coupled second order differential equations. In Section 3, a 
new method for calculation of the stiffness of the elastic support is developed. In 
Section 4, the amplitude-frequency vibration property of the 5-DoF cantilever-mass 
mechanism is obtained. The result is compared with that obtained for the 5-DoF 
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‘wallpaper’ type mechanism with translator motion. The solution is matched with 
the results of Inventor Finite Element Analysis (FEA) of the 3D solid body.  
The paper ends with conclusions. 

2 Model of the Mechanism 
In this section, the physical and mathematical model of the cantilever-mass 
mechanism is developed. 

2.1. Physical Model of the Cantilever-Mass Mechanism 

Based on the principle of the ‘wallpaper’ metastructure, but keeping the practical 
needs of measuring in mind, the translational model (Fig. 1) is changed into the 
cantilever beam model (Fig. 2). The cantilever-mass mechanism for vibration 
suppression is physically modelled as a system of beams clamped at one end with 
concentrated masses on the other end, which are attached to the primary structure. 
The primary structure is modelled as a clamped beam-mass unit (Fig. 2a), where 
the rigidity of the beam is EI1 and the mass is m1. On the mass m1, the periodic 
excitation force F(t) acts, which causes vibrations. Each added unit, which 
represents a dynamic absorber, contains a cantilever of transversal rigidity EIi, a 
length bi, and concentrated mass mi. Only one damper with coefficient k1 remained. 
The number of units is not limited, it depends on the requirement for elimination of 
vibrations of the basic element 1. 

 a) b) 

Figure 1 

“Wall-paper”-like metastructure: a) Exploded view of the 3D model; b) 5-DoF translational model 
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a) b) 

Figure 2 

The 5-DoF cantilever-mass mechanism: a) 3D solid body model; b) Scheme of model 

2.2. Mathematical Model of the Cantilever-Mass Mechanism 

Let us consider the mathematical model of the multicantilever-mass mechanism 
where on the basic structure 1, the i=2,3,…n absorber units are attached (see Fig. 
2b). It is supposed that the beam bending is in one plane. In addition, the movement 
of discrete masses is assumed to be in-line. 

The bending position of each mass mj is obtained by applying the Betti theorem 
summarizing the deflection of the mass m1 caused by the external force, deflections 
of mj due to external and inertial force and the displacement caused by interaction 
between added masses of the absorber. 

Using the linear bending theory, the displacement of the mass m1 under influence 
of the force F1 is obtained as 𝑦𝐵 = 𝐹1𝑎33 𝐼1𝐸 (1) 

where a is the position of the mass, i.e. the length of the beam 1. It gives the inverse 
rigidity coefficient 𝑐11 = 𝑦𝐵𝐹1 = 𝑎33 𝐼1𝐸 (2) 

However, the force F1 causes bending of all beams in the system and the bending 
position of masses mi are 𝑦𝐶𝑖 = 𝐹1𝑎2(2𝑎+3𝑏𝑖)6 𝐼1𝐸  (3) 

The corresponding inverse rigidity coefficients are 𝑐1𝑖 = 𝑎2(2𝑎+3𝑏𝑖)6 𝐼1𝐸  (4) 

where i=2,3,...n.  

According to the force Fi, which directly acts on mi, the displacements are 



Acta Polytechnica Hungarica Vol. 19, No. 7, 2022 

‒ 201 ‒ 

𝑦𝐶𝑖 = 𝐹𝑖𝑎(𝑎2+3𝑎𝑏𝑖+3𝑏𝑖2)3 𝐼1𝐸 + 𝐹𝑖𝑏𝑖33 𝐼𝑖𝐸 (5) 

and the inverse rigidity coefficients follow as 𝑐𝑖𝑖 = 𝑎(𝑎2+3𝑎𝑏𝑖+3𝑏𝑖2)3 𝐼1𝐸 + 𝑏𝑖33 𝐼𝑖𝐸 (6) 

The force Fi which acts on mi has also an influence on the other masses mj of the 
mechanism. Thus, for i,j=2,3,...n, i≠j the displacement is 𝑦𝐶𝑖 = 𝐹2𝑎33 𝐼1𝐸 + 𝑏2𝐹2𝑎22 𝐼1𝐸 + (𝐹2𝑎22 𝐼1𝐸 + 𝑏2𝐹2𝑎𝐼1𝐸 ) 𝑏3 = 𝐹𝑖𝑎(2𝑎2+3𝑎𝑏𝑖+3𝑎𝑏𝑗+6𝑏𝑖𝑏𝑗)6 𝐼1𝐸  (7) 

and the corresponding inverse rigidity coefficient 𝑐𝑖𝑗 = 𝑎(2𝑎2+3𝑎𝑏𝑖+3𝑎𝑏𝑗+6𝑏𝑖𝑏𝑗)6 𝐼1𝐸  (8) 

Remark: There is the symmetry of the rigidity coefficients, and for i≠j it yields 
cij=cji, where i,j=2,3,...n. 

Using the previous consideration, the total deflection of each mass (including the 
mass m1) is calculated as 𝑦𝑖 + ∑ 𝑐𝑖𝑗𝐹𝑗 = 0        𝑖 = 2,3 … 𝑛𝑛𝑗=1  (9) 

Introducing the inertial, damping and excitation force acting on mass m1, 𝐹1 = 𝑚1�̈�1 + 𝑘1�̇�1 − 𝐹0 sin 𝜔𝑔𝑡 (10) 

and forces acting on masses mj, where j=2,3,...n 𝐹𝑗 = 𝑚𝑗�̈�𝑗 + 𝑘𝑗�̇�𝑗 (11) 

the system of differential equations of motion for the system follows as 𝑴�̈� + 𝑲�̇� + 𝑪−𝟏𝒚 = 𝑭 (12) 

where C is the symmetric matrix of the inverse rigidity coefficients, K is the 
damping matrix, M is the mass matrix, i.e. 

𝑪 = [𝑐11 𝑐12 … 𝑐1𝑛𝑐21 𝑐22 … 𝑐2𝑛… … … …𝑐𝑛1 𝑐𝑛2 … 𝑐𝑛𝑛],  𝑲 = [𝑘1 0 … 00 𝑘2 … 0… … … …0 0 … 𝑘𝑛],  𝑴 =
[𝑚1 0 … 00 𝑚2 … 0… … … …0 0 … 𝑚𝑛] 

𝒚 = [𝑦1, 𝑦2, … . , 𝑦𝑛] and 𝑭 =[𝐹0𝑠𝑖𝑛𝜔𝑔𝑡, 0, … . , 0].  (13) 
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The equation (12) is a system of n coupled second order differential equations which 
describes the absorber motion. Solving the system (12), the amplitude-frequency 
relations are obtained. 

3 Model of the Beam Fixed in an Elastic Support 
The model (12) corresponds to the case when masses of cantilevers are omitted.  
If the mass of the cantilever is as significant as the value of added mass, it has to be 
taken into consideration. It is supposed that the mass of the beam is continually 
distributed along its length, the total mass of the basic beam is mr1, while the masses 
of the beams in mechanism are mri, where i=2,3,…n. Reducing masses of beams in 
the position B of the basic mass (Fig. 3a) the total masses mred1 and mredi (i=2,3,…n) 
are obtained. 

Thus, for the system which contains only one added cantilever beside the basic one 
(Fig. 3a), the reduced mass in B is obtained by equating the kinetic energy of the 
distributed and point masses, i.e. 12 𝑚𝑟𝑒𝑑1�̇�𝐵2 = 12 𝑚𝑟1𝑎 ∫ (�̇�1(𝑧))2𝑎0 𝑑𝑧,                12 𝑚𝑟𝑒𝑑2�̇�𝐵2 =12 𝑚𝑟2𝑏2 ∫ (�̇�2(𝑧))2𝑎+𝑏2𝑎 𝑑𝑧 (14) 

where �̇�𝐵 is the velocity of B, �̇�1(𝑧) and �̇�2(𝑧) is velocity distribution along the 
beam 1 and 2, respectively. 

a) b) 

Figure 3 

Scheme of the cantilever supported: a) rigid; b) elastic 

Using the assumption that there is a direct correlation between the velocity �̇� and 

displacement y i.e. 
�̇�(𝑧)�̇�𝐵 = 𝑦(𝑧)𝑦𝐵   where �̇�𝐵 is the velocity and 𝑦𝐵 is the displacement 

of B, equations (14) transform into 12 𝑚𝑟𝑒𝑑1�̇�𝐵2 = 12 𝑚𝑟1𝑎 �̇�𝐵2𝑦𝐵2 ∫ (𝑦1(𝑧))2𝑎0 𝑑𝑧,                12 𝑚𝑟𝑒𝑑2�̇�𝐵2 =12 𝑚𝑟2𝑏2 �̇�𝐵2𝑦𝐵2 ∫ (�̇�2(𝑧))2𝑎+𝑏2𝑎 𝑑𝑧 (15) 

where the deflection of B is 𝑦𝐵 = 𝐹𝑎33𝐼1𝐸 and the elastic lines of AB and BC [14] 
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𝑦1(𝑧) = 𝐹6𝐼1𝐸 (3𝑎𝑧2 − 𝑧3),   𝑦2(𝑧) = 𝐹𝑎26𝐼1𝐸 (3𝑧 − 𝑎). (16) 

After integration of (15) with (16) and some modifications, the reduced masses 
mred1and mred2 are obtained as 𝑚𝑟𝑒𝑑1 = 33140 𝑚𝑟1,        𝑚𝑟𝑒𝑑2 = 𝑚𝑟2 3(𝑎+𝑏2)2+𝑎24𝑎2  (17) 

Usually, it is assumed that the cantilever is connected with the rigid support. 
However, in multicantilever-mass mechanism, the units are elastically supported. 
In the next section, a method is developed for including the effect of elastic support 
in the rigidity coefficient of the system. The method represents a mixed analytic-
experimental one, where the measured vibration values are incorporated into the 
model of the system. 

3.1. Correction of Stiffness Matrix using the ‘Elastic 
Supporting Method’ 

The procedure for including correction in the coefficient of rigidity of the system 
due to elastic support is named ‘elastic supporting method’. On the system with 
reduced mass mred and a beam, with length l and rigidity s1, clamped in elastic 
support with rigidity sBef, the excitation force F acts (Fig. 3b). It causes the 
displacement of B, which is the sum of the bending of the beam y1 and displacement 

yBef due to inclination for angle φ. For the inverse rigidity of the beam 𝑐1 = 𝐹𝑙23𝐼𝐸 , 

the bending displacement is 𝑦1 = 𝐹𝑐1 (18) 

It is assumed that the displacement of B due to the bending torque Fl is the linear 
function of the inclination angle 𝜑. For 𝜑 = (𝐹𝑙)𝑐𝐵𝑒𝑓 and  𝑦𝐵𝑒𝑓 = 𝑙𝜑, the 
displacement is 𝑦𝐵𝑒𝑓 =  𝐹𝑐𝐵𝑒𝑓𝑙2 (19) 

where 𝑐𝐵𝑒𝑓 is the inverse rigidity coefficient of support and l is the length of the 
beam. Finally, due to elasticity of the beam and of the elastic connection, the total 
displacement in B is 𝑦 = 𝑦𝐵𝑒𝑓 + 𝑦1 = 𝑙𝜑 + 𝐹𝑙33𝐼𝐸 = 𝐹(𝑐𝐵𝑒𝑓𝑙2 + 𝑐1) (20) 

According to (20) the reduced inverse rigidity coefficient follows as 𝑐𝑟𝑒𝑑 = 𝑦𝐹 = 𝑐𝐵𝑒𝑓𝑙2 + 𝑐1 (21) 

For the reduced inverse rigidity (21) and reduced mass (17), the frequency of 
vibration is obtained in the form 
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𝑓𝑚 = 12𝜋 √ 1𝑐𝑟𝑒𝑑𝑚𝑟𝑒𝑑 = 12𝜋 √ 1(𝑐𝐵𝑒𝑓𝑙2+𝑙3 3𝐼𝐸⁄ )𝑚𝑟𝑒𝑑 (22) 

where 𝑚𝑟𝑒𝑑 = 𝑚1 + 𝑚𝑟𝑒𝑑1 + 𝑚𝑟𝑒𝑑2 

Relation (22) is suitable for determination of the unknown rigidity coefficient cBef. 
Measuring the frequency of vibration of the model and substituting the obtained 
value into (22), the rigidity coefficient of the support cBef is calculated. The method 
for obtaining of the unknown rigidity suggested in the paper is a mixed procedure 
which interacts the data of the measurement and the analytically computed value. 

To prove the accuracy of the suggested method, the comparison of calculated 
rigidity coefficient of a 1-DoF flexible cantilever-mass beam with experimentally 
obtained one is done (see Fig. 4). Position of the mass in the mechanism is varied 
and the frequency of the system is changed. In spite of that, it is obtained that both 
the calculated and the measured inverse rigidity coefficient of support cBef remain 
almost constant. Difference between measured and computed values is negligible. 

 

Figure 4 

Inverse rigidity coefficient of support (cBef) of 1-DoF flexible clamped cantilever beam for different 

positions of mass m1 (a) obtained by measuring (dots) and by computed trend curve (full line) 

Using the suggested procedure, the elements of the symmetric matrix C, where the 
inverse rigidity coefficient of support is included, are calculated as 𝑐11 = 𝑐𝑏𝑎2 + 𝑎33 𝐼1𝐸 (23) 𝑐1𝑖 = 𝑐𝑖1 = 𝑐𝑏(𝑎2 + 𝑎𝑏𝑖) + 𝑎2(2𝑎+3𝑏𝑖)6 𝐼1𝐸 ,   (𝑖 = 2 … 5) (24) 𝑐𝑖𝑖 = 𝑐𝑏(𝑎 + 𝑏𝑖)2 + 𝑎(𝑎2+3𝑎𝑏𝑖+3𝑏𝑖2)3 𝐼1𝐸 + 𝑏𝑖33 𝐼𝑖𝐸 ,   (𝑖 = 2 … 5) (25) 𝑐𝑖𝑗 = 𝑐𝑗𝑖 = 𝑐𝑏[𝑎2 + 𝑎(𝑏𝑖 + 𝑏𝑗) + 𝑏𝑖𝑏𝑗] + 𝑎[2𝑎2+3𝑎(𝑏𝑖+𝑏𝑗)+6𝑏𝑖𝑏𝑗]6 𝐼1𝐸 ,   (𝑖, 𝑗 =2 … 5, 𝑖 ≠ 𝑗)cij = cji = cb[a2 + a(bi + bj) + bibj] +a[2a2+3a(bi+bj)+6bibj]6 I1E ,   (i, j = 2 … 5, i ≠ j) (26) 
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It is important to emphasize that the effect of the inverse rigidity coefficient of 
support on the frequency of the system is up to 20%. 

During experimental investigation it is seen that the value of the inverse rigidity 
coefficient of support is influenced by several factors (including the structure of the 
vise, the supporting force and the material of the support soil). 

4 Comparison of Vibration Properties of the 
Translational and the Cantilever-Mass Models 

In our investigation, the 5-DoF cantilever-mass mechanism which contains 4 
absorbers settled on the basic mass m1 is considered (Fig. 2b). Motion of the beams 
is assumed to be only in one plane and of the end points in vertical direction. Using 
the AutoCAD Inventor Software the 3D solid body system is created (Fig. 2a). 
Parameters of the mechanism are: a=0.12 m, b2=0.11 m, b3=0.13 m, b4=0.15 m, 
b5=0.17 m, m1=4.000 kg, m2=m3=m4=m5=0.500 kg, ρ=7850 kg/m3; E=210 GPa, 
I1E=12.285 Nm2, I2E=2.835 Nm2, I3E=3.78 Nm2, I4E=4.725 Nm2, I5E=5.67 Nm2. 
As masses of the springs are less than 10% of the attached masses, they are omitted 
in calculation. In addition, the elastic supporting and damping of the system are also 
neglected (in translational model ki=0,0001 Ns/m, avoiding divide by zero). Based 
on the 3D solid body model and using the relations (23)-(26), the stiffness 
coefficients (𝑠𝑖 , 𝑖 = 1 … 5) of the cantilever beams are computed for the 
translational modell 𝑠1 = 1/𝑐11 (27) 𝑠𝑖 = 3𝐼𝑖𝐸𝑏𝑖3 ,   (𝑖 = 2 … 5) (28) 

Using the Cramer’s rule for inverse stiffness matrix and the relations (27) and (28), 
the amplitude of vibration A1m of the cantilever beam with mass m1 excited with 
frequency ωg is obtained 

𝐴1𝑚 = ||
𝐹0 0 0 0 00 𝐶22−1−𝑚2𝜔𝑔2 𝐶23−1 𝐶24−1 𝐶25−10 𝐶32−1 𝐶33−1−𝑚3𝜔𝑔2 𝐶34−1 𝐶35−10 𝐶42−1 𝐶43−1 𝐶44−1−𝑚4𝜔𝑔2 𝐶45−10 𝐶52−1 𝐶53−1 𝐶54−1 𝐶55−1−𝑚5𝜔𝑔2 ||

|
|𝐶11−1−𝑚1𝜔𝑔2 𝐶12−1 𝐶13−1 𝐶14−1 𝐶15−1𝐶21−1 𝐶22−1−𝑚2𝜔𝑔2 𝐶23−1 𝐶24−1 𝐶25−1𝐶31−1 𝐶32−1 𝐶33−1−𝑚3𝜔𝑔2 𝐶34−1 𝐶35−1𝐶41−1 𝐶42−1 𝐶43−1 𝐶44−1−𝑚4𝜔𝑔2 𝐶45−1𝐶51−1 𝐶52−1 𝐶53−1 𝐶54−1 𝐶55−1−𝑚5𝜔𝑔2 |

| (29) 

In Fig. 5 the amplitude diagram as the function of the excitation frequency is plotted. 
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Figure 5 

Amplitude – excitation frequency diagram for the 5-DoF cantilever-mass mechanism 

According to the already published paper [18], the vibration amplitude A1t of the 
mass m1 in the 5-DoF ‘wallpaper’ model with translator motion (Fig. 1b) is 𝐴1𝑡 = 𝐹0√( 𝑠1−𝑚1𝜔𝑔2 −∑ 𝑚𝑖5𝑖=2 𝐺𝑖1𝜔𝑔2 𝑐𝑜𝑠𝜑𝑖)2+(𝑘1𝜔𝑔+∑ 𝑚𝑖5𝑖=2 𝐺𝑖1𝜔𝑔2 𝑠𝑖𝑛𝜑𝑖)2 (30) 

where     𝐺𝑖1 = √ (2𝐷𝑖𝜔𝑔𝜔𝑖−1)2+1(1−𝜔𝑔2 𝜔𝑖−2)2+(2𝐷𝑖𝜔𝑔𝜔𝑖−1)2 , 𝜑𝑖 =
𝑎𝑟𝑐 𝑡𝑔 𝜔𝑔𝜔𝑖−1(2𝐷𝑖)−1(𝜔𝑔𝜔𝑖−1)−2 − (2𝐷𝑖)−1 +2𝐷𝑖 , 𝐷𝑖 = 𝑘𝑖2𝑚𝑖𝜔𝑖 ,     𝜔𝑖 = √ 𝑠𝑖𝑚𝑖 (31) 

 

Figure 6 

Amplitude - excitation frequency diagram for the 5-DoF translational model (solid line) and for 1-DoF 

translational model without absorber (dashed line) 

In Fig. 6 the amplitude diagram as the function of the excitation frequency for the 
translator model (Fig. 1b) is plotted. 
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Comparing Fig. 5 and Fig. 6, it is visible that for both models (cantilever-mass and 
translational model, respectively) there are five resonances and four stopping 
positions (A1=0) which are not at the same excitation frequencies. The three center 
resonances are almost at the same frequencies and the shape of the curves are 
similar. Positions of the first and the last resonances are different. The stopping 
frequencies of the cantilever model are smaller than of the other one. 

In Fig. 7, the first six modal forms are presented for frequencies ω1, ω 2, ... ω 6 of 
the 5-DoF cantilever-mass mechanism modelled as 3D solid body model (Fig. 2a). 
The FEA Mesh settings are: average element size is 0.100, minimum element size 
is 0.200, grading factor is 1.500, minimum turn angle is 60.00 deg, and curved mesh 
and elements are allowed. Local mesh control has to be in the interval 1.00 mm to 
the upper and lower side of the cantilever beam. 

The results of the FEA can be seen as follows: 

ω1 – All the five masses vibrate in the same phase. This is the lowest resonance 
angular frequency of the main mass m1. 

ω2 – Mass m1 stops, the mass m5 attached with the longest stick resonates. This is 
the lowest angular frequency of vibration suppression. 

ω3 – Mass m1 stops, the mass m4 attached with the second longest stick resonates. 
This is the second lowest angular frequency of vibration suppression. 

ω4 – Mass m1 stops, attached mass m3 and mass m2 resonate together. This is the 
third lowest angular frequency of vibration suppression. It is interesting that there 
are no two different resonance frequencies in the FEA where mass m3 and mass m2 
resonate separately as it is expected. 

ω5 – System makes torsion movements. This is irrelevant for the present 
investigation. 

ω6 – The main mass and the attached masses vibrate in the opposite phase. This is 
the highest resonance angular frequency from the two models’ point of view. 

a) b) 



P. Szuchy et al. Multi Cantilever-Mass Mechanism for Vibration Suppression 

– 208 – 

c) d) 

e) f) 

Figure 7 

First six modal forms of FEA obtained by AutoDESK Inventor for frequencies: a) ω1, b) ω2, c) ω3, d) 

ω4, e) ω5, f) ω6 

The angular frequencies ω2, ω3, ω4 of Inventor FEA fit well with the first three 
stopping (A1=0) angular frequencies of the translational model, while the first and 
sixth ones support the values for the cantilever-mass model (Table 1). 

Table 1 

Frequencies of vibration for translational and cantilever 

 Translational 
model 

ω [rad/s] 

Cantilever 
model 

ω [rad/s] 

Inventor Finite Element Analysis  
for cantilever model 

            ω [rad/s] 

A1= 0 m 

83,21 67,26 ω2 
→  

83,38 m5 moves 

91,65 87,73 ω3 
→ 

92,05 m4 moves 

101,60 98,24 ω4 
→ 

102,16 m2 and m3 moves 
in opponent phase 

113,05 110,28 no matches 

 ω5 
→ 

135,40 Torsion 

A1 in 
resonance 

55,06 30,42 ω1 
→ 

29,34 m1 and the attached 
masses vibrates in 

phase 

85,76 86,53  
no matches 95,39 96,68 

106,88 108,58 

132,87 168,94 ω6 
→ 

159,72 m1 and the attached 
masses vibrates in 

opposite phase 
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According to the calculations, it is seen that in both models, the four attached masses 
stop the main mass at four different frequencies. However, some inconvenient 
resonances exist. Their decrease is obtained by using the dampers. 

In Fig. 8, the amplitude-frequency diagram for various values of the damping in the 
translational model is considered. It shows the calculations of the translational 
model with relatively small damping values set for all (ki=0-5 Ns/m), while the 
lowest critical damping value is much higher (k5crit=2 mω5=83,21 Ns/m). 

 
Figure 8 

Amplitude-frequency-damping curve for m1 at translational model 

In Fig. 8, it is found that in the translational model (even for small damping) the 
amplitudes of vibration have the tendency of decrease in the excitation frequency 
range of 65 – 120 rad/s. Based on this result, it is expected that the same property 
is evident in cantilever-mass model. 

Conclusions 

In the paper, the multicantilever-mass mechanism for vibration suppression is 
considered. The physical model contains the system of clamped beams with 
attached masses which act as vibration absorbers. The mathematical model of the 
system is available for calculation of the amplitude of vibration for different 
excitation frequencies. Based on 1-DoF measurements, an elastic supporting theory 
was introduced for the calculating of the torque spring stiffness of clamping of the 
beam end. It is shown that the measured and calculated stiffness are in good 
agreement. In addition, it is concluded in the paper that a comparison between the 
cantilever mechanism suggested in the paper and the already existing translational 
model is possible. For certain frequency values, i.e. for the second, third and fourth 
frequencies, vibration is suppressed in both models. In addition, the amplitude-
frequency plots for both models are similar in shape. Both models are in good 
agreement with numerical results matched with the Inventor FEA, too. However, it 
is obvious that the difference in results for the cantilever-mass system and 
translation mechanism is negligible. 
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Due to its simplicity (in comparison to the metastructure with translational motion 
of masses), the chosen cantilever system would be appropriate for measurements 
and future experimental investigation. The obtained experimental results for 
cantilever-mass mechanism should be treated for metastructure analysis. 

As a final result of the investigation, the influence of damping in the 5-DoF 
metastructure was measured and calculated. It was highlighted that as the damping 
increases, the amplitudes of vibration for three medium resonance frequencies 
decrease dramatically. 

For further investigation, the physical and mathematical model of the ‘wallpaper’ 
type metastructure’s basic cell (with one coupled mass) can be developed. 
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Abstract: In computer networks, intrusion detection systems are used to detect cyber-

attacks and anomalies. Feature selection is important for intrusion detection systems to 

scan the network quickly and accurately. On the other hand, analyzes performed using data 

with many attributes cause significant resource and time loss. In this study, unlike the 

literature studies, the frequency effects of the features in the data set are analyzed in 

detecting cyber-attacks on computer networks. Firstly, the frequencies of the features in the 

NSL-KDD data set were determined. Then, the effect of high-frequency features in 

detecting cyber-attacks has been examined with the widely used machine learning 

algorithms of Random Forest, J48, Naive Bayes, and Multi-Layer Perceptron.  

The performance of each algorithm is evaluated by considering Precision, False Positive 

Rate, Accuracy, and True Positive Rate statistics. Detection performances of different types 

of cyberattacks in the NSL-KDD dataset were analyzed with machine learning algorithms. 

Precision, Receiver Operator Characteristic, F1 score, recall, and accuracy statistics were 

chosen as success criteria of machine learning algorithms in attack detection. The results 

showed that features with high frequency are effective in detecting attacks. 

Keywords: Attribute selection;Cyberattacks; Machine Learning; IDS;NSL-KDD; Anomaly 

detection 

1 Introduction 

The purpose of intrusion detection systems is to predict the attacks like 
infiltration, attack and malware in advance. From the security of information 
systems perspective, connection protocol bugs must be eliminated while the 
connection interfaces of network devices must be configured correctly.  
The detection of attacks is ensured by monitoring network as well as malicious 
traffic with port scans. For such a purpose, incoming and outgoing network packet 
information is watched over the network traffic. With the information received, 



A. N. Özalp et al. Detecting Cyber Attacks with High-Frequency Features using Machine Learning Algorithms 

 – 214 – 

data is collected to detect suspicious connections. With active and passive scans, 
vulnerabilities of IP address blocks, open ports, operating system information, 
running services, active devices and active hosts are discovered accordingly. 

In general, three methods are used to detect cyber-attacks. These are signature-
based attack detection, anomaly-based attack detection and hybrid-based attack 
detection systems. In the signature-based detection method, each attack is 
recorded by creating a dictionary (wordlist) with a uniquely defined signature. 
Each newly detected attack is stored in this dictionary. Thus, a defence system is 
formed upon known and discovered attacks [1]. The anomaly detection method 
evaluates whether there is an unusual situation or not by taking information 
packets from the traffic on the network. If an abnormal situation is detected, then 
the intrusion prevention system is activated. Anomaly detection-based systems 
can detect attacks that signature-based detection systems cannot detect. In order to 
increase detection success, hybrid systems have been developed by combining 
these two approaches. According to their usage areas, hybrid intrusion detection 
systems can be divided into two parts. The first part is an anomaly based hybrid 
intrusion detection system while the second one is a parallel-based intrusion 
detection system. Regarding intrusion detection systems, applications performed 
with machine learning (ML), data mining and deep learning (DL) algorithms are 
available in the literature. Besides, various data mining techniques are also used to 
detect abnormal conditions in network traffic [2-4]. In the classification of traffic, 
the focus has been on machine learning techniques [5-8]. Performance values such 
as accuracy, positive accuracy rate and detection time have been tested in 
intrusion detection applications using machine learning techniques [9-11]. In the 
detection of attacks, machine learning techniques provide higher accuracy over 
network traffic. The results showed that intrusion detection approaches using 
machine learning algorithms provide higher success compared to other methods 
[8, 12]. The effects of scanning methods on intrusion detection systems have been 
provided in Table 1. In addition, the access control lists of the packets sent and the 
packets returned through the firewall have been determined. The obtained 
information constitutes an important parameter for attacks so that checklists are 
created against port scanning attacks while the firewall is prompted to correctly 
detect port scanning operations. Devices that perform routing and filtering 
processes bypass certain source ports. Special rules are obtained for unwanted 
ports that prevent unauthorized access. According to these rules, data are collected 
on the network traffic. The status of the traffic on the network is monitored via the 
amount of collected data. If an abnormal situation is detected, then the 
determination of the attack method is requested. In network-based intrusion 
detection systems, fuzzy set theory [4, 13, 14], artificial neural networks [6, 10, 
15], ML [14, 16, 17], and DL techniques are used to detect links that contain 
anomalies [18-19]. Log files and datasets for analysis are the main components for 
the studies to be conducted. While detecting anomalies with real-time packet 
analysis, it is difficult to determine the parameters such as performance and 
accuracy [2]. Datasets are used in cases such as excessive energy use and memory 
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insufficiency in devices [7, 18]. They are also used as training and test data in 
studies where anomaly detection is performed with deep learning and ML 
algorithms. In such a case, the trained data precisely detect the attacks in real-time 
and provide information regarding the measures to be taken. All information 
added to the training data needs to be analyzed and controlled [10, 20]. 

Table 1 
Network scanning attacks 

Scanning 

Techniques 

Packet 

Sent 

Port Open 

Close 

Detection 

Returned 

Packet 

Three-way 

Handshake 

IDS 

Firewall 

Check 

TCP Connect/Full 
Open Scan 

TCP Yes RST Yes Yes 

Stealth Scan/Half-
open Scan 

TCP Yes RST Yes Yes 

Inverse TCP Flag 
Scanning 

FIN,URG, 
PSH 

Yes RST Yes Yes 

Xmas Scan (Xmas 
Scanning) 

IN,URG, 
PSH,TCP 

Yes Inverse  
TCP 

Yes Yes 

ACK Flag Probe 
Scanning 

TCP 
/ACK 

Yes RST Yes Yes 

IDLE/IPID 
Header Scan 

TCP,SYN Yes RST/SYN 
ACK/ RST 

Yes Yes 

Thus, learning is provided with the tagged data. Increases in the number of users 
and devices, as well as difficulties in detecting real-time attacks cause hardware 
inadequacies and cause higher costs in detecting attacks by devices. In this study, 
more effective detection of cyber-attacks by attribute selection is proposed as it 
contributes to more effective cyber-attacks detection with high-frequency feature 
selection in datasets carrying attack information. 

In this study, the main contribution of our study to the literature is the analysis of 
both anomaly-based attacks in the network and DDOS, U2R, R2L attacks with 
high classification success machine learning algorithms. Unlike previous studies, 
high-frequency features were determined as a result of the sequencing, and the 
detection rates of the attacks were analyzed by machine learning algorithms. 

• 41 features with dataset were first dimensioned by using One-R, Chi-square 
(Chi-S), Correlation-Based Self-Attribute Selection (CBS), Symmetrical 
Uncertainty Coefficient (SUC), Gain Rate (GR), Information Gain (IG) selection 
methods. Unlike the studies in the literature, the frequencies of the features to be 
used in classification were determined. Then, the effects of high-frequency 
features in detecting different attacks were examined. In particular, 4, 5, 6, 29 and 
30 valued attributes were effective in detecting anomalies, while 3, 4, 5 and 6 
valued attributes were found to be effective in detecting DoS attacks. 
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• Feature vectors were classified by using Random Forest, J48, Naive Bayes, and 
Multi-Layer Perceptron algorithms. For the classification, accuracy, time, positive 
correct rate, and positive false rate were considered for the performance criteria of 
the algorithms. Besides, the effect of the attributes was provided while calculating 
the performance criteria of five different attacks. 

• The performances of machine learning algorithms were compared according to 
the criteria of Precision (P), False Positive Rate (FPR), True Positive Rate (TPR), 
Accuracy (Acc) according to the high-frequency attributes. 

The content of the article is organized as follows. In Section 2, information about 
the studies on the subject is provided. Feature selection methods are explained in 
Section 3. In Section 4, information about the machine learning model approaches 
used in intrusion detection is expressed as well as the classification algorithms 
used in the study. In Section 4, the results of the analysis are also evaluated while 
examining the effects of parameters on anomaly detection in computer networks. 
Finally, the results are summarized in Section 5. 

2 Background 

Most of the approaches such as fuzzy logic and data mining in detecting cyber-
attacks have not yielded the desired results in larger datasets. As there are many 
attributes in the data collected from the computer network, the classification and 
detection of attacks cause a waste of time [3]. On the other hand, the information 
contained in the attributes is important for the accuracy of the classification. If the 
number of attributes is low, then the classification quality decreases while the 
error rate in the detection of attacks increases due to the generalizations. Besides, 
data processing time increases and real-time attacks become difficult to detect if 
the number of attributes is high. In attack detection systems, attribute sizing 
operations in the dataset are observed to decrease the attack detection time and 
increase the accuracy [4, 5]. Some studies perform machine learning and deep 
learning approaches in attack detection systems. The most recent ones are listed in 
Table 2 for to features of attribute selection and dataset usage as well as machine 
learning and deep learning algorithms. The current study is also compared with 
the existing studies according to the same criteria. Anomaly detection studies 
come to the forefront in studies using data-based techniques in detecting attacks 
[21, 22]. In machine learning algorithms, the NSL-KDD dataset is preferred due to 
its high number of attributes and its reliability in attack detection scenarios [17, 
21]. Attribute numbers and selection methods are important parameters in 
detecting anomalies in machine learning algorithms [23, 24]. As a result of the 
classification according to the number of attributes selected, anomaly detection 
percentages between 97% and 99% were obtained [25, 26]. According to the 
analysis of 41 attributes in the proposed DNN approaches, the trained data was 
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determined to be insufficient due to the increase in the number of classes [5].  
The above-mentioned features reveal the difficulties of collecting packets from 
network traffic in real-time attack detection as well as their performance reduction 
effect [6-20, 27-30]. In this study, the attribute selection performance was 
examined over the NSL-KDD dataset as the first step. Machine learning 
algorithms were preferred for classification algorithms after considering fuzzy 
logic, data mining, machine learning, and deep learning algorithms. Machine 
learning algorithms tend to represent high performance according to criteria such 
as accuracy, precision, and time in classification for the attributes selected on 
high-dimensional datasets [16, 20, 31, 32]. As the size of the data increase, the 
difficulties in interpreting the data reveal new approaches such as deep learning 
[23, 28, 33, 34]. In machine learning, it is desirable to store, change, and process 
the data in a suitable format to make it meaningful. The data are converted to 
matrix format and processed in tables before the estimation is performed. When 
deep learning approaches are examined, an appropriate model is designed [20, 29, 
31]. By forming a model with the existing parameters, the suitability of the 
available data for the model is examined. Deep learning provides successful 
results in areas such as natural language processing, anomaly detection, and 
pattern recognition. In order to apply deep learning, the problem must be defined 
correctly as the first step. The mathematical model of the problem can be created 
while the improvement in the system can thus be observed by applying the 
relevant techniques. The dataset of this study has 24 different network attack 
examples in 4 categories. DoS (denial of service) is the name given to attacks to 
prevent network access. Probe (search) is defined as the scanning of IP and ports 
to detect vulnerabilities in the target. In R2L (remote to local), the attackers do not 
have the privilege to log in but can send the packet to the destination. 

Table 2 

Comparison with related research work 

Study Attribute 

Selection 

Machine Learning 

Approach 

Deep Learning 

Approach 

Xin et al. [6] No Yes Yes 
Da Costa et al. [7] Yes No No 
C.bouni et al. [8] Yes Yes Yes 
Berman et al. [9] Yes Yes Yes 
Mazini M. et al. [10] No Yes Yes 
Sultana et al. [11] No Yes No 
Ferrag et al. [12] No Yes Yes 

On the U2R (user to root), they are able to monitor password entries to gain 
aggressive access. Even access right in standard user mode is possible, authorized 
users try to access. The 41 attributes in the dataset can be evaluated individually as 
well as under 4 categories according to the attack types. 
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Table 3 

Comparison of attribute selection with relevant research studies 

Author(s) Datasets Approaches Attribute 

selection type 

S.Thaseen et al. [14] NSL-KDD Weighted majority voting Chi-S 

Kasongo et al. [15] NSL-KDD, 
UNSW-NB15 

Two-stage ensemble CBS 

Mazini et al. [10] NSL-KDD, 
ISCX 2012 

Ada boost, Naïve Bayes Bee colony 

Verma et al. [16] Private Boosted tree,NB - 

Pham et al. [17] NSL-KDD Bagging,J48 GR 

Aljawarneh et al. [18] NSL-KDD Majority voting, MLP IG 

Zaman et al. [19] Kyoto 2006+ Majority voting Information 
entropy 

Al-Jarrah et al. [20] NSL-KDD, 
Kyoto+ 

Random forest, Naïve 
Bayes 

- 

Vigneswaran et al. [21] KDD Cup99 Random forest - 

These are the attacks made according to Transmission Control Protocol (TCP) 
connection characteristics, time-tagged attacks of two seconds, attacks lasting 
more than two seconds, and attack attributes based on content information [15]. 
The dataset is used in many academic studies, especially because of its high 
potential for anomaly detection and detection of new attacks. In literature studies 
have been conducted with this dataset using algorithms such as Support Vector 
Machine (SVM), K-Means, Random Forest, and J48 [15, 37]. Table 3 lists the 
studies conducted according to the methods used in attribute selection. 
Considering other methods, information gain was also preferred in this study.  
The reason behind this preference is the decision making capability in more 
diverse datasets although it does not have much data in the information acquisition 
method [11, 35, 40-43]. In the case of larger datasets, the need of being supported 
by other selection methods is required [21, 26, 35, 38, 39, 44-45]. 

3 Attribute Selection 

For the attribute selection procedure, 10 attributes for NSL-KDD are selected 
according to the sorting criteria. Then, the selected attributes are classified 
accordingly and transferred to the model. The model suggested in this study is 
presented in Figure 1. A total number of 10 attributes were selected for NSL-KDD 
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by reducing the received datasets into subsets and sequencing them with attribute 
selection methods. As presented in Figure 1, the size of the training set should be 
redefined and brought into the appropriate evaluation range. In this process, the 
rate of gain, correlation-based attribute selection, information gain, chi-square, 
symmetric uncertainty coefficient, and One-R are selected as the attribute 
determination method. Since the best attributes are determined at this stage, the 
importance of this stage is inevitable. In particular, reducing the size of the 
collected data for anomaly detection reduces the burden during attack detection. 

 

 

 

 

 

 

 

 

 

Figure 1 

The model structure 

The success of the system increases with the attributes obtained from known 
attack types. The received dataset is divided into subsets by methods such as 
random and complete search. Thus, a sub-dataset for evaluation is formed. 
Depending on the selection, dependent or independent criteria are determined. 
During this stage, the process continues until enough subsets are formed to 
determine the best subset. Since there is uncertainty, entropy is used during 
attribute selection. The following criteria ought to be considered for the selection 
of the attributes. 

3.1 Correlation-Based Self-Attribute Selection (CBS) 

CBS is based on determining clusters that are not directly related to each other 
since it has a filtering logic. The low correlated attributes are eliminated and the 
data with high frequencies are used by the following formula [19]. 

rffkkl

rfc
M s

)1( 
       (1) 

Ms= Merit value of the subset S with k features 

Train set 
size reduction select attributes (One-R,Chi-S, 

CBS, SUC, GR, IG) 

classification (RF, J48, NB, MLP) 

 

result traffic 
decide 

test 

model 

cyberattac
k 

normal 
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𝑟𝑐𝑓= Correlation between the class tag and the associated attribute 𝑟𝑓𝑓= Correlation of attributes. 

3.2 Chi-square (CS) 

CS is a statistical method where initial values observed by classes are calculated 
based on X2 statistics. In the next step, a selection is performed according to the 
number of attributes minus 1 in the dataset depending on its importance status.  
If the expected frequency value matches, x2 approaches zero while it indicates 
incompatibility otherwise according to the following formula [20]. 







n

i e

eo
x

1

2
2 )(

                    (2) 

n: number of attributes in the dataset 

o: Observed frequency value for the ith attribute 

e; Expected frequency value for the ith attribute. 

3.3 One-R (1-R) 

Each attribute in the dataset allocated for training is classified according to the 
determined rule. Depending on the error rate, sorting is performed according to 
the most frequently encountered attributes. Defines a rule for the entire prediction, 
each value of the prediction made, and the frequency of each value in the class is 
counted. The class with the highest frequency is determined while the 
corresponding prediction is added to the rule. The total error is calculated and the 
one with the lowest error rate is selected [23]. 

3.4 Symmetrical Uncertainty Coefficient (SUC) 

In order to eliminate and eventually normalize the negative cases arising in the 
information gain method, the entropies of the attributes sampled as X and Y are 
added where the SUC is defined as [24]. 












H(x)H(y)

IG
2tCoefficien       (3) 
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3.5 Information Gain (IG) 

Information gain is a way of normalizing the negative parts in symmetrical 
uncertainty gain and is based on entropy. The X property and the Y property vary 
depending on their respective values (Eq. 4). The biggest drawback of this method 
is that it may make decisions in favor of more diverse datasets although it does not 
have much data [25]. 

x)||H(y -H(y)IG         (4) 

By measuring the information gain according to the class, the property value is 
examined. 

attribute) | H(class-H(class)attribute)IG(class,     (5) 

3.6 Gain Rate (GR) 

Gain rate is used to normalize the information gained method to minimize the 
resulting diversity by [26]. 











)(

IG
G

xH
R         (6) 

4 Experimental Work 

In this study, 6 different attribute determination methods of the NSL-KDD dataset 
are used. 20% of the data set features were selected. This ratio was also taken into 
account during the determination of the training and test dataset. In the studies 
conducted in the literature, no specific reason for the number of selected features 
has been revealed [25, 44]. In this study, the 10 most successful attributes were 
selected according to their performance order for each method. Table 4 lists the 
attributes chosen as the basis for ordering. When the studies conducted with the 
NSL-KDD dataset are examined [32], it was observed that the number of selected 
attributes, attribute selection method, and classification approaches are different. 
10 attribute names, their numbers in the dataset, and their frequencies obtained as 
a result of the attribute selection methods are shown in Table 5. The list in the 
table indicates that the frequencies of the attributes numbered 4, 5, 6, 12, 29, and 
30 are high. At the end of the feature selection in Table 5, features with high 
frequency are observed. As a result of the feature selection procedure for 6 
different methods, the order of each attribute was determined. The features with 
the highest frequency in this ranking are provided in Table 6. Here, flag data 
checks the connection status while src-byte and dst-byte check the link status of 
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source and destination points during the connection. Diff-srv-rate and same-srv-
rate attributes represent the connection status of the attacker to the same point. 
These parameters were obtained to be effective in detecting 5 different attack 
types in the dataset as well as detecting anomalies in the network due to their high 
frequency. These attribute subsets were analyzed using 4 different classification 
algorithms such as Naive Bayes, J48, Multi-Layer Perceptron, and Random Forest 
respectively [46]. No specific intrusion detection reference measure is obtained as 
it is decided by the classification and modeling of current attack types. In this 
study, precision, false-positive rate, accuracy, and true-positive rate were 
considered the criteria for detecting the attacks. The common feature of the high-
frequency attributes is their usage possibility in the detection of DoS attacks and 
anomaly status in the network. The similarity rate of the features used in the 
detection of the other three types of attacks is obtained to be 73%. 

Table 4 

NSL-KDD Dataset results obtained with attribute selection methods and their ranking 

One-R Correlation-Based Self-Attribute Selection 
Attributes Attributes 

Ranked Number Name Ranked Number Name 

96.374   5 src_bytes 0.747 3 service 

91.558  3 service .0725 5 src_bytes 

90.900 6 dst_bytes 0.695 12 logged_in 

88.090 4 flag 0.692 4 flag 

87.380 30 diff_srv_rate 0.691 6 dst_bytes 

87.324 29 same_srv_rate 0.634 29 same_srv_rate 

85.426 34 dst_host_s_sr_rate 0.595 30 diff_srv_rate 

85.010 33 dst_host_srv_count 0.576 25 serror_rate 

83.920 35 dst_hst_di_srv_rate 0.563 26 srv_serror_rate 

82.947 12 logged_in 0.531 33 dst_host_srv_count 

Gain Ratio Feature Chi-Square 
Attributes Attributes 

Ranked Number Name Ranked Number Name 
0.418 12 logged_in 109.922 5 src_bytes 
0.373 26 srv_serror_rate 93.032 3 service 
0.339 4 flag 87.820 6 dst_bytes 
0.332 25 serror_rate 75.735 4 flag 
0.332 39 dst_host_srv_s_rate 74.897 30 diff_srv_rate 
0.267 30 diff_srv_rate 73.850 29 same_srv_rate 
0.264 38 dst_host_serror_rate 69.215 33 dst_host_srv_count 
0.258 6 dst_bytes 67.900 34 dst_host_s_sr_rate 
0.231 5 src_bytes 62.343 35 dst_hst_di_srv_rate 
0.224 29 same_srv_rate 60.430 12 logged_in 



Acta Polytechnica Hungarica Vol. 19, No. 7, 2022 

 – 223 – 

Symmetrical Uncertainty Coefficient Information Gain Attribute 
Attributes Attributes 

Ranked Number Name Ranked Number Name 
0.411 12 logged_in 0.816 5 src_bytes 
0.411 4 flag 0.671 3 service 
0.377 6 dst_bytes 0.633 6 dst_bytes 
0.367 26 srv_serror_rate 0.519 4 flag 
0.362 39 dst_host_srv_s_rate 0.518 30 diff_srv_rate 
0.360 25 serror_rate 0.509 29 same_srv_rate 
0.360 5 src_bytes 0.475 33 dst_host_srv_count 
0.353 30 diff_srv_rate 0.438 34 dst_host_s_sr_rate 
0.320 38 dst_host_serror_rate 0.410 35 dst_hst_di_srv_rate 

Table 5 
Attribute frequencies 

Attribute Number Attribute Name Frequency 

3 service 4 
4 flag 6 
5 src-bytes 6 
6 dst-bytes 6 
12 logged-in 5 
25 serror-rate 3 
26 srv-serror-rate 3 
29 same-srv-rate 6 
30 diff-srv-rate 6 
33 dst-host-srv-count 3 
34 dst-host-same-srv-rate 3 
35 dst-host-diff-srv-rate 3 
38 dst-host-serror-rate 3 
39 dst-host-srv-serror-rate 2 

Table 6 
High-frequency features 

No Attribute 

name 

Description Sample 

Data 

4 Flag Connection status Normal or Error SF 
5 src-bytes 

 
Number of data bytes transferred from 
source to destination in a single connection 

491 

6 dst-bytes Number of data bytes transferred from 
destination to source in a single connection 

1 

29 same srv-rate Percentage of connections to the same 
service among the connections aggregated 

1 

30 diff-srv-rate Percentage of connections to different 
services among the connections collected 

1 
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4.1 Performance Criteria 

The accuracy of the classification process is measured by the "Confusion Matrix". 
This matrix provides an understanding of the probability outcomes in 
classification. If there is a dual classification such as anomaly detection, the 
labelling is done as normal and abnormal. Four conditions arise in binary 
guessing. True Positive (TP), True Negative (TN), False Positive (FP), and False 
Negative (FN). While measuring the accuracy of the model put forward 
accordingly, True Positive Rate (TPR) and False Positive Rate (FPR) are used. 

Precision (P): Precision refers to the possibility of making an accurate estimate 
with the data obtained and defined as [33], 












FPTP

TP
P         (7) 

False Positive Rate (FPR): It is the rate of classifying the obtained data with an 
erroneous approach formulated as [34], 
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True Positive Rate (TPR): It is the number of correct samples included in the 
positively grouped class defined as, [36]. 












FNTP

TP
TPR        (9) 

Accuracy (Acc): Of the total sample in the dataset, it is the percentage of the 
correctly estimated sample formulated as [35], 
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Receiver Operator Characteristic (ROC): ROC is used to calculate cost sensitivity 
in classification processes. It is obtained by drawing the curve between False 
Positive Rate and True Positive Rate in the detection of anomalies. In this way, 
the performance of the algorithm used as a classifier is compared between error 
costs and class distributions. The area under the curve shows the accuracy of the 
model estimation to be obtained as a result of the classification [33]. 

F-1 Score: It is an accuracy parameter for the test. It is calculated according to the 
sensitivity (P) and recall [37]. 
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Recall: It is the ratio of positive correct predictions to samples in the positive 
grade [38]. 












FPTP

TP
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4.2 Machine Learning Approaches with Intrusion Detection 
Systems 

While optimization provides a way to minimize loss functionality for deep 
learning and machine learning, the goal of both methods is fundamentally 
different. The former is mainly concerned with minimizing a goal while the latter 
is concerned with finding a suitable model when a limited amount of data is 
available. The purpose function of the optimization algorithm is to reduce the 
training error. When it is a loss function, it is usually based on the training dataset. 
However, the purpose of statistical inference is to reduce the generalization error. 
This indicates that machine learning and deep learning approaches can be used in 
intrusion detection systems. Structurally, intrusion detection systems have to 
respond quickly to cyber-attacks. The use of machine learning algorithms in 
intrusion detection systems can be evaluated by using classification method, 
scaling method, and both classification and scaling methods. The attributes 
selected from the dataset are processed by machine learning algorithms during the 
classification stage. The techniques used in the classification stage provide the 
appropriate model creation. The studies about deep learning indicate that it needs 
improvement although it provides successful results especially in detecting 
anomalies [23]. Machine learning approaches on the other hand provide successful 
results in detection and prevention. 

4.2.1 Random Forest Algoritm (RF) 

Decision trees form a tree structure for classification models. Information gain and 
entropy metrics are important parameters in this algorithm. First, a decision tree is 
created with the learning set. In the next step, each new input data is determined as 
a class label. The Random Forest algorithm, which is also known as the decision 
tree classification, is the classification algorithm used to detect cyber-attacks. It is 
frequently used in anomaly detection, analysis of malware and vulnerability 
analysis in the detection of cyber attacks [26]. New branches are created by 
comparing each node that makes up the tree and the attributes divided into subsets 
while the leaves of the tree are expressed as a class. The biggest advantage of this 
algorithm over other algorithms is the presence of fewer parameters. It does not 
take unnecessary action against the abnormal data in the dataset so that it works 
with lower loads [28]. The classifier is defined as, 
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ikkxh ,....2,1),,(                    (13) 

h: Classifier     𝛳𝑘: random vector         𝑥: tree class tag 

4.2.2 Naive Bayes Algorithm (NB) 

The Naive Bayes algorithm is a Bayes’ approach for classification where each 
attribute pair is processed independently. It evaluates the data independently.  
The aim is to have an equal effect on the result for each parameter. Structurally, it 
is a very simple and fast algorithm. It is one of the preferred methods for detecting 
cyber-attacks [26]. It can also provide results in a short time since it requires less 
training data for sampling points. NB reduces the problem of separator classes to 
find classes with conditional marginal densities. For this reason, representing the 
probability that a given sample is one of the possible target classes. Unless it 
contains inputs associated with each other, NB performs well against other 
algorithms. 

)(

)(*)|(
)|(

xP

cPcxP
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P(c│X)=P(x_1│c)*P(x_2│c)*…*P(x_n│c)*P(c) 

P(c):Class Prior Probability   P(c│x):Posterior Probability  

P(x):Predictor Prior Probability   P(x│c):Likelihood 

4.2.3 Multi Layer Perceptron (MLP) 

Multi-Layer Perceptron is a feed-forward neural network, which consists of at 
least three layers as input, hidden, and output layers [27]. Except for input nodes, 
every node uses a non-linear activation function. It uses a feedback supervised 
learning technique for training. In this respect, it can be used in a non-linear 
system to distinguish the desired data. 





m

i
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1
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m: The number of neurons in the previous layer  w: random weight 

x: input value  b: random bias 

4.2.4 J48 Algorithm 

J48 is an algorithm developed by Ross Quinlan and considered the continuation of 
the ID3 algorithm. As it can create a decision tree, it is used as a statistical 
classifier in the structural sense [28]. In this classifier, a flowchart in the form of a 
tree model is created while the problem is tried to be solved based on prediction. 
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The nodes in the tree indicate the samples taken for entry while the leaves 
represent the estimates based on this entry. 

5 Experiment and Results 

After selecting the attributes of the dataset in detecting the attacks, the 
classification process was performed. The accuracy rate of classification 
according to attack types is expected to be high. In particular, the correctness of 
the classification in the detection of anomalies ensures correct interpretation of the 
features in the dataset. The algorithms listed in Table 7 were chosen due to their 
high classification rate. Successful results were obtained in P, FPR, Acc, and TPR 
percentages depending on the time in the anomaly detection with the selected 
features. Table 7 represents the anomaly classification algorithm performances 
conducted on the NSL-KDD dataset. NSL-KDD data set with 58630 anomalies 
and 67343 normal traffic data was used during training while 12833 anomaly data 
and 9711 normal data were used as test data. Random Forest, J48, Naive Bayes 
and MLP-CNN showed success rates of 99.76%, 98.45%, 93.34% and 91.34%, 
respectively, in the classifications made with the selected 10 features. The success 
in this classification rate was used to determine the attributes used for the 
detection of attacks. Classification results were evaluated according to P, FPR, 
Acc and TPR, by examining the criteria specified in the literature. Machine 
learning methods were compared using false alarm rate, accuracy and detection 
rate to detect anomalies in the network. It has been observed that the high rate of 
classification success also affects the success of the algorithm in detecting 
anomalies. 

Table 7 

Anomaly detection rates with J48, MLP, RF, and NB classification approaches concerning the 

obtained feature selections. 

 J48 Algorithm Multi-Layer Perceptron (MLP) 

Correctly Classified Instances: 
99.7817 % 

Correctly Classified Instances:  
98.4354 % 

Attribute & Methods Time 
(sec) 

P 
 % 

FPR 
% 

Acc 
% 

TPR 
% 

Time 
(sec) 

P  
% 

FPR 
% 

Acc 
% 

TPR 
% 

5,3,6,4,30,29,3
4,33, 35,12 

One-R 3.34 76.86 4.23 93.56 93.52 19.65 
 

69.29 4.17 90.86 83.50 

12,26,4,25,39,3
0,38,6,5,29 

GR 4.11 73.20 6.58 90.23 89.42 30.43 
 

77.41 7.12 94.52 91.47 

5,3,6,4,30,29,3
3,34, 35,12 

CS 3.01 74.52 4.23 93.46 91.12 18.40 
 

68.86 5.21 90.14 83.20 

5,3,6,4,30,29,3 IG 3.05 74.56 4.74 93.20 90.36 19.97 68.27 5.74 91.01 82.98 



A. N. Özalp et al. Detecting Cyber Attacks with High-Frequency Features using Machine Learning Algorithms 

 – 228 – 

3,34, 35,38  

12,4,26,6,39,25
,5,30, 38,29 

SUC 3.98 76.59 7.52 93.76 89.93 
23.43 

65.98 7.51 99.52 81.26 

3,5,12,4,6,29,3
0,25, 26,33 

CBS 5.43 74.86 7.41 95.47 88.63 22.50 75.58 6.27 90.74 80.37 

All Attributes - 6.78 73.47 4.69 90.45 98.45 45.86 72.41 4.12 91.38 91.34 

 Random Forest (RF) Naive Bayes (NB) 
 Correctly Classified Instances:  

99.9174 % 
Correctly Classified Instances:  
90.4178 % 

Attribute & Methods Time 
(sec) 

P % FPR 
% 

Acc 
% 

TPR 
% 

Time 
(sec) 

P  
% 

FPR 
% 

Acc 
% 

TPR 
% 

5,3,6,4,30,29, 
34,33,35,12 

One-R 2.90 78.65 3.23 94.95 95.43 5.20 75.38 5.89 91.58 89.36 

12,26,4,5,39, 
30,38,6,5,29 

GR 4.11 74.82 5.43 91.23 91.23 4.78 71.24 8.23 90.56 88.26 

5,3,6,4,30,29, 
33,34,35,12 

CS 3.01 76.78 3.21 94.65 93.54 3.97 72.28 5.27 90.26 89.78 

5,3,6,4,30, 
29,33,34,35,38 

IG 3.05 76.71 3.28 94.89 93.87 3.98 72.56 5.23 90.29 89.87 

12,4,26,6,39, 
25,5, 30,38,29 

SUC 3.98 78.42 6.40 95.54 91.20 4.21 74.36 8.54 90.56 88.25 

3,5,12,4,6,29, 
30,25,26,33 

CBS 5.43 76.43 6.54 96.54 89.65 6.23 72.57 9.23 91.14 87.41 

All attributes - 6,78 75,43 3,45 95,45 99,76 8,30 70,29 4,69 91,45 93,34 

Table 8 

Performance of probe attack, U2R, R2L, and DoS attack types in machine learning classifiers 

 Algorithms P ROC F1-Score Re-call Acc (%) 

Probe 
Attack 

Multi-Layer  
Perceptron (MLP) 

0.954 0.996 0.998 0.998 98.510 

Naive Bayes 0.986 0.976 0.961 0.971 90.398 

Random Forest 0.999 1.000 1.000 1.000 99.952 
J48 0.994 0.999 0.999 1.000 99.951 

 Algorithms P ROC F1-Score Re-call Acc (%) 

 
User Root 

Attack 

Multi-Layer  
Perceptron (MLP) 

0.995 0.995 0.995 0.995 99.210 

Naive Bayes 0.999 0.949 0.961 0.943 88.859 

Random Forest 0.999 0.998 0.997 0.998 99.859 

J48 1.000 0.937 0.998 0.998 99.674 

 Algorithms P ROC F1-Score Re-call Acc (%) 

Remote 
to Local 
Attack 

Multi-Layer  
Perceptron (MLP) 

0.997 0.996 0.992 0.992 99.814 

Naive Bayes 0.999 0.957 0.935 0.889 98.928 



Acta Polytechnica Hungarica Vol. 19, No. 7, 2022 

 – 229 – 

Random Forest 0.999 0.999 0.999 1.000 99.999 
J48 0.998 0.995 0.998 0.999 99.997 

 Algorithms P ROC F1-Score Re-call Acc (%) 

DoS 
Attack 

Multi-Layer  
Perceptron (MLP) 

0.954 0.841 0.948 0.998 95.752 

Naive Bayes 0.979 0.909 0.951 0.914 94.178 

Random Forest 1.000 0.999 0.999 0.999 99.842 
J48 0.995 0.667 0.999 0.999 99.774 

From the results of experiments, it is seen that the number of features selected in 
the NSL-KDD dataset and the classification algorithm attacks affect the detection 
rate. Performance varies depending on the dataset size and the number of 
attributes selected. In previous studies, feature selection and the number of 
features were taken into consideration rather than high-frequency features.  
In previous studies, feature selection and the number of features were taken into 
consideration rather than high-frequency features. This situation was seen to 
directly affect the classification percentages of machine learning algorithms.  
With the attack detection study conducted with high-frequency features, the 
Random Forest algorithm was 1.7%; 0.97% of the J48 algorithm; 0.86% better 
results of NB algorithm, and 1.3% better results of MLP algorithm were obtained. 

Conclusion 

The results obtained in this study indicated that Random Forest Algorithm 
provides high performance in terms of classification and accuracy in the case of 
high-frequency features. Random Forest is followed by J48, NB, and MLP 
respectively. The most important feature identification function among datasets, 
which is one of the advantages of the Random Forest algorithm, has increased its 
success in attack analysis with the selection of high-frequency features. It has been 
observed that the success of the MLP algorithm used in linear functions in 
detecting cyberattacks is lower than other algorithms. When the features with high 
frequency are analyzed with machine learning algorithms, it is observed that 
especially the Random Forest algorithm produces 1.7% more accurate results. 
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Abstract: Solder joint reliability is critical in the design of advanced microelectronic 

packaging. Predictions of reliability by thermo-mechanical simulations can accelerate the 

evaluations of advanced packaging and the introduction of novel solder materials. In this 

work, a finite element model of a thermally loaded Fan-Out Wafer Level Package (FO-WLP) 

was built and analyzed focusing on the creep behavior of the solder balls and the consequent 

effect on the reliability of the package. The lead-free soldering materials in the analyses were 

either of a widely used SAC305, or novel doped SAC solders as SAC-R, SAC-Q and InnoLot. 

Visco-plastic (Anand creep) properties for the solders were defined as study parameters, 

where 6 variations were used for the described SAC305, and further 3 sets for the doped SAC 

solders, respectively. Identifying a stress concentration at the sharp bond pad edges by 

modeling ideal geometries, a refined geometry was introduced and evaluated. Simulations 

for a 3-cycle thermal load were conducted, and results were collected and analyzed for Creep 

Strain and Strain Energies in critical positions in the solder, and reliability prediction was 

performed based on Morrow’s model. Results show the benefit of the refined compositions 

of Doped SAC solders on the mechanical behavior and improved reliability. 

Keywords: Reliability; Creep behavior; lead-free Solder 

1 Introduction 

The international pursuit of an environment free of hazardous substances and 
compliance with international regulations has undoubtedly affected how technology 
developed during the last years. According to the application, the allowed 
percentage of lead, cadmium, and other composites in electronic devices has been 
limited [1]. One of the most prevalent materials in microelectronic interconnects is 
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the solder alloy, which mechanically and electronically connects the components to 
the substrate [2]. Therefore, lead-free tin (Sn) based soldering materials have taken 
the market based on their similar performance to the eutectic tin-lead (SnPb) solder 
[3]. 

Simultaneously, the relentless technological development has looked for more 
compact electronic devices. Integrated Circuits (IC) are part of several applications, 
like the automotive industry, where the components undergo harsh environments 
and high temperatures [4]. Therefore, it is imperative to assure a reasonable lifetime 
of every element of the electronic board. This work aims to analyze the structural 
behaviour of an advanced microelectronic package by finite element simulations.  
A thermally loaded Fan-Out Wafer Level Package (FO-WLP) was modelled and 
analyzed focusing on the creep behavior of the solder balls and the consequent 
effect on the reliability of the package. The lead-free soldering materials in the 
analyses were either of a widely used SAC305, or novel doped SAC solders as 
SAC-R, SAC-Q and InnoLot. Visco-plastic (Anand creep) properties for the solders 
were defined as study parameters, where 6 variations were used for the described 
SAC305, and further 3 sets for the doped SAC solders, respectively. Simulations 
for a 3-cycle thermal load were conducted, and results were collected and analyzed 
for Creep Strain and Strain Energies in critical positions in the solder, and reliability 
prediction was performed. The outline of the paper is as follows: the Section 2 
presents a concise introduction of electronic packaging. Subsequently, 
mathematical models that describe creep behavior and reliability for solders are 
presented. The section details the modelling approach, followed by a thorough 
analysis in the results and discussion sections. 

2 Fan-Out Wafer Level Packaging (FO-WLP) 

The electronic industry has been considered a crucial sector for technology 
development since the first working transistor was announced by AT&T (American 
Telephone and Telegraph) at Bell Laboratories. Hence, silicon-based transistors 
later developed by Texas Instruments resulted in a breakthrough with more reliable 
switching states [5]. Since 1970, Integrated Circuits (IC) have been part of the 
advancement in technologies and the computing industry. The chronological 
evolution of electronic packaging is detailed in Figure 1. The need for more efficient 
ICs constantly motivates the industry to increase the number of input/output (I/O) 
pins, while miniaturizing ICs. 

During the last decade, Wafer Level Packaging (WLP) has been utilized to rapidly 
increase the number of I/O while reducing ICs size. Lau et al. [7] presented a concise 
review of the materials and trends regarding Fan-In and Fan-Out – WLP. Some of 
the advantages of WLP are a substrate-less package, lower thermal resistance, and 
higher performance due to shorter interconnects [8]. 
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Figure 1 

Evolution of semiconductor packaging [6] 

Two basic Fan-Out WLP (FO-WLP) structures can be identified: Mold first and 
Redistribution Layer (RDL) first, based on the process flow (see Figure 2). 

 

Figure 2 
FO WLP Structures [9] 

EMC: Epoxy Molding Compound, Cu: copper, FC Bump: Flip Chip Bump, UF: Underfill, and RDL: 

Redistribution Layer 

Mold first – FO-WLP is already in mass production. Its advantage is related to the 
heterogeneous components needed in panels assemblies for energy harvest [9].  
In addition, recent studies demonstrate that RLD first – FO-WLP could potentially 
replace some of the 3D ICs [10]. However, RDL first faces challenge to enhance 
wafer warpage and RDL scaling [11]. 

3 Solder Joint Modeling and Reliability 

Reliability engineering has become a core part of all branches of industry. It consists 
of three main concepts (design for reliability DFR, reliability test & data analysis, 
and failure analysis) to effectively optimize the sources to predict failure [12].  
The initial stage of reliability engineering (DFR) comprises the simulation 
procedure; once the optimal materials and measurements are manufactured in 
samples, reliability tests are conducted. The resulting data is then used for lifetime 
prediction. Finally, the failure analysis aims to understand the root cause based on 
faulty samples from the second stage. Recently, some standard tests for solder joint 
reliability have been identified. These tests usually imply endurance to changes in 
temperature, specific mechanical loads, and drop tests. Since creep behavior 
involves temperature, stress, and time, it has been implemented in several Finite 
Element Method (FEM) software packages [13]. The most common creep and 
reliability models are summarized in this section. 

1970s

• Dual in-line Package
• Quad flat Package
• Small Outline Package

1980s

• Leadless Chip Carrier
• Pin-grid Array

1990s

• Ball-grid Array
• Quad flat no Leads Package

2000s

• Chip-scale Package
• System in Package
• Package On Package
• Wafer-level Package

2010s

• 2.5-D integrated Circuits
• 3-D Integrated Circuits



R. S. Vargas Cruz et al. Creep and Reliability Prediction of a Fan-Out WLP Influenced  
 by the Visco-Plastic Properties of the Solder 

‒ 238 ‒ 

3.1 Anand Creep Model for Soldering Materials 

Creep is time-dependent plastic deformation significant above half the absolute 
melting point [14]. Creep comprises three stages: primary, secondary, and tertiary. 
Along the primary stage (strain–hardening), the strain rate decreases as the 
hardening increases. Then, strain rate becomes constant; this is the steady-state 
creep. Finally, the strain rate rises exponentially in the tertiary stage, leading to a 
material fracture [15]. 

Mathematically, steady state creep behavior can be described by Norton Power Law 
[16], Garofalo-Arrhenius constitutive model [17], or Anand’s constitutive model 
[18]. Norton’s description is a basic approach that is refined in several subsequent 
work. The Garofalo-Arrhenius model has better accuracy [19] and extensively 
implemented in finite element software [20]. 

Anand [18] proposed two evolution equations from the flow equation (1) based on 
earlier theories suggested by Lee and Zaverl [21]. The primary purpose of this 
research was a better analysis of the deformation of metal alloys at elevated 
temperatures above 0.5𝑇𝑚 (absolute melting temperature). After a concice 
mathematical analysis on viscoplastic deformation at elevated temperatures, 
equations (2), (3), and (4) were finally proposed [22]. 

Flow equation: 𝜀�̇� = 𝐴 ∙ exp (− 𝑄𝑅𝑇) ∙ (sinh (𝜉 𝜎𝑠))1 𝑚⁄
 (1) 

where 𝐴 is the pre-exponential factor, 𝑅 is the universal gas constant, 𝜉 is the 
multiplier of stress, 𝑠 is the deformation resistance, and 𝑚 is the strain rate 
sensitivity of stress. 

Evolution equations: 𝐵 = 1 − 𝑠𝑠∗ (2) �̇� = {ℎ0 ∙ |𝐵|𝑎 ∙ sgn(𝐵)}𝜀�̇�ṡ = {h0|B|asgn(B)}εṗ (3) 𝑠∗ = �̂� ∙ (�̇�𝑝𝐴 exp ( 𝑄𝑅𝑇))𝑛 (4) 

where, 𝑠∗ is the saturation resistance, ℎ0 is the hardening constant, 𝑎 is the strain 
rate sensitivity of hardening, �̂� is the deformation resistance saturation coefficient, 
and 𝑛 is the strain rate sensitivity of saturation. 

Anand model involves nine material parameters that can be determined following 
Brown's procedure [23]. Brown suggests at least two sets of three strain rate jump 
tests performed at different temperatures. 



Acta Polytechnica Hungarica Vol. 19, No. 7, 2022 

‒ 239 ‒ 

3.2 Failure Prediction Models 

In ball grid array type packages, the Distance to Neutral Point (DNP) concept is 
widely employed to select critical solder joints [24]. The effectiveness of the DNP 
approach has been intensely discussed. Lau [25] stresses that DNP lifetime 
approximation presents some limitations. For instance, it was proven to be valid for 
packaging without underfill; however, it has been incorrectly applied on packaging 
with underfill [26]. The lifetime of the critical solder joint can be estimated by 
fatigue modells, such as the Coffin-Manson model based on strains, or the energy 
based Morrow’s model among others. 

3.2.1 Coffin-Manson Model 

The Coffin-Manson model is strain-based analysis for low-cycle fatigue [27], where 
the equation is given as: 𝑁𝑓(∆𝜀𝑝)𝑛 = 𝐶 (5) 

where, 𝑁𝑓 is the predicted number of cycles to failure, 𝑛 is the empirical constant, ∆𝜀𝑝 is the inelastic strain range, and 𝐶 is the proportionality factor/fatigue ductility 
coefficient. 

According to Norris et al. [28], constant  was observed to be 2 for most metals. 
This mathematical approach has been widely studied. Zubelewicz et al. [29] 
stressed that the Coffin-Manson law does not fit experimental data well for high 
strain rates. 

3.2.2 Morrow’s Model 

Morrow [30] proposed an energy-based equation to predict the number of cycles to 
failure: 𝑁𝑓𝑛′𝑊𝑝 = 𝐴 (6) 

where, 𝑛′ is the fatigue exponent, 𝐴 is the material ductility coefficient, and 𝑊𝑝 is 
the inelastic strain energy density. 

4 Simulation Procedure 

This section thoroughly details the parameters for the electronic packaging 
simulations. First, the model’s geometry, boundary conditions, and finally, the 
material properties are described. The simulations were carried out in Marc Mentat 
finite element software. 
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4.1 Geometry 

For the finite element modeling, a 167GJJ Package from Texas Instruments [31] 
was selected. This FO-WLP package consists of a fine pitch Ball Grid Array (BGA). 
The main dimensions are shown in Figure 3. 

 

Figure 3 

Main dimensions of the FO-WLP package section 

The bottom copper layer was initially modeled with sharp pad edges considering an 
ideal geometry in previous works [32], [33]. However, during the processing, this 
edge may become blunt in real geometries. Therefore, a second variant is modeled 
using a fillet on the bottom copper layer. For simplicity, the model with the sharp-
edged pad will be referred to as “squared” while the model with blunt-edged pads 
will be referred to as “rounded” (see Figure 4). Additionally, due to the complexity 
of the mesh, a mask layer was included in the squared model, whereas the same 
mask layer was excluded in the rounded model. 

Two dimensional modelling was created to optimize the computing resources. 
Therefore, only half of the cross-section of the package was modeled.  
The complexity of the mesh utilized is not visible in Figure 4, the modeled layout 
is shown with the incorporated materials. The squared model was created using 
ruled mesh, while the rounded model was created using mesh seeds due to the fillet 
on the copper pad; the complete mesh contains over 200 000 elements and 115 000 
nodes. 



Acta Polytechnica Hungarica Vol. 19, No. 7, 2022 

‒ 241 ‒ 

 

Figure 4 

The modelled section: a) Materials description and boundary conditions, b) Augmented view of the 

squared Cu pad profile, and c) Augmented view of the rounded Cu pad profile 

4.2 Initial and Boundary Conditions 

A temperature of -40°C was set for all nodes for initial thermal conditions.  
For mechanical boundary conditions, mirror symmetry was considered by 
constraining the horizontal displacement on the model’s left side. Constraints to 
vertical displacement were applied to the bottom left node for a unique solution 
(Figure 4). No extra mechanical loads were applied since the coefficient of thermal 
expansion mismatch will produce mechanical stress in the solder. 

A cyclic thermal loading was applied to the modeled section. Previous studies on 
failure prediction have shown that a stable plastic work density is reached within 
three thermal cycles [34]. An average of strain and strain energy density can be 
computed, taking values at the second and third thermal cycles. Hence, a three-hour 
thermal load was applied to all the nodes in the model. The temperature ranged from 
-40°C to 125°C, as shown in Figure 5. This temperature range is in accordance with 
the Joint Electron Device Engineering Council (JEDEC) standards [35], and the 
maximum temperature surpasses 0.5Tm. The repetitive cycle starts at -40°C, 
followed by a ramp-up that reaches 125°C within 15 minutes (heating stage).  
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Then, the temperature remains constant for the next 15 minutes, followed by a 
ramp-down that reaches -40°C in 15 minutes (cooling stage). Finally, the 
temperature is held for 15 minutes before the start of the next cycle. 

 

Figure 5 

Thermal Load 

In the finite element solver, a multi-criteria time stepping was selected for stable 
solutions with refined target step size, assuring the sufficiently large number of 
steps per cycle to maintain the accuracy of the calculations. Due to the fine mesh 
utilized for accurate results and small timesteps, the simulation process took about 
8 hours for the squared profile and 6 hours for the rounded profile. 

4.3 Material Properties 

The material properties as Young's Modulus (𝐸), Poisson's Ratio (υ), and 
Coefficient of Thermal Expansion (CTE) are summarized in Table 1 for the 
materials excluding the solder. These properties were considered time and 
temperature-independent, except for the Glass transition temperature (Tg) for 
certain materials. Under Bump Metallization (UBM) typically consist of Copper 
(Cu) coated with a noble metal to avoid corrosion, e.g., Gold (Au) [36].  
For simplification, the pad was modeled entirely of copper. 

Table 1 

Material Properties [37] 

Material 𝑬 (GPa) 𝝊 CTE (ppm) Tg* (°C) 

 T≤Tg T>Tg  T≤Tg T>Tg  
Chip 313 0.30 2.8  
Cu 117 0.34 17  

EMC 18.5 1.2 0.30 9 18 163 

PCB 25 0.11 15  
RDL 0.92 0.1 0.30 80 227 205 
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Underfill 3.8 0.125 0.30 44 119 141 

Mask 2.4 0.23 0.30 60 161 100 

*Glass Transition Temperature 

Table 2 

Chemical composition (wt%) of the selected SAC solders 

Solder Sn Ag Cu Bi Ni Sb 
SAC-R [38] 96.62 0.00 0.92 2.46 0.00 0.00 

SAC-Q [38] 92.77 3.41 0.52 3.30 0.00 0.00 

InnoLot [38] 90.95 3.80 0.70 3.00 0.15 1.40 

SAC305 [39] 95 – 96 3.8 – 4.2 0.3 – 0.7 0.00 0.00 0.00 

Table 3 

Anand Properties for the solder materials 

 
S0 

MPa 
A 
s-1 

ξ 
- 

m 
- 

h0 

MPa 
s 

MPa 
n 
- 

a 
- 

Q 
J·mol-1 

SAC305 from different experimental works 

Alam 
[41] 

6.5 3700 4 
0.4
7 

70000 7.72 
0.031

5 
1.9 

95616.7
5 

Basit 
[42] 

21 3501 4 
0.2
5 

180·10
3 

30.2 0.01 1.78 
77491.1

4 

Herk. 
[43] 

1.06
6 

1.43·10
8 

1.47
2 

0.1
4 

5023.9 
20.2

9 
0.032 1.12 

88581.3
8 

Janz 
[44] 

45.9 
5.87·10

6 
2 

0.0
9 

9350 58.3 0.015 1.5 
62026.1

7 

Lall 
[45] 

32.3
9 

1100 6 
0.3
9 

17413
0 

67.7 
0.000

8 
1.75 33258 

Mysor
e 

[46] 
2.15 17.994 0.35 

0.1
5 

1525.9
8 

2.53 0.028 1.69 
82895.5

6 

Doped SAC Solders 
SACQ 
[47] 

0.40
5 

2.45·10
8 

0.06
8 

0.3
6 

3521.5
6 

0.63
8 

0.005
6 

1.24
3 

112313.
8 

SACR 
[38] 

34.7
2 

1000 6 
0.1
5 

14564
0 

71.7
1 

0.001 1.55 
92290.5

2 

InnoL
ot 

[38] 

32.4
2 

25000 7 
0.3
5 

88875 
56.7

6 
0.009

7 
1.45 89313.9 

Four different lead-free Sn-Ag-Cu (Tin-Silver-Coper) type soldering materials were 
considered in this work; SAC305 and three doped SAC solders (SACX) (see Table 
2). Temperature-dependent 𝐸 and CTE were set for SAC305 (see Figure 6). 
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For creep modeling, several sets of Anand Parameters are available for SAC305 in 
the literature (Table 3), and Anand parameters for the SACX solders are 
summarized as well. 

 

Figure 6 

Temperature-dependent elastic modulus and CTE for SAC305 [40] 

4.4 Overview of the Studied Cases 

Alltogether, 11 cases are defined and summarized in Table 4. The main parameters 
were the material properties for the solder, and the solder pad geometry. The initial 
step was to compare the different sets of Anand parameters for SAC305 (Case 01 - 
06). Next, a comparison between SAC305 and Doped SAC solders was carried out 
(Case 07 - 09). Once the results were analyzed, selected material properties were 
simulated with the round pad profile (Case 10 and 11). 

Table 4 

Summary of the main studied parameters 

Cas
e 

Material 
Edge Shape 

Case Material 
Edge Shape 

Sq. Ro. Sq. Ro. 

SAC305 Authors Comparison Doped SAC Solders 

01 Alam ×  07 SACQ ×  

02 Basit ×  08 SACR ×  

03 
Herkomm

er 
×  09 InnoLot ×  

04 Janz ×  Edge shape comparison purposes 

05 Lall ×  10 Basit  × 

06 Mysore ×  11 SACQ  × 

Sq. = Squared, Ro = Rounded 
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5 Results and Discussion 

The contour band graph of the Total Equivalent of Creep Strain (TECS) at the end 
of the simulation is shown in Figure 7. The node with the highest TECS is located 
on the outer bottom side of the solder ball. This result agrees with experimental data 
presented in [13], where in packaging including UBM cracking initiates in the 
bottom corners, while in packages without UBM cracking initiates in the upper 
corners. The magnified image in the bottom part of Figure 7 shows a significant 
change of the critical node location and the maximum value reached (0.22 for the 
squared profile and 0.09 for the rounded profile). The second most critical point 
occurred in the middle solder ball (4th from right to left on Figure 7). This result 
can be explained by the high number of materials in the vicinity of the solder ball. 
In addition, a mismatch of CTE increases the stress generated in the solder ball. 

The levels of TECS in the upper side of the solder balls display a high concentration 
of strain under the EMC layer (see Figure 4 and Figure 7). Compared to 
experimental results, simulations on Wafer Level Chip Scale Package (WLCSP) 
support this phenomenon since solder crack initiated in the outer upper part of the 
solder ball [48]. 

 

Figure 7 

Total Equivalent of Creep Strain at the end of the three cycles: a) TECS distribution along the solder 

balls (cropped image), Augmented contour band graph of TECS distribution at the vicinity of the 

critical node b) rounded Cu pad profile and, c) squared Cu pad profile 
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5.1 Comparison of SAC305 Creep Parameters 

TECS vs. time curves for the six sets of SAC305 Anand Parameters are plotted in 
Figure 8. The six replicates (study case 01 to 06) agreed on the most critical node 
location (outer bottom side of the solder ball as shown in Figure 7). There is a 
significant difference between the models of Mysore and Janz as compared to the 
rest of the Authors. Parameters of Alam, Basit, and Lall results in strains that are 
considerably similar. In terms of simulation time, the Basit parameters took 
significantly less time than Alam’s and Lall’s. 

Although the six authors utilized the same composition, different experiments were 
followed to obtain Anand parameters. Shear stress and normal stress were measured 
and tabulated with shear strain and normal strain, respectively. The results displayed 
in Figure 8 cannot by established if the parameters are correct, but it can be a 
valuable tool for simulations where the time needs to be minimized. In such a case, 
Basit values approximate similar results to the remaining sets of Anand parameters 
while taking less time. 

 

Figure 8 

Total Equivalent of Creep Strain at the critical node – SAC305. Squared Profile 

5.2 Comparison of SAC305 to Doped SAC Solders 

Since the simulation using Anand parameters from Basit took less time to run, a 
second comparison was carried out between SAC305 (Basit) and Doped SAC 
solders. Creep Strain Energy Density (CSED) data was collected from the four 
replicates (case 02, 07 - 09). CSED vs. time curves are presented in Figure 9. 
According to Che and Pang [34], an approximation of the average of CSED can be 
computed taking values from the second and third thermal cycles. The obtained 
values were as follow: SAC305 = 0.2651 MPa; SACQ = 0.1627 MPa; InnoLot = 
0.2550 MPa and SACR = 0.2019 MPa. 
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Figure 9 

Creep Strain Energy Density SAC305 vs. Doped SAC Solders. Squared Profile 

Based on Morrow's Model, presented in Section 3.2.2, the number of cycles to 
failure is inversely proportional to the average inelastic strain energy density. 
Therefore, in terms of CSED, SACQ would ideally perform longer than other 
Doped SAC solders and SAC305. 

5.3 Effect of the Bond Pad Geometries 

A comparison regarding the copper pad profile was carried out. Since the geometry 
of the modified model become too complex, the mask layer was neglected following 
similar study cases [49]. The fillet radius was assumed to be 20% of the copper pad 
width based on X-ray inspections taken from Lau [13]. 

Creeps strain curves (Equivalent of Creep Strain – ECS and TECS) from the critical 
node are presented in Figure 10. Like the squared profile, the location of the critical 
node remained the same. 

The variation of change in profile within the same composition and between 
compositions are presented in Table 5. The column variations (Table 5) represent 
the difference of TECS between materials, while the row variations represent the 
variation due to the change in profile shape. It is clear to notice that in both 
compositions, the decrement due to shape is nearly 30%. On the other hand, a 
rounded profile accentuates the TECS difference between materials by 4.97%. 

Regarding to Creep Strain Energy Density (CSED) and Total Strain Energy Density 
(TSED), curves are presented in Figure 11. In the case of SACQ, TSED for the 
squared profile presents several unstable peaks, and the general TSED values are 
not greater than those of CSED. On the other hand, TSED values are constantly 
greater than the CSED values for the rounded profile, and the curves follow a more 
stable pattern. In both cases, SAC305 and SACQ squared profile; the peaks show a 
time dependency and relaxation. 
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Table 5 

TECS final value variation 

 SAC305 SACQ variation 

Squared 0.0611 0.0463 24.22% 

Rounded 0.0400 0.0323 19.25% 

variation 34.53% 30.23%  

 

 

a) SAC305 

 

b) SACQ 

Figure 10 

Creep Strain Curves 

 

a) SAC305 

 

b) SACQ 

Figure 11 

Strain Energy Density curves 

CSED final values are summarized in Table 6. SAC305 reduced 31.45% due to a 
change in shape, while SACQ reduced 23.61%. It is interesting to see that the initial 
difference between materials was 8.11% using a squared profile. A change in profile 
increased the difference between materials to 17.54%. From Table 5 and Table 6, a 
change in the copper pad profile accentuates the variation of creep performance 
between materials. 
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Table 6 

TSED final value variation 

 SAC305 SACQ variation 

Squared 1.7960 1.9546 8.11% 

Rounded 1.2311 1.4930 17.54% 

variation 31.45% 23.61%  

5.4 Reliability Prediction Analysis 

Following Che and Pang's procedure [34] (subtraction between final values of the 
third and second cycle), values of the approximation of average strain and energy 
variation were computed (see Table 7). It should be noted that all values decreased 
due to a change in copper pad geometry. High values can be observed for the 
squared profile with a significant reduction for the rounded profile. However, a 
more stable curve regarding TSED in SACQ (Case 11) increased inelastic strain 
energy density. 

Table 7 

Approximation of average of creep strain and energy density 

 SAC305 SACQ 𝑊𝑝 ∆𝜀𝑝 𝑊𝑝 ∆𝜀𝑝 

Squared 0.3028 0.0152 0.3347 0.0120 

Rounded 0.3558 0.0119 0.3770 0.0090 

Recent studies have reported Morrow and Coffin-Manson constants for estimation 
of the number of cycles to failure. It has been shown that the temperature, frequency, 
and aging may potentially affect the constants [50]. Morrow and Coffin-Manson 
constants for SAC305 and SACQ aging dependent have been reported in the last 
two years [51]. Nevertheless, temperature, and frequency dependency is needed for 
an accurate estimation using Table 7. 

Conclusions 

The reliability of the solder ball can compromise the functionality of the entire 
Integrated Circuit. Repetitive thermal loading of a complex FO-WLP package was 
modeled, varying the copper profile and solder ball material viscoplastic properties. 
Based on the results, the following conclusions can be drawn: 

1) From the SAC305 comparison, six different sets of Anand Parameters were 
tested using simulation replicates. Not only the creep behavior was different, but 
also the simulation time. Basit parameters are suitable for simulation since it takes 
the minimum time, and the results do not significantly differ from the rest. 
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2) Since reliability models are inversely related to inelastic strain energy, SACQ 
presented the most promising working time, followed by SACR, Innolot, and 
SAC305 in that order. 

3) A change in the copper pad profile shape (squared to rounded) shows a stress 
reduction and, therefore, more stable creep curves. Additionally, it accentuates the 
difference of creep values between materials by nearly 16% regarding creep strain 
values. 
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